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It was "the NRC's day of reckoning," 
recalled New Mexico's Senator Pete 
Domenici. Described by The New 
York Times as "one of the Senate's 
hardest-working, most intelligent and 
most intense members," Domenic! 
was a passionate supporter of 
nuclear power. By 1998, he 
concluded the NRC had crossed the 
line from regulating reactor sa fety 
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into excessive oversight of licensee 
management. As the chairman of 
the agency's appropriations 
subcommi ltee, he could do 
something about it. In June, he met 
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3 wi th Chairman Shirley Jackson and 
hit her with a surprise ultimo I um: 

4 Develop risk-in formed, performance­
s based regula tion or face cuts of up 

to $150 million-a third of the NRC's 
budget-and the loss of 700 sta ff. O nsite 6 
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"You can ' t be serious?" Jackson 
asked. When it wos clear he was, 
she pleaded for lime to show him 
the agency could change. 
Domenic! agreed. "Chairman 
Jackson got up, left, ond didn't look 
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8 bock." The meeting, Domenici 
wrote, was a "turning point" for the 

9 NRC in its move to risk-informed 
regulation that might spur a "rebirth 
of interest" in new reactor 
construction. 

10 
11 Jock.son's version of events differed. 

11 She, like Domenici, was a force. She 

11 grew up o prodigy In the notion 's 
still-segregated capital. Her 1973 
Ph.D. in physics was the first MIT 
bestowed on an African-American 
woman, and her appointment lo the 
NRC broke similar ground. 
Domenici's cuts were not a surprise, 
she insis ted. They hod been 
announced in Moy. Under her 
guidance, the NRC was already 
moving toward risk-informed 
regulation. It was a term she 
invented I 

While the principals disputed the 
details, the Domenici-Jackson 
summit is sti ll remembered as the 
NRC's "near-death" experience 
tha t forced it to terminate its 
controversial oversight program, l'he 
Systematic Assessment of Licensee 
Performance (SALP). Jackson 
returned from the meeting to warn 
staff it could not go "bock lo 
business as usual" and hod to 

"occelerole the re-alignment of our 
regulatory approach to be responsive to 
legitimate concerns of our 
stakeholders." With substantial input 
from industry, the NRC crea ted the 
Reactor Oversight Process (ROP) as a 
more performance-based, risk-informed 
program. 

The death of the SALP and birth of the 
ROP marked the swift resolution of a 
nearly 20-year debate over the NRC's 
proper oversight role. The 1979 Three 
Mile Island occident called into question 
on article of regulatory fai th: A 
licensee's sense of ownership for plant 
safety could be destroyed by excessive 
oversight of management practices. 
TMI and several subsequent safety 
cul lure events forced the NRC Into more 
vigorous and , to licensees. intrusive 
oversight of plant opera tions. An 
odversaria I relationship emerged by the 
late 1980s and grew worse during the 
deregulation of electric power markets 
in the 1990s. 

After TMI, the agency expanded its trial 
resident inspector program and created 
the SALP to combine quanti tative and 
qualitative assessments into a ro ting of 
plant performance. Assessment of a 
licensee's safety culture emerged as a 
persis tent regulatory conundrum o fter 
the 1986 occident at the Soviet Union's 
Chernobyl nuclear power plant. While 
lhe NRC and U.S. industry 
acknowledged the importance of safety 
cul ture, they Insisted U.S. operations 
were distinctly superior to the Soviets. 

Some wondered if ii was a dis tinction 
without a difference. Lox management 
cont·ribuled to a series of malfunc tions 
and operator errors during a loss-of­
feedwoter event at the Davis-Besse 
Nuclear Power Station near Toledo, 
Ohio. In 1987, the NRC issued fines to 
dozens of p lant operators at 
Pennsylvania's Peach Bottom nuclear 
power plont for "inattentiveness" 
(sleeping) w hite on duty. Time 
magazine ' s headline, "Woke me if It's a 
Meltdown," was o humorous commenl 
on a serious safety lapse. Peach Bottom 
was shut down for over two years. 
Similar management weaknesses kept 
Alabama's Browns Ferry station offline for 
years. 

Davis-Besse, Peach Bottom, and Browns 
Ferry were emblematic of the NRC's 
oversight dilemma. 

Continued on page 3 

Even as most licensees improved 
their safety performance metrics, 
some exhibi ted o " fossil-fuel 
menta lity" that priori tized profi ts 
over safely. NRC confronted on 
assemblage of licensees tha t 
ranged from small municipal utlli ly 
districts, up to Fortune 500 
corporo lions with unseltling 
variability in management quality. 
As one NRC inspector recoiled 
finding safety violations at some 
plants was " like fishing in a 
stocked pond." 

The NRC struggled to bring 
consistency lo its oversight 
responsibilities. It added new 
layers of review, such as annual 
caps tone senior management 
meetings and a "watch list" of 
problem plants. Worrisome plants 
might also receive a multiweek 
visit from a Diagnostic Evaluation 
Teams (DET) to assess plant 
operations and "organizational 
culture." In 1989, the Commission 
approved a policy statement on 
the conduct of plant operations 
tha t included a definition of safety 
culture as "the personal 
dedication and accountability of 
all individuals" lo practices of 
plant safety and the promotion of 
on "environment at safety 
consciousness." 

Defining safety culture was easier 
than measuring and enforcing It. 
A diagnostic-team visit was a 
plague al o utility's doorstep, a 
prelude to joining the watch list 
tha t got upper management 
fi red, sent utili ty stock prices 
fumbling, and required millions in 
upgrades. 

Ye t, industry claimed the SALP and 
DETs needlessly damaged 
corpora le repulations wilh unfair, 
subjective assessments. By 1989, 
relations were so toxic Executive 
Director of Operations Victor Stello 
admitted at the first Regula tory 
Information Conference (RIC) Iha! 
the U.S. hod the world's "most 
adversarial rela tionship between 
regulators and industry. "We do 
not trust you, you do not trust us." 

In 1994. NEI contracted with 
Towers Perrin consultants for on 
industry poll on its relationship wi th 
the NRC. The report portrayed the 
agency as on arrogant regulator 
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First Report Issued Under the ROP 

Mr M1choet J Colomb 
Srta E.xacullVe Officer 
New Yot1< Power Aulho!ity 

August 12, 1999 

Jomes A ~,tzPotrick Nudoor Pow Ptont 
Post Offoce Box 4 I 
Lycoming, N w YOl1( 13093 

SUBJECT: NRC INTEGRATED INSPECTION REPORT 50-333/99-06 

Deor Mr Colomb 

On July 17, 1999, lhe NRC compl 18d oo Iospect,on 01 the Jomes A Fitz? trick Nucleor Power 
Plant Th results orthiS ,nspect,on wore discussed on July 22, 1900, woth !Mt D Lindsey ond 
other members of your staff. The enclosed repon presents the results of that inspection You 
will note that the formot of this report hos chongod from those previously issued These 
changes ore ,n accordance with the oew NRC Reactor Inspection and Oversight Program which 
is currently being p,loted ot your faollty 

This ,ospectton wos on exom,o uon of oc1tv1Iles conducted under your l,cense o they rolote 10 
salety and comphance with the Comm1SS1011aS rules and regulattons and wrt.h the cond,ttons of 
your lie nse Within th r s, th inspection consisted of o seklctod e.am,nnuon of 
procedures llJ1d represenlnt,ve records, obse111ouons or oct1V1toes, ond 01telVl8WS woth per.;onnet 

As pall of the ptlot inspection program, you submitted perfo1111!111ce tnd1C11tor dote The 
pef1ormonce 1ndk:ator d to wos In the green pef1oononce bond, except the whit pef1onnonce 
threshold was exceedod for the !Unplanned Power Changes per 7000 Crrt,cat Hours, mdlClltoc 
during the rounh quarter or 1998, and the first quarter of 1999 we also note that this Inrncoto, 
h8s subsequontly returned 10 the gr n band with lh& submlllOI ol lhe S8COlid quenor 1999 d 10 
This ITTdicator was discussed with you during the periodic performance review meeting on 
Juno 3, 1990 We understand your octtons to improve porfo,monce ,n this oreo included the 
1mplementouon ol on equipment rellobll1ty periormonce lmf)fovement pion As noted by lhls 
indicator returning to the green band, we recognize lhat you are taking actions to improve 
pef1ormonco on this oroa Therefore, we hove chosen to monitor your octMlIes through lho 
bosehne lnspecbon program 

The NRC Identified five issues of tow sol ty significance lhot hov been entered into your 
con'9Cbve octk>n program ond 01 discussed ,n lho sumrnoIy ol l1nd11,gs ond In the body of Iha 
otteched inspection repoll. Of the fM> issues, three were determined to involve violauons or 
NRC requiremonts, but because of lhoir low sofoty slgnlf1C11nce lho V101alIons ore nol oled If 
you coolest these oooclted violauons. you should provide a response wotntn 30 days of the date 
of th,s inspect,on report, w,th the basis for your denoal. lo the Nuclear Regulato,y Cocnmission, 
ATTN Document Control Desk, WoshITTgton DC 20555-0001. with o cop,es lo the Reg,onol 
Adnunlstrotor, Region I, u,e Dlroctor, Off,ce of Enforcement, Unn d Stales NucleorRegutelOfy 
Commission, Washington, DC 20555-0001; and the NRC ResHlenl Inspector al the F11ZPalnck 
rocMity 

Region I Region II Reg ion Ill 

Text below taken from, SECY-00-0049, "Results of the Revised Reactor 
Oversight Process Pilot Program." Ml l 2268A481 

A 6-month pilot program of the RROP was conducted a t two sites per region 
from May to November 1999. The purpose of the pilot program was to apply 
the RROP and identify lessons learned so that the various processes and 
procedures could be refined and revised as necessary prior to a Commission 
decision on the ini tia l implementation of the RROP al all power reactors. Pilot 
program criteria were established to evaluate the resul ts of implementing 
each of the components o f the RROP al the pilot plants. 

In addition to evaluating the new process against· these pilot program c riteria, 
the staff employed a number of methods to obtain internal and external 
stakeholder feedback during the pilot program. This feedback was 
considered by the sta ff, along with the other pilot program results and lessons 
learned, and pertinent oversight processes and procedures were revised as 
appropriate. 

The effort undertaken by the staff to implement the RROP a t lhe pilot plants 
highlighted the challenges inherent in developing a ri sk-informed regulatory 
oversight process. Due to its nature, lhe uncertainties associated with risk 
analysis make it d ifficult to establish objective, ri sk-in formed thresholds for botl1 
performance indicators and inspec tion findings. However, the pilot program 
demonstrated that these new risk-informed tools, used by a knowledgeable 
and experienced inspection staff, result in an oversight process that is more 
objective and predictable than the current oversight process. 

Based on the results of the 6-mon th pilot program, the stall has concluded 
that the cornerstones of safety concept and the associated framework is 
sound. Pilo1 program feedback received by the staff. from both internal and 
external stakeholders, indicates that further experience with the process is 
needed. Implemen ting the RROP a t all sites will enable the staff to acquire 
further experience and provide it the opportunity to identify additional lessons 
learned and gain g reater confidence in the efficacy of the RROP. 

Region IV 

Salem/Hope Creek 
FitzPatrick 

Shearon Harris 
Sequoyah 

Pra irie Island 
Quad Cities 

Fort Calhoun 
Cooper 

Read more about the results of the RROP Pi lot 
Program, conducted ot the eight sites listed to the 
left, under ML l 2268A481. 

By: Tom Hlpschman 
NRR/ DRO/IRIB 

Thoughts on the Reactor Oversight Process 

In this newslett er, we celebrate the 20th anniversary of the Reactor Oversight Process (ROP). In on excellent article by our agency's his torian, we 
understand the challenges the agency faced that led to the ROP and how we not only changed but persevered through the development and 
implementa tion of a strong oversight program that has served to instill confidence In the public regarding the safe use of nuclear technology. The ROP 
continues to be a living and evolving process that assures we continue to regulate the notion's civilian use of byproduct, source, and special nuclear 
ma terials to ensure odequole protec tion of public heol·lh and safety, to promote the common defense and security, ond to protect lhe environment. 
Following the events of September 11, 2001, we adapted by increasing our security oversight as well as ensuring our licensees knew how to respond to 
events involving the potential for large fires and explosions, After the reactor vessel heod degradation at Davis-Besse, we enhanced our understanding 
and oversight of in-service and materials inspections, os well os corrective action program inspections. We've learned in many other areas as well, such 
os fires from electrical hot shorts, flooding from both in ternal ond external events, toss of off-site power and the 11st goes on. The ROP is flexible in adopting 
to change and we continue to be well served by the inspection bases we review annually that was established 20 years ago. And we continue to keep 
the ROP focused on strong oversight as we look forward to the next 20 years as a modern, risk informed regulator. 

We recently proposed c hanges to the Commission through the ROP Enhancement effort, as well as recommendations for the engineering inspection 
program that are still under review. We recently updated our inspection procedures to Incorporate risk informed ini tiatives and we're developing 
inspection cri teria for the next generation of reactors as the APl0OO reactors get closer to becoming operational. We're also thinking about l1ow the ROP 
might look 20 years from now. A small group hos begun looking at how we can continue to improve the ROP and we' ll have a panel discussion during 
the 2020 Regulatory lnformalion Conference. However, wi th all this change the very core of our inspection program remains unchanged - the agency's 
need for attentive, safety-focused and objective inspectors. We look to the Principles of Good Regulation as our guide. As o resident inspector who 
transitioned to the new inspection program 20 years ago, what struck me wos that although I hod many new inspection procedures and processes to 
implement, the core of my job remained unchanged - to go out Into the plant and look for problems. And thot continues to remain true. We hove the 
best trained and dedicated inspectors that continue to serve and look for safety issues. To be an NRC Inspector, you ore the gold standard. You are the 
vitol llnk t·o ensuring lhe safety and securi ty of the notion's use of nuclear materials. Continue t·o mointoin thot sa fety focus to ensure lhe sole use of 
nuclear technology during all your inspections ond give us tho! first hand feedback on how to improve the ROP for the future. 
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Near Death: The Birth of the ROP continued 
that instil led among utilities ''on 
·ntense and widespread fear of 
retribution by the NRC." Even as 
industry performance metrics 
improved the NRC persisted with on 
orbil rory. puni tive oversight program. 
It documented cases of frivolous 
inspection violations. such as leaving 
blank spaces on rou tine forms and 

oor housekeeping tha1 missed dust 
bunnies behind o plant telephone. 
he "current regula tory approach 

represents CJ serious threat lo 
merico·s nuclear energy generating 

capability," Towers Perrin concluded. 
he NRC's own assessment of the 
ALP portly confirmed the industry 

view of Its subjectivi ty and Inconsistent 
grades. 

Licensees were also squeezed by 
deregula tion. The Notional Energy 
Polley Act of 1992 permitted states 
and regions to create competi tive 
elec tricity markets. Util ity industry 
consolidation produced complex 
energy-producing corporations. By 
1997. 50 percent of utility executives 
thought most utility companies would 
not survive the decode. 

ucleor power plants were swept up 
in deregula tion, too. An industry 

xecutive predicted. nuclear power 
lonls "will end up owned by people 
ho can run them efficiently and do 
ell, not by all these mom-and-pop 
tilities." A half dozen uncompetitive 
ucleor plants closed and o fi re sole 

on others began. In 1998, energy 
companies snapped up the 
undamaged Unit I at Three Mile 
Island, New Jersey's Oyster Creek. 
and Pilgrim in Massachusetts. TMI sold 
for less than the value of its fuel. 
David Lochboum of the Union of 
Concerned Scientists likened the sole 
to "buying a used car wi th the 
contents of the gos tonk being worth 
more than the coritsetl." 

1ghler competi tion heightened 
industry concern wi th "regula tory 
burden." "We have to adopt to 
competition." said util ity executi ve 
Corbin McNeil . but there ''is no similar 
·ncentive driving the NRC to change 
the way ii does business." An industry 
financial analyst warned a Nuclear 
Energy Institute (NEil conference, " It's 
ord to see how NRC oversight con fi t 

into o competitive environment." 

he regulatory solution, the industry 
concluded, was risk-informed 
egulotion and oversight. Despi te 

their Initial opposi tion to lhe 1991 
aintenance rule. its successful 

mplementa1tion with risk assessment 
ools alerted the industry to the 
ossibilities of more uonti totive 

regula tion. NEI held up the sixteen Metro stops from Capitol Hill, o 
maintenance rule as the model that comparatively quiet decade passed 
"should be applied to o1her areas [of· without an NRC specific 
regula tion] wi1hout the need for congressional authoriza tion hearing. 
protracted debate." 

As it grappled with problem plan ts. 
the NRC was wary of a drastic SALP 
overhaul. In Morch 1996, Time 
fea tured a cover story of George 
Gala tis. an engineer-turned­
whis11eblower al lhe Mills tone station 
in Waterford, Connecticut. Time 
detailed Ga lalis's successful three­
year batt le to compel Northeast 
Utili ties to file a license omendmenl 
to modify the plant's refueling 
procedures and sys tems. The article 
suggested there might have been 
"collusion between the utility and its 
regulator" in minimizing Millstone's 
management problems. NRC 
investiga tions uncovered multiple 

Domenici shattered the quiet in 199B. 
Dennis Ra thbun, who served in 
Jackson's office, recalled in visits to 
Capitol Hill in the spring he heard hints 
that NRC staff might hove to worry 
about how they were going to pay 
the mortgoge. The industry armed 
Domenici w ith an estimate that the 
NRC could absorb cuts of 700 stall. 
The reduction in force was to be 
applied like the tenth plague of 
Passover targeting 500 engineers and 
inspectors. Domenici said his 
intention wa s to administer some 
" tough love." It worked. With 
Jackson's p romised reforms. budget 
cu ts were limited. 

issues regarding site management. It Domenici's drive to reform the 
took more than two years for 
Millstone-2 and 3 to receive NRC 
permission to restart . Millstone 1 
closed for good. 

oversight process produced an 
incongruous moment of uni ty 
between the industry, antinuclear 
activists, and the Commission. Al a 
congressional hearing, NEI assailed 

The Maine Yankee Nuclear Sta tion the agency 's "outdated. ineffec tive 
suffered Mills l·one l's fate. The regulolory framework" and called for 
licensee 's management. Shirley "risk-informed and performance-
Jackson told the 1996 RIC. hod fallen based concepts" that would be 
prey to "economic pressure to be a "objective. safety-focused. and 
low-cost energy producer" a t the responsive." David Lochbaum of the 
expense of sa fely. The number of Union of Concerned Scientists agreed 
problem plants seemed lo be that "the NRC needs to hove 
spreading. In just one yeor, the objective criteria lo understand what 
number of p lants on the NRC watch plant performance is. They don' t 
list spiked from six to fourteen. A utility hove that and that puts them into this 
executive said, "A lot of utill lles ore box where o good performing plant 
looking real ly seriously a t shutting overnight· comes on ·lhe watch lisl'. 
down if they hove o big regula tory That is not fair to anybody Involved." 
problem." Commissioner Edward McGoffigon 

The NRC contended the SALP was 
working and improved opera tions 
and even a long-term reduction in 
inspection hours. The industry, 
however, fumed at the spike in the 
watch list and the cost of addressing 
minor safety issues. "The existing 
regulatory process gives the public 
on Inaccurate view of plant sa fety," 
said Corbin McNeil! , Chairman of 
PECO Energy Company. "The NRC 
applies the regulatory process to 
every plant as if it were performing at 
a low level." 

Missing from the debate was 
congressional guidance. The 
"Republican Revolution" in the 1994 
congressional elec tions established 
a Congress intent on reducing the 
size of the federal bureaucracy. 
Initially, the GOP's wrath fell inside 
the beltway wi th proposals to 
abolish agencies, including the 
"Department of Energy 
Abolishment Act." Head uartered 

joined the chorus in colling for the 
NRC to discard "this old, prescrip tive, 
deterministic framework hanging 
around. driving us to do things tha t· 
are trivial." 

Some NRC staff objected to the 
challenge lo the agency's 
independence. The NRC had been 
"relatively resis tant to political 
pressure." a sta ffer noted at an 
agency-wide meeting. "We ore 
being threatened by someone who 
has the power of the purse over us." 
Jackson disagreed. "We ore 
crea tures o f Congress, and we have 
a responsib ili ty to be responsive. 
Congress h•os provided us with a 
platform to accelerate our 
movement in o direction we know we 
must go, o direction we ourselves 
already had decided we needed lo 
go." 

The Commission moved swiftly. 
Enforcement was not to be the 

primary tool of oversight, it told sta ff. 
The NRC suspended the SALP in 
October I 998 and la ter discontinued 
the hated watch list. Sta ff-industry 
consultation on the new ROP 
framework was close enough Inside 
NRC claimed NEI "li terally co-wrote" 
it. The 1999 draf t in SECY-99-007 
established risk-informed thresholds 
and "cornerstones" of safe ty to 
express traditional defense-in-deplh 
safety. Its action matrix considered 
the safety significance of 
performance deficiencies and 
favored the tools of licensee 
response and gradua ted NRC 
oversight over more punitive ac tion. 

Some agency critics were 
displeased wi lh the drive loward risk• 
informed regulation and the ROP's 
lighter touch. Jim Riccio of Public 
Ci tizen quipped the NRC's "near 
death experience" hod rea lly been 
a "non-hos ti le takeover of NRC by 
NEI. " Elsewhere, the ROP framework 
won broad support. David 
Lochboum said the ROP "can make 
o large, positive contribution to 
nuclear power plant sa fety," and 
was "substantially betl'er than the 
[SALP] and Watch List processes." 

The ROP was o step on the road to 
risk-informed regulation helped 
along by congressional guidance. 
but It was also on 
acknowledgement of safer plant 
opera tions. Since 1982. significant 
safe ty event reports dropped an 
order of magni tude while the 
median uni t capabi lity fac tor rose 38 
percent. U.S. performance 
measures were on par with or 
superior lo other industrial nations. 
More recent trends have been 
stable or shown improvemenl'. 

The ROP hos stood the test to time 
even as ii has evolved. The ea~y 
effort to avoid the SALP's judgments 
on the elusive concept of safety 
culture needed revision in the woke 
of the 2002 Davis-Besse vessel-head 
erosion event. The NRC 
strengthened the ROP's ability 
address safety cul ture weaknesses 
wi th Inspection guidance, added o 
2011 safety culture policy sto temenl. 
and ini tia l d a common language 
initiative. Thus. lhe NRC's search 
continues to strike o proper oversight 
balance between quantita tive and 
qualito tive factors of sa fely. 
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RPS-Inspection Auto-Report Generator 

Wow!! 1-Yeor ago we embarked 
none of the agency's most 

ronsformotive innovations to dote, 
everoging technology to help us 
c reate ROP inspection reports. The 
Auto-Report Generator function 

as allowed us to streamline the 
inspection report creation and the 

pprovol process, as well as 
rough! additional consistency in 

our documentation of inspections. 

s with any major change no 
matter how much you prepare, 
est, and train there ore always 

going to be initial implementation 
issues. Switching to the RPS­
nspections Auto-Report Generator 

as no exception. We hove come 
a long way since the Auto-Report 

enerotor functionality went live 
n January I, 20 19. Let's look bock 

at what hos been accomplished 
during the post year. 

• Added ability to generate 
security-related reports (Physical 
Securi ty, MC&A, and Cyber) . 
Added ability to genera te 95001 
& 95002 supplemental reports. 

• Added ability to document VLSS 
issues. 

• Added ability to lrock sto1us of 
GTG findings in PIM via a notes 
section. 

• Added ability to discuss and/or 
close all types of open items. 

1-Year Later!! ,r.1 

• Added ability to track number 
of applicants for New 
Reactors. 

• Added undo/redo and version 
history for scope, sample and 
result text fields. 

• Added abili ty for scope text to 
show if no samples entered. 

• Added abili ty to customize 
branch and division names for 
cover letters. 

• Fixed numerous (>200) cover 
letter and report formatting 
issues. 

• Fixed issue with letterhead 
color. 

• Fixed issue with findings adding 
up correctly in cover letter. 

• Re-programmed application 
to tocked sample order with 
finalization of report. 

• Removed pre-populating 
certain cover letter fields 
(company, facility, and 
location). 

• Mode LER title edi table when 
documenting on update. 

• Updated sub-procedure 
ordering so appears in numeric 
order in generated report. 

• Updated all auto-generated 
cornerstone screening 
statements. 

• Cleaned up inactive and old 
organizations in various drop­
down menus. 

• Updated the "RPS-Inspections 
Desk-Guide" 9 times. 

• Created a FAQ document that 
can be accessed from within 
the application, plus added 

another 10 questions after 
initial release. 

• Completed a major revision 
to IMC 0306 lo better align 
with current RPS-Inspections 
application. 

• Completed a major revision 
to IMC 0611 , IMC 0611 Exhibit 
4, and cover letter templates 
to ensure alignment with 
what report auto-generator 
produces. 

• Updated IR 11 to capture 
EPID data (title, contact, 
supervisor). 

• Updated IP 22 to allow 
running report for by a 
speci fic procedure. 

• Created new RPS report that 
shows EPID/CAC Errors. 
Created new report (IR 13) 
that provides time charged 
to specific CACs per EPID. 
Allows user to compare 
across EPIDs, sites, and 
regions. 

• Created new report (I R So) 
that provides visual depiction 
or percent complete vs 
minimum and nominal 
sample sizes. Also, 
monitors/measures ROP 
completion status in terms of 
completion status selected in 
"All Procedures" tab. 

The entire project team greatly 
appreciates the patience and 
professionalism brought by all as 
we worked through initial 
implementation. As everyone 
gets more fami liar with the report 
generator and all the 

improvements mode, we hope 
you will see the benefits of RPS­
Inspections Auto-Report 
Generator and the progress we 
hove made in transforming and 
modernizing how we do 
business 

If you run into problems, think 
something might not be working 
correctly, hove a question 
about report format, or hove 
suggestions on how we con 
improve things, please first 
check with your technical 
support branch chief/team 
leader as they con likely help 
you. If it is something they 
cannot fix, or something not 
already being worked you con 
report the item to 
RPSSupport.Resource@nrc.gov 
so we con ensure it gets 
reviewed and addressed. 

Now that my rotation as the 
RPS-Inspections Project 
Manager hos concluded, I'd 
like to thank everyone who 
helped with the RPS-Inspections 
project. 

A special shout out to Bridget 
Curran. whose hard work on this 
project has not gone 
unnoticed. Her experience with 
RPS is invaluable. 

On January 1, 2020, Manuel 
Crespo became the new RPS­
Inspections Project Manager. 
Let's make his transi tion a 
smooth one! 

r · - · - · - · - · - · - · - · - · -·- · - · - · - · - · - · - · - · - · - · - · - · - · - · 
• We recently become aware of some instances when ISFSI information is not being included in I 
I the final versions of the issued integrated reports. • 

If you have on ISFSI inspection included in your report, you need to: 
1. Include the ISFSI report name in the subject line. 
2. Include the ISFSI license and docket· numbers in the appropriate part of the cover letter. 
3. Include the ISFSI docket number, license number, report number, and EPID number 

(associated with the Part 72 report) on the 1 •t page of the integrated report with other 
logistical Information. 

The requirements to manually odd the above information hove not changed since going to the 
auto-report generator. This was o requirement when we produced reports using templates. 

We have a long-term action to hove RPS automatically include all of the above, but until then 
please con tinue to add ISFSI information to the integrated reports ofter the Word document is 
generated. 

~-- · - · - · - · - · - · -·- ·- · - · - ·-·-·- ·- · - · - · - · - · - · - · - · -· 
•• We all know lhot the photographs in the lnspeclor Newsletter provide great !raining value ! The Editorial Boord encourages staff to ge t 

permission prior to using any photos that appear in an Inspector Newsletter article." 
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Who is Monitorinq th•e Monitors? 
By: Eric MIiier, RI/FllzPatrlck Senior 
Resident Inspector 

Bockaround: The drywell con tinuous 
o lmospheric monitoring system 
(CAMS) is used to continuously monitor 
the drywall a tmosphere for airborne 
particulate and gaseous radioactivity. 
At FitzPotrick nuclear station. there ore 
two redundant systems that provide 
flow through their respective 
scintillation detector assembly sample 
chambers an.d measure the sample 
beta radioactivity level. The detectors 
are sensitive e nough to detect a 
eoc tor coolant leak of 1 gallon per 

minute within 4 hours. The CAMS 
provide early alarms to the operolors 
so that closer examination of other 
drywall leakage deteclion systems will 
be mode to determine the extent of 
any corrective actions that may be 
equired. The 'B' CAMS lake a suction 
from the discharge of !he 'B' drywall 
cooling fan clischarge plenum. The 'A' 
CAMS toke o suc tion in on orea below 
the 'B' discharge plenum. Discussions 
r.vith engineering and review of prints 
indicate that there should be effective 
mixing in the drywell atmosphere such 
that the reading from both CAMS 
should be fairly consistent. 

Desi an Renuirements: 10 CFR Port 50 
Appendix A Cri terion 13, 
"Instrumentation and Control." requi res 
lnstrumenla llon to be provided to 
monitor variables and systems over 
their anticipated ranges for normal 
operation, for anticipa ted opera tional 
occurrences, and for occident 
conditions as appropria te to assure 
adequate safety, including those 
systems and variables that con affect 
the reactor coolant pressure 
boundary, the containment, and Its 
associated systems. Appropriate 
controls are required lo maintain the 
~oriables and sys tems within their 
operal•ing range. 

IO CFR Part 50 Appendix A Criterion 30, 
"Quality of Reactor Coolant Pressure 
Boundary," requires components 
r,vhich ore part of the reactor coolant 
pressure boundary to be designed. 
fabricated, erec ted. and tested 1·0 the 
highest quality standards practical. It 
also requires a means for detec ting 
and, to the extent practica l, identifying 
the localion of the source of reactor 
coolant leaka ge. 

Regulatory Guide 1 .45. "Guidance on 
Monitoring and Responding to Reactor 
Coolant System Leakage," also 
provides additional guidance for NRC 
staff and licensees to assess indications 
of reactor coolan l pressure boundary 
leakage. 

Technical Specifications: The dryweI1 
CAMS are requi red by Technical 
Specification 3.4.5, "RCS Leakage 
Deteclion Instrumentation," to al low 
FitzPa trick operators to readily detect 
a reactor coolant leak. Leakage 
from the reactor coolant pressure 
boundary Inside the drywell is 
detected by at least one of two 
independenlly monitored variables. 
such as drywell sump pump flow and 
drywell gaseous and particulate 
radioactivity levels. The associated 
Limiling Condition for Operation 
(LCO) requires the following leakage 
detection instrumentation to be 
Operable: o.) drywell floor drain 
sump monitoring system; b.) one 
channel of !he drywell continuous 
atmospheric particulate monitoring 
system; and c.) one channel of the 
drywell continuous atmospheric 
gaseous monitoring syslem. 

Operating hislory: FitzPotrick 
unidentified leakage began to trend 
up on Oclober 7. 2018, following 
reactor startup from o refueling and 
maintenance outage. In the 
following week, the station 
established a monitoring pion with 
action levels to more closely monitor 
the leakage trend. The CAMS initial 
counts were 960 counts per minute 
(cpm) and 611 cpm, respectively. 
From October 7. 2018, through 
December 6, 2018, there were no 
indications of leakage from the 
drywell floor drain system (i.e. floor 
drain leakage= 0.00) . On December 
7, 2018. drywall floor drain reached 
0.01 gpm and began to slowly trend 
up. On April 19, 2019, FitzPatrick 
reached Action Level 3 per IMC 2515 
Appendix D Leok Rote Trending. The 
Resident staff then made notifications 
lo NRC management in accordance 
with IMC 25 15 Appendix D. A 
subsequent chemistry sample in Moy 
20 19 of the drywell floor drain 
indicated that the leak was from the 
reactor coolant system (RCS), 
showing signs of sodium-24. In 
December 2019, CAMS readings 
reached approximately 114,000 
counts per minute. Since counts had 
reached the established alarm 
setpoint for the CAMS. the station has 
raised the setpolnt to a higher 
value. The original alarm limit was 
30,000 counls per minute. 

The sta lion developed a Failure 

CAMS values being di fferent. The 
station established a probable cause 
associated with o packing leak of 
!he inboard isolation valve for 
reactor wa ter cleanup due to a 
sudden change in CAMS counts per 
minute causing exceedonce of their 
ACMP action level for a change 
greater than 5,000 counts per 
minute. The probable cause is also 
supported based on end of refuel 
outage assessment during post 
maintena nee reactor vessel hydro 
lesting which indicated a packing 
leak on that same valve, which was 
addressed by the stalion prior to 
startup. 

NRC Value Added : On October 6, 
2019, both CAMS were declared 
inoperable, and following repa ir of 
the 'B' CAM, was returned to 
operable on October 8 (resulting in a 
63 hour duration LCO). TS action 
statement· 3.4.5 C.1 requires "grab 
samples" once per 12 hours. The TS 
bases for C. l actions state "The 12 
hour interval provides periodic 
information that is adequate to 
defect LEAKAGE." The residents' 
lnspeclion of the RCS leakage 
surveillance (711 11.22) performed 
during the inoperabili ty of both 
CAMS identified !hot radiation 
protection staff were not 
appropriately implementing the 
compensa tory measure procedure. 

Specifically, multiple staff on various 
occasions were implemenl'ing the 
procedure differently and 
incorrectly. The inspectors also 
identified that FitzPotrick staff in 
Operations, Chemistry, and 
Radiation Protection did not question 
how to assess and compare the grab 
sample results. The grab sample was 
on isotopic analysis and did not 
provide any indication of counts per 
minute. This prevented operations 
staff from effectively moni toring the 
results of the grab sample due to the 
difference. Interviews revealed that 
!he FitzPotrick sta ff did not effectively 
understand the results of the isotopic 
analysis. 

Corrective Acjjons: Fi tzPatrick staff 
entered the inspectors concerns into 
the corrective action program ond 
ore currently assessing next steps to 
address the issues. 

Modes Causal Tree (FMCT) to assess Food for Thought: ( 1) What do the 
potential leaks. Through comparison CAMS at your site read? Include 
of drywell CAMS data from a them in your plant sta tus. (21 What 
through-wall leak tha t occurred in ore lhe setpoints and how/where 
2016 (-400,000 cpm) to what they alarms be ing tracked (plant 
are seeing today (- 100,000 cpm), the computer. annunciator, etc.)? (3) 
station determined that the leak is How are manual results being 
likely a packing leak due to !he analvzed and converted to the 

appropria te units in the event of 
CAM inoperobility? (4) Where 
(location and elevation) in the 
drywell/conlainmenl is/are the 
somple(s) being collected ond 
returned? Search for them in your 
next drywell/containment outage 
entry. (SJ How high should the CAM 
readings reach before any action is 
required? Challenge the licensee on 
this. Unlike leakage limits. Tech Specs 
and bases don' t specify actions for 
CAM limits. 

Inspector Best Practices 
noted above: 

• Maintain a questioning a tti tude 
when performing panel walkdowns 
in the control room and throughout 
the plant. II is an accepted industry­
wide stondord for operators to 
ensure proper indications on 
instrumentation panels and MCCs 
during their walkdowns. Exercise 
attention-to-detail and hold 
operators lo these standards during 
your plant walkdowns. 

• Independently verify when 
possible. There is no substitute for 
being there and seeing firs t hand. 

• Trust but verify! Periodically verify 
that the licensee is adequately 
implementing adverse condition 
monitoring plan actions and 
operability determination 
compensatory measures, especially 
for longstanding degraded 
conditions, 

• Maintain o questioning-attitude. 
Make sure !hat your field 
observations align with the design 
basis and good engineering 
judgment. Is the compensatory 
measure appropria te, properly 
implemented, and adequate to 
ensure continued 
operability/ functionality of the 
degraded SSC? 

• When you know what "normal" 
looks like. !hen "abnormal" wi ll jump 
right out ot you. Inspector Manual 
Chapter 2515 Appendix D provides 
the NRC wi th o process for 
awareness. but even ofter reaching 
Action Level 3 and taking !he 
required actions. continue to 
monitor closely and provide regular 
updates to NRC management. 

• Ensure that you share your field 
observations with Operations and/or 
Engineering. as appropriate. in a 
timely manner. Do not analyze the 
condition for them or lower your 
standards. 

**For more Inspector Best Practices. take a look at NUREG/BR-0326. Rev I , " NRC Inspector Field Observation Best Prac tices."** 
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Inspectors Spot Butterfly Loose Onsite 
By: Daniel M ills. RIii/Davis- Besse SRI, 
and Jackie Harvey, RIii/Davis-Besse 
Resident Inspector 

he sam le: On June 4. 20 19. the 
licensee prepared to replace a 
component cooling water [CCW) 
heat exchanger outle t isolation 
butterfly valve with a new valve 
received from the vendor (Fisher 
Controls) in 2017. Based on a scrub 
of the workweek schedule and plant 
risk (valve failure would render the 
associated CCW train inoperable). 
the inspectors selected the valve 
replacement as a maintenance 
effectiveness quality control sample. 

ho in for issues: The inspectors 
typically do a maintenance shop 

alk-through prior to the work lo 
look for component and/or quali ty 
control issues. In this case. the 
inspectors identified that one of the 
three taper pins holding the butterfl y 
valve disk lo the stem appeared lo 
be loose. 

In response to the inspector's 
observation. the licensee performed 
repairs by resetting and re-staking 
he pins in accordance with 

mechanical maintenance 
procedure DB-MM-09317 "Fisher 
type 9100 Butterfly Control Valve 
Maintenance." This resulted in the 
large ends o f the taper pins being 
flush with the surface of the disk 

hich still didn't appear to be quite 
right to the inspectors. Based on the 
licensee's initial response (simply 
tapping the loose pin back into 

place and re-staking). the 
inspectors were not confident that 
the licensee completely 
understood their underlying 
concern (improper pin 
installation). 

OpE-tunity: Based on additional 
digging. the inspectors noted that 
NRC Information Notice 2005-23 
and NRC Part 21 Report 2005-42 
described the issue of loose taper 
pins. wi th corrective actions to 
include the proper seating and 
slaking of the pins. These 
references sta te that degradation 
of butterfly valves supplied by 
Fisher Controls and other 
manufacturers hos occurred during 
plant operation as a result of the 
loss of taper pins used to connect 
the valve disc to stem. The 
degradation can involve leakage 
and affect valve operation. Taper 
pins lost from butterfly valves can 
also interfere with the operation of 
other plant components in fluid 
systems. The inspectors also noted 
that the vendor manual detailed 
the requirement for the pin ends to 
be ground below the surface of 
the disk before staking: however. 
the instructions were confusing and 
difficult to follow (al least partly 
due to the instruc tional drawing 
depicti ng flush ground pins) and 
were apparen tly misinterpreted by 
both the vendor and licensee. 

Vendor drawing showing flush 

taper pin ends 
After licensee's repair attempt 

After review of the licensee's 
actions taken to repair the valve. 
the inspectors noted that the pins 
were improperly set and staked 
and brought the concern to the 
licensee. Additionally, the 
inspectors identified that the 
associated mechanical 
maintenance procedure. DB-MM-
093 I7, included the vendor 
manual as a reference. but did not 
incorporate the vendor manual 
criteria ensuring the ends of the 
pins were below the surface ol the 
disk before peening. 

Corrective Ac tions: The licensee 
entered this issue into their CAP 
and returned the valve to the 
vendor. who determined that the 
pins were improperly installed. This 
resulted in NRC Event Notifica tion 
54238. NRC Part 21 Report 2019-24, 
and Fisher (vendor) Information 
Notice 2019-01. which revised and 
clarified the steps necessary to 
achieve the criteria that the large 
end of the taper pins be dri ven 
below the surrounding surface and 
then the surrounding material 
peened over the heads. 
Additionally. the licensee revised 
mechanical maintenance 
procedure DB-MM-09317 to 
include the updated vendor 
guidance regarding pin setti ng 
and stoking. As port of their 
extent-of-condition review. the 
licensee discovered several other 
valves (including the old valve 
they had replaced) that exhibited 
similar improper taper pin 
installation. (See NRC Inspection 
Report 05000346/2019003 for 
addi tional details). 

Revised vendor drawing 

Vendor pie of properly staked pins 

Valve after vendor repair 

Inspector Best Practices 
noted above: 

• Consider performing periodic 
walk-throughs of the maintenance 
shop prior to and/or following risk 
significant work looking for 
component issues [degraded as­
tound condi tion or poor ready for 
insta llation condition), less than 
adequate work control, and/or 
quality control issues (including 
proper labeling and storage of 
safety-related components). 

• Ensure that you take the time to 
ensure tha t the right folks in the 
licensee's organization clearly 
understand your safety concern. 
Es tablishing good lines of 
communication and credibil ity 
with the licensee will go a long 
way toward this end. 

• Remain aware of plant status. 
This al lows you to risk-inform your 
samples and harvest samples 
when plant conditions are ripe. 

• Independently verify when 
possible . There is no substitute for 
being there and seeing first hand. 
What did the licensee overlook or 
fail to consider? 

• Maintain a questioning altitude. 
Make sure that your field 
observations align with the design 
basis. industry operating 
experience. and good 
engineering judgment. 

"For more Inspector Best Practices. take a look ot NUREG/BR-0326, Rev 1, "NRC Inspector Field Observo tion Best Proctices." .. 



Triennial Fire Protection Team Drums U Value Added Insights 
1---------------------------------~-------- --· --

By: Justin Fuller, RI, Millstone SRI 
and Louis Dumont, RI/DRS/EB2 

In prepara tion far a triennial fire 
protection inspection, team members 
spent time reviewing the licensee's fire 
protection program procedures 
(including transient combustible 
control procedures), and highlighted 
items for independent verification 
onsite. On July 16, 2019, the team 
identi fied two 55-gallon drums of lube 
oi l una ttend ed, and without a fire 
prevention permit (FPP) , in the 
Millstone Unit 3 'A' EDG room 
enclosure (see picture below), which 
was contrary to licensee procedure 
CM-AA-FPA- 101, "Control of 
Combustible and Flammable 
Materials." CM-AA-FPA-1 01 stated 
tha t "combustibles and flammables 
may be stored only in areas approved 
by the site lire marshal either through 
site utilization of administrative 
procedures or by use of a FPP. The 
inspectors noted that the site fire 
marshal had not approved these 
transient combustibles. Upon further 
review, the inspectors noted that only 
ten gallons of transient lube oil was 
provided for in the fire severity 
calculation for this risk significant fire 
area. The licensee entered this issue in 
the corrective action program (CAP) 
and removed the lube oil from the fire 
area. Engineering reviewed the fire 
severl1 y calculation, accounting for 
the addi tional transient lube oi l. and 
determined that the equivalent fire 
severity did not change (which the 
inspectors factored In to their 
significance assessment using 
Appendix F)•. During the Inspection, 
the team also identi fied other areas 
throughout the plant where 
combustibles were left unattended 
withou t a FPP. Specifically, the team 
identified transient combustibles 
localed within 20 feet of the Unit l /Unit 
2 control roam barrier, which is 
designated as a combustible free 
one, and three examples of metal 

cabinets with combustibles stored 
without the door installed in the Unit 3 
auxiliary building. The licensee 
entered the additional examples of 
transient combustibles left unattended 
into the CAP and removed the 
a ffected transient combustibles from 
the respective fire areas. The 
iden ti fied finding was the result of a 
collaborative team effort focused on 

shortcoming (special shout out 
to the entire TFP team - Menan 
Patel (Team Leader), Carey 
Bickett, Gene Dipaolo, Clinton 
Hobbs, Jeff Rady, Louis 
Dumont, and Justin Fuller). See 
NRC Inspection Report 
05000423/2019010formore 
details. 

Inspector Best Practices 
noted above: 

• Give strong consideration 
to including a resident 
inspector on the team when 
possible. II is very beneficial to 
have one of the resident 
inspec tors on the team, 
providing the in-depth 
knowledge of the plant and 
an excellent working 
relationship with senior 
management at the site. 

• Trust but veri fy! 
Independently walk down 
whenever possible (given due 
consideration to ALARA and 
personnel safety). 

• Spend time with other 
inspec tors in the plant. Two 
sets of eyes and two 
questioning minds are be tter 
than one. 

• Effectively using the 
licensee's own procedures 
and industry standards to 
logically and methodically 
support your safety concern 
provides a more solid 
regulatory foo thold and helps 
highlight licensee performance 
deficiencies. 

• Maintain a questioning 
atti tude. Make sure that your 
field observations align with 
the design basis and good 
engineering judgment. 

• When you know what 
"normal" looks like, then 
"abnormal" will jump right out 
at you. 

• Knowledge is power. A fair 
understanding of the design 
and licensing basis allows one 
to place identi fied issues 

and/or concerns in their proper 
perspective (transient 
combustibles should always be 
properly control led and should not 
be found in designated 
combustible free zones). 

• Ensure tihat you share your field 
observations with Operations 
and/or Engineering, as 
appropriate, in a timely manner. 
Do not analyze the condition for 
them or lower your standards. 

• Good inspecf'ion prac tices 
include the age-old question 
"have you considered the exten1-
of-condition?" This extent-of­
condition review may uncover a 
programmatic issue and/or 
increase the risk signi fi cance 
depending upon the condition of 
other similar SSCs or areas. 

• Sometimes, it' s not a matter of 
"what' s there" but "what's not 
there that should be." 

• Phone a friend. Remember 
that the DRS & DRP regional staff, 
resident inspectors, NRR OpE 
Clearinghouse. and the NRR staff 
ore excellent resources to top to 
help put your issue in perspective. 

Unattended drums of lube oi l in 
EOG enclosure without a fi re 

prevention permit. 

7 
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ChanQes to the Inspection ProQram Feedback Process 
By: Bridget Curran 
NRR/DRO/IRSB I Feedback Originator Supervisor .. 
Beginning in 2020, the Division of Reactor Oversight (DRO) will be Implementing a revi sed 
Inspection Program Feedback process that will enable better management of the 
inventory of feedback forms. Regional sta ff, through their Technical Support and 
Assessment Branch Chiefs (TSABs) or Inspection Program and Assessment Team (IPAT) 
Leaders. wi ll now be reviewing their feedback forms before sending them to ORO. The 
ORO Inspection Manual Coordinator will log all received feedback forms into the 
database in preparation for prioritiza tion ranking biannually at Branch Chief Counterpart 
meetings. 

During the biannual meetings, the TSAB/IPAT BCs/TLs will discuss and rank their feedback 
forms in order of priority. Based on those discussions, ORO BCs will advise the Inspection 

TSAB/IPAT 

! Inspection 
Manual 

O>ordinator 

Reviews and submits 
feedback forms for 

prlorilizallon b annually 
at BC counterpart 

meeting 

----

If rejected after 
,. BC counterpart 

mee ng, Informs 
originator 

Receives and logs FBFs ,nto FBF database. 
Notmes program BC and Mids lor BC 

counterpart meeting II approved, forwards 
to Document Lead 

Manual Coordinator to forward feedback fo rms to the appropriate document leads for action. The figure below highlights the new steps of the 
feedback form process. The process does not change much, except for applying a filtering mechanism to ensure that resources ore properly 
applied to significant issues. 

Please forward any uestions regordin th~ new process to BridQet.Cur~ n@nrc .~ov. 

Deja Vu All Over Again 
By: Ken Kotaczyk, NRR/DRO/IRSB 

Hove you ever wondered if there are any generic communications related to your inspection but don't know where to look? Do you believe 
the editors of the "Inspector Newsletter" hove run out of material and as o result, have been forced to recycle old articles that were written a 
long time ago to fill up the Newslet1er? Well NRR's Operating Experience Branch (IOEB) - which again now includes Generic Communications 
(after the recent NRR reorg) has the answer to bo•lh questions. IOEB maintains o SharePoint site that contains a cross reference of Operating 
Experience/ Inspection Procedure at the following SharePoint sile located here: ICbl(7)(F) I 
Be sure to check out this relreshed and updated sile as part of your inspection preparation activities to ensure old lessons from the past will not 
hove to be relearned. Regarding the answer to the second question about recycling old articles, well that is up for you to decide ofter reading 
the July 2012 Inspector Newsletter that is posted at the fol lowing url1(b)(7)(F) I 

~ 1-".:_'··r, g Speed of Trust and Inspector Best Practices 

)
~ ~ ti Speed of Trust Action Card #13 - Extend trust. Demonstrate o propensity to trust. Extend trust abundantly to those 
~ ~ who hove earned your trust. Learn how to extend "Smart Trust" to others based on the si tuation. risk, and credibility 
"' -i of the people involve. 

~~l 1fr[( Inspector Best Practices - (1) Trust but verify! Independently verify when possible. There is no substitute for being 
there and seeing first hand. (2) Ensure that you share your fie ld observations with Operations and/or Engineering, as 

appropriate. in a timely manner. Do not analyze the condition for them or lower your standards. Trust that they will do the right thing; however, 
follow-up to ensure that they do. (3) The licensee remains responsible and accountable for contractor work in the field and in the office 
[engineering technical support). Trust but verify that this con trac tor work meets acceptable industry standards. (4) Trust the process (IMC 0612 
Appendix B "Additional Issue Screening Guidance") . Do not let pride of ownership (an NRC identified issue) cloud your vis ion regarding the 
more-than-minor threshold. Consistent objectivity strengthens our assessmen t process and results in increased credibility. (5) Phone o friend. 
Remember that the DRS & DRP regional staff, other residents, NRR OpE Clearinghouse, and the NRR staff are excellent resources to tap to help 
put your issue in perspective. Promptly communic ate issues of concerns and trust that others wi ll help you to e ffectively and efficiently resolve 
them. 

For more inspector best practices, please see NUREG/BR-0326, "NRC Inspector Field Observation Best Practices." 
htto://www.nrc.gov/readinq-rm/doc-collections/nvregs/brochures/br0326/br0326.odf 

Please contact Bridget Curran, NRR/DRO/IRSB, iF you'd like a hard copy of the "NRC Inspector Field Observation Best Practices" 

Hove you ever wonted to compare hours charged from inspection to inspection? Now you 
can wi th RPS-Inspections report IR 13 ("Inspection Ac tivi ty Type Hours" ). This new report allows 
you to compare across inspections within your own branch, division, or another regional office. 
Just selec t the procedures, activities, and EPIDs you wont to look o t. 



10 CFR 50.69, RICT & SFCP Training Initiatives 
Things Are Getting Risky ... Are You Trained and Ready? 

By: John Hughey, NRR/DRA/APOB 
Ken Kolaczyk, NRR/DRO/IRSB 
Edgardo Torres, NRR/DRA/APOB 

NRR 's Divisions of Risk Assessment 
(DRA) and Reactor Oversight 
(DRO) ore collaborating to 
develop inspector training for 
several ri sk-in formed ini tiatives 
~uch as: 10 CFR 50.69, Risk 
nformed Categorization and 
i/'"reatment of Structures, Systems 
~;md Components for Nuclear 
IPower Reactors; Risk-Informed 
rrechnical Specification Initiative 
14.B, Risk Informed Comp/et/on 
i/'"imes {RICT) ; and Risk-Informed 
i/"echnical Specification Initiative 
15.B, Surveillance Frequency 
!Control Program (SFCP) . The 
team's goal is to provide focused 
training to inspecfors that will aid 
their abi lity to verify the 
implementation of the 
aforementioned risk-informed 
initiati ves. 

Near term risk-informed training 
~hat is undergoing final 
development will review the 
background of 10 CFR 50.69. 
discuss how the licensee is 
expected to implement the rule 
and how inspectors should review 
implementation of the rule using 
NRC Inspection Procedure (IP) 
37060, "10 CFR 50.69 Risk Informed 
Categorization and Treatment of 
~truc tures. Systems and 
Components Inspection." This 
·ust-in time (JIT) tra ining is 
~cheduled to be presented by a 

ORA/ORO team on January 22. 
2020, to Region l inspectors to 
support a February 2020 10 CFR 
50.69 inspection at the Limerick 
Generating Station . The 
following plants have 50.69 
applications under review: 
Hatch. Prairie Island, Calvert 
Cliffs, Watts Bar and Millstone 2. 
The following plants have 
incorporated 50.69 into their 
license: Limerick, Polo Verde, 
Byron, Braidwood, Peach 
Bottom, Brunswick, Harris, 
Sequoyah, Monticello, and 
Robinson. 

The objectives for the RICT 
training are to provide on 
overview of NEI 06-09-A. 
Revision 0, Risk-Informed 
Technical Specifications 
Initiative 4b - Risk Managed 
Technical Specifications (RMTS) 
Guidelines, focusing on 
inspectable items though the 
manual: discuss inspection 
procedure modifications 
efforts: and provide examples 
of possible inspec tion scenarios 
that could develop into 
performance deficiencies. The 
following plants hove RICT 
applications under review: 
Limerick, Byron, Braidwood, 
Horris, Nine Mile Point 2. The 
following plants hove 
Incorporated RICT into their 
license: Yoglte. South Texas 
Project, SI Lucie, Turkey Point, 
Polo Verde, Colvert Cliffs and 
Farley. The DRA/DRO team 

intends to deploy this training to the 
NRC inspectors in calendar year 
2020. 

The objectives for the SFCP training 
ore to provide on overview of NEI 
04-10. Revision 1, Risk-Informed 
Technical Specifications Initiative Sb 
- Risk Informed Method for Control 
of Surveillance Frequencies, 
focusing on inspectoble items 
though the manual : discuss 
inspection procedure modifica tions 
efforts; and provide examples of 
possible inspection scenarios tha t 
could develop into performance 
deficiencies. The following plants 
hove SFCP applications under 
review: Watts Bar and Palisades. 
Fifty-two plants hove incorporated 
SFCP into their license. This training 
is also under development by 
DRA/DRO and plans for deployment 
to our inspectors ore currently under 
evaluation. 

The team will work with both the 
ad-hoc risk -informed ini tiatives 
working group and inspection 
manual chapter (IMC) 1245 working 
group to incorporate their 
suggestions regarding training 
content and recommendations 
regarding delivery to the inspector 
staff. If anyone hos suggestions 
regarding what subjects should be 
examined in further detail by the 
training, contact Edgardo Torres a t 
Edqardo.Torres@nrc.gov. and John 
Hughey a t John.Huqhey@nrc.gov 
from DRA; or Ken Kolaczyk a t 
Kenneth.Koloczyk@nrc.gov from 
DRO. 

Read about our Reactor Stars in Region IV on the Reactor Star Share Point page: 

r)(7)(F) 

Don't forget to verify that engineering modifications In the field ensure proper form, flt, and 
function. 

9 
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The "Wild Life" of an Inspector's Job! 

Nominated by: Glenn Dentel, 
Branch Chief, RI/DRS/EB2 

Catch of the Do 
I 

Nominated by: Zach Hollcraft, 
TMI SRI 

This quarter's Eagle Eyes Award goes out to 
Brandon Pinson, Rea ctor Inspector 
RI/DRS/EB2. During a Tl-25 I5/1 94 open phase 
condition [OPC) inspection relay room 
wolkdown al Nine Mite Point (NMP) U 1 in 
November 2019, Brandon identified a 
di fferent configura tion on a station phaser 
measurement unit panel than the team 
observed at other swi tch blocks [see picture 
left). Brandon promptly asked the licensee 
why lhe difference and if there were any 
associated compensatory measures in place. 
The swi tch blocks main control room and 
plant computer OPC-relaled alarms for of/site 
power transformer [XFMR) 101 Nat NMP Ul. 
Operators had blocked the alarm as ii was a 
nuisance at the time (due to the minimum 
load condition). but foiled to implement 
additional sa fety measures to compensa te 
for the disabled alarm functions for that XFMR 
to moni tor for on OPC. In this case, the team 
assessed the licensee performance 
deficiency as minor as the licensee 
fortunately hod some monitoring of voltages 
which would likely hove identified on open 
phase. For additional details. check out IR 
05-220/20 19014 or contact Brandon. Great 
catch! 

his quarter's ''Catch of the Doy" recognition goes ou t to Peter Boguszewskl. Peach Bottom Resident 
i nspector. During the recent Peach Bottom Unit 3 outage, residents were monitoring shutdown risk as 
directed by IP 711 11 .20, "Refueling and other Outages." Peter a ttended the morning Outage Control 
!center turnover and noted that shutdown risk was briefed as Green for the day. Later, a shu tdown risk status 
e-mail showed the risk to be Yellow . Pe ter questioned the outage risk manager ab out the change and was 
old that planned worl:: on the standby gos trea tment system was moved a couple of days earlier, bu t that 

its effect on risk was not captured until the risk manager re-ran the numbers during a periodic check. Peter 
questioned whether the control room staff hod been aware of the change in shutdown risk prior to being 
notified by the outage risk manager and was told that they were not. Armed with this information, Peter 
hen questioned the Shift Operations Superintendent and Control Room Supervisor on wa tch about the 
equence of events. When they confirmed that the control room sta ff was unaware of the change in 
hutdown risk for approximately seven hours, Peter questioned whether the sta tion hod initialed o correction 

,action document and was told they hod not. Based on Peter's questions, the licensee subsequently 
)nitia ted a correction action issue report IIR) to address the performance deficiency. (See Peach Bottom 
Inspection Report 2019004 for more details.) Great catch. Peter! 

Help Us Celebrate 20 Years of the ROP! 
2000 -2020 

We are looking for articles. snippets, and pictures that reflect the transition from the Systematic Assessment of 
Licensee Performance (SALP) program to the Reactor Oversight Process (ROP) Inspection Program. Submit 

your perspectives to the Inspector Newsletter 
e-mail address: lnspectorNewsletter@nrc.gov 



Inspector Mailbox 

Send your questions and comments 
to the Inspector Mailbox. The 

Newsletter Editorial Staff is happy to 
answer any newsletter questions, 

comments or concerns that you may 
have. 

lnspectorNewsletter@nrc.gov 

hl tp://wWVv.nrc.qov/reoding­
[!!).LQf& 

ollections nure broch res br0326 
lbr0326.odf 

Support Our Troops 

peclal "Shout Out & Thank You" to 
all ol the NRC employees currently 
serving our country on Active Duty. 
lay sale and come home soon! 

elcome Home to all of the NRC 
employees who have recently 
eturned home to us safely! We're 
glad to have you back 
and Inspecting with usl 

Newsletter Editorial Board 
We are looking for Joe Schoppy, RI 
articles, as well as your 
feedbackf// Edwin Lea, RII 

Contact any one of us 
by using the new 
Inspector Newsletter 
e-mail account!!/ 

Jamnes Cameron, RIii 

Leanne Flores, RIV 

Bridget Curran, HQ 

Many Thanks to Our October 2019 Newsletter Contributors! 
Tom Hipschmon, More Ferdos, Amy Beosten. Justin Vazquez, Boomo Venkotoroman, Joe Schoppy. 

and John Cherubini 

What Questions Have You Asked Today? 

Other Useful Information: 
Quarterly ROP Changes? 

11 

If you'd like to read about summaries of (very high level) significant (not editorial) recent changes in ROP 
guidance since the los t newslelter let us know and we'll Include theml 

end us your feedback and your orllclesl You could be one of the contributors to the next Inspector Newsletter 

'\ D 

We 're on the Web/ Check us out at: 
!Cb)(7)(F) ~ 

or find tlie current and previous newslelter ort1cles on $ ore Point 
/click onJfm to the Share Point site). 

Providing useful information to our inspectors, by our inspectors/ 

~Oft INT!IU~AL ti!! ONLY 

What have ou heard around the lant late! ? Let us know 1n five lines or less! 



Inspector Newsletter 
April 
2020 

Providing useful information to our inspectors, by our inspectors! 

able of Contents: 

un Sets on Use of NRC Contractors for 
Design Inspections 1 

hat's Wrong with This Picture 2 

FOR UHERP4i!cl USE OHL¥ 

Sun Sets on Use of NRC Contractors for 
Desi n Inspections 

By: Doug Bollock, 
NRR/0RO/ IRIB 

The time has come, this year we are phasing out the use of contractors on Design Bases Assurance 
Inspections (DBAl s). This was o tough decision considering the great support the contractors have provided 
the NRC inspectors over the years and the weollh of experience the contractors possess. The decision was 
made after considering the shift in focus of engineering inspections from original design basis to inspecting 
current licensee performance and the benefits of using only NRC inspectors. thereby increasing lechnicol 

peed of Trust and Inspector Best 
Practices 

knowledge. proficiencies. and experience gained by NRC inspection staff. 
2 

erspectives on COVID-19 ond the 
ROP 

Before we bid adieu to the contractors. we requested that they share some of their design bases inspection 
3 methods. checklists. and tips in a series of knowledge transfer (KT) training sessions in each regional 

ronsilionlng Out of ROP Enhancement office. The training topics, locations, and dates are listed below. If you can 't attend in person, the training 
Back lo Normal Work Practices 3 sessions w ill be available real-time via WebEx or Skype. In addition , the sessions wil l be recorded and should 

Region IV Reactor Stars! 4 be available in a TMS theater near you in the future . Please contact your regional DBAI KT training lead for 
ou Have Spoken and We Hove additional informa tion (Region I - Joe Schoppy: Region II - Marcus Riley; Region Ill - Karla Stoedter; and 

LiSlened! 5 Region IV - Gerond George) . In addition to the KT training sessions below, NRC staff ore encouraged to look 
Fighting Fire with Foam 5 for external training that cover engineering inspection topics and work through their regional management 
houl Out to Our Resident Inspectors - to attend external training. NRR staff is also looking into expanding the post-qualification program to include 

Post & Present! 6 additional NRC internal engineering training courses. 
Knowledge Management, 
Homegrown in lhe Regions 
Region Ill Resourceful Inspector 

8 

eleconference with Licensees Amid 
OVID-19 Response 

ROP Memories 
he ABCs of TCPs 
Tis the Season ... For Operating 

Experience 
afety Culture History 

Reminisce about the Transition from 
ALP to the ROP 
nswer to "What's Wrong with This 

8 
8 
9 

10 
11 

11 

Picturei 12 
he OpE Fishing Hole 13 
ask Interface Agreement (TIA) 

Revitalization 14 
ROP Memories 14 
Help Us Celeb rate 20 Years of the ROP! 
000-2020 14 
he "Wild Life" of on 
nspector's Jobi 

uarterly ROP Changes? 
Inspector Mailbox 
upport Our Troops 

15 
16 
16 
16 

Tralnln0 Dates 
June 29 to July 1, 2020 /Mon-Wed\ 
Seotember 9-10, 2020 (Wed-Thurs) 
November 17- 19, 2020 /Tues-Thurs! 
December 15-17, 2020 (Tue-Thurs ) 

Training Topics: 

Re Ion 
HVAC and fan 
design and testing 

Day 1 inspection 
techniques 

Heat exchanger & 
cooling tower 
design and testing 

Doy2 inspection 
techniques 

EDG mechanical 
(fuels, oil. tank 
inspections, 

Doy3 starting air & 
combustion air 
requirements) 
inspec tion 
techni ues 

Office 
Reaion l 
Reaion 2 
Reaion 4 
Reaion 3 

2 3 4 
Seismic supports Pump and Motor Electrical protection and 
and Structural design and flow coordination inspection 
Design testing inspection techniques - circuit breakers, 
inspec tion techniques fuses, relays, design 
techniques maintenance testing 

Ins ection techni ues 
Equipment Valve design and EOG electrical inspection 
Protec tion for 0 & M testing techniques - ESF sequencing 
Internal and (flow design & load 
External Hazards balancing, shedding/TSSRs/Generator 
(crones) open/close (Field flash/power 
inspection liming, 1ST) output/frequency) inspection 
techniques inspection techniques 

techni ues 
IA/Compressed I & C (Digital I & C/EQ/total 
Air (usage loop uncertainties, time 
requirements. air tes ting, installation, 

NONE 
receiver and maintenance. design, 
system inspection calibration & inspection 
& maintenance) techniques 
techniques 

Read about our Reactor Stars in Region IV on the Reactor Star Share Point page: 

(b)(7)(F) 
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What's Wronq with This Picture? 

Picture #2: What's wrong with the above picture? After pondering the 
pic ture for a few minut·es. flip back to page 12 for the answer. 

Picture# I : What 's wrong with the above picture? After 
pondering the picture for a few minutes, flip back to page 12 for 
the answer. 

Speed of Trust and Inspector Best Practices 
Speed of Trust Action Card #1 O - Hold yourself accountable first; hold others accountable second. Be 
clear on how you'll communicate how you're doing - and how others ore doing. Don't blame others or 
point fingers when things go wrong. 

Inspector Best Practices - ( 1) The licensee remains responsible and accountable for contractor work in the 
field and in the office (engineering technical support) . Trust but verify that this contractor work meets 
acceptable industry standards. (2) Be approachable. If people feel intimidated by you, they ore for less 
likely to talk to you. (3) Ensure that you shore your field observations with Operations and/or Engineering, as 
appropriate. in a timely manner. Do not analyze the condition for them or lower your standards. (4) Seek 
first to understand. then to be understood (Covey Habit #5). Always be willing to listen to the licensee's 
perspective before jumping to conclusions and/or demanding to be heard. 

For more inspec tor best practices, please see NUREG/BR-0326. "NRC Inspector Field Observa tion Best Practices." 
http ://www.nrc.gov/reading-rm/doc-collec1ions/nuregs/brochures/br0326/br0326.pdf 

Please con toc l Bridget Curran, NRR/DIRS/IRGB, If you'd like a hard copy of the '' NRC Inspec tor Field Observation Best Prac tices" 



By: Tom Hlpschman 
NRR/DRO/IRIB 

Perspectives on COVID-19 and the ROP 

his month marks the 20 Anniversary of the implementation of the ROP. Who would have thought 20 years ago we'd be in an unprecedented era 
In our history as a notion and as on agency enduring the global pandemic known os Coronovirus COVID-19? By now, we've been in o full-time 
eleworl<ing status for several weeks. Numerous inspections have been postponed, but many ore also being performed remotely. The resident 
nspectors ore performing their oversight role in o way that was probably never imagined 20 years ago, and by all accounts, they're doing it well. 
t the time of this article, inspectors have used technology to inspect remotely, including performing an event response for a unit trip without even 
oing onsite. 

ddilionolly, NRR is approving exemptions such as from 10 CFR 26.205(d)( 1) - (d)(7). provided tha t certain conditions are met. as described in NRR's 
Morch 28 letter issued to industry. In addition to the details of the exemption process, the Morch 28 letter contains the regulatory basis for our 

elerminolion that such exemptions. if approved. will maintain reasonable assurance of safety during a defined. limited period of flexible work hour 
ontrols. The US electri city system is part of the nation's critical infrastructure. Providing regulatory flexibility that maintains safety during the COVID­

I9 pandemic helps to ensure safe and reliable electric power during a notional emergency. Additional ly. the agency is reviewing the necessary 
ctions related to many other issues that our licensees are experiencing. 

It has been a big change for us all. and we ore all learning some new technology and techniques to communicate and wort< better. The Division 
f Reactor Oversight hos worked with the Regional Offices. and within headquarters to update and provide new guidance for doing our important 
afety roles. There is new guidance in Inspection Manual Chapter 2515, Appendix E. "Pandemics, Epidemics, and Other Widespread Illnesses or 

Diseases" (ML20079E700). Additional guidance tor inspectors was provided in on email on Morch 19. 2020 and updated on April 6. 2020 
(ML20097E538) to provide inspectors with additional guidance given the rapidly changing situation both nationally. and at the reactor sites. The 
top priority of this guidance remains to protect the health of our inspectors as well os site personnel. while providing the flexibility of maintaining 
versight thol supports reasonable assurance of adequate protection of public health and safety. 

But all this change hasn 't occurred this rapidly without a few bumps along the way, and the feedback we've received has been vital for the 
gency to learn, adopt. and continue to excel in our roles. I believe I hot os on agency ore meeting the requirements of our mission. but we also 

meeting the spirit and intent as well. We have all been affected by federal. state. and local orders to remain at home except for essential 
business. And I believe as an organization, there is o silver lining to this disruption. We've learned how to not only work remotely. but also Inspect 
emotely as well. We've learned how to be even more agile and flexible in getting our work accomplished. I'm confident that there will be many 

lessons learned that we will incorporate into the Reactor Oversight Process to make it even better over the next 20 years in whatever form that may 
ake in the future. 

But as many others hove said, we all do well to keep this in perspective. For mysel f, I' m appreciative how our inspectors. regions. and staff continue 
to im ress and rovide confidence in our oversl hi roles. and I om roteful to all of ou for the work ou do. 

Transitioning Out of ROP Enhancement - Back to Normal 
Work Practices 

By: Russ Gibbs, 
NRR/DRO/tRSB 

he Reactor Oversight Process (ROP) Enhancement project is now completed. Reca ll that the first phase of the project ended with the submission 
f SECY-19-0067 (ML l 9070A050) , which is still with the Commission for their direction. For inspectors, the most important potential outcome of the 
hanges proposed is a modest reduction in the Baseline Inspection Program by about 15% - affecting sample sizes for certain Inspection 

procedures (IPs). The goal of this proposed change is to better risk-inform and performance base the inspection program while achieving 
'mproved efficiency. This change will give inspectors more flexibility to focus on more Important safety issues and more time for other inspection­
elated activities such as participating in team inspections. 

ther ongoing and longer-term enhancement activi ties to be accomplished using normal work management practices include the completion of 
n effectiveness review of the Cross-Cutting Issues (CCI) Program. a comprehensive review of Problem Identifica tion and Resolution inspections 

(Pl&R) and on effectiveness review the Independent Spent Fuel Storage Installa tions (ISFSI) inspection program. For the CCI and Pl&R reviews. work 
s ongoing to clearly define current problem statements and to lden1ify and develop options for improvement. Depending upon outcomes. the 
path forward may require Commission notification or approval. For ISFSI , a recommendations memo (ML19277G895) will be decided upon soon to 

efine changes for the 2021 inspection cycle. For Radiation Protection (RP). eight IPs hove been issued this year. A Commissioners Assistant note 
as prepared that outlines the RP changes (ML 193170673). All these efforts have involved significant regional interactions. Other longer-term 
nhoncement activities such os a revision to the Mitigating Systems Performance Index performance indicator. continued improvements to 
ignificance Determination Process risk tools. and improvements to the Emergency Preparedness inspection program ore at various stages of 
evelopment. 

n improved public website below was developed for ROP Enhancement working with NRR 's Embark Venture Studio. The website provides o fresh 
look and a possible example for future NRC websites. Although the ROP Enhancement project is completed, the website will remain accessible 
until a website is developed that shows ongoing enhancements to the ROP in a brooder perspective. 

-enhancement.html 
reach to Russell Gibbs at Russell. 
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Region IV Reactor Stars! 

Have you met: Ayesha Athar & Jim Drake 
NUMBER: 2019-18 

TITLE: Responding to Plant Events Anytime, Anywhere 

n September 24, 2019, Dioblo Canyon, Unit 2 was In the third day of a re fueling ou tage, extensive work on the main generator sta tor 
had started , including demolition of the stator core c ooling water system. 

Large sections of the carbon steel piping were being replaced. During th is process a section of sta tor water cooling pipe ha d been 
breached and removed. FME covers were positioned on both ends of lhe pipe and hot -work permits were issued to allow additional 
g rinding on the p ipe to remove a valve. During the grinding ac tivi ty, workers witnessed on explosio n, 
described as a rapid energy re lease: large enough to blow off both FME covers a nd damage welding 

urtoins that were in place for subsequent welding activit ies . No signi ficant equipment damage or 
major injuries were reported. Initial investigatio n findings determined the source of the energy was likely 

ue to a po cke t of hydrogen gas inside the p ipe and near the grinding work. 

When informed of the situolion, Ayesha Alhar, acting resident inspector, reached out to Jim Drake, senior 
eactor Inspector on site for ISi Inspections, a nd asked tl1ot he accompany her to the scene to assess the 
ituation. While a t the sc ene they interviewed workers, evaluated the damage, took photographs and 
eported the conditions to the branch chie f. Their qu ic k response provided key management wi th the 

·ntormation to properly evalua te the nature o f the event, w hether regulatory response was necessary, 
nd If the licensee considered the proper emergency p ion response. 

This event highlights the importance of teamwork and how importont ii is that inspec tors a t a facility be 
eady lo respond to any event q uickly. Ayesha and Jim's assessment and the in fo rmatio n they relayed 
bock to the region was importan t to the safety mission of the NRC. 

Al though this even t did not result in signi ficant equipment damage or personnel injuries it highlights the 
im orlonce tha t a ll inspectors who ore on si te be prepared to react and respond to e mergency events . 

Have you met: Gregory Kolcum 
NUMBER: 2019-19 

TITLE : Columbia Walkdown During Deep Backshift Identified Equipment Protection Mistake 

During o weekly wolkdown of safety-re lated and risk significant areas on deep bockshift in accordance with Manual Chapter 2515, Appendix 
D. Greg identi fied a configuration issue relative lo the protection of the 'A' control rod dri ve pump, which was contro ry to what he expected, 
based on his review of condition reports and plant sta tus lnformo11on he rev iewed prior to going Into the field. Per tho I review the only system 
intended to be protected was the 'A' control rod drive pump for planned maintenance on the 'B' control rod drive pump. 

Columbia Generating Station is a BWR-5 design with emergency core cooling pumps and reactor core isolation cooling localed on the ground 
level. Each pump room Is separated by wa ter-tight doors. Columbia Generating Sto1ion Protec led Equipment Program P~ocedure 1.3.83 
provides guidance for protec ting equipment to minimize plant risk, including limiting or prohibiting operation or maintenance of pion! 
equipment when structures. systems, and components ore mode inoperable or unavailable. The intent is to provide additional administra tive 
barriers to guard against inadvertently rendering a component or system, which is important to station risk and nuclear solely, inoperable or 
unavailable. Protec ted equipment actions token in accordance with this procedure support the Configuration Risk Management Program 

nd ore classified as risk. management actions for compliance w ith 10 CFR 50.65 (0) (4) . This procedure applies to online and shutdown 
conditions wilh the goal to maintain plant risk within acceptable levels by maintaining defense in depth of key safety functions, preventing 
nodverten l plan I trips, transients, or Technical Speci fication Limiting Conditions for Opero lions entries. Protec ling equ ipmen t supports the key 
o fe ty functions of decoy heat removal, spent fuel pool cooling, inventory control , electrical power (includes both onsi te and offsite power}, 
eoctivity control, and primary containment 'integrity (containment isolat ion, containment pressure and temperature control) . 

Greg first passed the control rod drive pumps whi le wolking to the ground level of the reactor building 'B' control rod drive pump was protec ted and 
ot running. Protected equipment and systems ore to be c leo~y idenlified in the field to prevent inadvertent work on or near the protected 

equipment. Physical barriers ore lo be used whenever possible. particularly in coses where bumping into a component may cause on inadvertent 
trip or system transient. In this cose. brightly colored pink chain was used to post 'B ' control rod drive pump as protected. This configuration 
eemed odd lo Greg since the protected pump was no1 running. Greg continued the emergency core cooling system pump pion! tour and went 
o the control room. where he asked the reoclor operator which control rod drive pump was protected. The entire crew said 'A' control rod drive 

pump. The inspector let the crew know that the 'B ' control rod drive pump hod the brightly colored pink chain. The crew challenged Greg, but 
fter checki ng. acknowledged that o mistake hod been mode. The equipment operator corrected the mistake and noti fied the shift manager. 

Fortunately for the crew, work would not begin until the next doy during !he normal workday. 

his observa tion highlights the importonce o f several inspection techniques. First, conducting weekly wolkdowns in plant status allows the inspec tor 
o observe licensee oclivi11es tor protected equipment prior to work being performed . Second, reading the licensee's plant status page verifies 

plant conditions match. Third, inspecting conditions late on bockshift con help identify if the licensee is complacent in ensuring procedures ore 
allowed. like lacln the rl ht rotec ted e ui men! barrier on the ri ht e ui ment. 
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You Have Spoken and We Have Listened! 
By: Scott Bussey, Mathew Emrich, Ken Kolaczyk. 
OCHCO/ADHRTD/RTTB and NRR/DRO/IRSB 

Recognizing its important role os o key contributor to the growth and development or inspec tor technical knowledge, the NRC Technical Training 
::enter (TTC) staff not only continually analyzes the feedback ii has received from students, but also industry operating experience for inclusion into 
class curriculum. As port of this ongoing process, the TIC hos recently modified the reactor technology refresher continuing training courses to ensure 
he curriculum remains relevant and is responsive to the needs of the end user. Changes to the refresher training courses include the fol lowing: 

• Systems Refresher Course 
o Design Basis and IO CFR 50.59 Training 
o Mission Critical Thinking and Risk-Informed Decision Making 
o Risk Informed Technical Specifications Implementation 
o Reactor Startup static scenario based upon recent industry operating even ts 
o 10 CFR SO. I 55, "Mitigation of Beyond Design Basis Events" 
o 10 CFR 50.69, "Risk-Informed Categorization and Trea tment of Struc tures, Systems, and Components lor Nuclear Power Reactors" 

• Simuilotor Re fresher: 
o Post-Reactor Trip/Scram sta tic scenario with issues 1o be identified in o post-trip walk down by students 
o Severe Accident Guidelines and Scenario Run on the Severe Accident Simulator 

The TTC reactor technology staff is excited about these changes and as always. welcomes feedback from students regarding the subject matter. 
Other curricul um changes that ore under consideration involve tailoring certain re fresher I raining courses to inspec tor type. I.e. including more 
operating scenarios for classes that consist of Licensed Operator Examiners and Operations inspectors and more engineering related subjects for 
classes that consist primarily of Engineering Inspec tors. 

y: Lindsay Merker, Columbia 
Generating Station Resident 
Inspector 

wo Fire brigade members stood 
utside o nondescript building: one 
ressed against the door feeling for 
eot, the other crouched with o 
trong grip on the primed fire hose. 

"Aftock Team to fire Brigade 
eoder, we ore entering the 
ui/ding." 

"Fire Brigade leader lo A/tock 
earn, understand you ore entering 
he building. " 
"A ttack Team to Fire Brigade 
eoder, that is correct." 
he first fire brigade member yanked 
pen the door. Smoke billowed out 

he open doorway while /he fire 
'nfemo inside raged ... 

On February 20, 2020. I stood outside 
ne of the fire training facilities at 

he Volpentest Hazardous Materials 
anogement and Emergency 

Response (HAMMER) Federal 
raining Center in Richland, WA. 

The HAMMER facili ty is a 
Department of Energy facility 
ocoted on 1h e Hanford Nuclear 
Reservation tha1 provides safety and 
heal th training tor workers and 

mergency responders. 

Fighting Fire with Foam 
Columbia Generating Station was 
using the HAMMER facili ty's unique 
training environment as part of their 
training program for new fire brigade 
members. The trainees were 
prac ticing and demonstrating their 
skills in full turnout gear with primed 
fire hoses. smoke, and yes, llve fire. 

How did we get here? 

NRC inspec tion procedure 7111 1.05 
was revised on August 7, 2019, to 
include comments submitted by NEI 
and c riteria for inspecting AP 1000 
plants. 

While reviewing the new procedure 
change, I noticed a couple 
changes for inspectors to verify 
peppered throughout the 
document: 

1) Confirm [floor] drains ore 
factored into system design and 
occep1once test results. (Section 
03.01.d.3) 

2) The licensee declares the 
emergency action levels and 
makes the appropriate 
notifications in accordance with 
their NRC approved Emergency 
Response Pion commltmenl(s) . 
(Section 03.02.d) 

However. what really caught my 
eye was the revised sentence 
"select on unannounced drill or 
fire brigode live fire training 
exercise." Previously, this sentence 
hod limited inspectors to drills or 
actual activation of the fire 
brigade in response to a fire event 
I contacted the fi re marshal and 
fire training coordinator to identify 
upcoming live fire training 
exerc ises to include in my 
inspection schedule. 
While at the HAMMER facility, I 
conducted a walkdown of the live 
fire facility with the licensee's fi re 
brigade trainer (before it was set 
on fire) and watched the training 
drills. I inspected the trainees' 
ability to roll out and prime the fire 
hoses, don their turnout gear, 
communicate with lhe fire brigade 
leader, o nd attack several fires. a 
task that (thankfully) I hod only 
seen simulated at the plant. 

The trainees were given two 
scenarios. The first scenario tested 
the trainees' abili ties to properly 
enter and c lear the first floor of the 
live fire facility. Each fire brigade 
member went twice on the attack 
team to ensure everyone hod a 
turn wi th the hose. The second 
scenario challenged the tra inees' 
abili ty to put out on oil fire that had 
propagated over water using foam 
(pictured below). 

I found the live fire training dri ll 
experience ex1remely rewording 
and will use the insights gained 
from this inspection to further inform 
the rest of my fire brigade drill 
performance sample. Does your 
site hove o live fire training dri ll ? If 
so, I highly encourage you to 
incorporate one in your inspection 
schedule. 

Columbia Generating Station fire 
brigade trainees demonstrating skills 

during o live fire drill. 

"For more lnspeclor Best Practices. take a look at NUREG/BR-0326 Rev 1, "NRC Inspector Field Observa tion Best Practices." .. 
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Our Residents - On the Front Lines Protecting Our Safety 

FIRS! LAST ms, LAST FIRST LAST f "ST LAST fl~ST LAST 
HASAN ABIJSEJNI CAREY BROWN RICK DEESE NORMAN GARRETT GEORGE HllTTO 

DYLE ACKER EVA BROWN ANNE DEFRANCISCO MICHELLE GARZA SHRIRAM IYER 

CAROLINE ACOSfA f BROWN DOUGLAS DEMPSEY GEROND GEORGE DONALD JACsSON 

JOHN ADAMS MICHAEL BROWN STEVEN DENNIS GREGORY GIBBS DONtJA JACKSON 

DAVID AIRD FRANCIS BRUSH GLENN DENTEL RUSSELL GIBBS TERRY JACKSON 

ALEJANDRO ALEN WJCHAEL BUC LEY BJNOY DESAI JOHN GIESSNER LOIS JAMES 

DON ALLEN ARTHUR BURIIITT W'5LEY DESCIIAINE MARK GILES JOHN JANDOVITZ 

PElER ALIER STEPHEN BURTON BILLY OiCKSON. JR JASMINE GILLIAM STEVEN JANICKI 

JOSEPHINE AMBROSINI RUSSELL 6YWATER EUGENE DIPAOLO ANTHONY GODY FREDRICK JAXHEIMER 

BRIAN -'NDERSON CHRISTOPHER CAHILL JOHN DIXON DAVID GR-'VES KENNETH JENISON 

ELIZABETH ANDREWS LOYD CAIN JENNIFER DIXON-HERRITY MElV!N GRAY IMTHEW JENNE RICH 

DANIEL ARNETT ROBERT CALOWELL DOUGLAS DODSON KATHERlNE GREEN BATES OIRISTOPHER JEWETT 

R ARRlCHT STEPHEN CAMPBEU. JACOB DOLECKI JONATHAN CREJVES 0ANfE JOHNSON 

JOSEPH AUSIIN JAMES CANADY ANDREW DUNLOP JEREMY CROOM GILBERI JOHNSON 

JUAN AYALA PEDRO CARDONA STEVEN DOWNEY GILBERTO GUERRA.JR JONATHAN JOHNSON 
MORALES 

ODUNAYO AYEGBUSI ERIN CARFANG JAMES ORME EUGENE GUTHRIE THOMAS JOHNSON 

RAY AZUA PAUL CARMEN JASON DRAPER BRIAN HAAGENSEN CLINTON JONES 

RANDAL BAKER KENYA CARRINGTON p DRYSDALE PETE HABIGHORST HEATHER JONES 

HARRY BALIAN DANIEL CARTER MICHAEL DUDEK LUCAS HAl:G MICHAEL JONES 

JAMES BAPTIST JOHN CARUSO LAURA DUDES ROBERT H-'GAR ROBERT JONES 

MICA BAQUERA LAUREN CASEY AARON DUGANDZIC MARK HAIRE SfEVE JONES 

KEV\N 8ARCLAY PAUL CATALDO DAVID DUMBACHER MANDY HALTER BENNY JOSE 

MARTHA BARILLAS MICHELLE CAffi lOUIS DUMONT JEFFREY HAMMAN JEFFREY JOSEY 

ALLAN BARKER STEPHEN CAUDILL ERIC DUNCAN JOYCE HAMMAN DUANE KARJALA 

STEVE BAAR ANTONE CERNE KATRINA 0UNKAM SHERLYN HANEY NICHOLAS KARLOVICH 

ANDREW BAARm MICHAEL CHAMBERS ZACHARY DUNHAM JOHN HANNA JACK KCElON 

B BARTI.EIT TIMOTHY CHANDLER JIMMY DYKE SAMUEL HANSELL ELIZABETH KEIGHLEY 

JONATl-iAIN 8ARflEY NATASHA CHILDS JASON DYKERI J HANSEN BRIAN KEMKER 

JOSEPH BASHORE MARK CHITTY JASON EARGLE DAVID HARDAGE KRISS KENNEDY 

DANIEL BEACON JACKSON CHOATE TED EASLICK MATTHEW HARDGROVE SILAS KENNEDY 

WILLIAM BE-'RDCN JASON CH STENSEN GWYNNE EATMON G HARRIS DAVID KERN 

AMY BEASfEN EDWARD CHRISTNOT TERESA EATMON LARRY HARRIS CHERYL KHAN 

DAVID BEAU"EU RODNEY ClAC0 RHEX EDWARDS THOMAS HARTMAN OANT[L KIMBLE 

JAMES BEAVERS JEFFREY CLARK FRANK EHRHARDT JACQUELYN HARVEY MARK KING 

JAMIE BENJAMIN LEONARD CLINE SARAH ELKHIAMY JOSHU.\ HAVERfAPE MICHAEL KING 

PABLO BENVENUTO E COSEY JOHN ELLEGOOD GEORGE H.\USMAN MATTHEW KIRK 

RICHARD BERG STEVEN COCHRUM ROY ElllOT JUSTIN HAWKINS JOHN KIRKLAND 

BRYAN BERGEON ELLERY COFFMAN KEVIN ELLIS MICHAEL HI\Y EDWARD KNUTSON 

ROSER! 8ERRYMAN RONALD COHEN NORA EMBERT MAHDI HAYES KEN KOLACZYK 

DIANA BEIAINCOURT 
BRENDAN COLUNS MATTHEW ENORESS JERMAJNE HEATH OMOTHY KOLB ROLDAN 

RAM BHATIA PAULA COOPER JENNIFER ENGLAND PATRICK HEH,R GREGORY KOLCUM 

BRICE BICKETT DAVID CORPORAN DY DOUGLAS ESKINS JUSTIN HEINLY IINTHONY KOONCE 

CAREY BICKETT JORGE CORUJO- RYAN EUL CHRISTOPHER HENDERSON Bffi1 KORONA SANDIN 
D ™UINCS MARI:: cox MICHELI.E EVANS NICHOLAS HERNANDEZ KELLY KORTH 

ALAN BLAMEY k:l;VtN COYNE ABIN E:AJIC'l\ANK;S JEFFREY HERRERA LALI'1A KOZAK 

MCHAEL BLOODGOOD R CR,'.NE THEODORE FANELLI SANORA HERIIICI( JAMES KRAFTY 

JUUE BOETTCHER GREGORY CRANSTON ROONEY FANNER JAMES HICKEY JOHN KRAMER 

PEIER BOGUSZEWSKI KE\IIN CRON MATHEW FANNON JOHN HICKMAN DONALD KRIIUSE 

ALLYCE BOLGER GREGORY CROON TOM FAANHOLTZ PATRICK HIGGINS PAUL KROHN 

SRI ANA BOU.INCER EDDY CROWE NESfOR FELIZ-NDORNO CHRISIOPHER HIGHLEY ROBERI KRSEK 

DOUGLAS SOLLOCK JEFFREY CRUZ MARC FEROAS ELIM HllfON JEFFREY KULP 

F 60NNE11 LUIS CRUZ RICARDO FERNANDES NICK HILTON RAYOMAND KUMAN/\ 

BRIAN BONSER SAMUEL 
CUAORNDO PATRICX FINNEY THOMAS HIPSCHMAIN MICHAa KURTH OE JESUS 

BRENl BOSTON DAVID CULLISON NIK.LAS FLOYD NICJ,fOLAS HOBBS NATHAN LAFFERTY 

FRED BOWER BRIAN CUMMINGS MIKE FRANOVICH TIMOTHY HOEG PAUL LAFLAMME 

GREGORY BOWMAN RONALD CURETON RANI FRANOVICH BOBBY HOLBROOK TAYLOR LAMB 

scan BOYNTON BRIAN CUSHMAN TliOMAS FREDETTE ZACHAAY HOLLCRAFI MJCHAa LANCEUER 

JOHN BO!CA ALAN DAHBUR THOMAS fREDRICHS Mel.VIN HOLMBERG RONALD LANGSTAFF 

DANIEL BRADLEY TRAVIS o;,uN MARVIN FREEMAIN STACEY HORVTT! RYAN LAINll 

JOSEPH BRADY BRADLEY DAVIS S~JAN FULI.ER CHRISTOPHER HOTT D LANYI 

JAVIER BRANO MARLONE DAVIS JUS]N FULLER M HUBER JULIO LARA 

JEFFREY BREAM Nm DAY VINCENT GADDY CH-'D HUFFMAN C LARIZZA 

TERRENCE SRTMflEUD TIMOTHY DEBEY WILLIAM GARDNER CORDON HUNEGS CRAtJT LARK.IN 

IHOMAS BRILEY JOSEPH DEBOER ALEXANDER GARMOE CHRISIOPHER HUNf J LAUGHLIN 
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Shout Out to Our Resident Inspectors - Past & Present! 

msr LAST 
R LAURA 

MATTHEW LEARN 

JAY LENNAR!! 

PATRICK LESSARD 

0AY10 LEW 

WILLIAM LEWIS 

TONYA LIGHTY 

BRIAN LIN 

CHRISTINE LIPA 

CHRISIOPHER LONG 

WACE LOO 

DAVID LORDS 

RAYMOND LORSON 

PATR ICK LOUDEN 

DAVID LOVELCSS 

5HIATTIN M.A.KOR 

NESTOR MAKRIS 

GEORGE MALONE 

JOSEPH MANCUSO 

KEVIN MANGAN 

MI\JIK MARSHAELD 

DEUA M"5-
PENARANDA 

JOSEPH MAYNEN 

SAMMY MCCARVER 

TIMOTHY MCCONNELL 

GERALD MCCOY 

KAIHERINE McCURRY 

BRIAN MCDERM011 

JAMES MCGHEE 

PHILIP MCKENNA 

RAYMOND MCKINLEY 

LOLIIS MCKOWN 

ANTl iONY MCMURTRAY 

PEIER MEIER 

DANIERA MELENDEZ-
COLON 

JAMES MW! 

LINDSAY MERKER 

DANIEL MERZKE 

LAURA MICEW.SKI 

CHRIS MILLER 

ERIC MILLER 

GEOFFREY MILLER 

KENNEil< MILlfR 

M/\J!Y MILLER 

MICHAEL MILLER 

DANIEL MILLS 

STEPHEN MONARQUE 

ROBERT MONK 

JONATHAN MCNTGOMERY 

RICHARD MONTGOMERY 

ROSS MOORE 

JAMES MOORMAN 

MICHAEL MORGAN 

EDDIE MORRIS 

ROBEi?! MORRIS 

SCOTT MORRIS 

lHOMAS MORRISSEY 

JOEL MUNDAY 

MICHAEL MURPHY 

ROBEi?! MURRAY 

RANDALL MUSSER 

JARED NADEL 

JAMES NANCE 

JAMES NEURAUTER 

Our Residents - On the Front Lines Protecting Our Safety 

FIRS! 
IVY 

GARRffi 

CHRISTOPHER 

CHING 

RAYMOND 

APRIL 

PHILLIP 

HO 

PAUL 

BARRY 

CHARLES 

SARAH 

PHILIP 

KATHLEEN 

JOSEPH 

OMOTHY 

CORNELIUS 

DAVID 

TYRONE 

ROBER! 
DANIEL 

JOHN 

MICHAEL 

MATHEW 

CLYDE 

GEOFFRE Y 

DEAN 

JASON 

BRIAN 

DAVID 

AMAR 

AMJ 

JIGAR 

CHARLES 

ERIC 

ROBERT 

ANDREW 

CHARLES 

MJCHAEL 

PAUL 

DAVID 

NEil 

JEROMY 

NICHOLAS 

VANCE 

JONATHAN 

CHARLES 

STEPHEN 

RICHARD 

w 
JAMES 

ERIC 

RAYMOND 

P<TER 

PAUL 

LUNDY 

MICHAEL 

ROBERT 
DAVID 

TROY 

WILLIAM 

KEVIN 

JOYLYNN 

LILIANA 

LASI FIRST LAST FIRST LAST F-tJUl LAST 
Nffil:\. FRANCES RAMIREZ BRIAN SCRABECK ROSS !ELSON 

NEWMAN R RASMUSSEN Tl<OMAS SEIZER SARAH TEMPLE 

NEWPORT STEVEN RAY JESSE SEYMOUR R TEMPS 

NG WllLIAM RAYMOND SCOTT SHAEFFER DANICl TESAR 

NG CAR€Y READ STEVE SHAFFER BfNESH THARAKAN 

NGUYtN JAMES REECE NIRODH SHAH OOUGLAS THARP 

NIEBAUM DUSON RSNERT SWETHA SHAH AARON THOMAS 

NIEH GEORGE REPLOGLE I\TIF SHAIKH CHRISTOPHER THOMAS 

NIZOV DusnN RffiERER MELVIN SHANNON f.ASIAN T~IOMAS 

NORRIS BRANDON RFYES MINA SHEIKH MEGHAN 
Tl<ORPE 

KAVANAUGH 
NOl?TON JOSE REYES STUART SHElOON DOUGLAS TIFFT 
OBADINA JOHN REYNOSO BEil< SIENEL JENNIFtR Tiffl 

O'BRYAN TRAVIS RHOADES WAYNE SlrRE &RIAN TINDELL 

O'OONOHUE BlAXE RICE DOUGLAS SIMPKINS MARGAREI TOBIN 

O'HARA DANIEL RICH MARK SIIEK JOYCE IOMLINSON 

O'HARA SARAH RICH ANDREW StWY RYAN TREADWAY 

O'(EEFE MARK RICHES TERESA SV,GGSRYAN ANDREY TURIUN 

OLIVtRII JOHN RICHMOND CHRISIOPHER SKINNER GREG TUIAK 

OSPINO KIMBERLEY RICO RICHARD SKOKOWSKI THEFii!ESA VALENTINE 

ORLIKOWSKI KENNEil< RIEMER JAMES SLOAN PE1ER VANDOORN 

ORR ERIC RIGGS PHILLIP SMAGACZ GERARD VASQUEZ 

ORR MARCUS RILEY 8RADLEY SMALLORIDGE JUSON VAZQUEZ 

ORR GREGORY ROACH BRIAN SMITH JOHN VE•A 

OSBORN JOHN R0881NS CLINI SMITH RENE VOGT-LOWELL 

OSTERHOLTZ DARRELL ROBERTS CRAIG SMITH PATRICIA VOS.SMAR 

OTTENBERG STEVEN ROBERTS DESIREE SMITI-I JACQWAN WALKER 
OVERLAND KEVIN ROCHE GALEN SMIIH IHAKUR WALKER 

PARENT JAVIER RODRIGUEZ MICHEAL SMl1H WAWE WALKER 

PARKS RBNALDO RODRIGUEZ RICHARD SMI IH RAYMOND WALTON 

PASSEHL CHRISTOPHER ROffiGEN STACY SMl!l< NICOLE WARNEK 

PATEL RONALD ROLl'H WAAD SMITIH GREGORY WN!NIC 

PATEL THIERRY ROSS WINSTON SMITH KATHY WEAVER 

PATEL MATTHEW ROSSJ PETER SNYDER CHRIS WELCH 

PAflERSON DAVID RO!li JEFFREY SOWA BLAKE WELLING 

PATTERSON SEITlE fJEffl ROTTON MARK SPECK DAVID WERKHEISER 

PATTERSON ERIC RUESCH CHRl;TOPHER SPE.R GEO EY WERTZ 

PATZ ADAM RUH JAMES SPEIS LA/<RY WHEELER 

PEABODY ROBER! RUIZ DAVID SPINDLER MALCOLM WIDMANN 

PECK JOHN RUS,SELL CHARLES STANCIL CHRISfOPHER WILLIAMS 

PELI(£ SCOTT RUIENKROGER MICHAEL STAFFORD GORDON WILLIAMS 

PELTON JOHN RUU:OWSKI N.COTA STAPLES MEGAN WILLIAMS 

PERRY STEVEN RUnEDGE JOELLE STAREFOS LEONARD WILLOUGHBY 

PETCH ANDREW SABISCH R STARKEY ADAM WILSON 

PrlERKA CHRISIOPHER SAFOUR1 IIMOIHY STEADHAM GEORGE WILSON 

PEI RELLA NANCY SALGADO DONALD STEARNS GERALD WILSON 

PFINGSTEN MONICA SALTER-WILLIAMS JAK06 STEFfES JACOB WINGESACH 

PHILLIPS ALFRED SANCHEZ Tl<OMAS SJEPHEN Tl<EODORE WINGFIELD 

PINDALE STEVEN SANCHEZ JEFFERY STEWARD JULIE WINSLOW 

PINSON ElBA SANCHEZ JAMES STEWART BRIAN w1mcK 
SANTIAGO 

POERTNER DUANE SAND GREGORY STOCK JACQUELYN WOJEWODA 

POLICKOSKI SHANE SANDAL KARLA STOEDTER GEOFFREY WRIGHT 

POWElL CARLEEN SANDERS ANN MARIE STONE DAVID WRONA 

POWELL DANIEL SARGIS CHAD STOTT DAVID YOU 

PRES6Y APRIL SCARBEARY IRADJ SlROBLE CALE YOUNG 

PRESCOTT WILLIAM SCHAUP LADONNA SUGGS MATTHEW YOUNG 

PRESSLEY WAYNE SCHMIOT THOMAS SULLIVAN JOHN ZEILER 

PRIBJSH SlEPHEN SCHNEIDER ROBER! SUMMERS K ZELLERS 

PRINCE JOS£PH SCHOPPY MARVIN SYKES ADAM ZJEDONIS 

PROULX DANIEL SCHROEDER DARIUS! SZWARC !RACEY ZIEV 

PRUETT JASON SCHUSSLER JEREMY TAPP MICI-IAEl llOU::OWSKl 

PURSLEY MARK SCHWIEG JOSEPH TAYlOR CHARLES ZOIA 
PUSAT[R1 SCOTT SCHWIND NICHOLAS !AYLOR PAUL lURAWSlll 

OUINONES- CHRISOAN SCOTT RYAN I AYLOR NAVARRO 
RMIADAN MICHAEL scan THOMAS TAYLOR 

Your work has not gone unnoticed! 

Thanks for all you have done and all that you continue to do! 

**If we missed a c urrent or former resident inspector, contact 
Bridget Curran to have their name added** 
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KnowleQge Management, Home rown in the Re~ ~ions 
By: Jenny Tobin 
NRR/ DORL/ LPIL 1 

In a ll of the craziness of COVID-19 and mandatory telework. you may have missed the March 5th debut of the National Reactor Safety Knowledge 
Monogement sessions, which ore voluntary sessions held weekly. 

All of the regionolly-bosed sessions hove been (ond will continue to be) recorded ond managed on our Nuclepedio page ond Microsoft lliQ!ll 
channel. This initiative stems from the Innovation Greenhouse and has been nurtured by a Skills Marketplace project that established a working 
group (representative of all four regions) to "sow the seeds of knowledge," and continue to develop the knowledge of reactor safety staff. 

Regional representatives take turns securing a presenter for "their week" and arrange for the recording of the Skype session for posting on our group 
si tes (linked above). The upcoming calendar Is on our Sharepoint site but we 're open to volunteers for future sessions! If you have questions or 
concerns, please contact Jennifer Tobin in NRR/DORL by either e-mail or phone (jenniter.tobin@nrc.gov) or 301 -415-2328), or your regional 
representative noted below. We're open to both suggestions and feedback. 

U comin Sessions 

Region Ill Resourceful Inspector Teleconferences with Licensees Amid COVID-19 Response 

In response to the ogency guidance mondoting telework. Jorge Corujo-Sandin, o Region Ill Reactor Inspector. took it upon himself to 
add tools to the newly created remote inspection tool bag. Jorge successfully established web connections for videoconferencing and 

shoring computer screens with licensees of his region . Initially, he was only successful ot Skyping with some licensees. Through 
perseverance. he was able to establish Skype connections with additional licensees who initially appeared to only have internal Skype 

copobililies. Some licensees also shored their screen wi th him using the Avoyo Conference web service. Thank you Jorge! 

ROP Memories (photos provided by John Hanna, RIII/ DRP) 

Robinson Fire Damage, 2010 AIT Team after the 2010 fire 

•• We all know that the photographs in the Inspector Newsletter provide great training value! The Editorial Board encourages staff to get 
permission prior lo using ony photos thot oppeor in on Inspector Newsletter article:• 
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by: Justin Hawkins, Salem SRI, and Jlgar 
Patel, Hape Creek Resident Inspector 

Background : Following the Brown's Ferry 
Nucleor Station tire on March 22. 1975. the 
NRC ini lialed ari evaluation of the need 
for improving the tire pro lec tion progroms 
of all nuclear power ptonts. As par1 of lhis 
evalualion, the NRC published NUREG-
0050 "Recommendations Related to 
Brown's Ferry Fire" In February 197 6. This 
report recommended that improvements 
be mode In fire prevention, detection, 
and suppression systems in all existing 
nuclear power plonls and lho l 
considera tion be given lo design feolures 
which would increase the ability of 
nuclear plonls to withstand fires without 
the loss of sofety-reloted functions. In 
order to Implement these 
recommendations. the NRC initialed a 
program tor re-evaluation of fire 
protection programs at all licensed 
nuclear power stations, Subsequenlly, lhe 
NRC issued new guidelines for fire 
protection that reflected lhe 
recommendolions In NUREG-0050. As 
these guidelines were issued, all licensees 
were requested to: ( 11 compare their fire 
protection programs with the new 
guidelines: and (2) onolyze the 
consequences of a postulated fire in 
each plant oreo. A licensee's Fire 
Hazards Analysis (FHA) should be o living 
document that demonstrates that the 
nuclear power pion I con be safely 
shutdown for any postulated fire at the 
plant and lhol the level of fire protection 
provided is commensurate with all 
regula tory requirements. 

The need for transient combustible permits 
~: The FHA conclusions ore based In 
port on the amount o f combustible 
material In each fire zone and ultimately 
each fire area. In most coses, the 
respective fire zone data sheets assume 
that certain recurring activities, such as 
maintenance and surveillance. will 
introduce additional limited amounts of 
transient combustibles and accounts for 
this In lhe fire loading. II is recognized that 
there may be times when it is necessary to 
introduce addi tional transient 
combustibles to support more extensive 
onllne maintenance, o plant outage, or o 
modification project. Introduction of 
these combustibles should be controlled 
by lhe licensee's "Conlrol of 
Combustibles" procedure which should 
Include guidelines for when o TCP Is 
needed. The TCP is usually reviewed by o 
Fire Protec tion Engineer or deslgnee and 
may impose conditions such as fire 
watches or limiting hot work in the area, 
The TCP should describe lhe transient 
material authorized, the amount 
approved, lhe pion ! area, and lhe 
<furolion (including start and end dotes). 

Several recent NRC identified TCP-related 
performance deficiencies highlight the 
importance of continued inspector 
vigilance in this risk significant realm. Ono 
rainy day In November 2019, lhe Solem 
residents (Justin Hawkins ond Matt 
Hardgrove) were walking down lhe 
auxiliary building looking for roof leaks and 
ldenllfied approximately 3500 cubic feet 
of wooden railroad ties (dunnoge) staged 
for the movement and use of o crone 

The ABCs of TCPs 
(see picture below), The licensee hod on combustible loads In the reactor building, 
approved TCP for the dunnoge staged In After Identification, lhe Inspectors 
the proximity of the work; however. upon promptly informed operations of the oil 
further review, the Inspec tors found lhot drums staged without on approved TCP, 
the TCP was actually approved for work and the licensee removed the oil drums 
on the lurbin deck, o non-safety related later the some day, The inspectors also 
building with o floor tha t is not fire roted. identified transient combustible materials 
and not the auxiliary building roof which stored in o designated transient 
Is port of a sofety-reloted building. The combustible free zone. (Trick question: 
inspectors further noted tho l lhe when is a tra nsient combustible m zone 
dunnoge was staged directly above the nol a transient combustible l!:§.e zone? 
Unit I and 2 common control room area, Answer: when you store transient 
a critical area wi lh a ceiling that Is not combustibles in the zone wilhou l proper 
fire ro ted. The inspectors estimated that approval). On September 11. 2019. 
the fire loading for the 3500 cubic feet of during a walkdown of the service water 
dunnoge was opproxlmolely 1.45 billion traveling wa ler screen upper room, lhe 
BTUs. The licensee documented lhis issue inspectors idenlified cables, plastic 
In lhe CAP. Their associated evaluation buckets, wood, cardboard boxes, rags 
noted tha t Solem is committed to ond insulation materials, and o ther 
Appendix A to BTP APCSB 9,5•1. BTP B,2 tronslenl combustible materials lef1 
which states thot "Effective unattended in the area withou t o TCP. 
odminislrotive measures should be For all of the additional examples of 
implemented lo prohibit bulk storage of transient combustible materials. the 
combustible materials inside or adjacent licensee Immediately removed the 
lo solely related buildings or systems moleriols and entered ·lhe issue in I heir 
during opera/ion or maintenance CAP, Special shout out to the entire 
periods." PSEG procedure FP-AA-011 Millstone TFP Team as Jigor was aware of 
states "Bulk transient combustibles should their recent TCP-related finding and 
no/ be stored adjacent to critical effec tively applied the opera ting 
structures. Some exterior boundaries of experience in his doily wolkdowns at 
solely related structures ore not Hope Creek {see lhe January Inspector 
designated os fire barriers." The licensee Newsle11er for more on the Mills/one TFP 
determined that the dunnoge tho l Team's find ing). See NRC Inspection 
existed on the auxiliary building, service Reporl 05000354/2019004 for more 
building, and turbine building roofs details. 
should be considered bulk [transient 
combustibles] and removed ASAP. The In October 2019, during on inspection 
Solem transient combustible load limit in associated wi th the Unit 2 control room 
all areas excluding the battery and 
diesel generator control rooms is 5 million 
BTUs. and moy be exceeded with prior 
engineering approval. In this case, 
engineering hod not reviewed and 
approved the storage of lhese bulk 
combus tible materials (290 limes the fire 
loading limit) on the roof of the auxiliary 
building above the con trol room area, 
See NRC Inspection Report 
05000272/3 11 /2019004 for more details . 

ventilation system, Tom Morrissey, St. 
Lucie SRI, observed fire-retardant wood 
above the Unit 2 con lrol room 
suspended ceiling. The wood consis led 
of plywood. and many pieces of 
lumber. The licensee's fire protection 
coordinator Inventoried the wood and 
estimated the weight at 400 pounds 
{lbs, ). A licensee extenl-of-condition 
inspection found on additional 20 lb. 
piece of fire -re lordonl plywood in lhe 
overhead of the Unit 2 control room 

In September 2019, during a pre-refueling1 above the shift manager's office. The 
outage wolkdown or o risk signiflcon l fire licensee en1ered the Issue ln lo their CAP, 
area in the reactor building, the Hope posted o TCP in the Unit 2 control room, 
Creek resident inspector {Jlgar Patel ) and nollfled the operators of lhe 
identified five 55-gollon drums of lube oil presence of the transient combustibles. 
unattended, and without a TCP staged The licensee's Investiga tion determined 
in proximity of the EOC-RPT breaker that in 1999, a change request notice 
cabinet. which was contrary to (CRN) wos issued to supporl lhe use of 
requirement~ In the licensee's transient the combustible material (I.e. tire-
combustible control procedure, Upon relordont wood) as decking to support 
further review, lhe lnspec lors no led that lns lollollon of o permanent 
the licensee's procedure establishes a modification. The CRN stated that the 
transient combustible load limits of use of the moleriol was temporary; 
4.480.000 BTU per room in any oreo of the ' however. the CRN did not provide 
plant. The p rocedure also provides removal instruc tions and theretore, the 
estimated heat content ot common transient combustibles were not 
transient combustibles. For flammab le removed. The licensee's tronsien l 
liquid, the estimated heat content is combustible control procedure 
90.000 BTU per gallon. The inspectors designated the Unit 2 control room as on 
Independently calculated that five 55- ordinary risk fire zone and sto led tho I "Up 
gal lon drums of lube oil equate to to 100 lbs. o f Class A combust ible 
24,750,000 BTU of heat load, which for materials may be brought into and left 
exceeded the combustible load limits unattended in Ordinary Risk fire zones 
established in lhe transient combustible without o TCP." The procedure defines 
con lrol procedure. Additionally, the "a ttended" as "personnel in the work 
inspectors noted that the procedure area using the combustible/flammable 
allows transient combustible load limits to moleriols to perform work or ore 
be exceeded with prior engineering monitoring the materials and ore aware 
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"a ttended" transient combustible and 
the welghr of the combustibles 
exceeded the procedural 100 lb. limit for 
on ordinary risk fire area. In addition. the 
Unit 2 control room was not designated 
os a permanent transient combustible 
storage area. See NRC Inspection Report 
05000389/2019004 for more details, 

In February 2019. the Solem Pl&R Team 
(Nik Floyd, Jell Rady, Justin Vazquez, & 
Joe Schoppy) identified o minor violation 
of Solem Unit I License Condition 2,C,(5) 
and Solem Unit 2 License Condi lion 
2.C,(10) of the respective facility 
operating licenses for failure to 
implement and maintain in effec t oil 
provisions of the approved Fire Protection 
Program. Specifically, the inspectors 
performed wolkdowns of the Solem units 
and identified several TCPs that were 
expired wilhin the plant, The licensee 
foi led to adequately adminis tratively 
control the Initial request . approval, and 
close-cu l of TCPs associated wilh online 
and ou tage work activities within several 
risk slgnlflconf fire areas. The licensee 
promptly performed on extent-of­
condition review and identified 14 
additional expired TCPs at Solem Units 1 
and 2, See NRC Inspection Report 
05000272/311 /20 I 90 IO for more de foils. 

Inspec tor Best Prac tices noted above: 

• When ll's outage "pre-season." gel 
out in the plant and see if the licensee is 
losing focus of Mode l nuclear safety 
with a mindset for gaining outage 
efficiencies by staging items such as 
lube all drums, temporary lighllng, 
scaffolds. etc . 

• Talk lo licensee sta ff "in l he 
moment'" lo gel I heir insights - why did 
they stage the transient combustibles 
where they did? Were they aware ot 
the TCP process? 

• Spend time with other Inspectors in 
the pion I, Two sets of eyes and two 
questioning minds ore baller !hon one. 

• Effec tively using the licensee's own 
procedures and industry standards to 
logicolly and methodically support your 
safety concern provides a more solid 
regulatory foothold and helps highlight 
licensee performance deficiencies, 

• Moinloln a questioning attitude. 
Make sure that your field observations 
align with lhe design basis and good 
engineering judgment. 

opprovol. However, In lhls case, of the storage requiremen ts." The Unattended and unapproved transient 
engineering hod not reviewed and transient combustibles found above the combustibles on roof above Solem con trol 
approved the storage of these Unit 2 control room suspended ceiling did room. 

not meet the requirements of being on 
·•for more Inspector Bes I Prac tic es, toke a look a l NUREG/BR ·0326, Rev 1, " NRC lnspec lor Field Observa tion Best Pracllces."•• 
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'Tis the Season ... For Operatin Experience 
By: Julie Winslow, NRR/ DRO/IOEB 

pring is in full swing and with that 
comes April showers, heavy Spring 
torms, and the potential for flooding. 

Flooding caused by snow melt. ice 
'ams, and heavy rain on already 
saturated soil can have a lasting 
impact that may not a lways be readily 
apparent. It 's o coast-to-coast threat, 

hich doesn' t necessarily end when 
ummer starts. In 2019. the Summer 

precipitation to tals for the U.S. ranked 
among the upper third of the record. 

IOEB (the Operating Experience, or 
'OpE' Bronchi hos seen plenty of 
operating experience associated with 
loading ond water intrusion affecting 
safety systems and plant operation, 
operational readiness for heavy 
ainfall, and deficiencies with 
equipment, procedures. and analyses 
elled on lo prevent or mitigate 
external flooding . In some coses. 
licensees previously recognized 

egraded conditions but had not 
adequately resolved them in o timely 
manner. The timely corrective actions 
to assess and prevent deficiencies can 
help maintain operational readiness, 
prevent significant events. and ensure 
nuclear plant safe ly. 

Provided below is some of the recent 
OpE associated with flooding and 

ater Intrusion, along with some links to 
find more information on this topic. If 
ou have any OpE-reloled questions 
n this or other topics, please contact 

any IOEB member for additional 
information. 

Cooper: On December 6, 2019, 
Cooper was unable to establish service 

ater (SW) flow through the Reaclor 
Equipment Cooling (REC) Heat 
Exchanger 'B'. On December 8, 2019, 
the licensee discovered that they were 
also unable to establish flow through 
the No. 2 emergency diesel generator 
(EDG-2). The licensee discovered at 
least 15 feet of sill in the SW discharge 
canal I hat prevented flow through 
Division 2. They had experienced 
historically high Missouri River levels for 
prolonged periods in 2019. Region IV 
laff put together a slldeshow 
egarding flooding impacts on Cooper 

and Fort Calhoun. As the river levels 
eceded. this likely resulted in silt 

buildup near the discharge canal. 
Additionally, Division I had remained 
online. creating a flow path through 
the sill, while Division 2 had been taken 
out of service in October, allowing silt 

to build up and block its discharge 
poth. 

On December 12. 2019, the licensee 
began dredging the conal and 
restored operability for Division 2 
service water on December 13, 
2019. Region IV performed a special 
Inspection during the week of 
January 13, 2020. Preliminary 
findings from the SIT identified that 
modifications made to the SW 
discharge lines In 2014 did not 
adequately consider past silting 
opera ting experience a t the si te . 
(LER 05000298/2019-003-00, 
ML20043D739). IOEB also issued on 
internal communication. or 
"COMM" on this event, 
ML20090A022. 

Barge Conducting Dredging of 
Discharge Canal at Cooper 

Silting at Cooper 

Fermi 2: On April 14. 2018, while at 
full power with heavy rain and wind 
in the area. a lockout of station 
service transformer 64 occurred that 
resulted in a partial toss of feedwater 
and on automatic reactor scram. 
Additionally, the lockout caused a 
loss of power to the Division I 4160V 
safety buses. which caused 
emergency diesel generators 11 and 
12 to automatically start. The cause 
of the event was determined to be 
water Intrusion into a degraded, 
metal-clod enclosure for Bus l -2B 
switchgear in the Division l 120kV 
switchyard that ultimately resulted in 
the transformer lockout. A 
con tributing cause to this event was 
the licensee's failure to adequately 
maintain the metal-clad enclosure 
for Bus 1-28. Operations, 
mainfenance. and engineering 
management tolerated low 
standards for lhe material condition 
of the outdoor switchgear ond did 

not recognize the inherent risk of a 
water intrusion event. This despi te 
routine wolkdowns and inspections 
of the Division l swi tchyord and 
procedural guidance from Detroit 
Edison that specifically addressed 
lhe Inspection of metal-clad 
switchgear enclosures on a monthly 
basis and the performance of any 
necessary maintenance based on 
operating experience. (IR 
05000341 /2018004. ML 19044A632). 

Turkey Point: On September 10, 
2017. while lhe si te was 
experiencing wind driven rain from 
Hurricane Irmo, Unit 4 was manually 
tripped from 88% RTP due to 
lowering level in steam generator C 
and an unresponsive failed closed 
4C main feedwater regulating 
valve (MFRV) . 
The root cause analysis identified 
that o hand selector switch (HSS) 
enclosure for the 4C MFRV 
redundant positioners was flooded. 
Although the HSS electrical 
enclosure was appropria te for 
extreme environments, water was 
able to e nter the enclosure through 
a flexible conduit fitting installed on 
the top. The conduit penetration 
was not in a preferable locolion 
(side or bottom), ii was not sealed, 
and there were no weep holes al 
the bottom of the enclosure. Water 
Intrusion In the enclosures caused 
the welled equipment· and 
corrosion of electrical conductors. 
(IR 05000250.25 l /2017004, 
MLl8039A046) 

what was calcula ted. This required 
additional calculations by the 
licensee to ensure the protection of 
onsite equipment. (IR 
0500034 1/2019003, ML19310E673) 

Summer: NRC Inspectors identified o 
fai lure of Summer to accomplish 
their operations administrative 
procedure. OAP-1 09. 1. "Guidelines 
for Severe Weather." During o 
walkdown. the inspectors identified 
that security seals on sandbag 
containers outside the protected 
area (PA) were compromised. These 
sandbags are used for ground level 
plant building access door 
protection during maximum 
precipitation events. The seals 
expedile the process to bring the 
boxes into the PA During a re­
inventory of these containers, it· was 
discovered tha t the sandbags, relied 
upon to preclude water Intrusion in 
safety-related component areas 
during adverse rainfall events, hod 
degraded such lhat they were no 
longer able to maintain their integrity 
and could not be used as specified. 
(IR 05000395/20 17004. ML18044A4)3) 

Baseline 1nsoect1an Program 
References 

IP 71 111.01 . "Adverse Weather," 
provides opportunities to choose 
inspection samples that cover lhe 
above scenarios. Inspectors should 
review site design and operating 
experience to determine 
appropria te samples. 

Recent OpE Regarding Operational Previous OpE Products 
Readiness for Flooding 

Fermi 2: NRC inspectors identified o 
difference in the reference datum 
between site design documents 
ond currently-used Lake Erle water 
level measurements that was not 
accounted for. Specifically, Fermi's 
Updated Final Safety Analysis 
Report (UFSAR) used a mean Lake 
Erie water level reference point 
based on 1935 New York Mean Tide 
(NYMT) to ensure that SSCs ore 
protected from flooding. However, 
when delerminlng water levels for 
the pote ntial for or ex tent of 
external flooding, the si te uses 
National Weather Service data that 
is based on the 1985 lnternatlonol 
Great Lakes Datum (1985 IGLD) . 
The 1985 IGLD provides lake levels 
tho! are 1 .3 feet lower than those 
calculated using 1935 NYMT. As a 
result, actual lake level, including 
any predicted maximum lake level 
during a fl ood watch or warning, 
was determined to be 1.3 fee t 
higher during o flooding event than 

IN 2015-01 , "Degraded Ability to 
Mitigate Flooding Events." 
ML I 4279A268 
IN 2011- 12, "Reactor Trips Resulting 
From Water Intrusion Into Elec lricol 
Equipment." Mll 10450487 
OpE COMM: Cooper Nuclear 
Station - Clogging of Division 2 
Service Water Discharge Line 
fMLXxxx1 

OpE COMM: Non-Nuclear OpE -
Hurricane Flooding Causes Loss of 
Power and Cooling a t Arkema 
Chemical Plant Resulting in 
Unplanned Chemical Reaction, Fire, 
and Release to Environment 
(MLl 7256A015) 
POE 2016-02: Water lnlrusion from 
Heavy Rains Causes Davis-Besse 
Reactor Trip with Complications 
(ML1 7005A168) 
POE 2015-02: Waterford - EOG Vent 
Pi e Corrosion Ml t5147AS01 

.. for more lnspec lor Best Proclices, toKe o look al NUREG/BR-0326 Rev 1. "NRC Inspector Field Observo lion Best Proc lices."" 
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Safety Culture History 
By: Molly Keefe-Forsyth. to effec1Ively monitor licensee In 2004, also in response to events their significance. Is on underlying 
NRR/DRO/IRAB performance and detect at Davis-Besse Nuclear Power principle of the SCPS. 

poten1Ial safety culture Station. INPO published a 
!The NRC hos long known the weaknesses during inspections document titled, "Principles for a The NRC maintains a public safety 
importance of a strong nuclear sole ly and performance assessments. Strong Nuclear Safety Culture." culture website: 
culture. In 1989. in response to on Regulatory Issue Summary 2006- which described principles and 
incident at the Peach Bottom Nuclear 13, "Information on the attributes of a healthy nuclear http://www.nrc.gov/about-
Power Plant. the NRC issued a "Policy Changes Made to the Reactor safety culture as developed by on nrc/safety-culture.html. The 
Statement on the Conduct of Nuclear Oversight Process To More Fully industry advisory group. In 2009. in website a llows the public to 
Power Plant Operations," which Address Safety Culture," was partnership with NEI and INPO, the access outreach materials that 
described the NRC's expectation that issued on July 31 . 2006. to nuclear power industry began an can be used to educa te 
licensees place appropriate emphasis provide information to reac tor initiative to enhance safety stakeholders about safety culture 
on safety in the opera tion of nuclear licensees on the revised ROP. culture. The industry's process for and the NRC's Safety Culture 
power plants. That policy statement Most notably, the NRC revised monitoring and improving safety Policy Statement. 
placed on emphasis on the personal the exis1Ing cross-culling areas culture used INPO's principles and 
dedication and accountability of all of human performance, attributes of a healthy nuclear In March 2014, the staff published 
individuals engaged in any activity problem identification and safety culture as a framework and NUREG-2165. "Safety Culture 
that hos a bearing on the safety of resolution. and SCWE lo was described in the document Common Language." which 
nuclear power plants. Additionally. incorporate ospec1s that are NEI 09-07, "Fostering a Strong documents the outcomes of 
the policy statement underscored important to safety culture. The Nuclear Safety Culture." public workshops to develop a 
management's responsibility for intent of the revisions to the ROP common language to describe 
fostering the development of a was threefold: In 2008, at the direction of 1he safety culture in the nuclear 
healthy safety culture at each facil ity Commission. the NRC staff began industry. The purpose ot this 
and for providing a professional 1. To provide better an effort to expand the initiative was to align terminology 
:Working environment in the control opportunities for the NRC Commission 's safety culture policy used by both licensees and the 
room-and throughout the facility-to staff to consider safety to address the unique aspects of NRC when describing safely 
ensure safe opera tions. culture weaknesses and to security and ensure applicability culture a t nuclear power facilities. 

encourage licensees lo take to all licensees and certi fica te These workshops. held in 
In 1996, following an incident at the appropria te actions be fore holders. The NRC engaged in a December 201 1, Apri l 2012. 
Mills1one Nuclear Power Station in signi ficant performance unique collaborative effort with November 2012. and January 
:Which workers were retaliated against degradation occurs . stakeholders. including Agreement 2013. included subject matter 
for whistleblowing, the Commission Stoles, to develop o definition of experts from the NRC. the nuclear 
issued another policy statement. 2. To provide the NRC staff wi lh nuclear safety culture and a list of power indus1ry. and the public . 
"Freedom o f Employees in the Nuclear o process to determine the traits that describe that safety The Common Language was 
Industry to Raise Safety Concerns need to specifically culture. The goal of this effort was finalized and agreed upon a t the 
~ithout Fear of Retaliation." This evaluate o licensee's safety to develop o model that could be January 20 13 workshop. The NRC 
policy statement described the NRC's culture ofter performance applied to any or the diverse staff uses the agreed-upon 
expectation that all NRC licensees problems hove resulted in stakeholders responsible for the common language to implement 
establish o safely conscious work the placement of a licensee safe and secure use of nuclear elements of its programs that 
environment (SCWE). A SCWE is on in the degraded cornerstone materials. provide oversigh t of regulated 
environment In which workers feel free column of the action matrix. activities. Parts of the common 
to raise nuclear safety concerns The final NRC Safety Culture Policy language were incorporated into 
:Without fear of harassmen t, 3. To provide the NRC staff wi th Statement (SC PS) was published the ROP for opero1ing nuclear 
intimidation, retaliation, or a structured process to on June 1 4, 2011. This SCPS reactors. All changes to oversight 
discrimination. A SCWE is on evaluate the licensee's provides the NRC's expectation programs. including the ROP. hove 
important attribute of o strong nuclear safety culture assessment that individuals and organizations been documented in their 
safety culture. and to independently performing regulated activities associated Inspection Manual 

conduct a safety culture establish and maintain a healthy Chapters and Inspection 
In 2002, investigations In to the assessment for a licensee In safety cul ture that recognizes the Procedures. 
discovery of degradation of the the multiple/repetitive safety and securi ty significance of 
reac tor pressure vessel head at Davis- degraded cornerstone their ac tivities and the na ture and 
Besse Nuclear Power Station revealed column of the action matrix. complexity of their organizations 
tha t so lely culture weaknesses were a and func tions. Because safety and 
root cause o f the event. The NRC security ore the primary pillars of 
took significant steps wi thin the the NRC's regulatory mission, 
Reactor Oversight Process (ROP) to consideration of both safety and 
strenQthen the oQency's ability security issues. commensurate with 

Reminisce about the Transition from SALP to the ROP 

By: Russ Gibbs, DRO/tRSB 

I remember one or my first meetings at NRC was in 1996 in Region I where I observed a SALP meeting for Vermont Yankee. As a former 
ST NSRO at the Brunswick Plant in Region II and PRA analyst for Carolina Power & Light Company. I was frankly astounded on the 
proceedings of the SALP - so incredibly subjective! Frankly, I was not Impressed on how the NRC decided upon "scores'' for VY that day. 
thought to myself. "you gotta be kidding me. This is how this is done?" I left the meeting very disappointed. Of course. we mode o major 
improvement t·o our oversight program with 1·he ROP and it hos wi thstood lhe test of time as it approaches ifs 201h ann iversary. We should all 
be very proud of the ROP! 
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Answer to "What's Wrong with This Picture?" 
[Paqe 2) 

Answer to "What's wrong with this picture #1 " 

--.. - .. 

The picture was plucked off of Goggle online and may not even be at a US nuclear power plant. The worker appears to be using a tool to 
modify a pipe and appears to be wearing the appropriate PPE (hard ho t, safety g losses, face shield . hearing protection. long sleeve shirt. & 
gloves). However. what you can't see is a hot work permit. fire watch. and fire extinguisher in the immediate area. These items may hove 
existed at the job site in the picture: however. they did not exist at the work si te when Roy Elliott. Dresden Resident Inspector. toured the drywell 
during the Dresden U2 refueling outage on November 6, 2019. Roy observed contract pipe-fitters performing grinding work, using a flopper 
wheel. which resulted in visible sparks inside the drywell. The two workers were preparing to install small bore piping for the 2A reactor 
recirculating pump nozzles. Roy did not see a hot work permit, fire watch, or fire extinguisher in the work area. prompting him to ask one of the 
workers if he was the fire watch and if there was a fire extinguisher available for the hot work. The worker replied he was not the fire watch and 
that hot work had not yet started. Roy poli tely informed the workers that visible sparks are considered hot work. Whi le one worker continued 
with lhe grinding, the other worker searched the work area for a fire extinguisher and then exited 1he drywell to continue searching for a fire 
extinguisher. After approximately ten minutes, Roy exi ted the drywell and again informed the worker that grinding was still occurring without a 
hot work permit present, a fire wa tch, or a fire extinguisher. At this time, the worker returned to the work area and informed the other individual 
to stop the job. When bock in the office. Roy reviewed several of the licensee's fire protection implementation procedures that outline the site's 
policies regarding the proper control of hot work. Procedure OP-AA-20 1-004, Section 2.3 defined. in part, "Hot Work" as work activities that 
involve welding. cutting. grinding and open fl'ame operations that are capable of initialing fires or explosions. Section 4.1.9 stated. in port, that 
"on operable Exelon fire extinguisher appropriate for the class of fire I hot could occur shall be available and convenlen11y located in the work 
area." Section 4.2.4 stated, "a designated fire watch is required during the performance of all hot work operations governed by this procedure." 
Section 4.2.7 stated, "The fire watch shall be aware of the location of fixed fire extingulsher(s) In the area and visually observe the fixed 
extinguisher to confirm that it appears to be in good condition prior to starting the hot work octivity ... or hove on additional Exelon fire 
extinguisher that is appropriate for the hazard readi ly available." Section 4.3.1 stated. "An authorized hot work permit is required before any hot 
work operation is started within the protected area and the permit must be proper1y filled out and posted at the job site before the operation 
commences." In addition. procedure CC-AA-501 -1027. Section 2.2 defines "Hot Work" as "all processes that use or c reated an arc, flame, spark, 
or intense heat. These includes welding, cutting, gouging, grinding, and open flame operations." Based on this review, Roy determined that the 
work performed met the dennifion of "ho t work" and needed lo be control led under the site's requirements for such work. In response to Roy's 
observations, the workers stopped the grinding activities and licensee managers met with the crew. Licensee managers informed the workers 
they should hove stopped when they started producing sparks, acquired a fire extinguisher, established a fire watch, signed into their hot work 
permit. and then continued work. In addition, the licensee performed a Work Group Evaluation. Super challenge, Roy. For additional details, 
please see NRC Inspection Report 05000237 /2019004 . [KT bonus: for the picture on page x, with sparks and hot particles potentially traveling 
through the grating, the fire watch should be positioned below the grating and/or in a good position to observe what's happening below the 
groling in order to respond in a timely and appropriate manner should a fire initio1e.] 

Answer to "What's wrong with this picture #2" 

The picture is a fire protection sprinkler with red paint on the deflector. Ayesha Athar. Polo Verde Acting Resident Inspector (soon to be 
Diablo Canyon Resident Inspector). identified the issue of concern while acting as resident inspector at Dioblo Canyon. On September 19. 
2019, during a fire protection walkdown of the Ul motor-driven AFW room, Ayesha identified 1wo sprinklers with red paint on the link leaf. 
One of the two sprinklers also had paint on the deflector. On September 25. during a plant status walkdown of the Ul CCW HX room, 
Ayesha iden tified two sprinkler heads speckled wi th red point. One of the two sprinklers was also speckled with red pain l on the 
deflector. On September 28. during a plant status walkdown of the U 1 turbine-driven AFW room. Ayesha identified two sprinklers with 
red paint on the deflec tors. One sprinkler also had paint on the soldered cup. In each of these cases, the licensee evaluated the as­
found condition of these sprinklers and determined that they were not functiona l per Equipment Control Guideline (ECG) 18.4, "Spray 
and/or Sprinkler Systems." entered the required 1-hour ac tion per ECG 18.4 and established a con tinuous fire watch in the impacted 
room until the sprinklers were replaced. Equipment Control Guideline 18.4.6 requires the licensee to visually inspect the sprinkler heads 
in safety-related areas outside of containment every 18 months ta verify their integrity. The licensee's associated surveillance test 
procedure provides guidance on performing these visual inspections. For sprinklers. one of the visual inspection criteria states, "No 
paint on operating element. bulb. or deflector." Point on sprinkler components reduces the ability of the sprinkler to function as it was 
designed. The concern with paint on a deflector plate is that it cou ld impact the spray pattern and spread of wafer to the hazard 
below. The concern with point on the operating element or bulb may affect both the mechanical and thermal responses of the 
sprinkler head. To address these issues. the licensee performed extent-of-condition walkdowns for sprinklers in all safety-re lated areas. 
Furthermore. a representative sample of eight sprinklers was sent to Underwriters Laboratories for testing. Thanks for sharing. Ayesha, 
and nice work in and out of the field. [For additional details. please see NRC Inspection Report 05000275/20 19004.] 

Throw out the challenge flog when it doesn't seem right or if it doesn't poss the reasonableness test. 
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The OpE Fishing Hole: 
New INPO Failure Database: 11 Fewer calories, same great information" 

By: Eric Thomas, NRR/ DRO/IOEB 

New INPO Failure Database: 
"Fewer calories same real 
information" 
Lost foll, INPO upgraded its Industry 
ailure database to a system called 

IRIS (Industry Reporting and 
Information System). In addition to 
having a more P.C. acronym than 
its predecessor [ICES), IRIS features 
a much more intuitive user 
interface and search function . 
INPO staff provided training to NRC 
in October at the PDC, and some 
regional participants tuned in by 
Webinar. The training slides are 
available here. A new feature that 
esident inspectors or firs t line 

managers may find useful Is the 
talion Subscription tool. Rather 

than querying IRIS, a user con 
instead set vp a subscription which 

ill notify them doily of new records 
available at one or more sites of 
interest Contact o member of the 
OpE branch for assistance using this 
or any other features in IRIS. 
Another useful feature of IRIS 
feature Is that any licensee causal 
evaluations related to o report will 
be added as attachments at the 
bottom of on IRIS record . Contact 
Eric Thomas or John Lane to obtain 
a user account for IRIS. Once you 
have on occounl, access the 
application using Chrome browser 
at iris.inpo.org . 

0 E and Ins eclion Dashboards 
Wouldn't it be convenient to have 
easy access to graphs and tables 
that show trends in things like 
crams, findings, and generic 

communications? Wouldn' t ii be 
even more convenient to be able 
to drill down into the data and sort 
by year, region, site, cornerstone, or 
procedure: and then be able to 
click on a link that tokes you to the 
data source"? What if you could 
also access information from the 
Plant Risk Information Book in the 
ame 

dashboard, and use it and 
your data search lo risk-inform 
the samples for your upcoming 
inspec lion? 
If this all sounds pretty neat, 
we 'd encourage you to check 
out our Dashboard Tools. 
Please contact a member of 
the OpE Branch to get a virtual 
tour of these new resources. In 
addition to giving you a taste 
of the dashboards at the 
counterparts meetings, we 
have also briefed NRR 
management and the EDO, 
and they are "al l in.'' We 
continue to develop new 
features and are always open 
to suggestions on how to 
Improve the tool and odd new 
features. 

On the Scope: What's New in 
OpE? 

Here's a rundown of what 
events, trends, and other issues 
are making news on the OpE 
front in Headquarters. If you 
attended the regional 
counterparts meetings, some 
of this may sound familiar. 

NRR Executive Team Significant 
Topics Briefing on FLEX Diesel 
Operational Challenges 
After River Bend experienced a 
variety of challenges operating 
their FLEX diesels last fall , Rayo 
Kumana and Brian Parks gave 
an outstanding overview of 
even t at the Region IV 
counterparts meeting. Clinton 
also hod a FLEX diesel-related 
finding last summer, and 
Wa terford 3 had one in 2017. 
These events relate to several 
of the topics covered in NEI 12-
~ [ML12242A378), which 
licensees generally used as 
their guidance to comply with 
NRC's Order 12-049 for 
Mitigating Systems. 

The OpE Branch put together this fl 
Significant Topics Brie fing with the 
help of Rayo, Brian, Ryan 
Alexander, and Rick Deese [Region 
IV); Jim Beavers, Daniel Sargis, and 
Lauro Kozak (Region 111 ): and staff 
from the Division of Risk Assessment 
here a t HQ. we also published an 
OpE COMM, and plan lo issue an 
Information No1ice once final 
inspection results are available for 
River Bend and Clinton. Stay tuned. 

WIiifui Misconduct 

The staff noted an increase in the 
number of enforcement actions 
relat·ed to willful misconduct 
involving both licensed and non­
licensed operators over the post 
three years. Al Wol f Creek, a 
maintenance worker and supervisor 
both closed out a maintenance 
action to remove , clean and 
reinstall control rod drive 
mechanisms (CRDMs) that were 
cooled with boric acid following a 
leak above the reactor vessel head 
[see picture below). However, the 
work was not completed; three of 
the CRDMs were not removed and 
cleaned. At Callaway, a licensed 
reactor operator noticed that he 
had missed a step to close a valve 
during an evo lution. Instead of 
notifying the watch team of his 
mistake, he shut the valve wi thout 
informing anyone. This led to 
confusion among the watch team 
who believed that· the valve was 
leaking. The operator 
compounded the problem by later 
fil ing a false condition report . 
Voglle, Grand Gulf. River Bend, and 
Waterford all discovered instances 
where non-licensed operators 
responsible for entering areas of the 
plant to perform operator rounds on 
safety-related equipment logged 
their rounds wi thout actually 
entering those spaces. 

The OpE Branch issued on Qm; 
COMM on these issues In late 2019, 
which links to the relate inspection 
reports and confirmatory orders. 
Since then, we have discussed the 
trend with the Office of Enforcement. 
briefed NRR management and the 
EDO. and drafted an Information 
notice. Additional instances of willful 
misconduct from 2015 onward hove 
come to light in early 2020 (e.g. 0 1 
investigation al Wa lts Bar and 
confirmatory order at Robinson). 
Residents can review their licensee 's 
procedures regarding accurate and 
truthful reporting of plant conditions 
and ensure any re lated administrative 
controls are being enforced. 

Contact and Feedback 

We welcome any feedback on the 
Fishin' Hole. Is it useful. useless, and 
how con 11 be improved? II you want 
to propose topics for inclusion in 
future editions, please reach out to a 
member of the branch. 

OpE Branch Points of Contact: 

Region I: 
Mark King 
Region II: 
Al Issa 
Region Ill: 
Julie Winslow 
Region IV: 
Huda Akhovannik/ Sieve Pannier 

tNPO/lnspeclor Newsletter: 
Eric Thomas 
Part 21 : 
Steve Pannier 
Generic Communications: 
Brian Benney/Liliana Ramadan 
Dashboards: 
Jason Carneal/Rebecca Sigmon 

The NRR Operating Experience [OpE) Branch will use this space to provide periodic updales on topics such as: 
• Data Access and Data Analytics tools far inspectors and other staff 

• Highlights from recent management briefings 
• Recent and in-process OpE products (COMMs. Smart Samples. generic communications, etc) 

Read about our Reactor Stars in Region IV on the Reactor Star Share Point page: 
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Task Interface Agreement (TIA) Revitalization 
By: Booma Venkataraman 
NRR/ DEX/EICA 

NRR's Office Instruction, COM-106, Rev. 5, "Control of Task Interface Agreements [TIA)" (ADAMS Accession No. MLl 5219A 17 4). governs the polic y to 
ensure that questions raised by other NRC organizations are resolved and communica ted In a timely manner with an effort c ommensurate with the 
safety significance of the issue. Currently the TI A program is being revitalized. 

Kev Messaaes 

• The TIA process rebronded as the Technical Ass istance Request (TAR) , is being res tructured as a fact -gathering exercise that informs NRC 
processes such as inspection, enforc ement. and backli t. This revitalization will otter a graded, risk-Informed approach to screen, scope and 
evaluate potential TAR issues with early alignment on the path forward for opera ting reactors. 

• This enhancement wil l include applications to new reactors (Construction TARs). 
• The effort is related to, and interfaces with, the NRR's initiative on low safety significance issue resolution (LSSIR). Furlher. the TIA effort hos 

interfaces with the revised backlit process (MD 8.4), and the ri sk informed decision-making (RIDM) effort. 

Ur,dates 
• Training sessions were conducted in the regional c oun terpart meetings in December 20 19 on the proposed TAR process and the companion 

LSSIR effort . 
• Currentl y the draft COM-106 is in formal concurrence review. The final updated COM-106 guidance is expected to be completed by June 

2020 after an engagement with indus try. To view the latest package in ADAMS, visit here. 
• The WG is planning on ou treach with the regions on more training (Possible Skype sessions) regarding the updated COM-106 (e.g ., intake 

forms, LSSIR interface). 
Please visit NRR TIA Revitalization ShorePoinj for more information on the project and specifics. 

Proiect Contocts and Potential TIA Sunnort 
An inclusive ogencywide WG was established in January 2019, with participation from NRR, NRO, all four Regions, OGC and OE. The Regional 
epresen tatives on the WG include: 

• Poul Cataldo, RI 
• Wesley Deschaine. RII 
• Mel Holmberg, RIii 
• Ray Kellar. RIV 

If you hove any questions about the COM-I 06 update, you ore encouraged to contac t your organization 's representative as listed above or the 
project team lead, Boomo Venkotaromon, at Boomo.Venkotoroman@nrc.gov or (301) 415-2934. If during this effort you identify a plant specific 
issue that may warrant a TIA request, please contact the NRR TIA (TAR) Coordina tor, Boomo Venkotaramon. 

ROP Memories (photos provided by John Hanna, RIII/DRP) 

Fort Calhoun Site Overview June 2011 Fort Calhoun NSSS Component (no dote given) 

Help Us Celebrate 20 Years of the ROP! 
2000 -2020 

We are looking for articles, snippets, and pic tures that reflect the transition 
from the Systematic Assessment of Licensee Performance (SALP) program 
to the Reactor Oversight Process (ROP) Inspection Program, Submit your 

perspectives to the Inspector Newsletter 
e-mail address: lnspectorNewsletter@nrc.gov 
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The "Wild Life" of an Ins ector' s Job! 

Nomlna1ed by: Joe Schoppy, 
RI/DRS/EBl 

Nominated by: Jeff Kulp 
RI/DRS/EBl 

his quarter's Eagle Eyes Award goes out to Mott Hardgrove, Solem Resident Inspector. On December 30, 
019. during a plant status walkdown of the auxiliary building, Mott observed that the oi l in all three FLEX 
FW pump oilers appeared very dork compared to other oilers (see pictures below). Moll promptly 

nformed the control room SRO who initialed actions to hove the oil replaced and sampled. On January 10, 

~

he licensee received the sample results that Indicated that the pre-existing oil was not or the correct 
iscosity or water content. The FLEX AFW pumps hove not been tested since coming onsile in November 
015, no oil sampling was planned in the fu1ure, and the pump cosing internals were not mode of corrosion 
esistant material. The licensee's additional corrective actions included replacing the oil in al l three FLEX AFW 
pumps and creating periodic maintenance plans that ensure that the oil in the pumps is sampled. The 
nspectors identified an associated licensee performance deficiency as the licensee did not follow their 
procedures for periodic testing and oil sampling of the FLEX AFW pumps. For additional details, check out IR 
5000272 & 311/2020001 , Great catch, Matti 

~his quarter's "Catch of the Doy" recogni tion goes out to Joe DeBoer, DRS Reactor Inspector. During the 
~anuary 2020 Salem Design Bases Assurance Inspection. Joe was assigned the non-safety related MSPI AFW 

[
ump as a plant modification sample. This sample was selected due to the impact the pump hos on 
olem's overall operational risk as well as the PRA risk models. The pump was installed in December 20 16 with 
he objective of maintaining "Green" operational risk when a safety-related steam driven AFW pump is 
oken ou t of service for maintenance or testing. The modification installed on electrically driven 8-stoge 

,centri fugal pump capable of feeding two steam generators at the same time in either unit, a dedicated 
500 kw Caterpillar diesel generator, and the associated piping to deliver the flow to the feedwater system. 
he licensee scoped this system into the Maintenance Rule program because ii is referenced in their 

Emergency Operating Procedures. During a CAP review, Joe noted that the Maintenance Rule coordinator 
hod identified in October 2018 tha t testing was required for this SSC. but that no corrective actions were 
aken yet. As a result of Interviews and document reviews. Joe identified that the licensee had not 
performed any significant periodic maintenance or testing on the pump or diesel since the post 
maintenance test was completed in December 20 16. The licensee was able to produce a periodic test 
procedure that hod been developed for the diesel and pump; however. it was never implemented. Later 
n the inspection. the licensee was able to show that an annual PM was performed on the diesel genera tor. 
Based upon Joe's questions (which included o methodical risk-informed case for periodic testing to support 
;crediting the function in the PRA and online ri~k). the licensee elected to perform o surveillance run on the 
I,. SPI diesel and pump during the team's inspection. The diesel generator and pump ran successfully by 
ecirculoting water to and from the condensate storage tonk. This "Good Catch" demonstrates the value 
f having a questioning attitude and being thorough in your document review. Joe's questions resulted in 

he genera tion of approximately 20 condition reports. performing a surveillance run on the MSPI AFW pump 
o demonstrate functionality. and performing an extent-of-condition review on Hope Creek and both Solem 

Units for SSCs that may not be maintained or tested in accordance with the Maintenance Rule with a focus 
on recent modifications, Way to go, Joel [KT bonus: The team identified a violation of 10 CFR 50.65(0) as 
he licensee did not implement either testing or preventive maintenance to monitor the performance of the 

SPI AFW pump which was scoped into the Maintenance Rule. The team determined that this violation was 
minor because the licensee demonstrated that the SSC was able to perform its function during a system lest 
performed during the inspection and therefore did not adversely affect the Mitigating Systems cornerstone 

b'eclives.J 
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Inspector Mailbox 

Send your questions and comments 
to the Inspector Mailbox. The 

Newsletter Editorial Staff is happy to 
answer any newsletter questions, 

comments or concerns that you ma 
have. 

lnspectorNewsletter@nrc.gov 

hl tp://wWVv.nrc.qov/readlnq­
~ 

brochures br0326 

Support Our Troops 

peclal "Shout Out & Thonk You" to 
all of the NRC employees currently 
serving our country on Active Duty. 
lay sole and come home soon! 

elcome Home to all of the NRC 
employees who have recently 
eturned home to us solelyl We're 

glad to hove you bock 
and inspecting with us! 

Newsletter Editorial Board 
We are looking for Joe Schoppy, RI 
articles, as well as your Bridget Curran, HQ 
feedback/// Edwin Lea, RII 

Contact any one of us 
by using the new 
Inspector Newsletter 
e-mail account!!/ 

Jamnes Cameron, RIii 

Leanne Flo res, RIV 

Many Thanks to Our January 2020 Newsletter Contributors! 
Thomas Wellock, Tom Hipschman, Marc Ferdas, Eric Miller, Daniel Mills, Jackie Harvey, Justin Fuller, Louis 

Dumont, Ken Kolaczyk, John Hughey, Edgardo Torres, Glenn Dentel, Zach Hollc ra ft 

Ir's NOT THAT I'm so smART. 

1r's JUST THAT I STAY WITH 

PROBLEl'I\S LONGER • 
- A I u E Ill 

What Questions Have You Asked Today? 

Other Useful Information: 
Quarterly ROP Changes? 

If you'd like to read about summaries of (very high level) significant (not editorial) recent changes in ROP 
guidance since the last newsletter let us know and we'll include them! 

end us your feedback and your artic/esl You could be one of the contributors to the next Inspector Newsleffer 

~ 

orfindt e 

Another ROP Memory by John Hanno 
Ft. Calhoun Site Overview June 2011 

Providing useful information to our Inspectors. by our Inspectors! 

FOR lt4TERt~Al t:JSE ONLY 

..,__ __________ ...._~ What t2_ave you heard around_the lant lately? Let us know in five lines or less! 
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Providing useful information to our inspectors, by our inspectors! 

able of Contents: 

FOR ltid'FERNJ!cl USE or~t¥ 

Stayin Risk Smart 
By: Eric MIiier, 
Rl / Fitzpatrick Senior Resident Inspector 

On November 21. 2019. operators performed ST-4E. 
"HPCI and SGT Logic System Functional and Simulated 
Automatic Actuation Test." This test is performed once 
every two years. and involves opening breakers 
associated with nine HPCI valves and two standby gas 
treatment (SGT) system valves to prevent operation 
during testing. The inspectors identified that 

toying Risk Smart 1 performance of this test historically would result in 
hat's Wrong with This Picture 2 reclassification of station risk to an elevated condition 

due to HPCI not being available. However. the licensee peed of Trust and Inspector Best 
Practices 2 attempted to reclassify station risk to the normal baseline 
COVID-19 Has You Down? Region II 
Has a Digita l Work Around 3 
PAR Models and SAPHIRE Software-

Now More Available to Everyone 3 
pE Points to Ponder 4 

Residenf Inspector List Corrections from 
the April 2020 Inspector Newsletter 4 
s That Your Final Answer? 5 

during performance of the test by briefing an equipment operator on which HPCI valves would need lo be 
restored if the HPCI system was called upon for a design basis event. Exelon procedure WC-AA-101-1006, 
"Online Risk Management and Assessment. " provides direction for making changes to the base calculation 
of configuration risk for the station. The inspectors noted there was no documentation for the change in risk 
determination, and approvals were not obtained as required by the procedure. In addition, Exelon 
procedure WC-AA-I 01. "Online Work Control Process," provides guidance to make o sys tem available 
through operator action. The guidance directs on "evaluation lo toke into consideration the number of 
actions required, and the environment conditions are expected." [KT bonus: NEI 99-02 and NUMARC 93-01 
provide guidance on crediting operator actions to maintain monitored functions.) The inspectors found that houl Out lo Our 1245 Qualified 

nspectors - Post & Present! 
Excerpts from "A Day in the Life of a 
Resident During the Pandemic" 8 

6 by no t having on approved evaluation and procedure containing restora tion actions, the elevated risk 
condition had not been properly mitigated. The inspectors determined that HPCI may trip when called upon. 
if not restored in o specific sequence that would a llow the system to start up and operate property. The 
licensee entered this condition into the corrective action program and updated the model work order lo 
hove a dedicated operator briefed, stationed, and with no other concurrent duties. The licensee also 
initiated an operations crew learning update regarding the event, and guidance regarding the importance 
of having adequate compensatory actions associated with risk mitigation actions . Teamwork shout outs to: 

perator Errors 9 
PLUM PMT Bears Fruit 10 

nswer to "Wha t's Wrong with This 
Picture? 11 
COVID-1 9 Pandemic Lessons Learned 

nd Best Prac tices 11 
he OpE Fishing Hole 12 

ROP Memories 12 
Help Us Celebrate 20 Years of the ROP! 
000-2020 12 

A Song o f 0 1 and Fire 13 
he "Wild Life" of on 
nspector' s Job! 14 

Michael Montecalvo (Risk Analyst - NRR) who was backfilling al Ginno as Resident and provided his insights 
on the risk assessment piece and licensee process for risk assessment changes; Frank Arner (RI SRA) for l1is 
input to not only the risk assessment piece of this, bu t· to the detailed assessment of the operational impact to 
HPCI by not having effective compensatory measures; and Chris Lally (SPE. RI/DRP 1) who stepped in as a 
new SPE. wi th his Ops background. provided insight and assessment of the Ops compensatory actions and 
licensee responses. (See NRC Inspection Report 05000333/202000 I for more details. ) 

Inspector Best Practices noted above· 

ink lo examiner Flies Newsletter 
Quarterly ROP Changes? 
nspector Mailbox 

14 • Never underestimate the value of focused, risk-informed, doily plant status walkdowns and log reviews. 
15 Inspector smoothly transitioned from plant status to a risk-informed inspection sample (Win-Win: inspector tracks 
15 issue through the licensee's CAP and concurrently makes progress in the ROP baseline) . 

upporl Our Troops 15 
• Throw out the challenge flog when it doesn't seem right or if ii doesn't poss lhe reasonableness test. 

• When you know what "normal" looks like, then "abnormal" will jump right out at you. 

• Go the extra mile. This may involve reviewing the system history (including testing & operating 
experience), the licensee's CAP database, and operating and work control procedures. 

Knowledge is power. Effectively using the licensee's own procedures and industry standards to logically 
and methodically support your safety concern provides a more solid regulatory foothold and helps highlight 
licensee performance deficiencies. 

• Phone a friend. Remember that the DRS & DRP regional staff. other residents, NRR OpE Clearinghouse. 
and the NRR staff ore excellent resources to top to help put your issue in perspectfve. 

Read about our Reactor Stars in Region IV on the Reactor Star Share Point page: 

(b)(7)(F) 
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What's Wronq with This Picture? 

What's wrong with lhe above picture? After pondering the picture for o few minutes, flip bock to page 11 for the answer. 

•• We a ll know that the photographs in the Inspector Newsletter provide great training value! The Editorial Board encourages staff to get 
permission prior to using any photos that appear in an Inspector Newsletter article.•• 

Speed of Trust and Inspector Best Practices 

GAFAfilUTI [S 

Speed of Trust Action Cord #2 - Demonstra te respect. Genuinely care for olhers. Respect the 
dignity of every person and every role. lreat everyone with respect, especially those who can ' t 
do anything for you. Don 't attempt lo be "efficient" with people. 

Inspector Best Practices - (I ) Be approachable. If people feel intimidated by you, they are far less 
likely lo talk to you, (2) Learn to listen; listen to learn. Every person in the field knows something 
about the plant that you don't: find out what it is. (3) Remain professional. Unless there is an 
immediate safety concern. there is no reason to interrupt a licensee's meeling and/or briefing. 
Following the meeting, promptly seek out the senior licensee representative and/or shift manager 
and calmly, clearly, and concisely slate your concern. (4) Operator engagement is essential. 
Routinely talk to operators to get their thoughts on plant performance, work for the day, resolution 
lo previous issues, and operator burdens and challenges. (5) Seek first lo understand, then to be 
understood (Covey Habit #5). Always be willing lo listen to the licensee's perspective before 
jumping lo conclusions and/or demanding lo be heard. 

For more inspector best practices. please see NUREG/BR-0326, "NRC Inspector Field Observation Best Prac tices." 
hltp ://www.nrc.gov/reading-rm/doc-collec1lons/nureqs/brochures/br0326/br0326.pdf 

Please contact Bridge! Curran, NRR/DRO/IRSB, if you'd like a hard copy of the ''NRC Inspector Field Observation Best Practices" 



By: Ken Kolaczyk 
NRR/ DRO/ IRSB 

COVID-19 Has You Down? 
Re ion II Has a Di ital Work Around! 

lthough everyone has varying opinions about the NRC inspector qualifica tion program, almost everyone who 
hos gone through the program will agree that the signoff veri fication process is time consuming, The current 
process is paper-based and requires both trainers and trainees to meet in-person and document task 

ompletion by p lacing 1heir signa tures in blocks located in o qualification sta tus sign-off sheet as tasks ore 
ompleted. The inefficiency of the current process was aggravated by the arrival of COVID-19, which has a 

placed a ho ld on In-person signoff activlties, Not to be outdone by COVID- 19 and recognizing an opportunlty 
o nudge the inspector qualification program into the 21st century, Casey Smith a Reg ion II reactor engineer 

modified the IMC 1245 Appendix A qualifica tion signoff sheet to make It electronic signa1ure friendly. The 
newly developed sheet, a long with electronic signature sheets for both Appendices B and C-1 ore loca ted in 
he DRO/ IRSB SharePoint si te, but will be moved to ROP Digita l City, under the "Communications and Training 
ab" in the near future and are ready to be used by our future inspectors. Well done Casey! 

SPAR Models and SAPHIRE Software - Now More Available to 
Everyone 

By: Matthew Leech, 
NRR/ DRA/ APHB 

3 

Back round: The NRC, along with contractors at the Idaho National Lob (INL), maintains probabilistic risk assessment {PRA) models for a ll operating 
ommerclol nuclear plants in 1he U.S. This set of models, referred to as !'he SPAR' models, is used by NRC staff to support the Reactor Oversight 

Process and other risk-informed regulatory activities performed throughout the agency. The NRC also develops its own PRA software applicat ion 
hat is used wi th the SPAR models, called SAPHIRE2. 

recent Ini tiative has been Implemented to make SAPHIRE software readily available to all employees, and in October 2019, SAPHIRE was placed 
n o lf NRC employee's computers (located in the Windows 10 Software Center). This project was done as a result of feedback we received from 
ur Futures Jam. Additionally, three videos have been created lo show employees the basics of using SAPH IRE. 

he first video details how to load SAPHIRE onto your desktop from the software center and ob tain a copy of the specific plant SPAR model that 
ou need. The second video shows the basics of getting started with a simple risk assessment using the SDP Workspace tool. The third video goes 
ver the Plan t Risk Information e-book (PRIB ) and how to use the risk insights from the !'RIB. These videos ore a great way to learn how lo ge1· started 
ith SAPHIRE. 

he videos o re located on the Be riskSMART - Reactor Safety Portal, o new site that hos been set up with on emphasis on numerous risk-informed 
ools focused toward reactor safety. !(b)(7)(F) I This effort supports the agency wide Be 
iskSMART framework that provides for fhe advoncemenl or cons1sienr poitc,es and guidance rho ! give staff confidence in accep ting well ­
managed risks in decision making wi thout compromising the NRC's mission. 

he Reactor Safety Portal site contains a lot of risk information and tools including: links to current NRC risk Initiatives; the videos to get you started 
using SAPHIRE; PRIBS: and lots of other risk-related information that should be of interest to inspectors, 

,. . 

10 10 10 101 

,. , 

1 SPAR is an ocronym for Stondordized Pion/ Analysis Risk, 

If you would like additional information about SPAR and SAPHIRE, there are severa l people 
you can contact for assistance. Regional NRC st·aff should contact their Regional SRAs, who 
ore expert-level users of the SPAR models, For, non-regional staff, contact the Office of 
Nuclear Regulatory Research sta ff responsible for the SPAR and SAPHI RE programs: Michelle 
Gonzolez. Michelle.Gonzalez@nrc.gov, 301-415-5661 and Jeffery Wood. 
Jeffery .Wood nrc.gov, 301-415-0953. 

f- - -Example of SDP Workspace analysis results using SAPHIRE 

2 SAPHIRE is on acronym for Systems Analysis Programs for Hands-on Integrated Reliability Evaluations. 
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OpE Points to Ponder 
How man o erators should it take to chan • ht bu lb? 

O eratin ex erience: In September 1994, the NRC issued Information Notice 94-68, "Safety-Related Equipment Failures Caused by Faulted 
Indicat ing Lamps," to Inform licensees of the possibility that indicating lamp failures In sofe1y-reloted circul1s could couse sofety-rela1ed 
equipment to become inoperable. The IN provided several examples including a local indicating lamp for a motor control center thot short­
c ircui ted in such a monner tt1ot it resul ted in on inoperable charging pump room cooler (Wolf Creek) ond another thot caused o short-circuit 
ho1 blew a DC control power circui t fuse which adversely impacted a safely injection pump, o con tainment spray pump, two con tainment fan 
ooler units, on essential service water pump, o component cooling woter pump, ond one train of safety-related MOVs (lndion Point Unit 3). 

L'censee lear in and NRC value -adde : On February 3, 2020, o Wolf Creek non-licensed operator noted o burnt-ou1 bulb associated with the 
ra in B emergency diesel generator (EOG) fue l oil transfer pump motor. In the process of removing the bulb, the glass shattered, and the fuel oil 

tra nsfer pump control circuitry was shorted, which blew the breaker's fuses. Con trol room operators declared the train B EOG inoperable. 
Following troubleshooting, the blown fuses were replaced, and the train B EDG was returned to service several hours later. The inspectors noted 
hot the non-licensed operator replaced the bulb with the panel energized ond without entering the mointenonce process. In subsequent 
iscussions w ith the inspectors, the operations manager. current and former shift managers, and licensed and non-licensed reactor operators 

indica ted thot they expected non-licensed opera tors to replace light bulbs os port of their rounds without the use of o work order. The inspectors 
nterviewed multiple licensed and non-l icensed operators and noted that the only instruction or procedure operators referenced for changing 
out light bulbs was an open-ended preven tive maintenance work order for changing out safety-related panel indicating light bulbs in the control 
oom and applicable remote panels as required. The inspectors noted that the work order did not identify any safety-related functions that may 

be adverse ly impacted by light bulb changes or identify precautions to be used when safety-related functions may be Impacted. This work 
order was not utilized for changing out the subject bulb. Interviewees also indicated that normal sto lion practice is for non-licensed operators to 
eplace burnt out locol light bulbs unless the non-licensed operator notes o reoson to elevate the light bulb chongeout activity. The licensee's 

conduct of operations procedure described non-licensed operator tour activities which included volidoting that local control panel lights are 
not burned out and that replacement bulbs ore the correct size and style. However, the procedure did not include instructions, precautions, or 
imitations to be used when safety-related functions may be Impacted when ligh t bulbs ore changed. The inspectors noted that this guidance 
appeared to rely on the individual operator to recognize the risk and act appropriately to mitigate that risk rother than properly preplonning 
hose light bulb replacements that involved risk. The inspectors and the licensee's equipment performance evaluation also noted substantial 

internal and external operating experience existed related to light bulb changes impacting safety-re lated equipment. However, this operating 
experience was not used to ensure this activity was properly preplanned and implemented or to identify equipment where a safety-related 
function could be adversely a ffected. For example, the licensee did not provide instruc tions or establish precautions or limita tions !hot might 
help minimize the chances of breaking the bulb or blowing the fuse(s) . nor were the susceptible components identified and required to have 
light bulb changes properly preplanned. See NRC Inspection Report 05000482/2020001 for more details. 

ns ec or best ractlces: (I) Crediting "skill of 1he craft" should be a red flag for work on safety-re lated SSCs. If may be okay. but of ten there's 
ore specific guidance in plant procedures. vendor manuals, and/or drawings (or perhaps there should be). (2) Learn to listen: listen to learn. 
perotor engagement is essential. Routinely talk to operators to get their thoughts on plant performance. work for the day, resolution 1o previous 

ssues, and operator burdens and challenges. (3) Hold opera tors to the licensee's STAR (Stop-Think-Act-Review) expectations. Ensure that 
perotors think abou t what they' re doing and consider what con go wrong before doing If. (4) Maintain o questioning attitude when 
erforming panel walkdowns in the control room and throughout the plant. Do not assume that the lack of an indicating light is due to a burnt­
ut light bu lb (yes, 99% of the time it will be, but that other 1% could make o big difference) . (5) Review the inspection ond operating history for 
our Ian! sometimes issues have a wo of comin back around . 

For more inspector best practices, please see NUREG/BR-0326, "NRC Inspector Field Observation Best Practices." 
http: //www.nrc.gov/reading-rm/ doc-collections/nuregs/brochures/br0326/br0326.pdf 

Resident Inspector List Corrections from the April 2020 
Inspector Newsletter 

First Nome Lost Nome First Name Lost Nome First Nome Last Nome 

Danny BillinQS Bill Guilderman Cynthia Pederson 
Charlie Brown Phil Harrell Shannon Phillips 
Howard Bundv David Hartland Grea Pick 

Elise Burket Wayne Krooo Ted Rebelowski 
Joe Callan Bruce Little Mike Skow 

Dwiaht Chamberlain Paul Michaud Marv Thomas 
Bud Cummins Ken O'Brien Tony VeQel 
Bob Farrell Mike Parker Jimi Yerokun 
Jack Giessner 

Thanks to those staff members who are helping the Inspector Newsletter Editors with this Important lnformollonl 
Your add itions to the list are ve im ortant, a nd we welcome them. 

5 



By: Chris Highley 
Rl / Millstone Resident Inspector 

ust before 7:00 AM on Sunday 
December 1. 2019, the safety-related 
ervice water supply to the Millstone 
A EDG began to leak from a 
longed joint (see picture below). 
his portion of the service wa ter 
ystem provides cooling water to the 

EDG lube oil and jacket water heat 
xchangers. A securi ty officer on 

ounds discovered the leak and 
promptly notified the control 
oom. The shift manager dispatched 
plant equipment operators (EOs) to 
nvestigote. Upon arrival to the 2A 
EDG room, the EOs located the leak 

nd Immedia tely requested that 
ontrol room operators secure all 
ervice waler to the 2A EDG. While 
ommunicoting with the control 

oom. the water spray from the leak 
oused on electrical fire in on 
mergency lighting electrical outlet. 
hich was immediately extinguished 

by the EOs {fire brigade). The 
solation of service water to the 2A 
EDG rendered the diesel Inoperable 

nd the licensee entered a 72-hour 
echnicol Specification LCO action 
tatement. The inspectors 
esponded to the site on tha t Sunday 
o assess licensee corrective actions, 
epair activi ties, and reportability. 
he inspectors reviewed the 
icensee's subsequent causal 
valuation and questioned the 

lcensee·s assessment of the 
ontributing cause. Initially, the 

icensee attributed the cause to a 
previous design change that hod 
educed the orifice thickness by a 
half of what ii was. The licensee 
toted that this reduced thickness 
reated a gap which caused the 
neven compression of the 
asket. Based on the inspector's 
uestions, the licensee re-performed 
causal evaluation (causal 

valuation) and determined that the 

Is That Your Final Answer? 
CAP Contributin Cause Creates Consternation 

maintenance procedure for work 
control practices for threaded 
fasteners foiled lo provide 
adequate acceptance criteria for 
the tightening of the joint. 
Speci fically, the licensee 
determined that the fai lure of the 
gasket material on the flange was 
a ttributed to uneven compression 
when it was installed on October 
11. 2018. The maintenance 
procedure only provided vogue 
criteria for visual indication of 
bulging around the bolts, which 
with this type of flange could not 
be seen. Additionally, no torque 
values were specified In the 
procedure for use of red rubber 
gaske ts. The licensee replaced the 
failed gasket using a procedure 
with appropriate acceptance 
criteria to ensure that the 
tightening was satisfactorily 
performed. The licensee also 
created corrective actions to: 1) 
replace th,e gaskets on a 12-month 
interval with appropriate torque 
values specified by engineering, 2) 
conduct a review to determine 
whether a different gasket type 
material would be more suitable 
for this application, and 3) 
performed on extent-of-condition 
investigation for similar joints and 
systems on both Units 2 and 3 
EDGs. (See NRC Inspection Report 
05000336/2020001 for more 
details.) 

Inspector Besl Practices noted 
above· 

• Independently veri fy when 
possible. There is no substitute for 
being there and seeing first hand. 
What did the licensee overlook or 
foil to consider? 

• Mainta in a questioning attitude. 
II is difficult to arrive at a di fferent 
end point (conclusion) If 

you travel down the same identical 
path as the licensee {have you 
adequately explored other paths, 
what else could explain the 
observed conditions, have you 
considered all the facts). 

• Keep o low threshold and do 
not easily let the licensee "explain 
it away." If it does not seem 
right ... it probably isn't. Be 
professional, but be doggedly 
persistent when it comes to nuclear 
safety. 

• Crediting "skill of the cra ft" 
should be a red flog for work on 
safety-related SSCs. It may be 
okay, but often there's more 
speci fic guidance in plant 
procedures, vendor manuals, 
and/or drawings (if there's not, 
maybe there should be). 

• Procedure reviews ore 
important to verify that the 
condi tions observed ore either 
acceptable or not. Procedures 
should align wi th acceptable 
industry guidance and the plant 
speci fic design basis. Procedures 
should not be written to accept 
deficient conditions. Sometimes, 
you may need to challenge the 
procedure guidance if there are 
disconnects with respect to the 
design and licensing basis, industry 
guidance, and/or NRC 
requirements. 

• The devil is in the details. 
Sometimes, you've got to dig a 
little bit deeper to unearth hidden 
facts, discover additional clues, 
and/or identify disconnects. 

You're the inspector. find the leaking 
flange above. 

**For more Inspector Best Practices. take a look at NUREG/BR-0326, Rev 1. "NRC Inspector Field 
Observation Best Practices." .. 
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Need Help on an Inspection? 
These HQ Staff Members are 1245/1246/1247 /1252 Qualified Inspectors 

Quallllcatton Partial Qualification Inspector 
Name lnspeclo, Qualificaflon Program fully-Qualltled Inspector Description maintained Description/ Fully Qualified 

Yes/ No Com0lele 
DANU 
Sieve Lynch IMC 1245 Ouollncatlon Prooram Yes Basic (A00 Al 
Mike Bo lazik IMC 1245 Oualincatlon Prooram C2: Reactor Enolneerino lnsoeclor Prooram Yes Como1e1e 
Craig Bassett IMC 1245 Qualification Proarom C5: Research and Test Reactor Pro,1rom Yes Complete 
Michael Takacs IMC 1245 Quollllcallon Proaram CS: Research and Test Reaclor Prooram Yes Camolete 
William Schuster IMC 1245 Qualification Proarom CS: Research and Test Reactor Proarom Yes Com□ lete 

Kevin Roche IMC 1245 Quallllcatlon Proaram Cl : Roaclor Ooerot1ons lnsoector Prooram Yes Comolete 
Phil 0' Brvon IMC 1245 Qualification Proarom Basic (App A) 
DE 
Samlr Dorboll IMC 1245 Qualillcotlon Prooram Basic (ADO Al 
Colvin Cheuno IMC 1252 Qualification Proorom Conslruction Inspector ProQrom Yes Comolete 
Evon Davidson IMC 1245 Quolificotion Program (App A, 8, Cl 
Kerbv Scoles IMC 1245 Qualification Proorom CS: Vendor lnsoector Proarom No Comolete 

Shavon Morris IMC 1245 Quallllcollon Program 
C2: Reactor Engineering lnspeclor P1ogram No 

Complete 
CS: Vendor lnsoector Proorom Yes 

Don Hoono IMC 1245 Qualification Program Basic (App Al 
Nodlm Khan IMC 1245 Qualification Prooram Basic IAoo Al 

Brion Wi tlick IMC 1245 Quolificolion Program 
Cl: Reactor Operations Inspector Program 

No Complete C2: Reocto, Enqineering Inspector Proaram 
Anoelo Buford IMC 1245 Quollncotlon Proarom Basic (Aop Al 
Samual Cuadrado de Jesus IMC 1245 Qualification Program Basic (App Aj 
Down M0lhews Kolothlveellll IMC 1245 Ovollflcotion Proarom Basic IA00 Al 
DMLR 
Jomes Gavula IMC 1245 Qualification Proarom C2: Reactor Enaineerina lnsoeclor Proarom No Comolete 
Araceli Billoch IMC 1245 Quoliflcotlon Proarom Basic (APO Al 
William Gardner IMC 1245 Ouolificotion Pro,1rom Basic (Apo Al 
Mort Yoo IMC 1245 Quollficotlon Proqrom Basic (App Al 
Noncv Mortinez IMC I 245 Ouollficotion Proorom Basic fA0n Al 
DORL 
Andv Hon IMC 1245 Ovaliflcotlon Prooram Cl : Reoclor Ooerotlons lnsoector Proarom No Comolete 
Audrev Kletl IMC 1245 Oualincotion Proorom C2: Reactor Enoineerino lnsoector Proorom No Comolete 
Martha Barillas IMC 1245 Quolillcotlon Proarom Cl : Reactor Ooerotions lnsoec tor Procrom No Comolete 
Dove Wrona IMC 1245 Ouollnco!ion ProQrom Cl : Reactor Qperolions lnsoec lor Proorom No Comolete 

Mike Morl(ley IMC 1245 Ouollficotlon Program Cl : Reactor Ooerolions Inspector Program 
No Complete 

C3: Heollh Phvsics Inspector Proorom 
Eva Brown IMC 1245 Quolificolion Proqrom Cl : Reactor Ooerotions lnsoector Proqrom No Comole!e 

Basic (App Aj 
Morgorel O'Bonlon IMC 1245 Quollficotlon Program General (App Bj 

Rx Ooeralions IA□o C.11 
Michael Orenok IMC 1245 Quallllcotlon Prooram Basic IA00 Al 
Ed Miller IMC 1245 Quolifico!ion Proorom Basic I A0P A I 
Dennis Morev IMC 1247 Qualification Proorom Cl : Fuel FoclUties lnsoeclor Proorom No Comolete 
Jason Paioe IMC 1245 Qualification Proarom Basic IAoo Al 
Greaorv Croon IMC 1245 Oualincation Proarom Cl: Reactor Ooerahons lnsoector Procrom Yes Comolete 
MIiion Volontin IMC 1245 Ouollflcotlon Proorom Basic (APP Al 
DRA 
Michaol Levlno IMC 1245 Qualification Prooram Basic IAooAl 
David Garmon IMC 1245 Ouallficotlon Proorom Basic IAoo Al 
Micheal Smith IMC 1245 Ouoiific otion Proorom Basic /Aoo Al 
Anronlos Zoulis IMC 1245 Quollllcotion Proorom CI : Reactor Ooerotlons lnsoe-c lor Proorom Yes Comolete 

Edgardo Torres IMC 1245 Qualification Program 
Cl : Reactor Operations Inspector Program 

No Complete 
CS: Vendor lnsoec lor Prooram 

Chino No IMC 1245 Ouollllcollon Prooram Basic IAoo Al 

Jermaine Heath IMC 1245 Quolillcotion Program 
Cl : Reactor Operations Inspector Program 

Yes Complete CS: Venda, lnsoeclor P1ooram 
Alexander Schwab IMC 1245 Qualification Proarom CI : Reoclor O□erattons lnsoector Proorom Yes Comolete 
Jennifer Whitman IMC 1245 Quoliflcolion Proorom Bo~c IAoo Al 



VilA ltJfliAIIAL lj§[ emv 
Need Help on an Inspection? 

These HQ Staff Members are l 245/1246/ 1247 /1 252 Qualified Inspectors 
(cont.) 

Name 

ORO 
Morl:.Kino 
Steohen Comobell 
RossTelson 
Russell Gibbs 
Don Merzke 
Theresa Buchanon 
Mollv Keefe-Forsvth 
Brion Tlnclell 
Allredtsso 
Christooher Cauffman 
David Beoulle u 
Jonathan Orteoa-Luciana 
Nicholas Savwolr 
Andrea Keim 
Aaron Armstrono 

Manuel Crespo 

Thomas Herrily 

Douglas Sollock 

Ro)u B. Patel 

Brian Hughes 

Dong Pork 

Yamir Dioz-Caslillo 

David Aird 

Poul Prescott 

Jovlvnn Quinones~Novarro 
GreoGollelll 
Alex Garmoe 

Car1o Roque Cruz 

DSS 
Caroline Tilton 
James Hickey 
Sieve Jones 
Robert Lukes 
Diano Woodvotl 
Terrence Brimfield 
NRR 
Candace De Messleres 

Taylor Lomb 

Veronica Rodrlouez Alfonso 
OE 

Carmen Rivero 

Pete Snvder 

Qualification Partial QualiHcalion Inspector 
Inspector Quallllcotlon Program Futly,Quallfled Inspector Description maintained Description/ Fully Qualllled 

Yes/No Complete 

IMC 1245 Quoldlcollon Proorom Cl : Reactor Ooerotions lnsoector Proorom No Comolete 
IMC 1245 Qualification Proaram Cl : Reactor Ooerations lnsoector Proaram Comolete 
IMC 1245 Quallllcollon Proarom Cl : Reactor Ooerotions lnsoector Proorom No Comolete 
IMC 1245 Qualtticotion l'rooram Cl: Reactor Operations Inspector Prooram Na Comolete 
IMC t 245 Quolilicotion Proorom C2: Reactor Enoineerlnc::i Inspector Proc::irom Yes Complete 
IMC 1245 Quoldlcollon l'roorom C 1: Reactor Operollons Inspector Proorom Yes 
IMC t 245 Qualification Proarom C 12: Sofetv Culture Assessor Prooram Yes Comolete 
IMC 1245 Quoliflcollan Proorom Cl : Reactor Ooerotions lnsoector Praoram Yes ComaIe Ie 
IMC 1245 Quolilicotion l'roorom C2: Reactor Enoineerino lnsoector Proorom No Comolete 
IMC 1245 Quoliflcotion l'roorom Sosic fAoo Al 
IMC t 245 Qualification l?roarom Cl : Reactor Ooerotions lnsoector Proaram Na Camolete 
IMC 1245 Qualification Proorom CB: Vendor lnsoector Prooram Yes Comolete 
IMC 1245 Qualillcollon Proc::iram CS. Vendor Inspector Proorom Yes Comple te 
IMC 1245 Quolilicotion Proarom CS: Vendor lnsoec tor ProQrom Yes Complele 
IMC 1245 Qualification l'roaram CB: Vendor lnsoector Proarom Yes Comolete 

IMC 1246 Nuclear Matenal 
Safety and Safeguards Program 

Cl : Fuel Focolrty Operations Inspector Program 
Yes Complete 

1247 Fuel Facilrly Inspector CS: Fuel Facilitv Material Conlrot and Accauntina Proaram 
IMC t 245 Qualdicolion Praorom CB: Vendor Inspector Program Yes Complete 

IMC 1245 Qualification Program Cl : Reactor Operations Inspector Program No Complete CB: Vendor lnsoectar Proaram 

IMC 1245 Quoldlcotion Program 
CS: Vendor lnspec lor Program 

Yes Complete 
C15: Construction Inspector Program 
Resident Inspector 

IMC 1245 Quoldlcatian Program Chief Operator licensing Examiner No Camplele 
Certified Public Olficiat ACRS 

IMC 1245 Qualoflcotion Program CB: Vendor Inspector Program Soslc !App A & Bl 

IMC 1245 Qualification Program 
CB: Vendor Inspector Program 

Complete 
C 12: Safety Culture Assessor Program 

IMC 1245 Qualification Program Sasic fApp Al 

IMC 1245 Qualdlcotion Program 
Cl : Reactor Oporotions Inspector Program Cl : No 

Complete 
CB: Vendor Inspector Proaram CS: Yes 

IMC 1245 Qualification Prooram C2: Reactor Enaineerina lnsoector Proaram Yes Comolete 
IMC 1245 Quollflcotlon Proarom CS: Vendor lnspecfor Proorom Yes Comclete 
IMC 1245 Qualification Proorom Cl: Reactor Operations tnsoector Proorom Yes Comolele 
IMC 1245 Qualification Program C2· Reactor Engineering lnspeclor Program: 

C2: No CB: Vendor Inspector Program 
C8: Yes 

Complete 
IMC 1246 Qualification Praarom B2: Storooe and Transoortotion Praoram 

IMC 1245 Qualification Prooram C2: Reactor Enafneerina lnsoector Prooram No Comolete 
IMC 1245 Quoliflcotion i'roc::irom Cl : Reactor Ocerotlons lnscector Prooram No Complete 
IMC 1245 Qualification Prooram Cl : Reactor Ooerollons Insoec1or Proorom NO Comolele 
IMC 1245 Quolilicotion l'raQrom B□sic fApo Al 
IMC 1245 Quallflcotlon Proorom Basic !APP Al 
IMC 1245 Qualification Proaram Cl: Reactor Ooerations tnsoector Prooram Yes Comolete 

IMC 1245 Quoloficotlon Proarom Basic fAao Al 
Cl : Reactor Operations Inspector Program 

IMC 1245 Quoliflcollon Program C.5: Research and Test Reactor Inspector Program Yes 
C.8: Vendor Inspector Program 
C. 10: Ooerotor Licenslno /OLI Examiner Proorom 

IMC 1245 Quoliflco lion Proarom Cl : Reactor Ooerallons tnsoector Prooram Na Comole le 

IMC t 245 Qualoficotion Program Cl : Reactor Operations lnspeclor Program 
Yes Complete IMC 1247- Fuel Facility lnsoeclor 

IMC 1245 Qualification Proaram Cl ; Reactor Ooerations lnsoeclor Proorom No Comolete 

Thanks for all you have done and al l tha t you continue to do! 

** If we missed a current or former 1245/1 246/1247 / 1252 qualified 
inspector, contac t Bridget Curran to have their name added** 

7 



8- JULY 2020 INSPECTOR NEWSLETTER ~@R IIHiRIIJ.t U!iE Out: 

Excerpts from "A Day in the Life of a Resident 
During the Pandemic" 

By: Ayesha Athar 
R4/ Dlablo Canyon Resident Inspector 

Planl Status Ac livities: 
Haw do you p er form p lant status 
oclivilles? And how much lime 
on o typical day d o you spend? 

Most resident inspectors hove remote 
access to the operating reactor licensee's 
computer network which provides them 
with lhe some access I hey would hove lo 
this neiwork while onsi le. This neiwork 
allows !hem lo perform reviews of o 
variety of Ileen ee documentation, such 
as; work schedules, online risk profiles, 
clearance orders, narrative logs. 
calculations, drawings, procedures, doily 
plant status packages. and condition 
reports. They also have real-time remote 
access to view plan I parome lers such as 
reac lor power and lemperoture. 
emergency core cooling syslems flow 
ro les, con lalnment tempera ture and 
pressure. as well as radiological conditions 
throughout the plant. 

Some resideni Inspectors con view cer1oln 
porls of the plant via a network of non­
securily cameras throughoul the site. This 
allows I hem lo quickly and efficien tly see 
various safety systems and components in 
the plant lo observe their condlllons as 
we ll as ongoing work activities. 

Additionally, licensing personnel at some 
sites upload doily key documents 
necessary for plant slolus if the licensee 
compuler is not functioning properly. 

Most residenls o re spending around 2 
hours each day on plant status. Resldenls 
are being asked to spent time daily 
checking on the licensee's COVID status 
and actions, which hos increased total 
time spent in performing Plont Status. 

Most licensees hove moved their 
mee:ings to leleconferences. which 
residents al tend. For licensee Pion of the 
Doy meetings (or OCC briefings for units In 
on outage), the presenter will share their 
screen, so residents con view (real time) 
the schedule and emergent items as they 
ore discussed. Residents ore using Pion of 
lhe Doy meetings the same way they did 
while I hey were onsite-10 inform their 
lnformo tion-galherlng for pion I status 
ac tivities and to inform changes or course 
correc tions lor sample selection for lho l 
day and week. 

Ot course residents are not able to walk 
down lhe control room each day, but 
doily phone ca lls ore made to lhe shift 
manager and/or conlrot room supervisor 
to discuss what their prlorllles are, as well 
as ask about any differences or 
c larifications from what was heard in the 
doily morning meetings-largely lhe same 
converso lions thol residenls used lo hove 
with control room sloff when they visited 
the control room. Residenls will also coll 
lhe OCC slaff for unl ls In on outage. 

Many of these rechnologles were 
available to most residen t inspectors prior 
to the mandatory lelework conditions 

driven by lhe federal, stole, and local 
responses to COVID-19. The 
technologies and processes lhot were 
not already available required time and 
diligence lo ensure the information 
available lo them onslle would be 
available to them remotely. Working 
with lhe operaling reactor licensees to 
make these available to lhe residenl 
inspectors helped prepare them for their 
inspections. These preparations will yield 
dividends as these new strides in lhe 
execution of their inspections con be 
used indefinitely, 

Inspection Preparation: 
Is I11e re much change to how you 
prepare fo r lnspeclions and how 
long It tokes to p repare 
remotely? Wi lh l imited time on 
sile. do you spend more time 
prlorlllzlng a nd planning your 
l im e in the plonl? 

Inspection planning hos not changed 
significantly, since Inspection planning Is 
mostly done on the licensee computer 
anyway: gel l ing procedures, P&t 
drawings, design basis documents. etc. 
Since mosl residen l inspec tors have 
access to licensee networks via VPN, 
loaned laptops, or other means, 
oblolning the Information necessary for 
inspection preparation is no different 
than II would! be on-sl le. Residents are 
routinely communicating with licensing 
personnel who are very responsive in 
uploading requested documents tha l 
cannot be found through their network 
access-some residenls have even 
noted thal licensing personnel seem lo 
be more prompt in responding to 
requests while lhey ore working of home. 
Many inspectors use CERTREC for 
information requests, which is accessible 
while working from home. so that hosn' I 
changed either. 

The only lhlng thot takes longer Is really 
jus l internet slowness {especial ly with 
significant o lhers also working from 
home, with multiple remote-sessions 
running on the household WiFI). So. it 
can toke a bit longer when trying to 
download/review certain documents or 
programs on the licensee 's remote 
system. 

Anecdolos from Resldonls on Performing 
Remole lnspec;liQrn.; 
Provide anecdotes of your 
experience performing any IP 
remotely and dig in lo some 
ospec l l hot grabs your ot ten l ion. 

Oenorol Commonls on Inspections: 
II is reasonably possible to perform most 
resident baseline lnspec llons. bul they 
lake longer than normal. The IPs conloin 
adequate flexibility to make odjustmenls 
lo how to inspect. In addition to the 
obvious delay in waiting for a suitable 
opportunity lo perform and allowable 
onsite inspection portions of the IP, there 
is o generic amount o f lime Increase lo 
locale unfamiliar documen ls or gel inlo 
contact with licensee personnel. The 

ond performed remotely vio 
teleconference between the residents 
ond mainlenance and licensing 
personnel. Licensee personnel agreed 
with lhe discrepancy and initiated a 
notlficalion for resolution. 

During o 71111 .18 Modific ations 
inspection, lhe residents identified on 
Issue In which the licensee appears to 
hove improperly performed a 50.59 
opplicobilily determination on a change 
to the Technical Requirements Manual. 
The residents held a teleconference with 
licensee personnel and the licensee is 
currently developing a posi tion paper to 
explain their logic prior to o finol 
regulatory position being reached. 

residenls are currenlly well up on the Comanche Peak: 
learning CUIIVe at this point, but the time Residents a re performing o 120 sample 
penalty still exists as o cost of teleworking. (maintenance rule) on CP sa fety chilled 
Some IPs will hove an inherenl "quality water. The resident was able to access 
penalty" su ffered because ot lhe use of plant health repor1s, CAP documents, 
all ernative means of completing one or moinlenonce rule database and work 
more of the inspeclion objectlve (s). For orders from his Lumlnon l lop lop remotely 
example, the 71111 .07 heal sink (my kitchen table). The residents 
inspection sample con be performed by scheduled o mealing with the sys lem 
reviewing completed documentation of engineer to discuss system performance 
on infernal inspection and/or lest, but against the goals. his tracked items (e.g. 
lhe performance-based elements will nol WOs he'd like lo Implement. CAP 
be observol:>le under current restric tions. documents he is tracking, and long-term 
The some Is lrue for PMTs (71111.19) ond projects) . In short, there was no 
surveillance :·es ting (711 11.22). difference from doing remotely vs. In the 

resident office. 
Most IPs ore fairly good candidoles for 
Inspection under lhe existing reslric lions 
because they either are plonl 
wolkdowns that do not require c lose 
contac t with plant workers or are 
amenable to record reviews. These 
inc lude Adverse Weather (7111 I.OJ ), 
Equipment Alignmenl (71111 .04) , Fire 
Protec tion {71111.05 - xcept fire drill 

Residents ore performing a 15 
(operabilifyj sample. They hove access 
to design basis documents, TSs. FSAR, 
procedures, maintenance records, 
causal evaluations. In short, there was no 
difference from doing remotely vs in the 
resident office. 

observolions), Flood Pro lec llon Wolerford· 
(71111 .06), Heat Sink (71111 .07), I find I'm able to be more focused and 
Maintenance Eftec liveness (71111.12), dive more thoroughly ln lo basis 
Maintenance Risk Evaluations (71 11 1. 13 ),, documents and underlying calculations 
and Operability Determinations of IP samples. Being at the plant Is 
(71111 .15), Modifications (71 111 . 18). Pl&R distracting, because there's always 
(711 52). and event review/LER (7 11 53). somelhing going on thal con pull your 

The IPs lhol hove created challenges 
doing the inspection mosl ore Refueling 
Outages (71 111.20 - relies on o lot more 
In-plant activities). Equipment Alignment 
(711 11.04 - mostly a time challenge since 
we ore keeping site visits to several hours 

otlenlion owoy-emergenl work, 

Many resident offices have uploaded each). Licensed Operator 

people dropping into lhe office, in 
person meetings, etc. Doing work 
remotely hos lei me give undivided 
a ltention fo the In office portion of many 
IPs. I've also found that licensee 
personnel are more recepllve lo 
questions and more open to impromptu 
coils and meetings-fhey're new to 
working remotely too and seem more 
eager lo coll and discuss issues to moke 
sure we're all communicating clearly 

inspection sample trackers (excel file) Requoll flcotion (711 11.11 - requires 
and frequently used documents (Tech simula tor and control room observolions 
Specs, UFSAR, System Tra ining manuals and actual lroining lo be performed, 
for their facility) onto their site-specific all hough video lopes con be reviewed 
SharePoint sites: lhis allows preparation to for simulator training) , and EP Drills (71124 and comprehensively with a common 

understanding of facts. go more smoolhly and efficiently. - nobody Is running EP drills currently). 

The bottleneck (l ime and etnclency 
penally) is the limi ted amount of time 
spent on site and in the plant, Site visi ls 
must be much more strategically 
planned and prioritiied than normal lrips 
into lhe plan1. Some resident offices are 
having discussions prior to each resident 
spending lime on slle to ensure tha l 
areas loured ore not duplicated and 
that Items of Importance ore visually 
observed in the field. 

Dlobto Canyon: The expense of this Is not being able to 
Residents ore rou tinely idenlifying issues spend as much lime physically in the 
of concerns and enhancements even plant doing the aspects of IPs that aren't 
I hough I heir time on-site is limited. suitably done remotely. For some IPs 
Examples include: During o 71111. 19 Post thol' s oc luolly been o benefil and for 
Maintenance Test inspection, issues were some ,l's been o detrimenl 01 mode if 
identified w ith procedural difterences in impossible lo complete the IP 
how o turbine driven auxiliary feedwa ler requirements. 
pump linkage was greased (high risk 
slgnlliconl componenl), A meeting was 
requested 
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Operator Errors 
By: Julie Winslow, during the Prestartup Checklist. of the control bank was caused runbock setpoint. and then the 
NRR/DRO/IOEB The Prestortup Checklist requires due to the improper maintenance OTDT scram setpoint. The licensee 

the pressure setpoint to be 100 work process for the identified issues with operator 
On June 2. 2020, INPO issued IER L3 psig, however. the pressure troubleshooting. Additionally, the adherence to established 

20-4. "Operator-Induced Events." It setpoint was found set at l psig. failure to meet the required action administrative standards, not 
notes that, although overall industry The error went undetected unlil the of TS LCO was caused by omitting sustaining o leadership culture 
performance hos improved since low main condenser vacuum o pre-job meeting when the shifts where standards adherence is 
!he 2017 timefrome, some events Isolation signal t·o the BPVs c leared turned over and insufficien l valued, and insufficient procedural 
over the lost year showed lapses in during the startup sequence. at understanding of the TS LCO guidance (LER 05000369l2019-001-
the application of operator which time the BPVs fu lly opened during the test. It was assessed QQ). 
•undomentols. In 2017, INPO issued (LER 05000325L2020-00 I-00). 1hot the stuck rod resulted 
IER L l 17-5, " Line of Sight to the temporarily from latch jam or Browns Ferry 3: On March 9, 2019. a 
Reactor Core," along with other Hanblt-1 (International): On Moy CRUD. This event received an IN ES reactor operator attempting to 
actions to improve operator 10. 2019, during low power physics Level 2 roting (IAEA News Article) . lower incoming reactive power on 
fundamentals performance. Many testing. reactor power rapidly the main generator operated the 
of the actions to improve increased to 18.06% at o nuclear McGuire 1: On May 3, 2019, the incorrect hondswitch, toking the 
performance contained in IER L l 17- power plant in South Korea. Steam reac tor was opera ting near 100% automatic voltage regulator (AVR) 
5 ore beyond the scope of NRC generator (SG) level increased fo llowing several days ot reduced from automatic to manual. Placing 
regulations: however, resident beyond the hi-hi level selpoint and power lo support repairs lo the l B the AVR in manual removed system 
nspector awareness of events and caused a main feedwater isola lion main feed pump. Operators were prolection against under-
their causes that do fa ll within the and a trip of all main feedwater restoring pressurizer (PZR) healers excitation. and as the operator 
,cope of regulations is warranted. pumps. to their normal alignment, which continued to lower reactive power, 

required securing two healer the generator circuit breaker 
(b)(5) The following issues were groups and placing the PZR tripped on under excita tion, 

associated with this event: 1) one pressure master controller in resulting in reactor scram and loss 
of the control rods deviated from manual. of offsite power (~ 
demand position due lo the mis- 0S000296l2019-001 -01 J. 
operation by the reactor operator: Automatic control of the PZR 
2) during troubleshooting, one of pressure master controller raises Related OQE Documents 
the control rod assemblies pressure by raising the desired 
indicated stuck; 3) o control bank setpoint using the ' Increase' IER L3-20-4, "Operator-Induced 
was withdrawn with less care than button and the 'Decrease' button Events," (Proprietary) ML20)57A242 
was needed by the operator: and lowers pressure. However, when 
4) the reactor power rapidly the controller is in manual, the IER L 1-17-5, ''Line of Sight to the 
increased up to 18.06%, beyond buttons function instead to control Reactor Core," (Proprietary) 
the technical specification (TS) 1he error signal between actual Mli 7171 A309 

Provided below is some of the limiting value of 5%. pressure and reference pressure. 
recent OpE associated with licensed Depending on the actual plon1 IN 20 18·04, "Operating Experience 
operator errors. a long with links lo When reactor power increased parameters. this can cause Regarding Failure of Operators to 
more information. If you hove any above lhe limit. the TS limiting differen t control functions. Trip the Plant when Experiencing 
OpE-related questions on this or condition for operation (LCO) including some backup heaters Unstable Conditions," ML l 7269A262 
other topics, please contac t any action required immedlale and spray valves to actua te to 
OEB member. shutdown. However, when the restore pressure bock to the IN 2018-03. "Operating Experience 

operator recognized the condition, reference value, regardless of Regarding Failure to Meeting 
Recent OoE Associated with rods were manually inserted to the actual PZR pressure. Technical Specifications 
lcen~Arl - Errors zero-power state insleod of Requirements for Changing Plant 

opening the reac tor trip breaker as With the controller in manual, the Conditions," ML 17303A791 
Brunswick 1: On Morch 22, 2020, required. Approximately 11 hours operator mistakenly pressed the 
with the unit in Mode 2 and after the tronsient, the reactor was ' Increase ' button, a ttempting to OpE COMM: McGuire Unit l & 
stabilized at 2% power during startup manually shutdown for the raise pressure. The actual impact Calloway: Reactor Scrams Caused 
from o refueling outage, all four inspection and investigation. on the plant - on increase in by Licensed Operator Errors, 
main turbine bypass valves (BPV) positive pressure error, created an ML] 9252A31 4 
'ully opened unexpectedly. The As o result of the event increased demand for PZR spray 
operating crew Inserted o manual investigalion. If was confirmed thal valves wilh lwo heater groups OpE COMM: Loss of Offslte Power, 
reactor scram, which was the step deviation of the rod was secured. As the operator Unusual Event, and Reactor Scram 
uncomplicated. caused by lhe operator's mis- continued to press the ' Increase ' with Multiple System Anomalies. 

understanding of rod manipulation button. spray valves continued to ML l 9120A065 
The direct cause of the BPVs fully and the will1drawol open until the PZR pressure 
opening during startup was the reached the over-temperature OpE COMM: Adverse Trend in 
Turbine Control System pressure delta-temperature (OTDT) Events Resul ting from Weaknesses In 
setpoint being set incorrectly Operator Fundamentals, 

ML l 6294A 'in5 

**For more Inspector Best Practices, take o look at NUREG/BR-0326, Rev 1, "NRC Inspector Field Observation Best 
Practices."•• 
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By: Jlgar Patel, 
Rl/Hope Creek Resident Inspector 

he design: Hope Creek Generating 
talion hos four Closs 1 E emergency 

ood sequencers (ELSs). one for each 
f the four Class IE power divisions. 

Each channelized ELS consists of two 
ndividual solid-slate sequencers, one 
or the loss of power (LOP) sequence 

and one for the loss-of-coolant 
accident (LOCA) sequence. The LOP 
and LOCA sequencers each have two 
edundant solid-state logic timers. a 

primary and a backup. powered from 
edundant internal power supplies. 
he ELS generates sequential start 
ignals for required electrica l loads 
allowing LOP or LOCA events. upon 

closure of the EDG output breaker. 
he LOP and LOCA logic timers ore 

Programmable Logic Universal 
Modules (PLUMs) of identical design. 

ilh differences in the timing 
configuration depending on the LOP 

r LOCA application. The primary and 
backup PLUMs receive simultaneous 
input signals; however, a watchdog 
timer holds lhe output of l·he backup 
module to an off state if the primary 
module is functional. If the primary 
module fails, the watchdog timer 
automatically releases the backup 
module output signal. The backup 
PLUM is not required lo satisfy single 
oilure general design criteria but 
other is a design feature to increase 

EDG reliabi lity. Each module has a 
light emitting diode (LED) lo indicate 
availability of the module to perform 
ts design function. 

he opportunity: From May 2019 to 
eptember 2019, PSEG documented in 
heir CAP three occurrences of o 

failed primary LOP module associaled 
ilh the D ELS. A nuclear equipment 

operator identified these three cases 
hen they noted an LED extinguished 
n the LOP module card during their 

ounds (see picture below). For each 
ccurrence. operators performed an 

mmediate operabilily determina tion 
or the D ELS. PSEG documented that 
the 

PLUM PMT Bears Fruit 
ELS system was completely 
redundant. and therefore the D 
LOP backup module can perform 
all required design functions. The 
licensee was able to restore lhe 
primary PLUM following 
troubleshooting which included 
replacing several components on 
the circuit cards and performing a 
post maintenance test (PMT), as 
applicable. 

NRC value-added: The inspectors 
reviewed the associated 
corrective action notifications (I .e., 
condition reports) for each 
occurrence. and reviewed the 
immediate operability screenings 
against TS 3.8.1. 1, "AC Sources -
Operating." The inspectors noted 
that tor each of the fai lures. PSEG 
concluded the D EDG ELS was 
"operab le but degraded." On 
September 25, 2019, the inspectors 
were in the field observing the PMT 
for the most recent fa ilure and 
noted that the licensee's PMT did 
not sequence the backup timer 
card . As a resull, lhe inspec tors 
questioned whether the periodic 
TS surveillance procedure covered 
the backup timer card testing. 
Based on addi tional review. 
engineering determined that the 
ST did no t check the function of 
the backup PLUMs and that they 
hod never demonstrated 
functionality of the backup timer 
cords. The inspectors challenged 
the licensee's toking credit for the 
functionality of the backup timer 
cords for continued operabil ity 
without ever having tested the 
backup cords. [The inspectors 
noted that they would not have 
identified this issue of concern by 
reviewing the PMT paperwork 
alone as it was not obvious 
whether the quarterly ST. used for 
the PMT, included sequencing of 
both primary and backup timer 
cards.] On September 26, during 
o focused plant status wolkdown. 
the inspectors identified a fourth 
Instance when they noted an LED 
extinguished on the D ELS LOP 
primary module card. The 
licensee entered the issue into 
their CAP and again concluded 
the D EOG ELS was "o erable but 

degraded." In response to the 
inspector's test concern, the 
licensee entered the Issue Into 
their CAP and subsequently 
developed o test pion for the 
backup cords but is still waiting fo 
some spare parts to cover 
contingent fa ilures during the 
backup card tests. Based on a 
review of the UFSAR, Technical 
Specifications. and additional 
licensing basis documents. the 
inspectors did not identify a 
violation of Technical 
Specilic a11ons due to the lock of 
testing fhe backup module cards. 
However, otter coordination with 
other Region 1 senior inspectors. 
the resident inspectors noted the 
backup cards were classified as 
safety-related. and therefore 
determined that they were 
subject to Appendix B Test 
Control requirements. 

NRC teamwork shout out: Gene 
Dipaola. who pointed out that GL 
96-01 . "Testing of Safety-Related 
Logic Circui ts." discusses 
requirements to test the EDG load 
shedding and sequencing logic 
circuits. including the parallel 
logic. Joe Schoppy. who 
provided insights to Appendix B, 
Criterion XI, "Test· Control. " 
requirements, which we ended 
up documenting. (See NRC 
Inspection Report 
05000354/2020001 for more 
details. ) 

Inspector Best Practices noted 
~ 

• Independently verify when 
possible . There is no substitute for 
being there and seeing first hand. 
What did the licensee overlook or 
foil to c onslder? 

• Maintain a questioning attitude. 
Make sure that your field 
observations align with the design 
basis and good engineering 
judgment. Is the associated PMT 
appropriate. properly 
implemented. and adequate to 
ensure continued 
operability/functionality of the 
SSC? 

I on 1141 EitiCAL tJJ[ er•t I 

• Throw out the challenge flog 
when ii doesn 't seem right or if it 
doesn ' t pass the reasonableness 
test. 

• When you know what "normal" 
looks like , then "abnormal" wil l 
jump right out a t you. 

• Follow up periodically to ensur 
corrective actions adequa tely 
addressed the problem. In 
addition. for identified deficiencie 
that are not promptly corrected, 
follow up periodically until the 
issues are resolved to ensure 
condi tions do not degrade further. 

• Maintain a questioning attitude 
when performing panel 
walkdowns in the control room 
and throughout the plant. Do not 
assume that the lock of an 
indicating light is due to a burnt­
out light bulb (yes. 99% of the lime 
it will be. but that other 1% could 
make a big difference). 

• Phone o friend . Remember 
that the DRS & DRP regional staff. 
other residents. NRR OpE 
Clearinghouse. and the NRR staff 
ore excellen t resources to top to 
help put your issue in perspective. 

D ELS Cabinet with all LEDs 
illuminated. Picture token by MKl 

Mod O HC SRI. Adam Ziedonis. 

Contribute to the Inspector Newsletter! Write on article that pertains to 
Inspections! Next Inspector Newsletter will be issued in October 2020. 

Submissions ore due September 30, 2020. 
We look forward to hearing from you ! 
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Answer to "What 's Wrong with This Picture?" 
(Paqe 2) 

On February 14. 2020. operators manually scrammed Susquehanna Unit 2 in response lo low condenser vacuum conditions. Following the scram. 
operators were unable to reset the Division l RPS. Initial inspection revealed a broken/disconnected wire in on electrical cobinel in the upper relay 
room (righthand side of the picture labeled GGGS-2/Jl55-B). The red plastic "jack" is likely a permanently installed test jack and cal led a "binding 
post." Normally one would see a separate permanent ID number on It (e.g. "TP4"), but the "4" is fairly clear and okay In this application (see EPRI 
NP-6209 which is a good document for best practices and discusses effective plant labeling) . Test jacks are fairly common. and most are more 
permanent and appear to be part of the vendor chassis (looks more like it was port of the terminal board). The one in the picture was likely an 
afterthought and probably installed by on l&C mod. When initially establishing such o permanent lest jock location, engineering should disposition 
1he acceptability through their design and con figura tion control process. Things lo consider: (a) impact on circuit design (where lo best put tes l 
point, unintended circuit consequences), (b) wiring interference, and (c) potential seismic impact (will it break off and what would that do). Other 
potential concerns in the picture: (l) Jl55-C is using another type of crimp connection (darker blue) . It's an outlier. May be wrong application or 
material. If this is safety-related application, you can't use just any connector. (2) The righthand side cabling bend radius is too light. Bend radius 
provides stress re lief to the cables and connector. This may have contributed to connector failure (metal foligue). IEEE 576 is a good guide. but 
mainly for power cables. A rough rule of thumb is bend radius should be;;,, 5X the cable diameter. (3) Terminal Block labeling is on right and 
obstructed by cables. for improved readability ii should be located in area above the terminal block. This could potentially present a human error 
trap. Shout out lo Dove Werkheiser, RI/DRS/EB2. for providing a thorough snapshot assessment of the picture for sharing with others. Thanks. Dave. 

COVID-19 Pandemic Lessons Learned and Best Practices 
Survey on Reactor Oversiqht 

By: Russ Gibbs 
NRR/ 0RO/ tRSB 

Thanks to all inspectors, staff, and managers who responded to the survey. The survey ended on July 15. Although these lost months have been 
challenging, they have also taught us a great deal about ourselves and our abilities to continue to provide effective oversight of the operating 
reactor fleet in very difficult situations! We conducted the survey to take advantage of lhese times for lhe future. 

The nexl steps involve reviewing the information obtained from the survey and completing focus interviews with key Internal stakeholders. From 
the information gathered, the WG will identify lessons learned and best practices. As well as make recommendations to help ensure the 
inspection program is adequately prepared for fu ture health emergencies and identify processes and activities that con also be utilized during 
"normal" operations to make us a more modem. effective. and efficient regulator. The team's regional representatives include: 

Region 1 - Josephine Ambrosini, Rodney Clagg 
Region 2 - Brod Bishop 
Region 3 - Diana Betancourt, Roy Elliot, Doriusz Szwarc 
Region 4 - Ray Azua 

There wil l be additional opportunities to share your experiences as we cont inue to transition to our "new normal" going forward. The Shorepoinl 
site below is available to share these experiences working with your regional representative(s). 

p )(7) (F) I 
The WG is targeting the end of September to have its report completed. If you have any questions concerning the WG. contact Russell Gibbs at 
russell .qibbs@nrc.gov or by Skype. 

Stoy safe and healthy! 

Keep your eagle eyes open in the field. If ii doesn't look right, it probably isn't. 



By: Julie Winslow, 
NRR/ DRO/ IOEB 

Do you ever get frustrated 
earching for generic 
ommunications, findings, or other 
pE documents that you know are 
ut there, somewhere, but you just 
on't know where? 

IOEB would like to encourage you 
to check out our brand new ROP 

h r h r P ·nt it I All of 
he dashboard tools that you've 

been hearing about are now 
onveniently located in one place. 
hink there were a lot of scrams 
uring this spring? Check out the 

latest trends on the Scrams 
Dashboard. Wont to know which 
inspection procedure hos had the 
most findings? 

oke a look a t the Findings 
Dashboard. Recall there was on 
Information Notice on Target Rock 
afety Relief Valves, but can 't seem 

to find It? 

The OpE Fishing Hole: 
OpE and Inspection Dashboards 

Search for generic 
communications on the OpE 
Docs Dashboard. Please 
contact a member of the OpE 
Branch to get a virtual tour of 
these new resources. We 
continue to develop new 
features and ore always open to 
suggestions on how to improve 
the tool and odd new features. 

What's New In OpE?: 

Here 's a rundown of what 
events. trends, and other issues 
ore making news on the OpE 
front In Headquarters . 

New OoE COMMs: 
Palisades - Reactor Vessel 
Pressure Head Penetration 
Through-Woll Leakage Lessons 
Learned Leads to Industry 
Enhancements (ML20129J941 ) 

Westinghouse CROM Thermal 
Sleeve Flange Wear. Crocking. and 
Rod Malfunction (Update) 
(ML 18309A 119) 

FLEX Diesel Generator Opera tional 
Challenges o I River Bend, Clinton, 
and Waterford 3• (ML20045C280) 
*Look for upcoming updates soonl 

Contact and Feedback: 

We welcome any feedback on the 
Fishin' Hole. Is it useful, useless, and 
how con ii be improved? If you 
wont to propose topics for inclusion 
in future editions. please reach out 
lo a member of the branch. 

OpE Branch Points of Contact: 

Region I: 
Mork King 
Region II: 
Al Issa 
Region Ill: 
Julie Winslow 
Region IV: 
Huda Akhovonnik/ Steve Pannier 

INPO/tnspector Newsletter: 
Eric Thomas 
Part 21: 
Steve Pannier 
Generic Communications: 
Brion Benney/Mork Lintz 
Dashboards: 
Jason Corneal/Rebecca Sigmon 

The NRR Operating Experience (OpE) Branch will use this space to provide periodic updates on topics such as: 
• Doto Access and Data Analytics tools for inspectors and other staff 

• Highlights from recent management briefings 
• Recent and in-process OpE products (COMMs, Smart Samples, generic communications, etc) 

ROP Memories (photos provided by John Hanna, RIII/ DRP) 

This is what a small ECCS strainer looks like Bob Monk, the Regulator 

Help Us Celebrate 20 Years of the ROP! 
2000 -2020 

Last chance to celebrate in the October Inspector 
Newsletter! 

We ore looking for orlicles, snippets, and pic tures tho I reflec t the transition from the 
Systema tic Assessment o f Licensee Performance (SA LP) program to the Reactor Oversight 
Process (ROP) Inspection Program. Submit your perspectives to the Inspector Newslet1er 

e-mail address: lnsoectorNewsletter@nrc.gov 



A Song of 01 and Fire 
!--------------.------------" 

By: Amy Beasten, PhD 
R2/ DRP / RPB3 
Resident Inspector-Robinson 

H.B. Robinson Nuclear Plant (RNP) is a 
single unit pressurized waler reactor 
(PWR) owned and opero!ed by Duke 
Energy. I! is one of !he oldest curren tly 

perating sites in !he no tion, with on 
opera ting license issued in 1970. As 
such, construction and operation 
began prior lo the Implementation of 
the General Design Criteria, which 
equires, in port, that structures, 
ystems, and components (SSCs) 

important to solely be designed and 
located 1·0 minimize the probabili ty 
and effect of fires and explosions. At 
RNP, tra in separa tion between SSCs 
important lo solely (e.g. solely 
injection pumps, emergency 
switchgear) is minimal, and fire is !he 
biggest contributor to core damage 
frequency (C DF). making it o 
significant focus area during pion! 
sta tus walkdowns. 

Following the 2017 refueling outage. 
RNP shifted from using contractors for 
fire watches to assigning fire watches 
to Duke personnel, including non­
licensed wotchstonders known as 
auxiliary operators (AOs) . This was o 
planned transition and coincided with 
the implementat ion of NFPA 805 
equirements. The procedure RNP uses 
to conduct fire watches is o fleet 
procedure. and requires, in port that: 

• Hourly fire watches be 
conducted every 60 minutes, 
with o 25% (15 minute) grace 
period. 

• For fire watches conducted 
outside of the a llowed grace 
period. o condition report (NCR) 
is required to be initiated. 

• All fire watch logs be reviewed 
a t the end of the shift by lhe 
work Control SRO or control 
room supervisor (CRS). 

On September 15. 2017, the CO2 
suppression sys tem for fhe 'A' and 'B' 
Emergency Diesel Generators (EDGs) 
(480V Fairbanks Morse Opposed Piston 
engines) was token out of service due 
to a cylinder common to both EOG 
ooms foiling the weight test. This 
eight test ensures adequate CO2 

inventory Is maintained to protect the 
EDGs in the event of o fire. The lead 
time for obta ining o replacemen t 
cylinder was determined to be 
approximately two weeks. While the 
CO2 sys tem was inoperable, on hourly 
fire watch was estab lished for both the 
'A' and 'B' EDGs, in accordance with 
ite procedure. This compensa tory 

action was assigned to the Inside AO 
(IAO) . who olreody hod several other 
compensatory actions assigned in 

conjunction wi th normal rounds, 
survelltances, and o ther rout ine 
activities. 

I noted the burden on the IAO and 
questioned why the hourly fire wa tch 
couldn ' t be assigned to one of the 
other AOs with fewer compensatory 
actions. I was told the IAO had been 
assigned the fire watches because 
the EOGs are located in the IAO 
watchstatlon area. Over the course 
of lhe week of September 18, 2017, 
the IAO continued to perform the 
hourly fire watches on the 'A' and 'B' 
EOG roams. The week was very busy, 
and every time I was In the auxiliary 
building, where the EDGs ore 
located, I observed !he IAO wor1<ing 
on a different surveillance, activity, or 
task. I found myself, on multiple 
occasions, wondering whether the 
fire watches were being comple ted 
on an hourly basis, as required. 

On September 21, 2017, with my 
spidey senses continuing to tingle. I 
decided to perform an inspection on 
the 'A' EDG room, using the 
guidance provided in Inspection 
Procedure (IP) 7 I l 1I .05Q. Section 
03.01 .j.2 stales, "Fire watches ore 
typically tracked via a fire watch log. 
The log can be checked against the 
security key card enlry records to 
valida te proper complelion of lhe fire 
walches." The 'A' and 'B' EDG 
rooms are not card reader 
controlled, so I would not have been 
able lo crass-check the fire watch 
logs with the card readers. There ore 
five sepora te card reader doors tho t 
con be used to access the aux 
building, and all I would be able to 
do would be demonstrate the IAO 
was in the building or not during the 
time of the recorded fire watch. So, 
in accordance with IP 7 I l I ll .05Q, I 
decided to use !'he alternate 
inspeclion method and wait in the 
hallway between the two EOG rooms 
far the IAO ta complete the fire 
watch. Neot1y two hours passed 
before the !AO came by lo complete 
lhe fire watch. 

Knowing lha·I per procedure l'he fire 
watch logs should hove been 
reviewed by the Work Control SRO or 
CRS at !he end of each shift, I 
requested 1he comple ted fire watch 
logs. Neither Work Control nor the 
con lrol room were able to provide 
me with any completed fire watch 
lags from September 15 through 
September 21 when I requested 
them. 

When I did receive the completed 
logs, the discrepancies were 
apparent from the beginning. There 
were numerous instances of fire 

watches being performed well 
outside the grace period, with no 
NCR to document the condition, as 
required by the procedure. As was 
evident when I requested the logs, 
no supervisory review of the logs hod 
been performed prior to my request. 
More concerning, however, was the 
fact that the start and end times for 
a number of fire watches occurred 
concurrent with the IAO's 
attendance at mandatory shift 
turnover meetings, and the 
comple tion time for the fire watch 
conducted the day I waited was 
different than the time I witnessed. 

Al this point, it was apparent the 
issue was entering allegation space 
by way of staff suspected 
wrongdoing, as I hod reasonable 
assurance that at least one 
individual signed the fire watch log 
without having completed the fire 
watch as documented. After the 
allegation I submi tted to the Region 
was accepted and presented to the 
Allegation Review Board, the Region 
requested tho! I review door card 
reader logs for ·lhe period of 
September 15-21, 2017. Despite not 
being able to determine if the !AO 
was present in the EOG rooms at the 
times stoled on the fire watch logs, 
several additional discrepancies 
come lo light during the review of 
the cord reader logs for each of the 
five entry IPOinls to the aux bui lding. 

Multiple fire watches were recorded 
os being completed when the 
responsible Individual was not 
localed in the aux building at all. 
What's more, one or two individuals 
had missed up to three consecut ive 
fire watches on multiple occasions. 

The Office of Investiga tions (01) and 
Duke performed concurrent 
investigations of the issue, and Duke 
extended its review to encompass 
the entire flee t as well as o review of 
RNP operator rounds logs. Additional 
discrepancies were identified at 
Brunswick, and wi thin RNP opera tor 
rounds. In all, seven individuals 
failed, on multiple occasions, to 
conduct one or more required fire 
watches a nd/or operator rounds. 

In September 2019. Region 2 sent a 
choice letter to RNP with one Green 
NCV. three Apparent Violations (AVs) 
identified for consideration of 
escolatecl enforcement, and o 
proposed base civil penally. 
Robinson opted for al ternative 
dispute resolution (ADR) in response 
lo the choice letter, which was held 
in December 2019. The ADR was 
pretty straightforward, with the vast 
majority of Duke's commitments and 
re uests known to Re ion 2 staff in 
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advance. Duke and Region 2 
reached a consensus before 
lunchtime on the commitments Duke 
would make, both at Robinson and 
across the entire fleet (e.g., quarterly 
sampling of fire watches, random fire 
watch observations, training on 50.9 
for all Duke and conlroctor staff, and 
fleet procedure revisions), and the 
concessions Region 2 would agree to 
(e.g., no civil penalty, no escala ted 
enforcement of the A Vs) , The 
afternoon was spent in negotialions 
between the lawyers, discussing the 
verbiage and legalese of the 
Confirmot·ary Order (CO) that would 
be Issued. Everything wrapped up 
before dinnertime. The finalized CO 
was issued in Morch 2020, and RNP 
and Duke as a fleet are currently 
implemen l·ing the agreed upon 
commitments. II will be interesting to 
see if/how COVID-19 Impacts the 
implemen tot ion ... 

Inspec tor Best Practices and 
Takeaways 

• Maintain on awareness of plant 
conditions and operator burdens. 
A busy work week paired with 
time-consuming comp actions 
con lead to mistakes or shortcuts. 

• Know what is in the IP and go the 
extra mile. The guidance exists for 
a reason, and going the distance 
is often worth the ex tra work. 

• Be patienl·. I won't soy walking up 
and down tho! narrow hallway for 
two hours was the most fun I have 
ever had onsite. but the end result 
was definitely worth t11e wai l·. 

• Know how to recognize on 
allegation, especially when it is 
NRC identified. More importantly, 
know when to stop inspecting on 
issue that is potentially an 
allegation. Just because !he IP 
said pulling card reader logs was 
an option doesn' I mean it is 
something the resident should do 
without first talking to the SRI/BC. 

• Moinlain a questioning attitude. 
Trust your instincts. If the spidey 
sense is lingling, don' !· ignore ii. 
Your gut hasn't evolved enough 
to second guess itself. Chances 
are, there is something worth 
finding if you ask !he right 
questions. 

.. For more Inspector Best Practices. 
toke a look a l NUREG/BR-0326, Rev 
I . "NRC Inspector Field Observation 
Best Practices."** 
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The "Wild Life" of an Ins ector' s Job! 

Nomlna1ed by: Joe Schoppy, 
RI/DRS/EBl 

Catch of the Day 

Nominated by: Justin Hawkins 
RI/Salem Senior Resident Inspector 

This quarter's Eagle Eyes Award goes out to Doug Dodson, Wolf Creek Senior Resident Inspector. On 
February 25. 2020, Doug walked down protected equipment during turbine-driven auxiliary feedwoter 
train maintenance. which included walking down the safety-related 125 Vdc battery banks. Eagle Eye 
Doug identified that cells 20 and 42 (non-pilot cells) associated with battery bank NK014 hod electrolyte 
level at and below the minimum level indication mark. Technical Specification (TS) 3.8.6 requires battery 
cell parameters for train A and train B batteries to be within limits of Table 3.8.6-1, "Battery Cell Parameters 
Requirements." Tobie 3.8.6-1 specifies that electrolyte level for each connected cel l (non-pilot cells) shall 
be greo ter than the minimum level indication mark. Doug promptly informed the shift manager and noted 
that other cells were also very close to the minimum level indica tion mark. Operators entered TS 3.8.6 for 
the degraded condition , initiated a correction action condition report (CR) , and restored a ll battery cell 
parameters to within the TS limits. Operators also initiated on additional CR when their extent-of-condi tion 
review identified an additional cell on safety-related battery bank NK0l 1 below TS 3.8.6 electrolyte level 
requirements and numerous other cells "near the lower limit" on safely-related battery bank NK012. In 
following up the issue. Doug also reviewed the results of the weekly battery surveillance for battery NK0l 4 
performed the day prior lo his battery room wolkdown. Doug noted that the procedure required checking 
parameters for the four pilot cells but was vague with respect to how to check for abnormal conditions on 
the remainder of the battery. Additionally, licensee interviews determined thal maintenance technicians 
had noted that the electrolyte level in a number of cells was close to the low limit and called lhe system 
engineer to report this. but neither the technicians, nor the system engineer, wrote a CR. For additional 
details. check out IR 05000482/2020001. Great catch. Doug! 

This quarter's "Catch of the Doy" recognition goes out to Scott WIison, Senior Health Physicist, RI/DNMS. 
On February 25, 2020, operators tripped Solem Unit l from 20 percent power due to equipment challenges 
associated with a steam generator tube leak. In response to Salem's emergent forced outage. Scott 
Wilson reached out to the resident inspectors to discuss and coordinate on inspection of the potential high 
risk evolutions. He demonstrated initia tive and thorough planning In performing an unscheduled 
inspec tion during a period of high risk RP/HP evolutions and led directly to the identifica tion of program 
weaknesses in LHRA controls. On Morch 12, 2020. Scott identified two potential performance deficiencies 
(PDs) during his one-day inspection. The PDs involved U l TS 6.12.2 High Radiation Area controls. Scott 
found lwo locations that were not adequately controlled : the reactor head stand and the secondary 
hand-holes on steam generalor 12 (see pies below). The areas were posted and controlled as locked high 
radiation areas (LHRAs); however, the barriers could be defeated easily and found to be less than 
adequate when challenged by an RP Tech. In other words. the areas could be accessed by any 
individual extending his/her arm into the area, The reactor head stand has shielded access doors to allow 
entry under the head. The access doors were secured by one long chain around the circumference of 
the stand. weaving through three access doors and locked with a padlock. The access doors could still 
be opened approximately four inches. a llowing for an individual's orm to be placed in the 
LHRA. Regarding the steam generator hand-hole access ports. when the port covers are removed a 
lockable plug is placed in the opening and locked to secure the LHRA from entry. When the plugs were 
challenged by pulling on them, two of them come out of the ports leaving the LHRA unlocked and 
accessible. No individuals had entered these LHRAs inadvertently or purposely that were not 
authorized. The head stand chain was secured preventing the doors from being opened, the locking 
plugs were secured adequately, and the licensee entered the issue into their CAP following Scott's 
Identification. Great catch, Scotti 

Gap in the locked doors leading to the RX head stand area. 



Inspector Mailbox 

Send your questions and comments 
to the Inspector Mailbox. The 

Newsletter Editorial Staff is happy to 
answer any newsletter questtons, 

comments or concerns that you ma 
have. 

lnspecto,Newsletter@nrc.gov 

http://www.nrc.gov/readinq 
~ 

ollections nure s brochures br0326 
/.Q[Q~f 

Support Our Troops 

pedal "Shout Out & Thank You" to 
all of the NRC employees currently 
ervlng our country on Acttve Duty. 
toy safe and come home soon! 

elcome Home to 2!! of the NRC 
employees who have recently 
eturned home to us safely! We're 

glad to have you back 
and inspecting with us! 

Newsletter Editoria l Board 
We are looking for Joe Schoppy, RI 
articles. as well as your 
feedbackm Edwin Lea. RII 

Contact any one of us 
by using the new 
Inspector Newsletter 
e -mail account!!/ 

Jamnes Cameron, RIii 

Leanne Flores. RIV 

Bridget Curran, HQ 

Many Thanks to Our April 2020 Newsletter Contributors! 
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Doug Sollock, Tom Hipschman, Russ Gibbs. Scott Bussey, Matthew Emrich, Ken Kolaczyk, Lindsay Merker, Jenny 
Tobin. John Hanna. Justin Hawkins, Jigar Pole!, Julie Winslow, Molly Keefe-Forsyth, Eric Thomas, 

Booma Venkataraman, 

You can contribute to the quarterly Inspector Newsletter! Send an inspection related article to 
lnspectorNewsletter@nrc.gov 

ulf you do not know 
how to ask the 
right question, 

you discover 
nothing." 

W. Edward Deming 

What Questions Have You Asked Today? 

NRR/DRO Operator Licensing 
NRR/DRO/IOLB has developed a monthly OL newsletter - The examiner Files -

to provide another way to share information with all NRC examiners. 

examiner Files Newsletter 
Contact Lauren Nist (lauren.nist@nrc.gov) for more information! 

Other Useful Information: 
Quarterly ROP Changes? 

No new ROP Changes this quarter. 
If you'd like lo read about summaries of (very high level) significant [not editorial) recent changes in ROP 

guidance since the last newsletter le1 us know and we'll include them! 

end us your feedback and your articles! You could be one of lhe conlribulors to the next Inspector Newsletter! 

We 're on lhe Web! Check us out at: 
l(b)(7)(F) I 

or find the current and previous newsletter ohicles on Share Point 

Providing useful information lo our inspectors. by our inspectors! 

FOR IWFERt~AL H!I!! Ol~Li 

D 'I 

What have you heard around the plant lately? Let us know 1n five lines or less! 
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Unexpected Power and Chemistry Changes 
Observed Durin Resin Intrusion Events 

By: Stephen J. Pannier, DRO/ IOEB 

(b)(4) 

Read al out our Reactor Stars io Reaioo IY oo the Reactor Star Share Point page: 
~~ I 
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What's Wronq with This Picture: #1? 

What's wrong with the above picture? After pondering the picture for a few minutes. flip bock to page 7 for the answer. 

What's Wrong with These Pictures: #2? 

What 's wrong with the above pictures? After pondering the pictures for a few minutes, flip back to the Eagle Eyes Award 
on page 10 for the answer. 

- .. 

•• We all know that the photographs in the Inspector Newsletter provide great training value! The Editorial Board encourages staff to get 
permission prior to using any photos that appear in on Inspector Newsletter article. 



By: Russ Bywater 
Palo Verde Resident Inspector 

he containment hydrogen 
ecombiner system at Palo Verde is 
esigned to limit the amount of 

hydrogen in containment to less 
than 4% following a LOCA. 

lthough it' s not a very risk 
ignificant system, it still is an 

important design feature for 
preventing a challenge to the third 
ission product barrier, the 
ontainment. Palo Verde is unusual 

In that the three units share a pair of 
ontainment hydrogen recombiners 

that ore installed in the Unit I 
uxiliary building. If there were a 

LOCA in Unit 2 or Unit 3, the 
hydrogen recombiners would have 
o be removed from Unit 1, 
transported to the LOCA unit, and 
placed in service within 100 hours 
allowing the LOCA. 

When the 'A' hydrogen recombiner 
as out of service for maintenance 
nd testing, I decided to perform on 
quipment alignment inspection of 

the 'B' hydrogen recombiner per 
inspection procedure 711 11.04. 
Because of the unusual design that 
equired transporting the 
ecombiners to another unit, I 
ompleted this sample from the 

perspective of whether this activity 
ould be performed. The hydrogen 

ecombiners are on a skid 
pproximately 6 feet wide and l O 

feet long, and 8 feet tall. The skid 
eighs about 11 ,000 pounds. The 

'B' recombiner skid is shown in the 
irst photo. 

'B' Hydrogen Recomblner Installed 
n Unit l auxiliary building (Note the 

all-mounted placard on the left 
Ide of the photo, shown enlarged 
ater). 

Obstacle Course 
I reviewed the licensee's 
procedure for removal and 
installation of the hydrogen 
recombiners. Although the 
procedure was very detailed in its 
instructions for removal and 
reinstallotion of piping, ventilation 
ductwork. and electrical controls, 
the procedure was silent on how 
the re combiner would be 
physically moved from Unit 1 to the 
LOCA unit. The next photo shows 
the travel path the recombiner 
would have to take to be removed 
from the auxiliary building. I 
noticed that it didn 't look 
physically possible for the 
recombiner to be moved through 
the auxiliary building wi thout 
removal of a permanently installed 
battery bank used for emergency 
lighting and other interferences. I 
also checked out the travel path in 
the Unit 2 and Unit 3 auxiliary 
buildings and found the same 
battery banks and an additional 
permanently-mounted fire 
protection system electrical panel 
that would prevent transport of the 
recombiner unless they were 
removed. The licensee 's 
procedure had nothing to say 
about the presence of these 
obstacles, their need for removal, 
or any plant Impact as a result. 

'B' Hydrogen Recomblner Unit 1 
Travel Path (battery bank directly 
ahead and hand rails on left block 
travel) 

'B' Hydrogen Recomblner Unit 2 
Travel Path (wall mounted panel 
on left an,d battery bank on right 
block travel) 

After taking some confirmatory 
measurements with a tape 
measure, I took his concern with 
this equipmen t transportability 
concern to operations 
department management so 
func tionality of the hydrogen 
recombiner system could be 
assessed for all three units. (The 
hydrogen recomblner system is 
required to be functional per the 
Technical Requirements Manual) . 
The licensee completed its own 
walkdowns of the units, identified 
the equipment interferences and 
requirements and impacts of their 
removal, and concluded the 
hydrogen recomblner system 
remained functional. This was 
based primarily on the ample 
amoun1 of lime available to install 
the hydrogen recombiner in the 
LOCA unit and minimal plant 
impact of removing the 
obstructions. The licensee also 
initiated a procedure change to 
address the inadequate 
procedural instruct ions for moving 
the recombiner (See NRC 
Inspection Report 
05000528/2020001 for more 
details). 

00 NOT INlfALL 
PERMANENT EQUIPMENT WITHOUT 
flRST VUlfYINQ ADEQUATE ROOM 
FOR THE HYDROGEN RECOMIINU 

TRANSITION IXIT 

Placard mounted on wall in 
several locations In each Unit's 
auxiliary building. The 
obstructions were Installed In the 
2017-2019 lime frame. 

Inspector Best Practices 

• Just because o system is 

3 

not a risk-significant contributor to 
CDF doesn't mean you should 
never look at it . The hydrogen 
recombiners still play on important 
role in protecting the containment 
barrier following a LOCA. Also, 
toking a look at o system that 
hasn't been inspected in a long 
time (or ever) helps keep the 
licensee on their toes to not toke 
these systems for granted. 

• Toke independent 
measurements (non-intrusively, of 
course) and photos. Having 
objective evidence is extremely 
helpful to explain your Issue to the 
licensee. who initially may hove 
doubts whether your issue is real. 

• Look for the unusual. Tasks 
that hove never been done (like 
moving a hydrogen recombiner), 
may have been always been 
assumed possible. Maintain o 
questioning a ttitude and 
challenge assumptions. 
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Risk-Informed Decision-Making 
y: Jake Dolecki, 

NMP Resident Inspector 
previous Acting SRI at VC Summer) 

he 20 19 4th quarter inspection report al Virgil C. 
ummer (Integrated Inspection Report 
5000395/2019004) contained one Severity 

Level (SL) IV Traditional Enforcement (TE) 
iolation against lo CFR 50.9, "Completeness 

and Accuracy of Information." The vio lation 
as a result of operators with fire watch 

esponsibil il ies in accordance with licensee 
rocedures inaccurately documenting that 
pec ific fire watc h roving activities were being 
erformed (shout-out to Eliza HIiton for 

identifying t he issue) . The fire watch log 
readings were recorded as being completed 01 
times and locations when the NRC inspectors 
observed that fire watches hod nol been 
conducted . This was the third SL IV TE Violation 

ithin the some area of impeding the 
regulatory process issued in the post 12-month 

eriod (January I. 20 19, to December 31. 2019). 

he first SL IV TE violation was issued In the I st 
uarter inspection report (05000395/2019010) 
goinst 10 CFR 50.73, "Licensee Event Report 
ystem." As o result of an inoperable sofety­
eloled SSC and the licensee performing actions 
rohibi ted by technica l specifications during 
eriods in 2017 and 2018, the licensee failed to 

ssue on LER within the 60-day period. The 
econd SL IV TE violation was issued in the 
riennial inspection of evaluation of changes, 
·ests and experiments inspection report 
(05000395/2019010) against l OCFR 50.59. The 
icensee, in 1993, mode o change to o station 
rocedure that involved a change in the __ 

technical speci fications and did mot submit on 
application for on amendment to the license 
pursuant to 10 CFR 50.90. As a result of these 
three violations all being within the area of 
impeding the regulatory process, ,a Traditional 
Enforcement Follow- Up inspection os detailed 
in IMC 0305 and the Enforcement Policy was 
to be considered during the end-of-cycle 
review. IMC 0305 provides discretion to the 
staff to consider whether a follow-up 
inspection is appropriate. In accordance with 
IMC 0305, Section 13, IP 92723 "Follow Up 
Inspection for Three or More Severi ty Level IV 
Traditional Enforcement Violations in the Some 
Area in a 12-Month Period" is to be 
considered. The purpose of the IP 92723 
inspection is to ensure that the causes of the 
group of the violations are understood and 
that the licensee hos adequa tely evaluated 
the extend of condition. 

The VC Summer Resident Office reviewed the 
Information surrounding the three SL IV TE 
violations against the IMC 0305 c riteria and IP 
92723 inspection objectives. Did this follow-up 
inspection make sense to perform? Is the 
estimated time of 16 to 24 man-hours to 
comple te the IP an appropriate and 
warranted use of resources? 

This decision was an excellent opportuni ty to 
use our risk-informed decision-making process. 
Following discussion with the region, it was 
determined that o follow-up inspection in 
accordance w ith IP 92723 was not 
appropriate. The inspectors and region 
decided the objective of IP 92723 hod been 
corn leted. 

The Inspec tors de termined !hot VC Summer 
understood the causes of the multiple SL IV TE 
viola tions, hod adequately evaluated the 
extent-of-condition, a nd hod taken adequate 
corrective actions to address the violations. 
Although the three vio lations hod all been 
issued in a 12-month period, not a ll of the 
violations were a result of licensee decisions in 
the previous 12-month period, nor were they 
a ll related to each other. Therefore , the three 
violations did not fit the description in IP 92723. 

The ra tionale for this decision was also 
documented as an onnuol in-focus Pl&R 
inspection sample in !he 2020 1st quarter 
inspection report (05000395/2020001) . 

Inspector takeaways: 

• Use risk-informed decision-making 
whenever possible 

• Know the objectives of IPs 
• Use a quesl'loning altitude -- Question 

whether a regulatory response makes sense 

Elevated Tern erature Monitorin and Life Ex ectanc 
By: Jon lilliendahl, Senior Emergency Response Coordinator, Rt/DRS 

Peach Bo1tom Unit 2 and 3 Technical Specification Surveillance Requirement (SR) 3.8.6 .6 s:tates, "Verify battery capacity is greater than or equal to 80% of 
he monufoc1urer's roting when subjected loo performance discharge test or o modified performance discharge lest." This surveillance is required every 
8 months in accordance with the Surveillance Frequency Control Program, and every "24 months when battery has reached 85% of the expected life 
ith copoci ty greater than or equal to 100% of manufacturer's roting." The Peach Bottom DBAI team reviewed the licensee's 125 Vdc battery discharge 

performanc,e tes t to assess their process for adjusting the performance test frequency as the 28 battery approached the end of its expected life . The 
team noted that step 7.2.5 of the procedure listed the dole for reaching 85% of ·lhe expected life as 17 years (December 2020) , which is 85% of lhe 

anufac1urer's service life of 20 years for a battery that is operated at 77 degrees Fahrenhei t. Operating lead calcium storage batteries above this 
temperature resul ts in a reduced expected life below the maximum service life. The team requested documentation to just ify using the maximum service 
ife os the expected life since the battery rooms ore not always maintained at the optimal temperature. [KT bonus: IEEE 450-2002, " IEEE Recommended 
Practice for Maintenance. Testing, and Replacement of Vented Lead-Acid Batteries for Stationary Applications," Section 6.2.b states, in port, "When 

stoblishing the interval between tests. factors such as design Ille and operating tempera ture (see Annex HJ should be considered." IEEE 450 Annex H, 
"Effects of Elevated Elec trolyte Temperatures on Vented Lead-Acid Batteries," provides a formula that integrates annual temperature variations by 
calcula ling 1he months of aging al elevol·ed tempera lures versus months of life of normal (25 °C (77 °F)J temperature.] 

Engineering reviewed his torical battery temperatures and calculated an expected life of 16.5 years for the 2B bot1ery which corresponds to approximately 
14 years being the 85% of expected life which should have triggered battery testing every 24 months in December 2017. Engineering performed an 
extent-of-condi tion review and determined that all eighl· so fety-relot·ed 125 Vdc batteries were in the increased tes ting frequency interval; however, the 
icensee was unaware as they had not adequately temperature-derated the batteries' expected lives. Based on the installation of the eight sa fety-
elated batteries between 2003 and 2005, ond baftery tes ting occurring in various outages (usually train dependent). engineering's review determined 
that four of the safety-related batteries (2B, 2D, 3A, and 3C) had missed surveillances. The other four batteries (2A, 2C, 3B, and 3D) were beyond 85% of 
expec ted life but hod o test within the lost 24 months. The licensee 's short-term corrective actions included entering TS SR 3.0.3 far the missed surveillances, 

erforming a risk assessment to defer testing to the next outage of sufficient duration, and entering the condition into their CAP. The licensee's long-term 
orreclive actions Include modifying their next U2 and U3 refueling outage schedules to test all four 125 Vdc batteries (vice just two batteries) on each unit. 
pedal shout out to Jennifer Tobin, PBAPS Project Manager, NRR/DORL/LPL I, for her timely support for an associated TS battery testing question. (See NRC 
ns ection R"e ort 05000277 & 278 2020011 for more details. 
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How I Spent My Summer Vacation 
By: Jake Dolecki, 
NMP Resident Inspector (previous 
:Acting SRI at VC Summer) 

Backnround: On April 13. 2020. while in a 
cheduled refueling outage, V.C. Summer 

entered o Yellow shutdown risk condition 
due to lowering reactor coolant system 
(RCS) lnvenlory to remove the reactor 
~essel head. At lhe time of lhis oc tivily, 
he licensee de1ermlned the time to boll 

pf the RCS was approximately 25 minutes. 
he licensee hod declared this activity o 

tiigh risk evolution (HRE) . as slated in their 
~hutdown safe ly pion. and also identified 
he 'A' and 'B' trains o f engineered sa fely 

feature (ESF) equipment as protected 
during this HRE in their plant slo t us Pion I 
nformotion Meeting (PIM) 
documentation. The 'A' and 'B' trains of 
ESF equipment consis ts of an assortment 
pf structures, sys tems, and componen ts 
(SSCs) , including the high head safely 
njection func tion which is provided by the 
c harging pumps, and associated suc llon 
bnd discharge valves and breakers. in the 
c hemical and volume control system 
(CVCS). 

Plant snecific renuirements: Operations 
IAdministrotive Procedure (OAP) -114. I, 
"Protected Equipment Program," 
s written, in port, to meet the 
equirements of 1 O CFR 50.65(0)(4) lo 
provide reasonable assurance that work 
ac tivities minimize plant risk. This 
procedure applies to both online and 
$hutdown cond itions with the goal of 
maintaining plant and shutdown risk within 
bcceptoble levels by mointoining defense 
n depth of key safety functions. Key 
~ofety functions include decoy heat 
emovol, inventory con trol, power 

bvoilobility, reac tivity control, and 
contolnmenl. OAP-114. l , section 4.3 
ldefines "protec led equipment" as any 
ISSC which hos been Identified as being 
essential to ensure lhal defense-in-depth 
of key safely functions or overall risk levels 
can be maintained. 

NRC value nrlrl"rl wotkdowm: V.C. 
~ummer remained in a Yellow shutdown 
isk condition from April 13 Io April 15, 

during which time the inspectors 
conducted syslem wolkdowns of the 
protected equipment. Based on 
observations in the field and in the control 
oom, the inspectors identi fied that 

p perators had not placed any postings or 
!barriers on or surrounding the 'A' and 'B' 
rain ESF equipment to clearly indicate 
hot it was protected lo prevent 
nodvertenl maintenance from being 
performed in the areas, os required by 
Section 6.4 of OAP- I 14.1. Specifically, the 
nspeclors observed that all three 
~horging pumf:)s and the associa ted 

breakers were no l protected in lhe field 
or on the main control room boards (see 
pic lures below). In response lo the 
inspectors' concerns, the licensee 
initialed o corrective action condition 
report [CR) . 

lnitiot licensee response: lni liolly, the 
licensee didn't feel I hey were doing 
anything wrong and stoled that it did 
not affect aclivilies. They provided the 
perspeclive tha t they differen tiate 
between what was considered 
"protected" and what was considered 
"placarded." Also, the licensee stated 
tho I placarding lho l much equipmen l· 
wou ld be too resource intensive. Lastly, 
the licensee stated no maintenance 
ac tivi ties on or near the protected 
equipment were performed. In their 
initial CR they made o stotemenl lhot 
this is something they hove been doing 
for a very long time (Inspector red flog). 
This proved a bit eye opening for the 
inspeclors. There's cerlolnly many ways 
to monoge risk (Millstone for example 
makes regular announcements over 
their PA system): however. lhis is what 
VC Summer slated was their way to 
manage risk in their procedures. They 
jus t simply weren' t doing what was 
outlined In their procedures and the 
inspectors were adamant and 
professional in holding them to lhose 
procedures_ The licensee was creating 
interprelotions of their procedures tha t 
were not consistent with their 
procedures (e.g .. protected vs. 
placarded) . When al l was soid and 
done, the licensee eventually saw the 
error in their ways and the Site Vice 
President made multiple strong 
messages to enforce lhe Importance of 
this observe lion. 

NRC volue added digging : The 
inspectors reviewed the activities 
performed during the HRE and 
determined tha t on April 14, 2020, 
licensed operators performed 
surveillance test procedure (STP)­
I30.005O, "Charging, Letdown, and RCP 
seol Return Valve Operability Testing 
(Mode 5)" from I : 14 AM to 2:30 AM. The 
procedure was originally scheduled to 
be performed April l l , 2020, before the 
site entered o Yellow risk condilion. This 
procedure includes. in port. the stroke­
time testing of valves in the 'A' or 'B' ESF 
trains or eves, specifically. the 
charging pump discharge header 
Isola tion valves. These valves ore in 
series downstream of all three pumps 
and were port of the primary 
RCS boration flow path (one of two 
credited flow paths) identified by the 
licensee in the reactivity control 
shutdown risk assessment and the 

April 13Ih night-shift PIM. This tesling 
rendered the flow poth inoperable for a 
short period of lime. As required in OAP-
114. I . Step 6.6, worlc on protec led 
equipment will not be allowed unless 
the work aclivities hove been approved 
by appropriate personnel using the 
Protected Train Work Approval Form 
(another busied borrior due to the 
frnlure lo adequately protect the 
equipmen I). Similorty, as required in 
solely-rela ted Station Administrative 
Procedure [SAPJ-1403. "Outage 
Management and Execution," Slep 6.4, 
schedule changes affecting high risk 
activities or key safe ty functions sholl 
have on individual Refuel Outage 
Scope Change Request os well as a Key 
Safety Function/Shutdown Safety 
Review performed to assess the impact 
[another busted barrier). The Inspectors 
noted that the work order generated to 
perform the charging pump STP stated 
lhe task impac ts reactivity 
monogement and may 
affect bora lion flow paths; however: lhe 
survei llance was rescheduled and 
performed while in o Yellow shutdown 
HRE without correctly assessing and 
managing the risk by completing the 
required documentation in accordance 
with OAP- 114, l and SAP-1403. Thus, the 
inspectors determined that the licensee 
foiled lo correc t·ly assess and manage 
the risk prior to performing mointenonce 
activities to ensure that key SSCs were 
capable of performing their intended 
sole ly func lion. The licensee generated 
on additional CR to capture the 
inspectors' concerns with the 
performance of STP-130.005O during the 
Yellow shuldown risk condition and 
Initialed actions to evatuole c hanges to 
lhe sl le procedures for protecting and 
placarding equipment. 

Maintenance Rule (a ll4I requirement: 
The 10 CFR 50.65 (0)(4) require men I Is a 
very unique requirement that can be 
cha llenging to enforce and write o 
violation against. The regulation sta tes 
"the licensee shall assess and manage 
lhe increase in risk that may resul l from 
the proposed maintenance activities." 
What makes this unique is that fhe 
regulation does not give guidance on 
what constitutes on adequate risk 
assessmen t or how to adequately 
manage risk. As such, in order lo 
disposition the issue as o viololion of the 
regula tion. there needs lo be a 
lechnicolly justifiable reason as to why 
the assessment of risk and/or 
management of risk was Inadequate. 
Reviewing the licensee's procedure and 
seeking guidance from others Is 
paramount to make this determination. 

Please see Section 2. 1.11 of lhe 
Enforcement Manual and Section 8 of 
IMC 0612 Appendix E for more 
information and guidance. 

NRC leamwork: Special shout out to 
Kalle McCurry, Region II Fuel Facility 
Inspec tor, and Andy Rosebrook, Region 
II SRA, for their outstanding supporl In 
documenting the finding and assessing 
the significance. Katie was the ac ting 
resident inspector from January through 
February, but then also supported fhe 
resident Inspectors for this Issue os on 
amazing opportunity to get a 
Maintenance Rule ond 50.65(0)(4) sign 
off for her quols. This may be the best 
Maintenance Rule quali fication sign-off 
in NRC history. See NRC Inspection 
Report 05000395/2020002 for more 
details. 

Inspec tor Best Proc lices noled above: 

• Use risk-Informed decision-making. 
During the COVID- I9 pandemic. 
knowing when to go or not go onslte is 
especially challenging. Risk-inform this 
decision by knowing the risk-significan t 
worlc onsite ond whether your direct 
observations ore needed to adequately 
perlorm the lnspecllon. 

• Independently verify when possible. 
There is no subs litule for being there and 
seeing firsthand. What did the licensee 
overlook or foil to consider? 

• Maintain o queslloning attitude. 
Make sure that your field observations 
align wilh lhe expected plont stolus, risk 
management actions. system operating 
procedur s. and technical 
specifica tions. Thorough plant stolus 
wolkdowns ore essenlial fo llowing pion I 
transients, prior to mode changes, during 
plont outages, and following significant 
maintenance. 

, Sometimes. it's nol o molter of 
"what's there" but "what 's not there that 
should be." (Like protected equipment 
barriers and/or postings). 

• Ensure tha t you shore your field 
observations with Operations and/or 
Engineering, as oppropriote, in o timely 
manner. Do not analyze the condition 
for I hem or lower your standards. 

• Effec tively using the licensee's own 
procedures and industry standards to 
logically and methodically support your 
safety concern provides a more solid 
regu latory foothold and helps highlight 
licensee performance deficiencies. 

For more inspector best practices. please see NUREG/BR-0326, "NRC Inspector Field Observation Best Practices." 
http://www.nrc.qov /reading-rm/ doc-col lections/nureqs/brochures/br0326/br0326.pdf 

Please con tact Bridget Curran. NRR/DRO/IRSB, if you'd like a hard copy of the "NRC Inspector Field Observation 
Best Prac1ices" 
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Name 

DEX 
Nicholes Honslna 

DRA 

Michael Montecalvo 

DRO 

Jesse Seymour 

Julie Winslow 
DSS 

Alexandro Siwy 

List Corrections from the July 2020 Newsletter 
HQ Staff Members are 1245/ 1246/ 1247 / 1252 

Qualified Inspectors 
Qualification Partial Quoiillcollon Inspector 

Inspector Quaiillcatlon Program Fully-Qualified Inspector Description maintained Description/ Fully Qualified 
Yes/ No Comalete 

IMC 1245 Quolllicatlon Proaram C2: Reactor Enalnaerlna Inspector Proaram Yes Complete 

A: Ba~c-Lovel Trainlnll and Qualification Journal 

IMC 1245 Qualiflcatian Program B: General ProfIciency-Lovo1 1ralnlng and Quallficahon Yes Complete 
Joumal 
C 1: Reactor Ope,olions Inspector Proarom 

C I: Rcoc lor Opera hons Inspec tor Program 

IMC 1245 Qualification Fi'rogrom 
CS: Vendor Inspector Program 

Yes Complete 
C 10: Operolar Licensing Examiner 
C 12: Safelv Culture Assessor 

IMC 1245 Qualification Proaram C 1: Reactor Ooerations lnsoector Proaram Yes Comolete 

IMC 1245 Quolilicolion Program 
Basic (App Al 
General IAoo Bl 

Resident Inspector List Corrections from the July 2020 
Inspector Newsletter 

First Name Last Name First Name Last Name First Name Last Name 

Luis Reves 

Thanks for all ou have done and all that ou continue to do! 

What 's Wrong with this Picture #3? 

What's wrong with the above picture? After pondering the pic ture for a few minutes, flip bock to page 10 for the answer. 
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Answer to "What 's Wrong with This Picture # 1 ?" 
Pa e 2 

he subject of the photo is o fire door coordinator device. A door coordinator is a simple mechanical device that ensures that the two leaves of a 
double-leaf fire door close and la tch the proper sequence. While performing o fire protection 71 11 1.05 inspec tion tour of the lower coble spreading 
rooms of Units 1, 2, and 3, Palo Verde Resident Inspector Russ Bywater observed that four out of six door coordinators were missing the rubber roller 
on the active leaf side of the door coordinator arm. These fire doors, held open by magnetic locks and interlocked with a halon fire suppression 
ystem, separate rooms with the halon-protected rooms with potential ignition sources from the coble spreading rooms. Without the rubber ro llers, 
he door coordinator arm causes o deepening Indentation each time the door closes. If the door coordinator arm were to become stuck, the fire 

door would not close and latch as required. Russ brought this deficiency to the licensee's atten tion. The licensee tested the doors to prove they 
ould still close properly when needed, and repaired the door coordinators by replacing the rubber rollers. 

Fire door showing minor damage caused over time by door 
coordinator arm striking the door without o rubber roller. 

Restored door coordinator. 

Remote Use of Cell Phones to Review X-ray Films of a Weld 
By: Aloin Artoyet 
R- 11/ DCO/ Senior Construction Inspector 

During the COVID-19 pandemic in the second q uarter of 2020, I developed a plan to use o cell phone camera to review radiographic X-ray fi lms. 
I coordinated wilh my licensee contact to perform inspections of the final closure weld for the Vogtle Unit 3 con tainment vessel monway plate 
section using a high-quality live video application with two cell phones. The monwoy plate section was cut-out lo allow safe egress during 
welding of the circumferential seam between the containment lop head and upper shell ring. The live cell phone video review of the X-ray films 
and techniques were performed remotely using an X-ray film viewer with calibra ted densitometer and step wedge. This was possible with 
cooperation by one of the responsible Chicago Bridge and Iron (CB&I) certified Leve l II evaluators, as well as with coordination by Southern 
Nuclear Operating Company (S NC) . The CB&I evaluator positioned his ce ll phone directly over the film. Then slowly moved a long the weld 
length area of interest during live communication with my cell phone. This enabled me to observe the weld identification and location markers 
with three wire image quality indicator locations (center and near ends of film). Additionally, I reviewed the image quality of the X-ray films to 
verify that the final acceptance and document-alien by the CB&I cert ified evaluators was In compliance wi th the require ments of ASME Code 
Sections Ill and V for radiographic examination of metal containments. 

/Pictures of this remote insoeclion ore not allowed to be shored! 

When you know what "normal" looks like, 
then "abnormal" will jump right out at you. 

Contribute to the Inspector Newsletter! Write an article that pertains to 
Inspections! Next Inspector Newsletter will be issued in October 2020. 

Submissions are due September 30, 2020. 
We look forward to hearing from you! 



By: Brian Benney, 
NRR/ DRO/IOEB 

lncor orated Into Plant Procedures 
During a recent Triennial Inspection 

f Evaluation of Changes. Tests. and 
Experimen·ts al Prairie Island, the 
nspeclors identified a Green finding 
ssocioted with the licensee's failure 

to incorporate a restriction to 
rohibi t load following (o.k.o., 

lexible power operations) into p lant 
procedures. Due to Unit 1 

perations beyond 12 effective full 
power years (EFPY) starting in June 
019, the licensee was relying on a 
endor analysis to assure capabil ity 
f the rod cluster control assemblies 

(RCCA) to perform their design 
unctions. The vendor analysis 
dentified base load operations (wi th 
a load following) as a restriction lo 

preclude additional absorbed 
neutron fluence and swelling of 

The OpE Fishing Hole: 
OpE and Inspection Dashboards 

Atter starting the treatment. 
simulator personnel noted an 
increase in the frequency of 
simulator equipment issues. The 
issues included sticky pushbuttons. 
intermittent Rod Step Audio 
indication, and pump and valve 
control switch / touch screen 
control panel problems. The 
equipment issues identified hod 
been previously seen periodically 
in the simulator: none were 
different or new to the licensee's 
simulator staff. However, there 
were more occurrences of these 
equipment issues al a higher 
frequency (i .e .. several in a month 
vs. quarterly) noted. 

After the second failed test on April 
16th. the licensee and vendor 
determined that EG-5 was unable to 
handle the starting current of the 
uncoupled pump motor, and they 
adjusted the generator output 
breaker undervoltage time delay 
setpoin ts. The licensee determined 
that four other FLEX diesel generators 
al River Bend were subject to the 
some undervoltage trip condition. 
Region IV performed a Special 
Inspection (SIT) May 18-22, 2020 for this 
issue. 

For more information: 
• OpE COMM Supplement: FLEX 

Diesel Generator (EG) Operational 
Challenges - Special Inspection at 
River Bend Station (ML20210M085) 

• Information Notice 2020-02: FLEX 
Diesel Generator Operational 
Challenges fML20196L822) 

Dashboards 

What's New In OpE? 

New OpE COMMs: 
• Duane Arnold - Notification of 

Unusual Event Due to Loss o f 
Off-Site Power (ML20241 A069) 

• Surry Unit 2 - White Finding Due 
to Auxiliary Feedwoter System 
Check Valve Failure to Close 
and Subsequen1 Loss of Safety 
Function (ML20224A301 ) 

Contact and Feedback 

We welcome any feedback on 
the Fishing Hole. Is it useful? How 
con we improve it? If you wont 
to propose topics for inclusion in 
future editions, please reach out 
to a member of the branch. 

OpE Branch Points of Contact: 

Region t: 

odlels that would occur during load • 
following as the RCCA ore Increased Electronic 

Equipment Issues o fter 
Electrostatic Cleaning 
(ML20232C703) 

Need to search for LERs and don't 
know where to go? The ROP 
Dashboard is your answer! 

Mork King 
Region II: 
Huda Akhavannik 
Region Ill : ntermittently inserted Into fuel 

ssemblies. However, the licensee 
id not Incorporate this restric tion 

nto operating procedures and hod 
performed flexible power operations 

ore than 30 times in Unit 1 since 
eplember 20 19. More details are 
volloble in IR 05000282/2020012 

(ML202 I IL852). 

_ ...... .._ ...... _.._ovID-19 pandemic, 
ployed on 

ec ros a Ic spraying technique, 
Isa known as on anti-viral "logger," 

n their tra ining facil ities and 
lmulotor on a weekl basis. 

FLEX Diesel Generator Operational 
Challenges. 
On Apri l 1 and 16, 2020. the 
licensee al River Bend attempted 
to perform an uncoupled 
surveillance tesl of FLEX pump P-1 
with FLEX diesel generator EG-5 
providing e lectrical power to the 
pump. After foiling to successfully 
power FLEX pump P-1 from the 
EG-5 diesel generator on April 1st, 
the equipment vendor replaced a 
foiled voltage regula tor and a 
failed diesel fuel pump on EG-5. 

Search OpE Documents. Findings. and 
find details on the Accident 
Sequence Precursor program oil at 
your fingertips: 
https: / /usnrc.sharepolnl.com/teams/ R 

OP Dashboard 
See current Scram trends on the 
Sc rams Dashboard: 

https: //www.internol.nrc.qov/opE-
Dashboards/ScramsDashboord.html 

Hove feedback or items you would 
like to see on the dashboards? 
Contact Jason Carneal or Rebecca 
Sigmon. 

Julie Winslow 
Region IV: 
Steve Pannier 
Branch Chief: 
Lisa Regner 

INPO/lnspector Newsletter: 
Eric Thomas 
Part 21 : 
Steve Pannier 
Generic Communications: 
Brion Benney/Mork Lintz 
Dashboards: 
Jason Corneal/Rebecca Sigmon 
Inspector Newsletter: 
Brion Benney 

The NRR Operating Experience (OpE) Branch will use this space to provide periodic updates on topics such as: 
Data Access and Dalo Analytics tools for inspectors and other sta ff 

• Highlights from recent management briefings 
Recent and in-process OpE products (COMMs, Smart Samples, generic communications. e tc) 

Thank you for Helping Us 
Celebrate 

20 Years of the ROP! 
2000 -2020 



By: Alison Tallarico 
OCHCO 
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Resident Inspector Relocation Incentives 

We ore pleased to report the agency hos adjusted the relocation incentives that Nuclear Regulatory Commission Re sident Inspectors and Senior 
Resident lnspeclors receive . Resident Inspector and Senior Resident Inspector positions ore unique wi thin NRC in that !·hey involve mandatory 
relocation ofter o maximum of seven years. To attract and retain the high caliber of :staff needed for th is key program and to help offset negative 
aspects of mandatory moves, more than 25 years ago the NRC established o re location incentive program for these posit ions. (Please note that 
elocotion incentives ore separate and in addition to relocation expenses.) 

Background 
In 1994. the Agency established new relocation incentive provisions for Resident and Senior Resident Inspectors assigned to reactor sites. In 1995. 
Resident and Senior Resident Inspectors assigned to fuel cycle facilities were approved to be included as members of o resident inspector group 
subject to the some relocation incentives provisions. Every five years NRC reevaluates the appropriateness of continuing. as well as the 
methodology for de termining. reloca tion incentives for the resident si tes. 

Agency Adjusts Resident Inspector Relocation Incentives 
In January 2020. the agency established a working group consisting of representatives from each region. the Office of Nuclear Reactor Regulation. 
the Office of Material Solely and Safeguards, the Office of the Chief Financia l Officer, and the Office of Chief Human Capitol Officer. The working 
group reviewed the existing program and made recommendations for: 

• rev ised relocation incentive amounts for sites based on 3 recruiting difficulty categories - Low ( 15%); Medium (20%). and High (30%); and 

• es1oblishment of a supplemental 2% or 5% added to the site relocation incentive amount for current resident and senior resident 
inspectors who relocate laterally lo a Low/Medium and High recruiting difficulty site, respectively. 

~he changes based on the 2020 review were approved by the Executive Director for Opera'tions on September 9. 2020, and became effect ive on 
~eptember l 3. 2020. 

~he following documents can be found (see the "Relocation" tab) on the Office of the Chief Human Capital Officer "Incentives" Web page b.e.l:lz: 

• Alohobetical listing of relocation incentives 
• Reg ional list ing of relocation incentives 
• Questions and answers obou1 resident inspector relocation incentives 
• Resident Inspector Relocotion Determination Guidelines 

New Avatar of TIA Launched 
II is 1he policy of the Office of Nuclear Reactor Regulation (NRR), governed by revised office Instruction, COM- 106. Revision 6. "Technical 
Assistance Request (TAR) Process, " (ADAMS Accession No ML)9228AOO) ) to address questions raised by other Nuclear Regulatory 
Commission (NRC) organizations In o timely manner with a level of effort commensurate wi th the significance 1 of 1he underlying issue. As 
such, the TAR process is used 1o offer information assistance to organizations within the NRC regarding operating nuclear reoc1ors and their 
related regulatory and oversight programs under Til le 10 of the Code of Federal Regula/ions ( l O CFR) Port 50, production and utilization 
facilities and reactors under construction either under 10 CFR Part 50 construction permits or 10 CFR Part 52 combined license processes for 
nuclear power plants. The process ensures that NRR responses and recommendations are promptly communicated to appropria te 
stakeholders. 

The new TAR process, rebranded from the Ta sk Interface Agreement (TIA) process, merges relevant portions of the process conta ined in 
NRO Office Instruction. NRO-COM-108, Revision 1. ''NRO Construction Inspection Interfaces with Region II" (ADAMS Accession No. 
ML 113220316) into COM-106, Revision 6. NRO-COM-108, Revision 1. is rescinded wi th this update. Additionally, it incorporates a new graded 
approach with enhanced guidance and streamlined tools to address program lessons learned and focus resources commensurate with 
the significance of the issue to meet stakeholder needs effectively and efficiently. 

Please visit the NRR Technical Assis tance Request ShorePoint Site for more information, 
including historical TIA and Construction TAR data. 

If you identify o plant specific issue that may warrant a TAR request, p lease contact, 
NRR/DORL TAR Coordinator, Booma Venkotaromon. at Boomo.Venkotoroman@nrc.gov 

or (301) 415-2934. 
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The "Wild Life" of an Ins ector' s Job! 

Nomlna1ed by: Joe Schoppy, 
RI/DRS/EBl 

Catch of the Day 

Nominated by: Amar Patel. Senior 
Reactor Inspector. RI/DRS/EB2 

This quarter's Eagle Eyes Award goes out to Amar Patel, RI/DRS/EB I . On July 15. 2020, during a PBAPS DBAI 
p lant wolkdown related to his OpE sample (NRC Information Notice 2018-07). Amar observed that the Unit 
3 RCIC turbine oll level in the sight gloss was above the maximum level mark and that the 3B standby liquid 
control ISBLC) pump crankcase oil level was above the maximum static level mark (see pies below). In 
response to these observations. operations personnel Initiated corrective action Issue reports for the 
adverse conditions and promptly drained oi l from the respective oil reservoirs to establish the proper oil 
level. The DBAI team assessed the 3B SBLC performance deficiency and quickly screened it as minor using 
IMC 0612 Appendix E (example 3h). However, the RCIC oil level concern required much more 
deliberation due to the small margin above the standby bond at which there is a potential to impact RCIC 
system operability. Specifically, the RCIC vendor stated that the oil level should be maintained low in the 
band and there should be at least l /8" clearance between the bottom of the overspeed trip disc and the 
top of the standby band to preclude oil aeration (foaming) when operating. This condition may result in 
interruption to bearing drain flow or air en trainmen I to the lubrico1ing and control oi l process piping via the 
shaft driven oil pump. This could cause erratic turbine control and potentially an unexpected turbine trip. 
In this case. engineering determined that the as-found level was approximately I /8" higher than the 
maximum level mark and that the overspeed trip disc was a lso located 1/8" higher than the maximum 
level mark. As a resull. the condi tion provided the potenfiol for oil to contact the overspeed trip disc 
which could have induced oil aeration during RCIC operation. Since there was a reasonable doubt of 
operabil ity, engineering performed o detailed technical evaluation to assess post operability and 
subsequently concluded that RCIC maintained operability. Engineering's assoc ia ted technical 
evaluation determined that the oil level was likely above the maximum level mmk since operators added 
oil on June 11, 2020. Based on this, the team noted that equipment operators had numerous opportunities 
to identify the degraded condition (high oil level) on their doily rounds between June 11 and July 15 when 
Amor identified the degraded condition . Operations completed o work group evaluation to determine 
why equipment operators did not identify the high oil level until NRC inspectors identified ii and established 
actions to re-enforce equipment opera tor standards in identifying oi l level issues. (See NRC Inspection 
Re ort 05000277 & 278/2020011 for more details. Greats ot, Amar! 

his quarter's "Catch of the Doy" recognition goes out to Brandon Pinson. Reactor Inspector. RI/DRS/EB2. 
During the initial prep week for the PBAPS DBAI in July, Brandon targeted a planned wolkdown of the seismic 
estroints for 480V load center breaker hoists as on onsite field verification item based on a review of on 

essocioted 1995 Seismic Qualification Utility Group (SQUG) evaluation and modification documentation. 
ubsequenlly, during on onsite walkdown of the U3 480V load center breaker hoists. Brandon observed tho·I 
he breaker hoists were located within their designated storage locations near various Unit 3 480V 
wllchgear cabinets. but could not identi fy the hoist restraints that were installed as part of a 1998 mod 

~
mplemented to address o seismic vulnerabili ty. Brandon questioned the currently installed hoist 
onfigurotion, and whether lhe previously installed restraints were still required. In response. engineering 
elermined that new hoists of a different design hod been purchased and installed in June of 2016, and 

hat the previously installed restraints were not compatible. Additionally, engineering determined that when 
ubjected to design basis seismic forces. the hoists would experience forces large enough to cause them to 
verturn if not properly restrained. The licensee's corrective actions included entering the adverse condition 

nto their CAP. promptly removing the U2 and U3 breaker hoists away from ony safety-related equipment. 
performing on extent-of-condition review, performing a post-operability assessment. and initiating actions to 
flevelop a modification to install seismically qualified restraints for the new breaker hoists. (See NRC 
nspection Report 05000277 & 278/202001 1 for more details.) Great catch. Brandon! 

Answer to "What's Wrong with this Picture #3" 
(page 2) 

The picture shows one end of o mechanical snubber. A mechanical snubber is a mechanicol device designed to protect components 
from excess shock or sway caused by seismic disturbances or other transient forces (e .g .. water hammer). During normal operating 

conditions. the snubber allows for movement in tension and compression in response to thermal loads. When on impulse event occurs, the 
snubber becomes activated and acts as a restraint device. The device becomes rigid. absorbs the dynamic energy. and transfers ii lo the 
supporting structure (the concrete floor in this case) . The operational readiness of snubbers is established by the combination of inservice 
inspection {ISi), testing. and service life monitoring as required by 10 CFR 50.55a and the applicable ASME BPV Code or ASME OM Code. 
During o routine VT-3 pre-outage inspection, licensee ISi personnel identified that one of the Hilli anchor bolts was loose on on RHR piping 

support (the Hilti bolt backed out of the concrete). The licensee en tered the condition into their CAP. performed a post operability 
evaluation, conducted on extent-of-condition review, and repaired the support. Inspectors should keep an eye out for snubber and/or 
support issues during normal plant status wolkdowns: and be extra vigilant during complete equipment alignment walkdowns (71111 .04), 
following system maintenance and/or refueling outages, and following plant transients. [KT bonus: see NRC Information Notice 2015-09, 

"Mechanical Dynamic Restraint (Snubber ) Lubricant Degradation Not Identified due to Insufficient Service Life Monitoring, " for recent 
industry operating experience on snubbers.] 
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Inspector Mailbox 

Send your questions and comments 
to the Inspector Mailbox. The 

Newsletter Editorial Staff is happy to 
answer any newsletter questtons, 

comments or concerns that you ma 
have. 

lnspectorNewsletter@nrc.gov 

http://www.nrc.gov/reodinq 
~ 

ollections nure s brochures br0326 
/.Q[Q~f 

Support Our Troops 

pedal "Shout Out & Thank You" to 
all of the NRC employees currently 
ervlng our country on Acttve Duty. 
toy safe and come home soon! 

elcome Home to 2!! of the NRC 
employees who have recently 
eturned home to us safely! We're 

glad to hove you bock 
and inspecting with us! 

Newsletter Editoria l Board 
We are looking for Joe Schoppy, RI 
articles. as well as your 
feedbackm Edwin Lea. RII 

Contact any one of us 
by using the new 
Inspector Newsletter 
e-mail account!!/ 

Jamnes Cameron, RIii 

Leanne Flores. RIV 

Bridget Curran, HQ 

Many Thanks to Our July 2020 Newsletter Contributors! 
Eric Miller, Ken Kolaczyk, Matthew Leech, Chris Highley. Ayesha Athar. Julie Winslow, 

Jigar Patel. Russ Gibbs. Amy Beasten. 

You can contribute to the quarterly Inspector Newsletter! Send an Inspection related article to 
lnspectorNewsletter@nrc.gov 

What Questions Have You Asked Today? 

NRR/DRO Operator Licensing 
NRR/DRO/IOLB hos developed a monthly OL newsletter - The examiner Files -

to provide another way to share information with all NRC examiners. 

examiner Fi les Newsletter 
Contact Travis lskierka-Boggs (travis. iskierka-boggs@nrc .gov) 

for more information! 

Other Useful Information: 
Quarterly ROP Changes? 

No new ROP Changes this quarter. 
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If you'd like lo read about summaries of (very high level) significant (not editorial) recent changes in ROP 
guidance since the last newsletter let us know and we'll include them! 

end us your feedback and your articles! You could be one of the contributors to the next Inspector Newsletter. 

Providing useful information to our inspectors, by our inspectors! 

FOR l~HERNAL l::ISE O~UY 

D '\ 

What have you heard around the plant lately? Let us know 1n five lines or less! 




