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ABSTRACT 

This report summarizes the current state of modeling and simulation methods for predicting the 
initial structure and properties of material in components assembled using advanced manufacturing 
technologies (AMTs).  The report is the first volume in a two-volume series.  This first volume 
focuses on predicting initial microstructures of AM material.  The second volume discusses 
predicting material properties given the initial microstructure.  The focus is on technologies of 
particular relevance to the design and manufacture of nuclear reactor components.  The purpose 
of the report is to help develop the technical knowledge base to support regulatory decisions that 
will be needed to assess nuclear components manufactured with AMTs as these components are 
installed at nuclear power plants (NPPs).  The report develops a list of AMTs of particular interest 
to the NRC and summarizes the key microstructural features and corresponding processing 
parameters relevant to each technology.  Further sections describe available physically-based and 
data-driven prediction methods and survey widely available software tools.  The report concludes 
with a summary of gaps that may be of particular interest to the NRC when evaluating modeling 
and simulation methods for AMTs.  
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EXECUTIVE SUMMARY 

This report provides a summary of the current state-of-the art in predicting the microstructure of 
materials resulting from Advanced Manufacturing Technologies (AMTs).  The report is the first 
volume in a two-volume series.  The second volume focuses on predicting the performance of the 
material given the initial microstructure.  Taken together, these reports describe the current and 
future feasibility of predicting the performance of a component starting from basic processing 
information. 

This report describes the current state of modeling and simulation techniques through an extensive 
literature view, identifies and describes available modeling and simulation software and provides 
a gap analysis and a list of recommendations.  The gap analysis and recommendations focus on 
potential future regulatory issues in using modeling and simulation to inform and assess the 
performance of AMT components. 

The report contains a brief summary of the AMTs of interest to nuclear systems: Laser Power Bed 
Fusion (LPBF), Directed Energy Deposition (DED), electron beam (e-beam) welding, and Power 
Metallurgy-Hot Isostatic Pressing (PM-HIP) [6].  The report also contains a brief overview of work 
on the binder jet, diffusion bonding, and cold spray processes.  These are, for the most part, the 
technologies identified a Nuclear Energy Institute (NEI) roadmap on the qualification of AMT 
components [1], which also notes that cold spray techniques may also be used in repairs, spent fuel 
storage, and future reactors.  This report identifies the key processing parameters and 
corresponding microstructural features for each technology of interest.  To aid in categorizing the 
wide array of AMT methods, the report divides the technologies into fusion-based (PBF, DED, 
and e-beam) and diffusion-based (PM-HIP) processes. 

The report then summarizes the current state of the art in informing and assessing material 
microstructure using physics-based and data-driven techniques.  Key conclusions include the need 
for better methods of length- and time-scale bridging for the physics-based methods, collation or 
generation of larger microstructural databases for the data-driven methods, and the development 
of community accepted validation benchmarks for the different AMTs of interest.  A subsequent 
chapter provides a summary of the available software tools implementing the simulation methods 
identified earlier in the report.   

Based on the survey and gap analysis contained in the report, the key recommendations provided 
here are:  

• Models for predicting residual stress and distortion in fusion processes are already a well-
validated, viable commercial technology 

• Simulation techniques for modeling densification in sintering and PM-HIP methods will 
be commercially available in the near-term 

• Detailed complete simulations for predicting initial microstructure will take longer to be 
put into industrial use 

• For the advanced microstructural simulation techniques, new methods will be needed to 
bridge length and time scales in order to develop practical and complete process models 
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• Data-driven techniques will help bridge the gap between length scales in simulation 
methods and will increasingly see direct use on large datasets collected during fabrication 

• Benchmark problems can increase manufacturer and regulator confidence in modeling and 
simulation methods 

• Other AMTs and modeling techniques may need to be considered in the near future; for 
example, the authors are aware of vendor interest in cold spray and explosion bonding 
techniques for cladding.   

The report conclusions strongly emphasize the need to develop benchmark problems for testing 
and validating modeling and simulation techniques.  One challenge in this will be developing 
methods for the standard reporting of processing method, processing parameters, and the resulting 
microstructure.  
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ACRONYMS AND ABBREVIATIONS 

The following is a list of acronyms and abbreviations used throughout the document: 
Acronym Expression 
AMRC Advanced Manufacturing Research Centre 
AMT Advanced Manufacturing Technologies 
ASME American Society of Mechanical Engineers 
CA Cellular Automata 
CAD Computer Aided Design 
CAFD Cellular Automata Finite Difference method 
CAFE Cellular Automata Finite Element method 
CALPHAD Computer Coupling of Phase Diagrams and Thermochemistry 
CFD Computational Fluid Dynamics 
CNC Computer Numerical Control 
CP Crystal Plasticity 
DED Directed Energy Deposition 
DEM Discrete Element Method 
DLM Direct Laser Melting 
ebeam Electron beam 
EBM Electron Beam Melting 
EBR Experimental Breeding Reactor 
EBW Electron Beam Welding 
EPRI Electric Power Research Institute 
FAST Field Assisted Sintering Technique 
FEA Finite Element Analysis 
GE General Electric 
GSA Global Sensitivity Analysis 
HIP Hot Isostatic Pressing 
HPC High Performance Computing 
ITER International Thermo-Nuclear Experimental Reactor 
JMAK Johnson-Mehl-Avrami-Kolomogorov relation (recrystallization kinetics) 
LWR Light Water Reactor 
MC Monte Carlo 
M&S Modeling & Simulation 
ML Machine Learning 
NEI Nuclear Energy Institute 
PBF Powder Bed Fusion 
PM-HIP Powder Metallurgy Hot Isostatic Pressing 
SLM Selective Laser Melting 
SPS Spark Plasma Sintering 
SS Stainless Steel 
TBM Test Blanket Module 
VOF Volume of Fluid 
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1 Introduction 

1.1 Motivation 

Components manufactured with Advanced Manufacturing Technologies (AMTs) are likely to 
enter the nuclear supply chain in the near future, either as replacement components in the current 
Light Water Reactor (LWR) fleet or in new construction of LWRs or advanced non-LWRs [1].  
AMTs could decrease costs by providing components faster and cheaper than current conventional 
manufacturing practices.  Additionally, the new geometric and material options enabled by AMT 
processes could transform the reactor design process by providing designers additional design 
flexibility.  Given the national interest in advancing these new manufacturing techniques [2] and 
the potential nuclear applications, nuclear regulators will likely be called upon to evaluate designs 
and replacement components involving AMTs. 

Compared to conventional manufacturing processes, AMTs will see greater use of modeling and 
simulation (M&S) techniques in manufacturing components and assessing and evaluating final 
material properties.  There are several reasons for the increased interest in integrating M&S into 
the manufacturing process: 

1. There is a broader interest in using M&S to improve process efficiency, reduce waste, and 
improve material properties in the manufacturing community, not specific to AMTs. 

2. M&S tools can help put AMT processes into service more quickly by shortening the time 
required to optimize processing parameters and upscale the production rate in between the 
invention of a new technique and putting it into industrial use. 

3. Generally speaking, AMT processes are more tied to computer control than current 
manufacturing processes.  This means there is a large dataset which M&S tools can take 
advantage of (for example, via in situ process monitoring) and that simulations can be 
directly coupled into the manufacturing process via computer control. 

AMTs, broadly defined, are new manufacturing techniques not currently in nuclear service that 
involve novels ways to manufacture components from raw materials, join components together, or 
overlay prebuilt components with a coating or cladding.  While this definition includes a wide 
variety of new manufacturing techniques, Chapter 2 limits the scope of this report to a few selected 
technologies of particular interest to the nuclear industry, as identified in a Nuclear Energy Institute 
(NEI) roadmap on regulatory acceptance of AMTs [1]. 

1.2 Report Objectives 

A key aspect of M&S for AMTs is predicting the initial material microstructure, defect structure, 
component integrity, and material properties of parts.  Accomplishing these modeling and 
simulation objectives would accelerate the industrial adoption of AMT processes and their 
associated benefits.  Moreover, if vendors rely on modeling and simulation coupled with validation 
testing data to ensure the quality of AMT components the NRC and other regulators would have a 
strong regulatory interest in the accuracy and completeness of the M&S tools. 

This report focuses on methods for predicting initial microstructures.  The reason is that 
microstructural prediction determines the other initial properties of interest to regulators 
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(component integrity, material properties, and defect structures).  The report adopts a broad 
definition of microstructure including material defects, like porosity or unwanted phase 
segregation, and covers gross structural defects introduced by thermal stress in the sections 
covering the prediction of residual stress and distortion.  The majority of the M&S research on 
AMTs surveyed here adopts the material science perspective that predicting the material 
microstructure is equivalent to predicting material properties.  The exceptions are some of the data-
driven prediction methods surveyed in Chapter 5, which are covered in detail in that section of the 
report.  Moreover, this report is the first in a two-volume series.  The second volume covers the 
prediction of material properties given a description of the material microstructure.  Taken 
together, these two reports address the prediction of initial material properties from the AMT 
processing parameters.   

The objectives of this report are to survey available modeling and simulation techniques, provide 
an assessment and gap analysis on the current state of the art, and provide specific 
recommendations on future activities related to modeling and simulation (M&S) for AMTs that 
may be relevant to regulators.  The purpose of the report is then to help develop the regulatory 
knowledge base that will be needed to assess AMT nuclear components when they come before 
the NRC. 

The field of research covering advanced manufacturing is broad and rapidly expanding and so this 
report cannot be fully comprehensive.  Limiting the scope to the AMTs of most interest to the 
nuclear industry helps focus the information covered here, though M&S techniques are often 
broadly applicable to more than one type of manufacturing process.  Limiting the survey to current 
or emerging nuclear materials would eliminate a wide body of literature on aerospace and 
biomedical applications and so generally the report only restricts the AMT techniques and not the 
underlying material systems.   

1.3 Organization 

To help focus the review, the report categorizes AMTs into fusion and diffusion/mechanical 
processes.  This division has its roots in classical welding techniques [3] and categorizes the AMTs 
specifically surveyed here with reasonable accuracy.  This division supports a survey of broadly 
applicable simulation techniques first before focusing on applications specifically relevant to the 
AMTs of interest.  The report further divides modeling methods into physics-based or data-driven 
categories.  The former are classical methods based on understanding the underlying material 
physics, where typically tools such as Finite Element Analysis (FEA) or Computational Fluid 
Dynamics (CFD) are used to implement a discretized partial differential equation boundary value 
problem representing some set of physical conservation laws.  The latter are newer, machine 
learning approaches directly correlating processing parameters to microstructure using an 
experimental or simulation database. 

Specifically, Chapter 2 covers potential applications of AMTs in nuclear systems and describes 
the set of AMTs that are the focus of this report.  Chapter 3 provides context for the M&S methods 
surveyed here by describing key microstructural characteristics that will be of interest and the 
general processing parameters controlling the development of those characteristics.  Chapters 1 
and 5 then survey general categories of physics-based and data-driven M&S methods that have 
been applied to AMT processes.  Chapter 1 provides a survey of widely-available software tools 
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implementing these methods.  Finally, Chapter 1 summarizes the report and provides a set of 
specific gaps and recommendations relevant to the NRC’s regulatory mission.
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2 Applications of AMTs in nuclear systems 
There is a growing interest in using AMTs for nuclear applications given the potential advantages 
of reducing costs, increasing safety, and simplifying the manufacturing of complex components 
[4]. Potential applications include the fabrication of nuclear vessels, pipes, and fuel components 
for advanced reactors, which would address the current concern of the U.S. infrastructure lack of 
capability to supply advanced reactor components at a high construction rate given the limitations 
of traditional manufacturing methods [5]. AMTs also show promise in reconstructing and repairing 
legacy components in existing reactors, where oftentimes the original design and/or manufacturer 
is no longer available [1]. Since the nuclear industry is likely to use AMTs in the fabrication of 
key components that will need regulatory oversight, it is of great interest to identify the AMTs that 
will be likely used to create components subjected to NRC approval [6].  

The nuclear industry is already evaluating the use of different AMTs for their individual needs. 
NuScale has investigated Powder Metallurgy Hot Isostatic Pressing (PM-HIP) as a viable method 
to manufacture a pressure vessel upper head in a small modular reactor, which has a complex 
geometry and for which traditional manufacturing methods would prove to be highly inefficient 
[7]. GE-Hitachi has a similar interest in using AMTs for the manufacturing of advanced small 
modular reactor components. Currently, their efforts have focused on evaluating the performance 
of SS316L manufactured with laser Powder Bed Fusion (PBF), under corrosive and irradiated 
conditions [8], [9].  

Many current examples focus on 316L as it has good mechanical properties at high temperatures, 
its resistance to corrosion, and its machinability.  Full nuclear reactor components made of 316L 
have been manufactured via Electron beam melting (EBM) [10] and Selective Laser Melting 
(SLM) [11]. In non-fission reactors, SLM has been studied as an option for manufacturing the test 
blanket modules (TBMs) in the ITER with complex cooling channels [12]. An interesting 
advantage of the powder-based SLM is its ability to create an alloy from the basic element 
composition. As an example, SLM has been used to create V-6Cr-6Ti components directly from 
pre-alloy powder particles of pure vanadium, titanium and chromium [13]. Therefore, AMTs offer 
the option of creating stainless steel nuclear components form pure elemental powders, which 
could lead to cost savings and greater control of material quality [14]. 

Other studies examine the performance of SLM components exposed to reactor environmental 
conditions.  One study addresses the stress corrosion cracking growth behavior of SLM-
manufactured SS316L in the presence of a boiling water reactor environment [15].  This work 
finds the directionality of the SLM microstructure enhances crack growth rates by creating 
preferential directions crack propagation. To counter this issue, SLM components have been 
annealed to allow the material to recrystallize into an equiaxed microstructure. 

Directed Energy Deposition (DED) has been considered for the production of reactor components 
made of ferritic-martensitic steels with complex geometries, such as the hex-ducts inside the 
Experimental Breeder Reactor II (EBR-II) [16]. Since DED components also exhibit performance 
issues due to directionality, heat treatments have been developed to redistribute the precipitates in 
the material and transform the mechanical behavior of the DED material from anisotropic to 
isotropic. DED can also clad components during manufacturing by changing the material locally 
during the process [17], with the added advantage of potentially lowering the risk of welding 
defects that usually occur during the traditional weld-overlay cladding process.  DED used as an 
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in-situ cladding technique would ensure heat and corrosion resistant nuclear components that do 
not require any postprocessing. 

Finally, electron beam welding (EBW) has been of interest for the manufacturing of large nuclear 
components [18] as it offers relatively fast processing rates and good penetration through thick-
walled components. EBW was successfully used to build nuclear structures made of Ti64 and 
SS316L either by wire deposition or by the joining of subsections in a large nuclear vessel. 

Reverse engineering often plays a role in AMTs for manufacturing of replacement parts for 
discontinued/legacy components, reconstruction and repair of components with unique 
geometries, and design optimization of an already existing part to improve plant performance [19]. 
These types of applications are especially significant in the nuclear industry since the existing 
components are increasingly becoming legacy parts that need to be efficiently repaired or replaced, 
and for which product redevelopment and manufacturing via traditional methods is not an option 
due to time constraints or the lack conventional manufacturing capabilities. Reverse engineering 
has been implemented in the nuclear sector by replacing a metallic pump impeller via 3D scanning 
and printing, and there are future plans of using Direct Laser Melting (DLM) to produce 
replacement parts of SS316L and Inconel 718 components subjected to irradiation [20]. 
Consequently, regulatory guidance such as BWRVIP-84 [21] have been revised to provide 
additional requirements for the use of materials produced by AMTs, with the end goal of ensuring 
adequate performance of AMT components. 

2.1 AMTs of Interest 

The techniques of interest for the manufacturing of critical nuclear components can be categorized 
into fusion and diffusion-based processes. For the fusion processes, melting of the powder/wire 
source material occurs during manufacturing of the component, whereas for diffusion processes 
the material never exceeds the melting temperature during the process. The following describes 
several AMTs assessed to be likely used for near-term nuclear applications, which is a need 
addressed by the NRC action plan [6]. Some of these techniques have been highlighted as critical 
for the nuclear industry by the DOE infrastructure plan [5]. The remainder of the report focuses 
on the AMTs described in this chapter. 

2.1.1 Fusion processes 

2.1.1.1 Powder-bed fusion 

Powder-bed fusion (PBF) is an additive manufacturing technique in which an energy source 
selectively melts each layer of powder of the desired manufactured component inside a build 
chamber with an inert environment. Once a layer has been scanned, the piston of the build chamber 
moves downward and the piston of the powder chamber goes upward by a defined thickness. A 
roller/blade then transfers powder from the powder chamber to the build chamber, and the energy 
source repeats the selective melting of the material. This layer-by-layer scanning process is 
repeated until the part is complete, after which it is removed from the build chamber and any excess 
powder is removed with compressed air [22]. Typical materials available for powder-bed fusion 
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are titanium alloys, Inconel alloys, cobalt chrome, aluminum alloys, stainless steels and tool steels 
[23]. 

 

Figure 1. Schematic of Powder-Bed Fusion (PBF) process. 

The PBF technique is a well-researched technique common in the automotive, aerospace, and 
biomedical industry, and as such there is extensive literature as well as a broad array of suppliers 
for both additive manufacturing services and machinery [22]–[24] for the manufacturing of non-
critical components with complex geometries [25]. One of the main challenges that industries face 
is machine-to-machine consistency during manufacturing, which tends to complicate the 
qualification and certification of AMT processes and components [26]. Currently, these industries 
are actively working on improving the quality of PBF-generated components so that the technique 
can also be applied to safety-critical parts that require a long lifetime. Additionally,  although 
powder-bed fusion tends to be used for the manufacturing of small parts that require a high level 
of precision, the largest commercially available machine, GE additive’s X line 2000R, is capable 
of building a volume up to 800 x 400 x 500 mm3 at a build rate up to 120 cm3/h [27]. GE additive 
has also released a prototype with an even bigger build volume of 1,100 x 1,100 x 300 mm3 and a 
similar build rate, which shows that this technique is also capable of manufacturing medium-scale 
components without compromising on precision.  

2.1.1.2 Directed energy deposition 

Directed energy deposition (DED) is a technique where a 4- or 5-axis nozzle moves around a fixed 
object, depositing powder or wire material onto surfaces while an energy source (laser, electron 
beam, plasma) directly melts the material upon deposition. Similar to PBF, this technique works 
layer by layer by adding material on top of the already deposited surface, with the advantage that 
this technique has a faster build rate (typically 6.5 to 20 lbs/h, compared to 0.44 lbs/h for powder 
bed fusion), which means that it is capable of creating large components in a significantly shorter 
time [28]. DED is compatible with a wide array of materials, including titanium alloys, Inconel 
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alloys, stainless steels, aluminum alloys, copper/nickel alloys, tantalum, tungsten, niobium, and 
zircalloy [29]. 

 

Figure 2. Schematic of Directed Energy Deposition (DED) process with powder feed. 

The DED technique has been noticeably growing over the last 30 years, with several studies aiming 
to understand the main variables affecting the mechanical behavior of the material [30], [31]. 
Several modeling methods for material transport have also been developed to aid in the 
performance prediction and health diagnosis of AMT components [32]. Given the faster build rates 
available for DED, there is a wide array of commercially available machinery for the 
manufacturing of large-scale components, with the largest one being BeAM’s MAGIC 2.0 system 
with a 5-axis nozzle and a build volume of 1,200 x 800 x 800 mm3 [33]. While the volume size of 
commercially available machinery is comparable to that of PBF machinery, Insstek’s MX-Grande 
prototype offers a build volume of 4,000 x 1,000 x 1,000 mm3, which is significantly larger than 
the largest PBF prototype available [34]. 

2.1.1.3 E-beam welding/ e-beam systems 

E-beam welding (EBW) is a technique that is based a feeding material such as a metal wire or 
metal powder being melted and deposited by high energy electron beam. It can only be performed 
in a vacuum environment though usually a small amount of helium is added to prevent the build-
up of electrical charges in the material. The vacuum environment ensures good thermal isolation, 
as well as no oxygen uptake in materials manufactured under high working temperatures [35]. 
Given the benefits of the inert environment as well as the pre-heating that the weld  material 
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experiences prior to melting, EBW delivers high-density components with low residual stresses 
[36].  

 

Figure 3. Schematic of Electron Beam Welding (EBW) process with wire feeder. 

To manufacture a component additively via EBW, a 3D CAD model of the component is converted 
to CNC code, which then guides the electron beam gun into the locations where the wire metal or 
powder needs to be deposited. The gun and metal feeder then move to next layer and the process 
is repeated layer-by-layer until the part is complete. Since this technique yields an irregular surface 
finish the part has to undergo final machining, which has its own advantages and limitations. The 
part can also be subjected to post-manufacture heat treatments that may improve the performance 
of the final component. Common materials available for this technique include titanium alloys, 
Inconel alloys, nickel and copper-nickel alloys, stainless steels, aluminum alloys, steel alloys, 
cobalt alloys, Zircalloy, tantalum, tungsten, niobium, and molybdenum [37]. 

EBW is a technique thoroughly researched by the aerospace and the medical industry, in particular 
for the manufacturing of titanium and titanium-alloy components, given their need for full-density 
parts with complex geometries, low residual stresses, and high production repeatability [38]. 
Unlike other powder-based AMTs, wire-based EBW creates a higher quality material given the 
lower number of contaminants present during melting and the reduced generation of pores during 
the AMT. However, the research on this AMT is limited, as most of the research has concentrated 
on EBW that is fed by metallic powder, [23], [35], or on its use as purely a welding technique 
between large metallic components [39]. 

Given the smaller melt pool generated by the electron beam, this manufacturing technique tends 
to have slower build rates, and therefore, is mainly used for smaller build volumes. Nonetheless, 
given the rising popularity of EBW in the aerospace industry, there are AMT machines 
commercially available that offer large build volumes at decent deposition rates. Sciaky’s EBAM 
300 series [40], with a build volume of 5,800 x 1,200 x 1,200 m3 offers a build rate up to 120 
cm3/h.  The largest build volume currently available, however, is obtained by Pro beam’s K2000 



10 

AMT machine, which was developed at the Nuclear Advanced Manufacturing Research Centre 
(AMRC) and has a maximum build size of 6,400 x 4,000 x 3,200 mm3 [41]. 

2.1.2 Diffusion processes 

2.1.2.1 PM-HIP + diffusion bonding 

Powder Metallurgy – Hot Isostatic Pressing (PM-HIP) can create large near and net shape 
structures with equiaxed microstructures, fine grain sizes, short manufacturing times, and minimal 
waste of input materials. During this process, a mold is designed to conform to the geometry of 
the manufactured component. Once a mold has been developed and manufactured, it is filled with 
the powderized source material. The mold is then inerted via air removal, sealed, and placed in the 
Hot Isostatic Press (HIP) furnace to solidify the powder via diffusion and mechanical 
consolidation. To improve the mechanical performance of the “green” component, a final heat 
treatment is typically performed. After the setup is allowed to cool, the component is extracted and 
inspected for defects. When necessary, the component is machined to the final net shape, which 
may include inner geometries that were not able to be reproduced via PM-HIP. The typical 
materials used in this method include stainless steels, tool steels, high-speed steels, aluminum 
alloys, nickel-base and cobalt-base alloys, titanium, copper, lead, tin, and magnesium [42]. 

 

Figure 4. Schematic of PM-HIP process. 

PM-HIP was first invented in the 1950’s as a bonding process that could maintain strict 
dimensional control [43]. It was further developed in the 1970’s and six processes emerged from 
the technique: powder consolidation, welding, densification, defect healing, creep rejuvenation, 
and material infiltration. Most of the current AMT literature has focused on HIPing as a 
densification post-processing technique on additive manufactured parts, especially those created 
via LPBF, since it improves the life and performance of the part. There has also been a significant 
interest in HIP as a powder consolidation technique, notably from the aerospace industry given its 
manufacturing and economic advantages for large scale components [44]. PM-HIP promises short 
build times for large components that need a fine and homogeneous grain structure without 
segregation problems, as well as lower production costs due to material waste reduction and 
reduced processing steps. These advantages are of particular importance when working with 
expensive and hard-to-manufacture high-temperature alloys.  Research has focused on the 
mechanical properties and the dimensional accuracy of components manufactured via PM-HIP 
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[43], mostly to validate the reliability of the material and the technique itself as a possible 
alternative for the production of engine and gas turbine vanes [45], [46].  

Since the technique has been developed with large-scale components in mind, there are large-scale 
commercial options available, with the largest current machinery being Kobelco’s HP1450 [47], 
which has a pressure vessel size of 1,220 mm x 2000 mm (diameter x length), a maximum 
temperature of 850C, and a maximum pressure of 98 MPa using nitrogen [47]. The largest 
prototype currently available for PM-HIPing is the Electric Power Research Institute’s (EPRI’s) 
ATLAS [7], which will have a maximum HIP unit size of 3,100 mm x 5000 mm (diameter x 
length), a maximum temperature of 1093C, and a maximum pressure of 103 MPa using argon [48]. 
EPRI has been actively developing PM-HIP as a viable technology for ASME compliant nuclear 
vessels [49], since PM-HIP can create large components with homogenous material properties that 
require minimal welding [50]. 

2.1.2.2 Binder-jetting 

Binder-jetting is a technique that initially works at low temperatures and then solidifies the 
component at high temperatures via sintering of the powder granules. The overall process is similar 
to that of PBF, where a roller spreads a thin powder layer on the build platform, and where the 
powder granules are selectively bound together in a layer-by-layer fashion. In the case of binder-
jetting, a nozzle deposits binding agent droplets on each layer to bind the granules together. Once 
the “green” component has been generated, it has to be left to cure for a short period of time to 
ensure proper binding. The final steps of the manufacturing process are removal of any excess 
powder and a final heat treatment to solidify the component [51]. For materials that cannot undergo 
heat treatments or require full densification, this technique has the option of infiltrating the 
component with a low melting temperature material such as bronze. Common materials used in 
this technique include sand, stainless steels, Inconel alloys, and tungsten carbides [52].  

 

Figure 5. Schematic of Binder Jetting process with colored binder. 

Since this technique utilizes a binding agent instead of an energy source, it has a very high 
manufacturing speed and requires low-cost machinery. Therefore, binder-jetting is very popular 
for the production of prototypes and concept components. The research on the technique spreads 
across many applications in different fields for example its incorporation onto other complex 



12 

manufacturing techniques such as sand casting or its use for sensitive materials [51]. Additionally, 
there is an interest of using binder-jetting as a mass production technique, which is a feature rarely 
investigated in any other AMT. Key parameters under consideration include the final 
microstructure generated, the level of densification achieved, and the distribution of the different 
phases in the final component [52], [53]. Similar to PM-HIP, binder jetting enables the creation of 
a microstructurally homogeneous material, albeit issues remain with the proper segregation of 
secondary phases as well as the removal of porosity that may arise from the agglomeration of the 
binding agent between the powder granules [53], [54]. 

Given that this technique has mostly been developed for the manufacturing of mid-size prototypes, 
most commercial machines have a limited build volume size. The largest commercial machine 
currently available is ExOne’s X1 160PRO, with a maximum build volume of 800 x 500 x 400 
mm3, which is roughly a quarter of the volume that other AMTs offer, and a maximum build 
deposition rate of 10,000 cm3/hour, which is two magnitudes faster than any other AMT currently 
available [55]. Therefore, this technique shows promising manufacturing speeds at the expense of 
the component’s size. 

2.1.3 Other AMTs 

In addition to the five AMTs identified in the Nuclear Energy Institute (NEI) report, cold spray 
may also be applied to future nuclear systems, either as a means of cladding in new components 
or a means of repair for existing components. 

 
Figure 6. Illustration of the cold spray process. 

Cold spray is a solid-state deposition method where the powder particles are accelerated to 
supersonic velocities until they impinge on a substrate. A typical setup is comprised of a feedstock 
inlet for the powder feed, a supply of compressed inert gas such as helium or nitrogen, and a 
converging-diverging De Laval Nozzle to accelerate the particles to supersonic speeds. The feed 
particles are carried by the preheated pressurized gas, and the gas-powder combination expands to 
a supersonic velocity. Once the particles impact on the surface, their kinetic energy is transformed 
into plastic deformation. As a result, a component created via cold spray will have a high bond 
strength and a low porosity. 

Currently, this AMT is mainly utilized for the repair and cladding of nuclear components, such as 
the cladding of fuel rods [56], the repair of components such as mounts, molds, and containers 
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[56], and the protective coating of nuclear fuel repositories [57]. Cold spray, unlike all other 
AMTs, presents the advantage of being very flexible to the point that it can be used to repair 
components on-site, and it does not add thermal deformation on the surrounding material. 
Furthermore, given that the particles are bonded on the substrate via pure kinetic energy, the 
manufacturer does not need to worry about material compatibility between the powder and the 
substrate. One big limitation behind this technique, however, is the lack of geometric control and 
tolerances on the manufactured component, especially when compared to the laser-based AMTs. 
As a result, oftentimes the repairs performed by cold spray require some post-processing after the 
material is deposited to correct the geometry. 

2.2 Comparison and Summary 

For most of the AMTs discussed in this chapter, a high building speed sacrifices the quality of the 
component being generated due to the increased porosity, warping, inclusions, and high texturing 
that is generated in the material at high scan speeds. A notable exception of this tradeoff is the PM-
HIP technique, which enables the fast manufacturing of components with great material quality. 
The issue with PM-HIP is that it is more difficult to implement than other ready-to-use AMTs 
because it requires a more complicated infrastructure. Aside from PM-HIP, wire-fed EBW is the 
other AMT that reliably delivers high quality materials at a relatively fast build speed, mainly 
because the wire used to feed the scan contains almost no defects and it deposits much thicker scan 
layers than other feeding techniques. If manufacturing speed is what interests the engineer, binder-
jetting is the fastest technique of all AMTs and is the reason why it is used for rapid prototyping. 
However, it comes at the cost of low material quality and a limited build volume. All AMTs, 
however, have the following gaps: none of them are commonly used for the manufacturing of large 
components spanning several meters, and all of them produce components with a highly variable 
material performance that has been difficult to regularize and certify by other industries, especially 
when compared to the performance of traditionally manufactured materials. Furthermore, the 
quantity of providers with good manufacturing experience varies wildly by AMT, and it depends 
heavily on the age and popularity of the AMT. Lastly, even though AMTs have been thoroughly 
studied by other industries, their AMT research may be concentrated on their own materials of 
interest (such as titanium and aluminum alloys) and therefore the nuclear community may need to 
perform further research to address uses and limitations of their own materials.  

A summary of the advantages and disadvantages of each AMT of interest has been outlined in 
Table 1. 
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Table 1. Advantages/Disadvantages of various AMTs. 
AMT Pros Cons 

Powder-Bed 
Fusion 

• Can create both precise 
(slow/small) and rough (fast/big) 
components 

• Great flexibility in materials to 
use 

• Depending on the application, 
PBF surface machining is not 
needed 

• Material is highly anisotropic, 
prone to porosity and 
inclusions 

• Size is limited by powder bed 
chamber 

• Rough components may need 
surface machining. 

Directed 
Energy 

Deposition 

• Highly dense and strong parts, 
no size limits on component 

• Can be used to build a 
component with 2 or more 
materials (cladding) 

• Material segregates to reheat 
zones 

• Rough surface needs 
machining 

• No overhangs allowed on 
geometry 

• Expensive. 

Electron Beam 
Welding 

• Dense components with almost 
no defects due to inert 
environment 

• Materials for EBW are limited 
• Precision is limited by wire 

diameter 

• Needs further surface 
machining to remove weld 
grooves 

• Material is highly anisotropic  
• Component size is limited by 

gas chamber 

PM-HIP 

• Material is isotropic 
• Porosity not an issue due to HIP 
• Can create large geometries in a 

very short time. 

• Needs further machining to 
create interior geometries 

• Mold design is complex due to 
contraction/expansion. 

Binder Jetting 

• Extremely fast, cheap, and with 
a wide array of vendors due to 
its popularity 

• Can work with low-temperature 
alloys 

• Size is limited by powder bed 
chamber 

• Typically used to manufacture 
prototypes 

• Component is brittle due to 
inclusions from leftover binder 

• May need machining. 
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3 Key microstructural characteristics and processing parameters 

3.1 Introduction 

This chapter describes the basic microstructural characteristics that determine the material 
properties and part quality for the AMTs covered in this report.  Predicting these microstructural 
characteristics is the fundamental goal of any process model, as they could in turn be used to 
predict the material properties and other characteristics that determine the quality and performance 
of the final component.  The final microstructure of a component is dictated by a set of key 
processing parameters – a generally configurable set of parameters that control how the component 
is produced.  Examples of processing parameters for AMTs include laser power, beam speed, 
ambient temperature and pressure, process atmosphere, and many others [58]–[62].  Once these 
key microstructural characteristics and the corresponding controlling processing parameters are 
identified, process models can be developed that relate the processing parameters to the final 
produced microstructures. 

 
Figure 7. Grain morphology of DED of TC18 titanium alloy with different morphologies given changing 

processing parameters. Taken from [30]. 

As described in previous chapters, this report divides the AMTs of interest into two broad 
categories: methods based on fusion, that is local melting and resolidification, and methods based 
on diffusion and/or mechanical deformation.  Previous classification schemes likewise adopt this 
taxonomy (and additionally include mechanical joining processes as a third category, not relevant 
to the AMTs considered here [3]).  This chapter reflects this division.  However, the picture is 
complicated by post-processing of AMT components.  For example, a component manufactured 
via powder bed fusion (a fusion process) might then be post-processed using hot isostatic process 
(a deformation/diffusion process).  Furthermore, some broad categories of process models are 
applicable across many AMTs – for example, melt pool solidification models are applicable to 
laser and electron beam based PBF, DED, and welding processes.  As such, this report is based 



16 

around modular process models representing key processes common to several AMTs.  A 
complete process model for a particular technology would combine the appropriate modular 
processing models to predict the final material structure.  However, with some exceptions 
discussed in later chapters, the state of the art is not yet developed to the point where such 
comprehensive process models are available.  As such, this chapter is an important key to the rest 
of the report, in that it is a way to relate the individual process models described in subsequent 
chapters to the AMTs discussed in this report. 

3.2 Microstructural characteristics of interest 

3.2.1 Overview 

One way to identify key processing parameters is to first identify the characteristics of interest in 
the final material and then link those characteristics to the processing parameters controlling their 
development.  This section makes these connections.  However, the discussion of key 
microstructural characteristics determining the final material properties is deliberately kept brief 
as this topic will be a key part of a future report on methods for predicting material properties from 
microstructural characteristics. 

3.2.2 Grain size, shape, morphology, and texture 

The grain size, shape, morphology, and texture are all key characteristics determining the final 
strength, ductility, and failure properties of the final material [63].  Relevant characteristics include 
average grain size, grain morphology (for example columnar versus equiaxed dendritic shapes for 
fusion processes), aspect ratios for non-equiaxed grain structures, and measurements of texture. 

 

Figure 8. Main grain characteristics affecting material properties 
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Key processing characteristics influencing grain morphology and texture include deposition rates 
[64], beam energy on target (beam power, focus, scan strategy, and speed) [65]–[68], melt pool 
dimensions [69], powder bed preheat [70], and postprocessing regimen [71].   

3.2.3 Void shape, size, and distribution 

Porosity in the final material structure significantly affects the fatigue resistance of the final 
component [72]–[76].  Very high levels of porosity can negatively affect other mechanical 
properties.  Typical experimental measurements of porosity include relative density measurement 
as well as x-ray tomography, which can determine pore size and shape distributions.  Post-
processing, like HIP, can be used to reduce or eliminate porosity in AM-produced parts.  These 
post-processing techniques have their own set of key processing variables, some of which are 
discussed below in 3.3.2 in relation to diffusional AMTs like PM-HIP. 

3.2.4 Precipitate structure and phase distribution 

The phase structure of the material significantly contributes to material strength and damage 
resistance, especially for precipitate strengthened alloys [77], [78].  Conversely, phase segregation 
can negatively affect the performance of solution strengthened materials [79]–[81].  Oxides, 
potentially developed through oxidation of the metal powder during melting/sintering, included in 
the final material structure are prime locations for void nucleation, leading to reduced fatigue 
resistance [82]. 

3.2.5 Residual stress and distortion 

Most fusion-based AMTs will induce some degree of residual stress and/or distortion in the final 
component.  As described in detail below in 4.1, both residual stress and build distortion are caused 
by fundamentally the same differential cooling mechanism, the difference being the degree of 
mechanical constraint provided by build substrate or rest of the completed build.  Mechanistically, 
residual stresses are caused by gradients in the dislocation structure of the solidified material.  If 
controlled, beneficial residual stresses can increase fatigue life [83].  However, large residual 
stresses can reduce the mechanical performance of the final component and even cause premature 
build failure [84].  Various build strategies [85] and postprocessing heat treatments can be used to 
reduce or eliminate residual stress in final components [86]. 

3.2.6 Surface roughness and finish 

Surface roughness is a key material characteristic influencing fatigue strength.  Oftentimes parts 
produced with AMTs have significantly worse surface finish than conventionally machined 
components [87] and so improving surface roughness of AM-produced materials has been a major 
research topic.  Surface finish can be improved using a variety of post-processing techniques [88]–
[90], each in turn controlled by its own set of key processing variables. 

3.3 Key processing parameters 

3.3.1 Fusion processes 

The following section describes the processes and corresponding parameters that determine the 
final microstructure of materials processed via fusion techniques.  For this report, these techniques 
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include powder bed fusion, directed energy deposition, and electron beam welding.  Traditional 
welding techniques also rely on fusion processes, and so a brief survey of the literature on 
conventional weld process modeling is included.  However, the focus of the report is on the 
particular AMTs of interest. 

3.3.1.1 Overview: melt pool solidification 

The key process dictating the microstructure of materials processed through these techniques is 
solidification from melt [3], [91].  This process controls the final grain structure, precipitate 
distribution, and void content.  Solidification is a complex process controlled by many different 
processing parameters.  This subsection provides a general overview of the physical factors 
controlling solidification; the next subsection relates these factors to specific processing 
parameters in the AMTs of interest. 

 
Figure 9. Micrograph of AlSi10Mg produced via SLM using a unidirectional horizontal scanning 
strategy. The melt pools with half cylindrical shape and the anisotropic microstructure can be 

observed in the image. Taken from [92]. 

There are two broad physical phenomena involved with both the melting of solid material and the 
solidification of a liquid: heat transfer and phase change [93].  As heat transfers in or out of the 
material by conduction, convection, and radiation the material may undergo a phase transition 
from solid to liquid or liquid to solid.  This phase transformation is associated with a certain latent 
heat.  At a basic level the process can be treated thermodynamically, with melting or solidification 
occurring along a moving front, the speed and shape of which is dictated by the properties of the 
melting/solidifying material and the details of heat transfer into or away from the region of interest. 

Reality is much more complicated than this simple model, though the basic physics of heat transfer 
and phase change still control the problem.  The discussion below neglects nucleation in the picture 
of solidification, focusing on growth, as for the AMTs considered here melting and solidification 
always occurs immediately adjacent to some solid material which can serve as a nucleation site 
[94].  Hence, for these processes, the problem is mostly one of phase growth.  However, while 
ample nucleation sites are available and so nucleation does not affect the thermodynamics of 
solidification for these AMTs, certain crystallographic directions are more favorable for 
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solidification than others [51].  This means the underlying crystal structure can affect the type of 
grain structure and the directionality of grain growth. 

Except at very slow, controlled cooling rates metallic materials will form polycrystal structures 
when solidified from melt.  The grain structure resulting from this phase growth determines many 
of the microstructural characteristics of interest noted above.  The type of grain structure formed 
in the cooling process is controlled by the temperature gradient and the solidification rate [51].  
The factors controlling these two key parameters are discussed below for the AMTs of interest.  
Most commonly, AMTs produce either equiaxed (no texturing) dendritic microstructures or 
columnar (heavy texturing) dendritic microstructures, depending on the temperature gradient and 
solidification rate. 

Grain growth typically occurs along the machine z-direction, directly away from the build surface, 
for PBF processes and/or very fast scan speeds [95]–[97].  Slower scan speeds and DED processes 
can produce non-vertical columnar grains [98]–[100] where the direction of grain growth may be 
affected by the crystallography of the underlying material. 

In contrast to the development of the material microstructure, melting and solidification is not a 
significant factor in the development of residual stress and component distortion.  Instead, this 
process can be explained solely in terms of nonuniform heating and cooling, coupled with material 
inelasticity [101].  However, as the heat input distribution affects both the development of residual 
stress and the microstructural formation, the processing parameters described here also control the 
development of residual stress.  The mechanisms responsible for the generation of residual stress 
in the structure are described in greater detail in Chapter 4, as significant modeling efforts have 
been devoted to residual stress prediction (c.f. [102]–[104]).  In so much as dislocation structure 
is the physical cause of internal stress, the development of residual stress might properly be 
included in the initial material microstructure. 3.3.1.1.1 Surface conduction versus keyhole mode 
All of the PBF, DED, EBW, and laser welding AMTs fundamentally rely on melting material with 
a directed energy source.  However, the literature recognizes two modes of operation for such 
processes: surface conduction and keyhole.  In the surface conduction mode, the energy source is 
used to melt a relatively shallow layer of material on the surface of the component/powder bed.  
The melt pool penetration is developed through heat conduction in the component.  By contrast, 
the keyhole mode is used to melt material, and hence achieve fusion, away from the surface, deep 
in the component.  Here the energy source is used to first melt and then vaporize the material.  
Vapor pressure then ablates material away, allowing the beam to continue to penetrate deeper into 
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the component by creating a tunnel or “keyhole”.  As the beam moves away melted material flows 
into the keyhole, solidifies, and creates the solid bond. 

 

Figure 10. Schematic of surface conduction and keyhole mode 

EBW and laser welding can be performed in either conduction or keyhole mode [91].  The mode 
selection depends on the component geometry, depth of the desired weld, and other factors.  
Typically, the PBF and DED additive processes operate in conduction mode, though some 
evidence suggests keyholing may occur during these processes as well [105], [106]. 

The beam power and speed largely dictate which mode the process operates in [107], [108].  These 
same factors control the heating and cooling rates and melt pool geometry, and so are discussed in 
greater detail below.  

3.3.1.2 General parameters 
The following parameters apply to all fusion processes.  Subsequent sections describe parameters 
specific to PBF, DED, and e-beam welding techniques. 3.3.1.2.1 Heat transfer 
Heat transfer into and through the component controls many of the key parameters in fusion-based 
processes.  All three standard forms of heat transfer occur during these processes: radiation, 
convection, and conduction.  There is evidence [51] suggesting that neglecting any of these three 
modes of heat transfer can lead to inaccurate predictions of final material properties and hence all 
three significantly contribute in the actual AMT processes. 3.3.1.2.2 Energy source power and speed 
The first key set of parameters controlling fusion processes are the power and speed of the energy 
source.  All of the AMTs of interest for this report use directed energy beams to melt material.  
The combination of the beam speed and power dictates the melt pool geometry and strongly 
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influences the critical solidification rate and temperature gradient at the edge of the melt pool, 
which in turn dictate the final grain structure.  These two parameters control the heat input to the 
component/build volume and hence strongly influence local melting and resolidification [109]. 

However, additional characteristics of the energy source also affect heat transfer and melt 
characteristics in the component.  The beam focus, which can be controlled by optical lenses for 
laser source and magnetic lenses for electron beam sources, determines the distribution of input 
power at the surface of the component and can affect melt pool geometry and the final material 
microstructure [110]. 

The input energy to the surface of the component also controls whether the process proceeds in 
surface or keyhole mode.  Keyholing can be undesirable in the PBF and DED additive processes 
as it can lead to internal porosity [106], while it may be desirable for EBW since the keyhole mode 
enables a deep penetration weld [111], as seen in Figure 10. Additionally, for some materials 
vaporization of certain components of the base metal alloy, as opposed to complete vaporization 
of the entire metal as in keyholing, may selectively remove some elements from the melt, leading 
to degraded final material properties [112]. 3.3.1.2.3 Underlying material properties 
The second key set of parameters controlling the melt pool geometry and material solidification 
rates are the material properties of the underlying base material.  The critical material properties 
include the material thermal conductivity, thermal diffusivity, and liquid state viscosity and surface 
tension [109].  For thermal properties it is the effective properties of the build surface or powder 
bed, as appropriate, that are most relevant and not simply the base material properties. 3.3.1.2.4 Build direction/scan strategy 
The melt pool width is typically much smaller than the width of features in the final component.  
As such a hatching/scanning strategy is used to raster the energy source over the build surface to 
build up the required component thickness.  Similarly, in welding processes a scanning strategy is 
often used to increase the thickness of the fusion zone or to blend two dissimilar materials that 
would otherwise resist mixing.  The details of this scanning strategy affect the heat input to the 
component and hence the properties of the final part [113], [114]. 

A related issue is heat transfer from subsequent layers in additive processes.  These techniques 
build up the component one layer at a time.  Heat from subsequent layers, depending on the beam 
characteristics and layer thickness, may transfer into the previous layers.  In extreme cases this 
may cause remelting of those earlier layers, which affects the final material microstructure [115], 
[116]. 

Additionally, the direction of travel of the beam can also dictate the texture of the final material.  
Many processes tend to produce a fiber texture in the direction of travel of the energy source.  
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Therefore, the texture of the material can be partly controlled by varying the laser direction [98], 
[99], [117], [118]. 

 

Figure 11. Schematic of build direction and scanning strategy during AMT 3.3.1.2.5 Ambient temperature 
The ambient temperature of the process can often be at least partly controlled, both for additive 
and welding processes.  This ambient temperature affects the heating and cooling rates of material 
in the melt pool by changing the ambient thermal boundary conditions.  This can affect the final 
material microstructure, as described above in 3.3.1.1. 3.3.1.2.6 Component geometry and support 
The component geometry and support structures – including the build plate and the previously-
constructed part of the component for additive processes and the component geometries for 
welding processes – provide thermal and structural boundary conditions that strongly influence 
heat transfer and the development of residual stress and distortion near the process zone.  For 
example, the component geometry affects heat conduction away from the energy source.  The 
component geometry also restrains thermal expansion after solidification and so controls the 
development of residual stress (or, conversely, how residual strain will translate into either 
component distortion or residual stress) [51].  3.3.1.2.7 Powder or wire quality 
Powder quality significantly affects the structure of the final part in powder bed fusion or powder-
fed DED [119]–[121].  The powder shape and size distribution affect the powder bed packing and 
powder flow through nozzles, in powder-fed processes.  Powder oxidation can significantly 
negatively affect the final properties of the printed part [122], [123].  As such preventing powder 
oxidation during powder manufacturing and later during the advanced manufacturing process can 
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be crucial in achieving the correct microstructure.  This problem is especially acute for materials 
that oxidize easily in the bulk form (e.g. Ti-alloys, refractories, etc.) and for very fine powder sizes. 

A great deal of research has been devoted to powder reuse [124]–[127].  During manufacturing 
various processes cause powder oxidation and partial fusion.  This negatively affects the powder 
quality if the same powder is then reused for a second build.  These effects can be partially 
ameliorated by sieving and other post-manufacturing processes. 

3.3.1.3 Parameters specific to powder bed fusion processes 3.3.1.3.1 Powder-bed packing 
The powder bed packing and general quality of the powder affects the effective thermal properties 
of the powder bed – critical for predicting heat transfer – and influences the development of 
internal porosity [128], [129].  Typically, spherical powders with uniform size distributions are 
preferred.  Reuse of powder strongly affects both the size and shape of the powder in the next build 
and so can significantly affect the final material microstructure [124]. 

Powder flowability is a concern during the scraping process when the powder bed is releveled.  
However, here the concern is typically damage to the scraper and a corresponding non-leveled 
powder bed caused by the accumulation of material. 3.3.1.3.2 Layer thickness 
The powder layer thickness affects heat transfer and remelting during manufacturing [130].  
Additionally, the layer thickness affects the final surface finish of the component as it sets the 
characteristic length scale for the stair stepping effect generated by the layer-by-layer AMT [131]. 

3.3.1.4 Parameters specific to directed energy deposition processes 3.3.1.4.1 Powder flowability 
For powder-fed DED processes the powder size and shape distribution affects the flowability of 
the powder through the feeder nozzles [132].  Poor nozzle flow can lead to poor quality final parts 
by causing lack-of-fusion defects and porosity in the component. 3.3.1.4.2 Wire quality 
For wire-fed processes the filler wire quality can affect the build.  For example, larger diameter 
filler wires lead to larger melt pool sizes, which in turn limits the resolution of the printing process 
[133]. 

3.3.1.5 Parameters specific to laser heat sources 3.3.1.5.1 Material absorptivity 
The actual heat flux delivered to the component/powder bed is controlled both by the laser power 
and by the absorptivity of the base material [134], [135].  As such, base material absorptivity is a 
critical processing parameter.  The effective absorptivity of the material can be affected by vapor 
from the melt region, the process atmosphere, and changes to the optical characteristics of the 
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component/powder bed caused by previous passes.  Depending on the process, all of these 
characteristics may be significant processing variables. 3.3.1.5.2 Atmosphere 
Typically, laser fusion processes are conducted in an inert atmosphere, often argon gas.  This is to 
avoid oxidation and other chemical reactions that may occur during the melting process.  The gas 
quality is therefore a potentially important process variable.  If the AMT does not deliver a pure, 
inert atmosphere at the point of melting this may cause the development of material impurities in 
the final part and affect the absorptivity of the material during the manufacturing process [136]. 

3.3.1.6 Parameters specific to electron beam heat sources 3.3.1.6.1 Material (electrical) conductivity 
The amount of heat generated by an electron beam depends on the electrical conductivity of the 
base material [137].  For powder-bed processes the effective conductivity of the powder-bed is the 
property of interest and in all cases defects caused by lack of fusion or porosity developed during 
the process can change the effective conductivity of the base material. 3.3.1.6.2 Vacuum quality 
Electron beam processes are typically conducted in a vacuum to avoid energy losses caused by 
premature interaction between the electron beam and the atmosphere.  Furthermore, the vacuum 
prevents electrical arcing and help eliminate chemical reactions like oxidation on the build surface.  
Therefore, vacuum quality is a significant processing variable for electron-beam technologies 
[137]. 

3.3.1.7 Postprocessing 

Subsequent to building the component it can be removed from the AMT machine and some 
postprocessing step applied to improve the engineering properties of the final component.  These 
postprocessing techniques in turn are controlled by their own extensive set of processing variables.  
A brief overview is provided here.   3.3.1.7.1 Heat treatment 
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Post-manufacture heat treatment of AMT components falls into three categories. 

1. Residual stress relief 

2. Solution anneal/age hardening 

3. Full recrystallization 

 

Figure 12. Overview of the three heat treatment categories 

Temperatures increase from #1 to #3, though the particular temperature required to achieve the 
intended objective depends on the material type and, to some extent, the prior manufacturing 
process.  The goal of a residual stress relief heat treatment is to remove internal residual stresses 
introduced by the manufacturing process.  The physical mechanism here is static recovery of 
dislocation structure.  Solution anneals and age hardening both aim to rearrange the distribution of 
second-phase precipitates in the material.  Solution annealing aims to place second phase 
precipitates into solution; age hardening aims to take them out of solution.  The specific objectives 
and required temperature histories for these processes are highly material dependent [138].  Post-
weld heat treatment for EBW  [139]–[142] falls into this category (along with stress relief), in 
addition to classical bulk solution annealing of AMT components.  Finally, a full recrystallization 
(i.e. a full anneal) heat treatment actually alters the grain structure of the base alloy solution.  The 
mechanisms operating in the material for these three types of heat treatments are discussed below 
in 3.3.2. 

As many of the AMT, including laser and ebeam powder bed fusion, use configurable heat sources 
many of these heat treatments can take place in-situ in the manufacturing device, rather than 
relying on ex-situ post-construction heat treatments [143], [144].  For machines with multiple laser 
or ebeam heat sources, one beam could be used to melt material while the second used to follow 
up the main melt/resolidification to provide a heat treatment.  Both in-situ and ex-situ heat 
treatments have been developed specifically for AMT materials, as opposed to relying on heat 
treatment regimens developed for conventional wrought or cast material [145]–[148]. 

More exotic post-processing treatments have been considered or applied to AMTs.  Examples 
include in-situ cold work applied through a robotically controlled roller [149], [150] and laser 
peening, either in post-manufacturing or using the machine heat source [151], [152].  The 
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mechanism for these approaches is cold work increasing the material dislocation density.  While 
they have merit for particular manufacturing processes and materials [1], they are not yet widely 
adopted and so not discussed in detail here. 3.3.1.7.2 HIP 
Hot isostatic pressing can be used as a post-processing technique on material manufactured via a 
fusion process.  Typically, the objective is the removal of internal porosity, though the HIP 
treatment may also improve basic mechanical properties [153]–[157].  A complete discussion of 
the HIP processes is provided below in 3.3.2. 3.3.1.7.3 Machining and etching 
Surface finish in AMT components is often poor and can be improved by post-manufacturing 
machining [153], [158], [159].  Even for ebeam or laser welding smoothing the weld surface by 
post-weld grinding often improves creep and fatigue life [160].  Additionally, chemical etching 
has been considered as a post-manufacturing process to reduce surface roughness, particularly for 
very fine components like lattice structures [161].  Each of these processes has its attendant 
processing variables.  This report does not focus on these methods as they are not unique to AMTs. 

3.3.2 Diffusional processes 

This section details the processing parameters controlling the microstructure of components 
processed using either conventional sintering or hot isostatic pressing (HIP).  These technologies 
can be used to produce components directly (as in PM-HIP), to post-process components 
manufactured using other AMTs, or, in the case of binder jet technologies, in a combination of 
both tasks, as sintering or HIPing is used to densify and remove the binder from premanufactured 
green parts. 

3.3.2.1 Overview: diffusion, pore collapse, and recrystallization 

In both HIPing and sintering diffusional pore reduction, pore collapse, and recrystallization can all 
play a role [162].  However, in conventional sintering diffusional pore reduction and 
recrystallization are the dominant mechanisms, while the HIP process always involves pore 
collapse but may also include diffusional pore reduction and recrystallization, depending on the 
processing parameters.  As the HIP process in particular can include all three mechanisms, they 
are described in common in this section. 

The driving force for diffusional pore reduction is surface energy [162], [163].  Thermodynamics 
drive a material towards the lowest possible energy state.  Removing a surface reduces the energy 
of an otherwise perfect atomic lattice, and so reducing the surface area contained in a volume of 
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material is thermodynamically favorable.  As pores are internal surfaces, this thermodynamic 
driving force tends to shrink and ultimately eliminate internal porosity. 

Diffusion of matter through the material is the mechanism carrying out this thermodynamically-
favorable process [164].  Several specific mechanisms are possible, depending on the particular 
material [165], [166]:  

1. Grain boundary diffusion 

2. Dislocation core diffusion 

3. Lattice diffusion 

 
Figure 13. Different types of diffusion mechanisms 

All three mechanisms are thermally activated, but with material and temperature-dependent 
scaling parameters.  Which mechanism dominates the sintering process is then a function both the 
material system and temperature. 

However, the key point is that all these mechanisms are thermally activated and thus occur more 
quickly at higher temperatures.  Therefore, the key processing parameter for conventional, 
diffusion-controlled sintering is the process temperature. 

When a material is under stress voids can be removed from the material interior through 
mechanical deformation.  Essentially, internal pores are collapsed out of the material via inelastic 
deformation.  The particular mechanism may, again, vary with temperature with low temperature, 
rate independent plasticity competing with various creep mechanisms [167].  The mechanical 
stress might be supplied in one direction, in conventional pressing, or by isostatic gas pressure as 
in the HIP process.   

Both temperature and the mechanical stress – i.e. the pressure in a HIP process – are important 
processing characteristics for the pore collapse mechanism.  While the mechanical stress supplies 
the driving force, the material flow stress or resistance to inelastic deformation decreases with 
increasing temperature, making it easier to collapse internal porosity at higher temperatures.  One 
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advantage of the HIP process is that it can achieve full consolidation at lower temperatures than 
conventional sintering through this combination of temperature and mechanical stress [168] 

Finally, both temperature and pressure contribute to recrystallization [169].  Recrystallization can 
be thought of in terms of thermodynamics, as with diffusional pore reduction.  Grain boundaries 
are defects in an otherwise perfect atomic lattice, and so reducing the area of grain boundaries 
contained in a material is energetically favorable.  Again, the mechanisms controlling the process 
are thermally activated and so recrystallization occurs more rapidly at higher temperatures.  The 
process of recrystallization tends to increase the average grain size by removing grain boundary 
surface.  Often, this grain growth is unwanted.  One of the advantages of HIP processes is that they 
can remove internal porosity at lower temperatures than conventional sintering, thus minimizing 
the amount of grain growth that occurs along with the densification process [170]. 

The literature describes two types of recrystallization – static recrystallization and dynamic 
recrystallization [171].  Static recrystallization occurs under zero mechanical load simply through 
thermal activation, whereas stress contributes a driving force in dynamic recrystallization [172], 
[173].  Static recrystallization is then present in both classical sintering and HIP processes, whereas 
dynamic recrystallization is present only in the HIP process. 

Dislocations are similarly a defect in an otherwise perfect crystal, and so again time at elevated 
temperature will tend to reduce the dislocation density in a material [174].  This process of static 
dislocation recovery contributes to the final material structure and the resulting material properties.  
Residual stress can be expressed in terms of the dislocation structure of a material and so stress 
relief heat treatments are a controlled by static recovery processes.  Like grain recrystallization, 
dislocation density can also be reduced via dynamic recovery controlled by stress.  Dynamic 
recovery is at best a secondary mechanism in HIP processes, and so this report does not cover 
process models for this mechanism. 

A third, relatively new solidification process might be included along with classical sintering and 
HIP: Field Assisted Sintering Technique (FAST) otherwise known as Spark Plasma Sintering 
(SPS) [175].  This method has been used and/or proposed for use in sintering parts produced using 
traditional powder metallurgy and for use in densifying green parts produced using binder jet 
processes [176]–[179].  One advantage of this technique over classical sintering and HIP is that it 
achieves much higher temperatures and faster heating/cooling rates, enabling the densification of 
materials with very high melting points like ceramics [180]–[182]. 

The basic FAST process involves placing a green part contained in a conductive (often graphite) 
die in a conductive mechanical pressing fixture.  Force is then applied to the specimen, either 
through the fixture or with gas pressure.  In either case, the process often takes place in an inert 
atmosphere.  A high electrical current then passes through fixture, causing rapid heating in the part 
either through direct Joule heating of the green part, if it is sufficiently conductive, or via 
conduction from Joule heating occurring in the press fixture.  Very high temperatures and rapid 
heating and cooling rates are achievable, up to 2400° C and 1000° C/min [175]. 

The consolidation mechanisms underlying the FAST process are still not well understood.  The 
three mechanisms mentioned above – diffusional pore reduction, pore collapse, and 
recrystallization – are active, or can be active depending on the processing parameters.  However, 
the electrical field itself contributes to consolidation through at least two distinct mechanisms 
[183], [184].  While FAST is likely to compete with traditional sintering and HIP in the future, 
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this report does not discuss the processing parameters related to the electrical field directly, instead 
limiting the discussion to the more general parameters of temperature and pressure. 

3.3.2.2 General parameters 

These parameters affect consolidation and recrystallization for both HIP and classical sintering 
and apply equally to binder jet and traditional powder metallurgy green parts. 3.3.2.2.1 Temperature 
The part temperature is dominant processing parameter for this broad category of consolidation 
mechanisms [162].  As discussed in 3.3.2.1, temperature controls diffusion and static 
crystallization and affects pore collapse mechanisms by reducing the material flow stress.  
Temperature controls the rate of all three thermally activated mechanisms and so also controls the 
relative proportion of grain growth to pore consolidation.  Typically, these mechanisms can be 
ranked in terms of the homologous temperature, and so the melting point of the material versus 
the available process temperature dictates the possible range of final grain structures. 

Oftentimes, the literature discusses mechanisms for constant, isothermal temperature conditions.  
However, evidence suggests that the transient, non-isothermal portion of the process contains a 
significant fraction of the consolidation and recrystallization occurring in the part [162], [185].  
This suggests that the heating and cooling rates, along with the thermal conductivity and diffusivity 
of the green and partially-consolidate parts, are important processing parameters.  This may be 
particular true for FAST processes which typically, as the acronym suggests, occur quickly and 
thus may have higher proportions of transient thermal conditions to steady state conditions when 
compared to HIP and traditional sintering. 3.3.2.2.2 Pressure 
The local mechanical stress state, along with the local temperature, controls the rate of mechanical 
consolidation caused by pore collapse mechanisms [162].  In general, then, pressure is the key 
process variable controlling this mechanism.  However, the component geometry, including the 
internal porosity and the evolution of porosity with time, controls the actual local mechanical stress 
state in a part particularly in the case of an anisotropic material or in the presence of friction with 
the die walls or can coating.  Therefore, the part geometry and, in the case of classical pressing 
process, the die geometry additionally affects the rate of consolidation.   3.3.2.2.3 Time 
While temperature and pressure set the rates of the various consolidation, recrystallization, and 
recovery processes the amount of time held at these conditions determines the actual final 
microstructure [162].  Time is then a key processing parameter for these consolidation 
mechanisms, as, for example, the rate of recrystallization and consolidation can be set so that very 
little recrystallization occurs during the process relative to consolidation, simply because the rate 
of consolidation is much higher than the rate of recrystallization.  Time then can often be used to 
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balance grain growth with porosity reduction.  A key aspect of process modeling is then to predict 
these rates in order to optimize a time/pressure/temperature history. 

3.3.2.3 Processing parameters specific to PM-HIP 

The following processing parameters affect only the PM-HIP process. 3.3.2.3.1 Powder packing 
The powder packing affects the initial porosity in the green part and so affects the rate of 
consolidation and recrystallization.  The initial packing density is affected by the particle size 
distribution [186], [187] and the sphericity of the powder [188].    In addition to the measured 
initial porosity of the green part, a brief period of rigid body powder motion in HIP and FAST 
processes can alter the porosity present at the start of consolidation and recrystallization [185].  All 
of these effects can be non-homogeneous, depending on the part geometry. 

 
Figure 14. Microstructures generated for Ti64 PM-HIP material given different types of powders. (a) is 

Φ33 x 58 atomized and (b) is Φ33 x 58 milled. Taken from [189]. 3.3.2.3.2 Gas chemistry 
Generally, the pressure medium used in the HIP process is an inert gas.  However, for very reactive 
materials the process atmosphere chemistry may be an additional process variable, as chemical 
reactions in the green part could generate unfavorable microstructures, phase segregation, and 
corrosion in the final component [190]. 3.3.2.3.3 Canning 
HIP processes cannot remove externally connected pores [162].  These externally-connected pores 
could then result in poor surface finish or even large defects in the final part.  To avoid these 
problems the green part is normally contained inside a can of some ductile metal, effectively 
making external pores internal.  The can itself affects the HIP process in the green part.  Ideally 
the canning material is very ductile compared to the part, meaning it freely contracts with the 
component without imposing additional restraints on the process.  However, no material is 
perfectly compliant and frictionless and so the interaction of the part with the can during 
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consolidation affects the process.  Therefore, the can material properties can be secondary 
processing variables. 

3.3.2.4 Processing parameters specific to binder jet 

The following processing parameters are specific to binder jet AMTs followed by conventional 
sintering. 3.3.2.4.1 Powder quality 
While powder quality may not significantly affect the manufacture of the green part using the 
binder jet process, it does affect the final sintering of the component by influencing the initial 
porosity.  Considerations are similar to the HIP process, discussed above in 3.3.2.3.1, with the 
additional complications caused by the presence of the binding agent. 3.3.2.4.2 Binder removal and residue 
Typically, a debinding heat treatment precedes the full sintering used to densify the base powder.  
However, if this preliminary heat treatment does not fully remove the binder the residual binder 
can affect the sintering of the brown part.  Binder additives may be used to promote sintering and 
residual binder may negatively affect sintering densification.  The binder chemistry affects the 
burn up phase of the sintering post-treatment.  Binder chemistry is then an additional process 
variable to consider for this AMT [191]–[193]. 

3.4   Summary and Recommendations 

This chapter summarized the key processing parameters and resulting microstructural features for 
the AMTs of interest.  One key theme is the wide variety of user-configurable processing 
parameters.  Not only do the key processing parameters vary between the general categories of 
AMTs discussed here, the specifics of controlling each parameter varies based with the machine 
manufacturer.  Modeling and simulation tools for predicting initial microstructures will need to 
represent at least a large subset of these key parameters in order to make accurate predictions.  
Verification and validation for simulation tools must ensure that the method can account for the 
effects of each processing parameter individually as well as the net aggregate effect of processing 
parameters applied in combination.  In contrast to traditional wrought and cast production methods, 
AMTs have a richer set of controllable parameters meaning accurate simulation methods may need 
to incorporate additional physics.  The next chapter describes this in greater detail. 

AMT materials often have different microstructures than conventionally-processed wrought or 
cast equivalents.  In some cases, these microstructures could be categorized as more complicated 
than the conventional material – for example the complex grain morphology developed through 
extremely rapid heating/solidification.  Regardless, existing processing simulation tools may not 
be capable of accurately predicting microstructures from AMT processes.  Careful verification and 
validation will be required, in addition to the development of new simulation techniques. 
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4 Physics-based prediction methods 

4.1 Predicting residual stress and distortion 
Most components have an inherent amount of residual stress and distortion due to their 
manufacturing and assembly history. In the case of AMTs, the main source of residual stresses and 
distortions are the large thermal gradients that the energy source unevenly generates throughout 
the material due to rapid heating and cooling of the material [194]. As a result, many components 
manufactured through AMTs undergo either pre-processing techniques aimed to lessen the thermal 
gradients, or post-processing treatments that lower the dislocation density and thus reduce the 
residual stresses in the material. Lowering the stresses in the material not only prevents the 
geometry from distorting beyond the design tolerances, but also inhibits premature failure from 
localized stresses. As a result, there have been significant efforts in modeling the mechanical 
response in AMT components due to thermal stress. There are two main benefits in using modeling 
tools: predicting the evolution of stress and deformation can prevent component failures and the 
simulation of AMTs can be used to optimize the manufacturing process itself [195].  

4.1.1 General overview of AMT modeling 

4.1.1.1 Thermomechanical modeling 
Most simulation efforts follow the practices developed by the welding community where the FEA 
approach is used to perform a nonlinear thermomechanical analysis that can capture the 
mechanical deformations that arise from the large thermal gradients [195], [196]. During a 
thermomechanical simulation, a thermal analysis is done first to obtain the temperatures at each 
node, and then the resulting thermal gradients are used to calculate a mechanical response in the 
component. If the geometry is updated in every increment of the simulation as the thermal 
gradients are applied, then the thermomechanical analysis is coupled. If, on the other hand, the 
mechanical analysis is done after the entire thermal analysis is completed then the 
thermomechanical analysis is decoupled. Both types of analysis have its advantages and 
disadvantages: the coupled analysis yields more precise results, whereas the decoupled analysis 
yields results that are about 4x faster than the fully coupled analysis [197]. In general, the AMT 
community tends to favor the decoupled thermomechanical analysis since the loss of precision is 
minor when compared to the uncertainties that arise from other parts of the process. 
 

 
Figure 15. Schematic of a thermomechanical model. The calculated thermal gradients from the AMT 

are implemented onto a mechanical model to obtain residual stresses and deformation 
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4.1.1.2 Representing residual strain 4.1.1.2.1 Inherent strain method 
To achieve a faster prediction of stresses compared to full thermomechanical analyses alternatives 
have been devised for large AMT components. One of these methods is the inherent strain method, 
in which it is assumed that the source of residual stresses is the so-called inherent strain. In this 
method the residual stresses are predicted from an elastic analysis where the inherent strain is 
replaced with equivalent distributed loads [198]. These distributed loads in turn can be calculated 
from an initial thermal-elastic-plastic FEA model that calculates inherent deformations [199], or 
simply measured directly from the component [200]. For fairly simple AMT processes with basic 
geometries, this method is fast and capable of predicting residual stresses in large geometries 
[199], [201]. This method has been successfully applied to PBF components where the inherent 
strain method was capable of determining the pre-deformed geometry required to compensate for 
the distortion induced in the AMT process [202]. One of the biggest drawbacks of this technique 
is that it cannot account for different scan paths nor it can predict the stresses that arise from 
geometric features [203]. This is because the inherent strain is considered to be constant across the 
entire volume. A modified method sections the geometry into layers in order to simulate 
accumulation of the residual deformation [204]. While this approach improves the predictive 
ability of the inherent strain method, it still can only be used for fairly simple AMT processes. 4.1.1.2.2 Applied plastic strain method 
Similar to the inherent strain method, the applied plastic strain method, also known as plasticity-
based distortion analysis, assumes that there is a relationship between cumulative plastic strains 
and angular distortions, where the shear plastic strain is the main contributor [205]. This method 
allows the mapping of plastic strains, obtained from simple 2D analysis, onto full 3D FEA models, 
thus saving a significant amount of computational time while allowing the model to predict 
important mechanisms like buckling, bending, and angular deformation [206]. While this method, 
unlike the inherent strain method, predicts localized stresses in the geometry and complex 
behaviors like angular deformation, it still has the same disadvantage of not being applicable for 
complicated AMT components due to the complex plastic strains that arise from the AMT process. 

4.1.1.3 Two-step numerical analysis 

Methods for mapping information from a simple model onto a more complex model have also 
been applied to thermomechanical analyses. In the two-step numerical analysis, a simple 2D 
thermo-elasto-plastic model simulates the residual stresses in the component, which are then 
mapped to a decoupled 3D model that performs a purely elastic analysis [207], [208]. This 
approach has been successful in modeling large-scale components. This allows the designer to 
easily evaluate the effects that a modification in the component geometry may induce on the final 
residual stresses and distortion. As with the previous models, the main disadvantage is the inability 
of capturing the local effects caused by residual stress in complex AMT procedures.  

4.1.1.4 Element activation 

Since AMTs either deposit or solidify a preexisting powder as the tool travels, models of AMTs 
need to reflect the addition of material onto the substrate. This is usually done with the element 
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activation technique, which allows for the deposition of several material layers in the model 
without incurring in significant computational cost. The element activation technique can be 
divided into three different submethods: the quiet element, the inactive element, and the hybrid 
activation method [209].  

 
Figure 16. Schematic of different types of element activation methods. 4.1.1.4.1 Quiet element method 

In the quiet element method, the elements are present in the simulation from the beginning but are 
assigned dummy material properties so they do not affect the surrounding structure. When the 
material is added, real material properties are assigned to these elements, allowing the simulation 
to compute the structural deformation of the newly added material [210]. 

This method has the advantage of being easy to implement in most FEA software and of retaining 
the same number of equations throughout the entire simulation because the number of elements 
remains unchanged. Therefore, the system of equations does not need to be recomputed at each 
time step. On the other hand, this method has the disadvantage significant computational overhead 
due to the large number of elements present in the simulation from the beginning. Also, improper 
selection of the scaling factors that change the material parameters may result in an ill-conditioned 
model with significant errors [211]. 4.1.1.4.2 Inactive element method 
In the inactive element method, the elements are assembled only when the material is added to the 
simulation. Therefore, in the inactive element method the system of equations underlying the 
model needs to be recomputed each time material is added [210]. The inactive element method has 
the advantage of solving the problem in a shorter time compared to the quiet element method, as 
it typically results in smaller numbers of active degrees of freedom. Also, the model is less likely 
to be ill-conditioned because material scaling factors are not applied to the material properties. On 
the other hand, this method has the disadvantage of being difficult to incorporate in most 
commercial FEA codes. Also, the computational efficiency gained by modeling fewer elements 
may be negated by the time required to refactor the system of equations when elements are added 
to the model. Finally, the temperature in the shared nodes of an activated element may be different 
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than the temperature initially assigned to the other activated nodes.  Artificial energy from this 
resulting thermal gradient can be improperly added to the model [211].  4.1.1.4.3 Hybrid element method 
In the hybrid activation method elements corresponding to added material are initially set as 
inactive. Once the energy source reaches a certain layer all the elements at that layer are switched 
to quiet, with the elements subsequently being individually activated by the energy source. This 
technique combines the advantages of the two prior techniques, as the equation numbering and 
solver initialization is only repeated when a new layer is activated while avoiding issues with ill-
conditioning or inaccurate thermal gradients. This method results in the generation of fairly 
accurate stress results for a reasonably small computational cost [211].  

4.1.2 Modeling across length scales 

Modeling of residual stress in AMTs is usually done at the macroscale, where the dimensions of 
the heat-affected zone as well as the thermal cycle that results from the heat source are needed to 
calculate the residual stresses in the component. More recently, modeling AMTs at the microscale 
has gained traction due to its ability to provide the designer with crucial information such as the 
melt pool size, the local temperature distributions, and the material consolidation quality. At the 
microscale, the interaction between the heat source and the feed material needs to be properly 
modeled [196], as well as the evolution of the microstructure as the thermal profile of the 
component evolves.  

In a recent work modeling DED processes the residual macro/microscale stresses as well as the 
microstructure were predicted based on a metallo-thermo-mechanical theory for uncoupled 
temperature, solidification, phase transformation, and stress/strain fields [212]. In the finite 
element model, the temperature results were used as input to calculate the phase fractions in the 
material, and the strains resulting from both the phase transformation plasticity and the volume 
change were computed. The uncoupled mechanical analysis that followed then calculated the 
elastic, plastic, and thermal strains, from which the resulting stresses could be calculated given a 
linear elasto-plastic relationship. To curtail expensive computational times adaptive meshing was 
used at each time step. These stresses were compared against experiments and the method was 
capable of pinpointing locations of high localized stresses. 

In another work for modeling SLM processes a coupled macroscale thermomechanical model was 
used where the thermal load from the laser was applied for entire deposition layers instead of 
individual scan lines, assuming thick build layers [213]. The coupled model also allowed for more 
realistic boundary conditions.  For example, radiation and convection were applied during cool-
down phases and the heat transfer between the build and the base plate was also considered in the 
model. The model was validated against an actual tool steel part built via SLM, and a reasonable 
correlation was demonstrated between the experiment and the simulation.  

Other methods to bridge the micro and macroscale were developed to properly predict the 
distortion and residual stresses generated during SLM processes, where single scan lines were 
modeled at the microscale, and then the resulting temperature history was used as input for a 
mesoscale thermal model of a deposition layer [214]. Similarly, the thermal load calculated from 
this mesoscale model was used as input for a macroscale coupled thermomechanical model of an 
entire part sectioned into 12 layers. When validating the multiscale method for entire geometric 
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builds, the distortions were shown to be reasonably accurate when compared to the actual 
experimental build and the stress profile through the component was shown to be well captured on 
simple plates [215].  

Other modeling methods aim to consider the effect of additional processing parameters, such as 
the porosity [216], the scan pattern [217], or the heat source dwell time [218], have on the thermal 
profile during the build of the component. These type of modeling efforts are typically constrained 
to the microscale but can yield highly accurate results [216]. 

4.1.3 Challenges 

Despite the modeling successes described in this section and the relative maturity of residual stress 
simulation techniques, there is active research aimed at improving residual stress predictions. 
Current models still need to be calibrated and validated against experiments, which can be costly 
and time consuming. The models need to incorporate the plastic behavior of the material, which 
requires either microstructural models [219] or experimental characterization.  

Aside from PM-HIP, all other AMTs discussed in this document lead to highly anisotropic 
microstructures that continuously evolve during the manufacturing of the component. This implies 
a need to incorporate the microstructural evolution of the material in models of residual stress and 
distortion [220] in order to accurate capture the material’s thermal and inelastic response. 
Improved techniques for homogenizing thermal stress calculations for entire build layers or several 
build layers are required as a typical build involves several kilometers of tool path [221].  

4.2 Predicting melt pool geometry 

4.2.1 Introduction 

The prediction of the melt pool geometry has been the source of significant research since it 
determines the local cooling rates, the temperature, and the maximum thickness of a weld line 
[222], which in turn affects the performance of components generated via AMTs. The melt pool 
geometry is therefore a primary criterion for optimizing processing conditions because it is an 
indirect evidence of interactions between processing parameters and intrinsic materials properties. 
Most of the original work has stemmed from the study of weld performance prediction based on 
the careful selection of process parameters [223], [224], and the most recent prediction tools focus 
on multi-physics approaches as well as the identification of the main parameters affecting the melt 
pool geometry using machine learning approaches [225]. 

4.2.2 Modeling the melt pool 

4.2.2.1 Heat source model 

The energy source is usually modeled as either as a volume with a delimited shape or as a beam 
that is gradually absorbed along the depth of the material. The first type of model allows for fast 
and fairly efficient simulations that are capable of capturing the shape of the melt pool, albeit with 
some degree of inaccuracy. The second type of model allows for more accurate geometry 
predictions, with the disadvantage of being more complex to implement and more computationally 
expensive. Some works combine both approaches [226]. Both can be modeled as either steady or 
transient, meaning that the beam can be modeled as fixed in one place or as a moving heat source. 
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The transient version of the heat source modeling adds complexity onto the heat transfer 
calculations since there is a dependence on time. 4.2.2.1.1 Geometric approach 
The heat source is given a volumetric shape that resembles the actual shape of the heat source. 
This geometric shape is usually assumed to be double-ellipsoidal (a 3D shape consisting of two 
different ellipses on and into the build plane) with a gaussian heat distribution [227]. Simpler 
geometries such as cylindrical, spherical, conical, and semi-ellipsoidal are also used [228]. In some 
cases the actual shape of the beam profile has been directly measured and added to the calculations 
of melt pool geometry [229]. Usually, the closer the geometric shape is to the actual shape of the 
heat source, the more accurate the predictions of the melt pool geometry become. 4.2.2.1.2 Absorption approach 
This approach assumes that the base material is an optical medium and that the heat source is 
gradually absorbed along the depth of the material and is not delimited by a particular geometry. 
Some of the most common absorptivity profiles used are the radiation transfer method, the 
absorptivity function method, the linearly decaying equation, and the exponentially decaying 
equation [228]. It is a common practice to assume a constant absorption coefficient in the material 
[230]; however, there have been several recent studies that indicate underprediction of the melt 
pool depths due to this assumption and that a variable absorptivity value is required to obtain 
accurate melt pool depths [228], [231]. 

 

 
Figure 17. Schematic of heat source models. Geometric models have a defined volume whereas 

absorption models have a gradual transition. 

4.2.2.2 Material properties 

Regardless of the type of heat source the description of the material properties affects the 
prediction of the melt pool geometry. Firstly, due to the directionality of AMTs, models must 
include material anisotropy.  Without anisotropic properties, the level of error in the predicted melt 
pool geometry is significant even when the shape of the heat source is known and incorporated 
into the simulations [229]. Secondly, most of the material properties needed to model the melt 
pool, such as the specific heat capacity, the density, and the heat conductivity of the material, are 
dependent on temperature. Therefore, there is a need for incorporating analytical descriptions 
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and/or datasets of the material properties as a function of temperature onto the finite element 
simulations of the material [224]. Thirdly, most of the thermal calculations used during modeling 
of the melt pool assume that the metallic powder behaves like a continuum. However, the material 
properties are sometimes different for powders than for bulk material, such as heat conductivity 
[232], [233], so the different material properties for powder needs to be either calculated or 
experimentally measured.  

4.2.2.3 Thermodynamics methods 4.2.2.3.1 Melting mechanism 
The melting mechanism in the melt pool is usually controlled by the conduction of heat in the 
underlying material. However, under certain situations the melting transitions from conduction-
controlled melting to keyhole-mode melting, where the evaporation of the metal occurs at the beam 
and allows the beam to dig deeper into the material, thus generating significantly deeper melt pools 
[106]. The conditions required to transition from conduction melting to keyhole melting are well 
studied and of significant interest since this threshold can be used to find the optimal region where 
the energy beam parameters assure a high-quality AMT component where neither lack of fusion 
nor the generation of voids from keyhole melting occurs. 

From a modeling perspective, the typical mechanism used to model the melt pool is conduction-
controlled melting as it is relatively simple to incorporate into computer simulations and has been 
well studied and developed for the past 30 years [234], [235]. However, since the keyhole melting 
mechanism can generate deeper and thus more desirable melt pool geometries for some 
applications, there have been several efforts to include the keyhole melting mechanism into the 
computer simulations so that the actual melt pool depth can be captured [236], [237]. Since the 
formulation of the keyhole melting mechanism needs to account for the evaporation of the 
material, the evolution of the free surface, and the multiple reflections of the beam on the melt 
pool, the use of this mechanism adds a significant level of complexity to the numerical model. 4.2.2.3.2 Heat transfer modes 
A complete thermal model usually includes the conduction, convection, and radiation heat transfer 
modes. However, most common melt pool simulations only include the conduction heat transfer 
mode [229], where the thermal conductivity is assumed to be isotropic [234], [238]. Sometimes, 
the effect of convection is approximated by adding anisotropic thermal conductivities [239]. The 
justification behind this simplification is that the energy losses from radiation and convection at 
the heat source have been shown to be negligible [227]. In fact, most of the recent PBF models 
rely on conduction-only heat transfer modes [240]. However, this simplification may miss 
important effect such as convective cooling and strong dynamical flow on high-energy beams 
[231], which in turn limits the predictability of these models to a certain range of beam powers.  

One of the main parameters affecting the melt pool at high beam energies is the Marangoni 
convection, also known as tension-driven convection [241]. This Marangoni convection is usually 
negligible for conduction-dominated melt pool. However, there are cases where the Marangoni 
convection dominates the heat transport in the melt pool. These cases usually involve high beam 
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powers, small beam diameters, and materials with high specific heat, high viscosity, and/or low 
thermal conductivity [242].  

 

 
Figure 18. Schematic of the heat transfer modes and general melt pool phenomena in AMTs 

 

4.2.2.4 Fluid dynamics method 

Given the liquid state of the material at the melt pool, fluid dynamics need to be incorporated into 
accurate simulations. This is of particular importance when the melt pool modeling aims to prevent 
the creation of defects in the AMT component, many of which (such as porosity) arise from liquid 
melt pool instabilities. Sophisticated models account for the surface-active minor elements, such 
as sulfur or oxygen, which are known to alter the flow field in the melt pool [241], [243]. A flow 
field that accounts for the concentration of these surface-active elements and its temperature 
dependence has enabled the predictions of more realistic melt pool geometries [244] in conduction-
controlled melt pools. 

For cases where vaporization of the metal occurs, i.e. where the keyhole mechanism is active, the 
melt flow has a high velocity [245]. This is because the vaporization pressure exceeds the surface 
tension and hydraulic pressure. As a result, both the keyhole and the melt pool develop an uneven 
geometry with significant depth that is difficult to capture by numerical simulations. Additionally, 
obtaining the keyhole geometry is more difficult than describing the conduction and convection in 
the melt pool. Since the keyhole is mainly generated by the recoil pressure of the laser, which 
ejects molten material from the area [246], most keyhole models utilize hydrodynamic equations, 
coupled with equations that track the dynamic change of the keyhole wall. This allows simulations 
to track the interaction between the keyhole and the molten pool [247]. 

Most of the numerical studies particular to laser and ebeam welding are focused on the keyhole 
mechanism since it is the main characteristic in high-power techniques. There is an interest in 
capturing the defect formation created by the instability of the melt pool when the process 
transitions from convection to keyhole mode [248]. The volume-of-fluid (VOF) modeling 
technique is capable of handling transient deformed weld pool surfaces and therefore is the method 
of choice for calculating fluctuations at the keyhole and predicting defect formation [249]–[251]. 
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As a result, this technique is often used for most models that analyze the transition between melting 
mechanisms [249], [252]. Usually, the recoil pressure and the cooling from evaporation of the 
material are directly added onto the free surface of the melt pool. In general, the VOF technique is 
very flexible as it allows additions of interacting multi-physics phenomena and is capable of 
predicting the weld pools generated by high-powered lasers throughout the entire range of 
convection-to-keyhole modes. 

4.2.3 Limitations and challenges 

4.2.3.1 Homogeneous vs inhomogeneous media 

Many of the prediction efforts focus on modeling the melt pool geometry at a continuum scale and 
in a homogeneous media since modeling the melt pool shape in the presence of a powder bed is 
extremely challenging. There have been efforts to model the melt pool generated in actual metallic 
powder where the melt pool exhibits fluctuations caused by the randomly packed powder bed 
[231], [253].  However, since modeling of powder particles has to account for their movement 
towards the high-speed metal vapor flux [254], different material phases [255], capillary effects of 
the molten metal/binder agent, sputtering, and several other complicated melt pool behaviors that 
arise from fluid dynamics, the powder-based models restrict themselves to a single scan line in the 
length of micrometers [231], [253]. Additionally, this type of multi-physics model results in a high 
computational expense. 

On the flipside, incorporating the metallic powder onto a simulation allows the user to capture 
details of the melt track without requiring difficult experimental characterization, for example 
high-speed cameras capable of capturing extremely small features [254], [256]. Therefore, even if 
the modeling of the metallic powder is complicated and requires significant computational 
resources, it shows promise as a method to determine the optimal parameters that ensure 
consistently high-quality melt tracks. 

An intermediate method to include the powder effects into the homogenous representation of the 
material during numerical simulations is by introducing the powder into the molten pool model 
using the discrete element method (DEM). The DEM is used to calculate the placement of 
individual particles given the particle size distribution and density in the metallic powder feed. 
Once the particle locations are known, the individual powder particles can be resolved using the 
VOF method described in 4.2.2.4, where the mesh size is refined down to the micrometer scale 
[257]. While this method is not capable of modeling entire scan layers, it is capable of modeling 
long scan lines, and consequently long melt pools, up to the millimeter scale. The DEM-VOF 
technique can also be used to assess the effects of the powder parameters on melt pool defects such 
as balling, cavitation, or discontinuities. 

4.2.3.2 Multiphysics modeling 

Many mechanisms such as material phase transitions, metallurgy, thermo-fluid dynamics, 
electromagnetism, plasma formation and beam-material interactions come into play during the 
development of the melt pool [252].  Accounting for all these phenomena for all weld pools may 
be excessive for some applications, especially as some mechanisms are negligible for certain 
materials and/or a certain type of melt pool. Modeling a melt pool therefore requires a careful 
examination of the phenomena that should be included or disregarded so that a representative 
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model can be developed without incurring neither over-simplification nor overly-complicated 
numerical models [229].  

4.2.4 Use in optimizing processing parameters 

Modeling of the melt pool has proven to be useful as a method to obtain a process window in 
which, given parameters such as scan speed or beam powder, the quality of an AMT component 
can be ascertained [258], particularly for emerging AMTs such as EBW for which a limited amount 
of simulation research exists and the resulting components are prone to defects like delamination 
or balling due to the deeper penetration of the beam.  Typically, the optimal parameter settings for 
AMTs are determined experimentally and require a significant amount of time and resources [259] 
to determine. The main limitation in modeling the melt pool is that most of the models that have 
been verified with experimental characterizations have been limited to relatively low scan speeds 
because of the limitations in characterization equipment and the need to introduce more complex 
multi-physics phenomena into the simulations at higher scan speeds and for high energy beams. 

4.3 Predicting solidification from melt 

The modeling task here is to predict the grain morphology (e.g. structure, size, and orientation) 
given a description of the thermodynamics of cooling, perhaps modeled with the techniques 
described in 4.2.4.  As described in 3.3.1.1 two key variables control the morphology of the 
solidified grain: the temperature gradient and the solidification rate [51], [260].  Both of these 
variables are outputs from the melt pool modeling described in the previous section.  As the 
adjacent, unmelted solid material provides ample nucleation sites [94] the process is dictated by 
the kinetics of grain growth, though the orientation of the unmelted solid may influence the 
orientation of the new grains.  As the previous section describes modeling and simulation 
techniques for the melt pool geometry and the previous chapter details the physics of the grain 
growth process, this section focuses solely on modeling techniques for predicting grain structure 
given the solidification rate, temperature gradient, and other thermodynamic information. 

4.3.1 Processing maps  

Figure 19 shows a typical processing map for AMT powder-bed processing of a metallic material.  
The x- and y-axes of the plot are the solidification rate (ܴ) and the temperature gradient (ܩ).  The 
plot shows typical regions of grain morphology depending on the values of ܴ and ܩ.  Also show 
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are lines indicating constant grain size distributions following contours of constant values of ܴ   .The AMTs discussed here fall on the lower right portion of the diagram  .ܩ×

 
Figure 19. Representative solidification processing map.  

In the welding literature, a great deal of experimental and modeling work has been devoted to 
determining these diagrams for different materials and welding processes [261].  While they are 
simplistic descriptions of a complicated process, they contain a great deal of practical engineering 
information.  For example, a relatively high proportion of equiaxed grains is required for many 
AMTs to achieve isotropic material properties [51] and so a processing diagram might be used to 
target the equiaxed region of ܴ,  space, which in turn might be translated into actual processing ܩ
parameters using the melt pool modeling techniques described in 4.2 

Of course, processing maps are not a modeling technique; they are a method for summarizing the 
results of a collection of experiments or simulations into practical information.  However, they are 
mentioned here for two reasons: 

1. They are often generated through modeling and simulation methods.  Any of the more 
sophisticated, full-field simulation methods discussed below can be used to generate 
processing maps of this type and there is a large body of historical literature from the 
welding and casting community on generating maps using simple models based on 
ordinary differential equations (c.f. [94], [262]–[265]).  Even for experimentally-generated 
maps some interpolation method is required to fill in the diagram between the limited 
experimental data.  Often a model provides this interpolation. 

2. Processing maps provide a quantitative method for validating sophisticated modeling and 
simulation techniques.  The details of material microstructure in AMT processes are more 
complicated than a simple description of an average grain size and grain morphology and 
the sophisticated simulation methods described below aim to predict these details.  
However, the simple information encoded in a processing diagram provides a quantifiable 
link to experimental data and provides the best, simple connection between sophisticated 
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models and actionable information for end-users.  Put another way, when the modeling and 
simulation techniques described here can accurately predict processing maps from limited 
prior information manufacturers will be able to use these sophisticated models to optimize 
manufacturing processes and the final material microstructures. 

4.3.2 Simulation methods for grain growth and nucleation 

Two numerical methods dominate the body of literature on simulating grain solidification: cellular 
automata methods and the phase field approach [266].  Though the two methods fundamentally 
model the same process – the nucleation and growth of solid metallic grains starting from melt – 
the implementations differ greatly.  Cellular automata approaches are often stochastic and solve 
the problem over a discrete solution space while the phase field method is deterministic and based 
on a continuum field theory (although numerical implementations must discretize the underlying 
equations).  Our review of the literature shows that both approaches are about equally popular 
when addressing the AMT problem of solidification in PBF and DED processes.  Cellular automata 
approaches were perhaps historically more popular and in the most recent literature phase field 
approaches seem to be somewhat more prevalent.  The strengths and weaknesses of each approach 
are discussed here, along with a description of the model formulation and a brief survey of 
literature specific to the AMTs of interest. 

4.3.2.1 Cellular automata 

The concept of cellular automata originates with von Neumann [267] but practical models for 
solidification were developed only in the late 1980s and early 1990s [268], [269].  These models 
work with a discrete, voxelated discretization of the region of interest.  Each individual cell exists 
in one of several finite states – models always include “liquid,” “interface,” and “solid” states.  
Figure 20 illustrates a typical discretization.  Models often contain specialized states, for example 
a “powder” state distinct from the state of resolidified metal for AMT applications [270].  The 
model consists of a series of typically stochastic rules that dictate the transition in each cell from 
one state to another.  For example, a rule might provide a probability that a particular cell transition 
from the “liquid” to the “interface” state based on, among other factors, the number of neighboring 
cells that have already transitioned to the “solid” state. 

 
Figure 20. Typical cellular automata discretization of a domain into a regular grid of cells with each 

cell here being in either the Solid, Interface, or Liquid state. 
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These rules require information from underlying field equations (heat transfer and diffusion), 
which can be solved with either finite difference (i.e. Cellular Automata Finite Difference, CAFD, 
methods) or finite element (i.e. Cellular Automatic Finite Element, CAFE, methods) 
discretizations, as well as simple rules based on microscale models of dendritic front growth.  
These rules are assembled and then the simulation marched forward in time with a suitable time 
stepping scheme.  Oftentimes using different numerical grids and different time stepping schemes 
for the CA method and the field equations is required to assemble a stable numerical method.  In 
addition to the CA state and the field variables, the cells also typically contain a state variable 
representing the crystal orientation of the cell when it is in the solid state.  This orientation is often 
determined through relatively simple rules, for example randomly selecting the orientation of 
nucleation sites or assuming some preferred orientation [271] 

The advantages of cellular automata methods are numerical efficiency and relative simplicity in 
implementation.  Additionally, stochastic nucleation is relatively easy to implement in the 
framework (though it may not be significant when modeling powder-based AMT processes, as 
described in 3.3.1.1).  The disadvantages include sensitivity to the discretization often caused by 
the requirement of piecing together a smooth liquid/solid interface from an inherently discrete 
geometry and the limited embedded physics inherent in the transition rule approach.  Some of 
these disadvantages can and have been overcome [268] through various numerical improvements 
to the original model formulation. 

CA methods were originally conceived for casting simulation and quickly applied to welding 
problems [272], [273].  There have been numerous recent applications to PBF and DED 
solidification problems.  Early models of laser and ebeam processes were two dimensional (c.f. 
[274]–[277]), but more recent applications are full-field 3D representations (c.f. [271], [278]).  
Nearly all of these studies include at least limited validation against specialized, often single-pass 
experimental studies. 

4.3.2.2 Phase field 

The phase field method is a general method for modeling phase transformation problems.  In this 
technique each phase is represented with a different field variable ߶௜, called an order parameter, 
often defined to range from 0 to 1 [279] (though the scale of the order parameter is arbitrary and 
methods sometimes use [-1,1]).  A value of ߶௜ = 1 means the point in the continuum is entirely 
composed of the phase associated with order parameter ߶௜ and values between 0 and 1 indicate a 
mixed-region combining multiple phases.  Figure 21 illustrates a typical continuum phase field 
description of a solid/liquid interface.  The simplest models of solidification only require a single 
order parameter, typically with ߶ = 0 indicating the liquid phase and ߶ = 1 indicating the solid 
phase [280].  However, models of crystalline grain solidification in metals will typically require a 
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host of order parameters, for example one for each individual single crystal nucleated from the 
melt. 

 
Figure 21. A typical phase field representation of a two-phase problem.  Phase are represented with a 
single order parameter, φ. A value of φ = 0 indicates the first phase (for example, liquid) and a value of 

φ = 0 indicates the second phase (for example solid).  The order parameter is a continuous field so 
there is a blurred region between the two phases.  The phase boundary is often fixed to theφ = 0.5  

contour. 

The fundamental physical information required to implement a phase field model of solidification 
is the material free energy function [279].  In principal this is a purely physical quantity that can 
be derived from lower-scale modeling, for example, from Computer Coupling of Phase Diagrams 
and Thermochemistry (CALPHAD) calculations.  However, in practice this function is often tuned 
somewhat to match experimental behavior, for example by penalizing mixed regions with a 
numerical parameter design to limit the width of interfaces in the final simulations.  Given an 
appropriate free energy function for the system and some kinematic coefficients (often assumed to 
have an Arrhenius relation with temperature), a basic phase field model evolves the order 
parameter used either the Allen-Cahn [281] or Cahn-Hilliard equations [282].  More sophisticated 
models supplement these equations with heat transfer and/or fluid flow field equations. 

For polycrystalline solidification typically multiple order parameters are used representing at least 
the liquid phase and each individual single-orientation crystal grain [283].  The free energy 
function is supplemented with grain interface information, typically the grain boundary 
misorientation and the grain boundary normal.  Both of these quantities are derivable from the 
geometry of the interface and the crystal orientation.  Hence, these descriptions add the crystal 
orientation as an additional state variable to the solid phase. 

Phase field formulations are more closely tied to the underlying physics of melt and solidification 
than cellular automata models, though quasi-empirical modifications to the material free energy 
are often needed to enforce consistent boundary behavior.  Additionally, phase field methods have 
the powerful advantage that they are standard continuum field theories and hence a large body of 
work on finite element, finite volume, and finite difference numerical methods is immediately 
applicable.  However, the underlying numerical implementation of the method and the need for 
multiple order parameters in models that account for grain orientation mean that phase field 

߶ = 0 ߶ = 1 

߶ = 0.5 contour 
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approaches are typically numerically more expensive than corresponding discrete cellular 
automata models. 

There are numerous examples of applying phase field formulations to modeling solidification in 
PBF and DED systems.  Many of these studies include validation, albeit oftentimes qualitative, 
against experimental PBF (c.f. [284]–[287]) or DED (c.f. [288]) studies.  These AMT works are 
in addition to a wide body of literature focusing on weld solidification (c.f. [289]) which is also 
generally applicable to the fusion-based AMTs.  The validation studies show that the method is 
generally successful in predicting grain morphology and grain growth directions and somewhat 
successful at predicting the final material texture when compared to single weld passes.  Much less 
work has been done with phase field methods for more realistic multi-pass simulations, likely 
because of the computational expense. 

4.3.2.3 Other techniques 

A third, somewhat less common, technique is to model each phase (i.e. grain) as separate but 
interpenetrating continua [290].  With this approach the numerical method solves separate mass, 
momentum, and energy (heat transfer) balance equations for each separate phase with either ad 
hoc or physically-based mixing rules describing the interaction of phases.  This approach quickly 
becomes very burdensome for large numbers of phases, making it less suitable for simulations of 
solidification where the method attempts to resolve the grain orientations.  However, it has been 
successfully applied to two-phase solidification problems, where it can provide very detailed 
resolution on the melting and resolidification processes [291], [292]. 

In addition to the aforementioned disadvantage of the ad hoc nature of phase interfaces in these 
formulations, they suffer the additional disadvantage of typically requiring very small, explicit 
time steps to resolve the material physics.  However, they do bring to bear on the solidification 
problem a well-established set of simulation methods developed in the fluid dynamics and 
hydrodynamics communities. 

4.3.3 Challenges in deriving comprehensive models 

A base model for solidification only considers the phase change problem.  Thermal conditions can 
be imposed separately and the method need not solve the heat transfer problem.  However, as the 
physics of solidification is strongly tied to the problem of heat transfer most, if not all, applications 
to AMTs also solve heat transfer.  Some, but not all, of the applications include a description of 
fluid flow in the liquid phase, which allows these models to capture the effect of Marangoni 
convection on the solidification process. 

Multiphase solidification problems seem to be seldom considered in AMT applications.  While 
several papers model the solidification of Ti-6Al-4V [288], [293]–[296] we were not able to 
identify any that separately resolve either the hexagonal close-packed crystalline structure, called 
the alpha (ߙ) phase, or the body-centred cubic structure, called the beta (ߚ) phase.  Likely this is 
due to the difficulty in adding additional order parameters and the additional, diffusive/chemical 
potential physics required to model mass transport in the binary system.  Similarly, studies do not 
yet explicitly consider the formation of second-phase precipitate structures, likely again because 
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of the numerical difficulty in adding additional physical phases and the difficulty of resolving the 
physical scales of both the bulk grain and small-scale precipitate structures. 

Very few studies of solidification explicitly consider the formation of voids in the solidified 
material.  Again, this is partly due to the difficultly of including yet another phase (here vapor or 
void) and the required additional transport physics.  A notable exception are the hydro/fluid-
dynamic methods that can model the void phase with relatively limited theoretical complications. 

Grain recrystallization and growth will typically occur in underlying layers beneath the melt pool.  
Very few studies explicitly examine the effect of these processes on the final, simulated 
microstructure.  Both phase field and cellular automata methods are eminently suitable for 
modeling these processes (see Section 4.4) and so it is likely the numerical cost of implementing 
multi-pass models preventing the development of such models.  Similarly, very few studies of 
solidification integrate residual stress and distortion prediction into the models, even though of 
course the solidification process is one key contributor to the development of residual stress.  
Again, it is likely that the development of these types of simulations is limited by the difficulty of 
incorporating yet another set of physics (i.e. stress equilibrium in the solid phase) into the modeling 
framework. 

4.4 Predicting grain growth and densification 

Both classical sintering and models of the HIP process are primarily concerned with the tradeoff 
between densification, i.e. the removal of internal porosity, and grain growth.  A complete process 
model focusing on this critical tradeoff therefore needs to include individual models for both 
phenomena in a combined framework. 

4.4.1 Modeling recrystallization 

Recrystallization is the formation of new grain structures in a deformed material by the formation 
and migration of high angle grain boundaries driven by stored deformation energy [171], [297] . 
The importance of recrystallization as a metallurgical processing technique has been well-
acknowledged for many years now, especially since the macroscopic properties such as ductility, 
strength, and resistance to creep deformation are largely governed by the recrystallized 
microstructure which can be controlled by appropriately tuning the recrystallization process 
parameters. Recrystallization is broadly classified into two types – static and dynamic 
recrystallization. During static recrystallization no new deformation is imposed on the material 
and grain boundary migration occurs in order to balance the stored deformation energy and the 
grain boundary curvature energy. In dynamic recrystallization the material continues to undergo 
plastic deformation thereby leading to the formation of new high angle grain boundaries which 
then migrate to minimize the free energy of the system. The process of recrystallization is often 
preceded by nucleation of new grains having lower strains, which then subsequently grow at the 
expense of highly deformed grains (i.e., grains with high dislocation densities) around them [298]. 
Typical nucleation sites are locations with a high misorientation gradient as well as heavily 
deformed regions in the polycrystal [171].  

In classical models of recrystallization, the kinetics of the process is addressed using the Johnson-
Mehl-Avrami-Kolomogorov (JMAK) relation. It gives an exponential relationship between the 
fraction of recrystallized grains with time.  The time exponent is often hypothesized to contain 
microstructural information such as site-saturated nucleation and two dimensional growth 
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(exponent value of 2) or continuous nucleation with three dimensional growth (exponent value of 
4) [299]–[301].  Apart from the classical model, attempts have also been made to predict the 
recrystallization process through empirical methods using the Zener-Hollomon parameter to 
estimate recrystallized grain size and time to 50 % recrystallization [302]–[304], as well as using 
advanced statistical methods [305], though these do not provide any physical insight into the 
process [306]. Models which simulate the recrystallization process as an initial nucleation step 
followed by a continuous growth of these nuclei, often consider a critical dislocation density 
[307]–[311] and a critical misorientation angle [312]–[315] as a criteria for the nucleation event. 
The subsequent growth velocity is then formulated as a product of net driving force (being a 
function of local grain boundary curvature, stored strain energy, and presence of impurities) to the 
grain boundary mobility that can also be a function of local misorientation [169], [316], [317]. 
Such a formulation of the recrystallization phenomena forms the basis for more sophisticated 
continuum models using either phase-field approaches or cellular automata as well as discrete 
Monte Carlo Potts models. 

The Monte Carlo (MC) Potts model, which is a generalization of the Ising model, has been used 
to model both static [318] and dynamic recrystallization [319] and sometimes has also been 
coupled with visco-plastic crystal plasticity models [315], [318] to extract deformation 
information. To perform such analysis, the microstructure is first mapped into a cubic lattice where 
each lattice site is assigned a crystallographic orientation. The total energy of this cubic lattice is 
taken as a function of both misorientation and dislocation density summed over all the lattice sites. 
The evolution of the grain microstructure is then employed by Monte Carlo sampling of the lattice 
sites, where a change to the state of a site is accepted or rejected based on a switching probability 
[299], [300].  Even though the MC Potts approach to model recrystallization is frequently used 
due to its versatility and flexibility to represent many different physical features of the 
recrystallization process (such as overall texture evolution [320]), until very recently [321], this 
methodology excluded the grain-scale micromechanical effects on recrystallization process in a 
full-field sense. Such effects have mostly been incorporated using crystal plasticity models coupled 
with either phase-field equations or the cellular automata approach. 

In coupled crystal plasticity (CP) - cellular automata (CA) approaches the grain-scale plastic 
deformation behavior is predicted by crystal plasticity simulations either using a grid based finite-
element solver [313], [314], [322], [323] or a voxel-based fast Fourier transformation solver [312], 
[324], [325]. In this approach the results from a (generally) coarser grid CP simulations are first 
interpolated into a finer and regularly spaced cellular automata grid where the conditions of 
nucleation and grain growth during the recrystallization process is evaluated. More often a 
probabilistic switching criterion for each automaton cell is prescribed which determines its 
probability of being consumed by another cell, similar to the transitional probability criteria in the 
Monte Carlo (MC) Potts method. The CA approach is an attractive avenue of research as it 
provides high spatial resolution and scalability for computer code parallelization, thereby giving a 
higher computation efficiency for full-field coupled calculations. However, critical disadvantages 
of the method include the inability to trace the texture evolution in the material, as well as the 
significant dependence of the evolving grain morphology on the underlying CA grid discretization 
[301], [326]. 

In phase field recrystallization models, the grain structure is represented through a continuous 
phase field with distinct values in each grain, often with diffuse interfaces across the grain 
boundaries. The crystallographic orientation of each grain is represented through the non-
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conserved phase-field variables, and the subsequent driving force for recrystallization is governed 
by minimizing the free-energy functional of the system that consists of components related to the 
interfacial energy, bulk energy, and stored strain energies. The simulation is then governed by the 
time-dependent Ginzburg—Landau [327] and Allehn—Cahn [328] equations, which are then 
solved using numerical schemes such as finite difference methods, finite element methods, or 
spectral decomposition. Different phase-field formulations of recrystallization differ in the 
formulation of this free-energy functional, with inclusion of more terms (i.e., incorporating more 
physics) adding to the numerical and computational complexity. The coupled phase-field crystal 
plasticity approach has been employed to simulate both static and dynamic recrystallization 
processes [329]–[333] as well as for systems with anisotropic grain boundary properties [334]. 
The phase-field approach to recrystallization may become computationally expensive when 
considering large number of grains.  However, recent studies provide methods for uniquely 
representing more than one grain with a single non-conserved order parameter reduce the 
computational memory requirement significantly [335], [336]. 

Other methods of modeling recrystallization include vertex or front tracking methods [337], and 
level set models [338]–[341]. The front tracking method has the advantage of including a physical 
time scale [342] but has been restricted mostly to two-dimensional investigations due to numerical 
and computational complexity. The level set method, which resembles the phase-field approach, 
is a relatively recent technique that has not yet been fully explored in the literature. 

4.4.2 Modeling densification 

Models of densification can be split into two types: continuum models using macroscale 
poroplasticity and diffusion models to predict the densification of large volumes and discrete 
models that resolve individual powder particles.  Historically, discrete models can only simulate 
the densification of relatively small volumes of material, but recent developments in the Discrete 
Element Method (DEM) have enabled discrete simulations of larger volumes of material. 

4.4.2.1 Continuum methods 

Continuum methods for predicting sintering compaction have a long history and have been 
successfully applied to predict densification in a variety of manufacturing processes.  The key 
aspect of these methods is that the treat the part as a continuous, albeit porous, medium, neglecting 
the details of individual particle-to-particle interactions.  Within this category are two subclasses 
of models: one for continuous mechanical densification and one for diffusion-based densification.  
Section 3.3.2.1 describes the physical mechanisms governing these two densification processes.  
In general, mechanical densification is more important in the PM-HIP process and diffusion-based 
densification is more important in classical sintering.  However, both mechanisms can occur in 
either process.  Chapter 3 provided an overview of the physical processes underlying each 
mechanism, this section focuses on particular modeling techniques. 

Models for physical densification are at heart simply classical, continuum poroplasticity methods.  
These models are rooted in either the Gurson [343] or Fleck [344] formulations, which both 
provide a constitutive equation describing the plastic growth or shrinkage of voids distributed in a 
solid medium.  The Gurson and Fleck models and their numerous extensions by Hutchison, 
Needleman, Tvergaard, and others [345], [346] were originally intended for void growth leading 
to fracture.  However, numerous studies have applied this framework to model densification (i.e. 
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void shrinkage) in PM-HIP processes and shown good agreement with experimental tests [347]–
[349].  Alterative poroplasticity formulations have been used (e.g. [350]–[352]), however they all 
share the key constitutive form: given the stress predict the evolution of plasticity (plastic strain) 
and porosity (void fraction) over a time increment: ࣌, ݂, ܶ → ,ሶ௣̅ߝ  ݂ሶ 
where ࣌ is the stress, ݂ the porosity, ܶ the temperature, and ߝ௣̅ the equivalent plastic strain.  This 
scalar model would be supplemented with a flow rule to determine the complete inelastic strain 
rate tensor. 

Models for the growth or collapse of voids via plastic deformation can be linked to models for the 
evolution of plasticity in bulk material (cf. [351]).  The task is then determining which plasticity 
mechanisms to represent.  Models typically include some form of power law creep, occasionally 
supplemented by high temperature, diffusional mechanisms like Coble or Nabarro-Herring creep. 

Once assembled into a complete poroplasticity model any standard finite element framework, 
including commercial software like Abaqus or ANSYS, can be used to execute the densification 
simulations.  To the finite element framework the poroplasticity model looks like any other 
standard inelastic constitutive model.  The user applies the appropriate boundary conditions, for 
example a suitable pressure boundary condition for the PM-HIP process or loading conditions 
representing the mechanical loads induced by traditional pressing.  The finite element simulation 
then models the evolution of deformation in the component according to the underlying 
poroplasticity model.  The internal porosity is a state variable in the poroplasticity model and so a 
direct prediction of densification is also an outcome of these simulations. 

The various parameters required in the poroplasticity model are fit to experimental data – either 
simple or complicated particle compression tests.  These parameters typical depend on temperature 
and so a series of tests may be required. 

Sintering can be fit into the framework of poroplasticity through models for the “sintering stress.”  
This sintering stress is the effective, macroscale stress provided by the thermodynamics of 
microscale, diffusional, pore-collapse mechanisms available to reduce porosity.  Early work 
originates with Ashby [353], though [354] provides a more modern summary.  Once this sintering 
stress is determined, the remainder of the macroscale simulation can be completed using a standard 
finite element framework.  For pure sintering, the only required input information is the 
temperature field in the component and any constraint conditions provided by a tool or die.  
However, models for diffusion induced and stress induced pore collapsed can be combined by 
summing the mechanical stress and the sintering stress.  In this case mechanical boundary 
conditions are also required. 

Various models for the sintering stress have been proposed [355]–[358] all typically derived from 
simplified micromechanical models of transport.  These models relate the microstructural 
characteristics affecting diffusion-driven mass transport to a macroscale, effective sintering stress 
that can be used to drive a poroplasticity model.   

4.4.2.2 Discrete methods 

An alternative to the continuum approach discussed in 4.4.2.1 is a discrete approach that directly 
represents each individual metal particle and pore.  Again, there are discrete approaches for both 
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mechanical consolidation and sintering and again these approaches can be combined into a 
composite model. 

Early work on discrete models of mechanical consolidation relied on finite element methods or 
analytic solutions [232], but more recent models adopt the Discrete Element Method (DEM) 
[359]–[362].  DEM is a discretization technique aimed specifically at efficiently simulating the 
behavior of a large number of particles [363].  Recent advances in the method allow the technique 
to model details of contact forces between particles with irregular shapes and sizes and to represent 
aggregates of millions of particles. 

The advantage of DEM-based simulations of HIP consolidation is that they directly represent the 
microstructural features affecting consolidation – particle size and shape distribution and the 
details of plasticity inside each particle.  The disadvantage is that the scale of these models still 
remains limited – realistic HIP parts might have billions of individual metal particles. 

There are corresponding discrete models for sintering.  Here again modern models are set in the 
context of the DEM [364]–[366].  The direct analogy of a “sintering stress” is a “sintering force” 
driving the consolidate of the powder bed.  As with the continuum models, this sintering force is 
determined from the thermodynamics of the underlying diffusion-driven mass transfer processes. 

The discrete methods for sintering share similar advantages and disadvantages to the discrete 
methods for mechanical consolidation: they directly incorporate many of the key processing 
variables like powder shape and size, but remain limited in scale based on the requirement of 
resolving individual particle-particle interactions. 

4.4.3 Challenges developing complete process models 

A complete process model for sintering or HIPing typically combines a model for consolidation 
along with a model for grain growth.  As discussed in Section 3.2 there are many additional 
microstructural features that feed into the final material properties.  However, the classical tradeoff 
in sintering and HIPing is between grain size and porosity.  Higher pressures and temperatures and 
longer times lead to less porosity but larger final grain sizes, which tend to result in impaired 
mechanical properties.  A successful process model tries to steer the key processing parameters of 
pressure, time, and temperature to a regime that produces near full consolidation without excessive 
grain sizes. 

Conceptually, a complete process model then combines a grain growth model (Section 4.4.1) with 
a model for consolidation (Section 4.4.2).  Many researchers have claimed success modeling either 
HIPing or classical sintering with these sorts of models for particular geometries (c.f. [367]–[372] 
among many others).  However, the vast majority of these compare only to experimental distortion 
measurements and not key microstructural characteristics.  Furthermore, these were for the most 
part “one-off” studies and not general process models applicable to any part geometry and material. 

Instead, common commercial practice relies on HIP or sintering diagrams.  These are simple plots 
of density versus temperature (classical sintering) or pressure at fixed temperature (HIPing) [353], 
[373]–[375].  Occasionally, corresponding plots of grain size or some other mechanical property 
versus the same variables supplement the basic diagram.  Using these diagrams, a process 
engineering can determine appropriate processing conditions to achieve the required density while 
avoiding detrimental grain growth.  Oftentimes, the diagrams are constructed using models 
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calibrated to experimental data or, occasionally, physically-based micromechanical models of the 
type discussed in the previous section. 

The process diagram approach is crude: it abstracts most of the key micromechanical processing 
variables identified in 3.3.2 (or rather a separate processing diagram is required for each powder 
material, powder size, power shape, etc.).  However, it has the crucial advantage of simplicity – 
once collated a set of processing diagrams can be distributed and widely and easily used to tune 
the manufacturing process. 

More sophisticated process models of HIPing and sintering are achievable with well-validated 
current technologies.  However, we have not been able to identify any commercial product offering 
such a model (here we are not counting consulting engineering services that offer to develop 
bespoke models using commercial FEA).  To some extent this likely reflects a lack of demand – 
conventional sintering is a well-established process and practitioners seem content with trial and 
error supplemented by processing diagrams while HIPing is not a widely used manufacturing 
process.  This will likely change in the future as these technologies are applied to AMTs – for 
example, it would be difficult to achieve optimal sintering parameters for binder-jet green parts if 
many different, or even individually unique, geometries are being produced.  However, the current 
state-of-the-art in manufacturing relies on simpler techniques, even though more sophisticated 
models are available and frequently used in research programs. 

4.5 Summary and Recommendations 

This section surveys physically-based modeling approaches for predicting the initial 
microstructure of AMT materials.    The chapter covers both fully-resolved multiscale approaches 
as well as classical homogenized, macroscale models.   Basic techniques for predicting limited sets 
of microstructural characteristics given a single or a single related set of processing variables are 
well-developed.  Complete modeling frameworks as less well developed, given the challenges in 
bridging time and length scales. 

Of the different microstructure features surveyed here, models for the initial residual stress 
distribution are the most well-developed.  Commercial simulation tools are already developed.  
Close behind are tools for the densification of material in PM-HIP processes.  Models for PBF and 
DED techniques, as well as detailed electron-beam welding models, are less developed.  However, 
much progress is being made, particularly for models with comparatively limited scale, for 
example predicting processes in a single weld line. 

This chapter briefly touches on verification and validation – Chapter 7 “Key Recommendations” 
expands on this topic in greater detail.  However, one key point is the relative lack of 
microstructural benchmark problems for assessing various prediction methods.  Despite some 
progress by NIST and others in assembling suites of benchmark problems, complete 
microstructural benchmarks are relatively rare given the wide variety of AMT processes, the 
complexity of resulting microstructures, and the difficulty inherent in characterizing reasonable 
volumes of material in detail.  The development and community acceptance of such benchmark 
problems would of great value to regulators, as they could serve as a standard for the acceptance 
of new (and existing) modeling and simulation techniques.
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5 Data-based prediction methods 

5.1 Introduction 

Machine learning (ML) and other statistical approaches have seen increasing adoption in materials 
science and engineering including the development of processing-structure (P-S) relationships 
[376]. A subset of these approaches target additive manufacturing, a field characterized by 
complex processing conditions with numerous variables of interest. For a target AMT, for example 
laser PBF, internal machine variables (e.g. laser power, scan speed and hatch spacing) in addition 
to external variables (e.g. powder quality and environmental conditions) directly and complexly 
influence microstructure characteristics (e.g., grain size distribution, spatial composition fields, 
spatial orientation fields, porosity, cracking, and phase fraction). As discussed in the previous 
chapters, traditional physics-based approaches can be used to connect processing to structure. 
Phenomenological approaches employ simple, physics-informed expressions with parameters 
calibrated by experimental data. Sophisticated physics-based modeling approaches address 
specific aspects of an AMT and include FEM, CALHPAD, phase-field modeling, cellular 
automata, and more. Machine learning has the opportunity to replace elements of these traditional 
approaches, or even to replace them wholesale. In the first category, a ML model may be trained 
as a surrogate of a slow to evaluate physical-model, or be employed to accelerate the predictions 
of such a model. In the second category, ML may be used as a substitute for phenomenological 
models and directly connect processing parameters to microstructure outcomes. The advantage in 
this second case is that ML approaches can realistically incorporate dozens of input variables when 
connecting to microstructure in a simpler and more direct way than a chain of physics-based 
models or phenomenological models. 

Machine learning for AMTs is a relatively new area of research with limited numbers of available 
studies. That said, we expect that existing approaches not specific to AMTs will be transferable 
between materials systems and AMT methodologies. The literature is not mature enough to target 
nuclear applications specifically, so this chapter discusses all known ML studies for predicting 
microstructure in AMT. The remainder of this chapter discusses several major categories of studies 
where ML has been applied to AMT. The first covers simple processing-structure maps which 
characterize regimes of build quality and microstructure as a function of processing variables – 
typically in two dimensions. The second discusses ML processing-structure relationships that 
connect processing variables to either simple microstructure metrics or comprehensive 
microstructure representations [377]. Third, we discuss statistical approaches that produce 
microstructure-relevant predictions with quantified uncertainty. This last category, while not 
explicitly ML, will likely play an important role in the qualification of microstructure prediction 
methods for AMT components with nuclear applications. The section concludes with an 
assessment of the state of ML in AMTs and prospects for its application in the nuclear energy 
space. 

5.2 Processing-structure maps 

Processing-structure maps are tools that provide guidance on microstructure and or defect 
characteristics for a given process and material. Typically, these maps are a function of two 
processing variables that have been determined to be the most influential (e.g. laser power and 
scan speed in L-PBF). These are useful tools to help determine operating conditions that will result 
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in desirable microstructures and low defect rates. Typically, processing-structure maps would not 
be considered “ML tools,” as they represent a highly simplified view of the process data and may 
be manually constructed [378]. That said, they are similar to ML approaches in that they provide 
a “shortcut” or “surrogate” to the results of a highly complex physical process. In the remainder 
of this sub-section we will discuss several examples of processing-structure maps in the AMT 
literature. 

In 2017 Liang et al. presented the development of processing-structure maps for laser-additive 
manufacturing of Ni-base superalloys [379]. In this work, the authors developed maps for build 
quality versus laser power (P), scan speed (V), and the powder feeding rate (m). As maps can only 
be easily visualized in two dimensions, maps were presented for P vs V and P vs m at different V 
and m levels, respectively. Due to the high computational cost of evaluating FEM models for a 
grid of processing conditions, the authors relied on analytical heat transfer models as a function of 
laser processing variables. Then a microstructure selection model was employed to relate the 
thermal conditions to solidification microstructure, specifically the columnar to equiaxed 
transition. 

In 2018 Mutua et al. developed a processing-structure map for L-PBF of maraging steel [380]. In 
that work they studied the impact of processing parameters including laser power, scan speed, 
pitch, and spot diameter on relative density, surface morphology (e.g. balling, shrinkage, and 
 undermelting), and mechanical properties. In contrast to the previous study. This map was entirely 
experimentally constructed and required large number of experiments. This study resulted in a 
processing-structure map that identifies zones of varying structure optimality (and associated 
defects) for scan speed versus laser power. 

In 2019, Johnson et al. developed a computational workflow to predict processing-structure maps 
in L-PBF based on FEM [381]. This FEM framework was developed using COMSOL’s heat 
transfer module, and incorporated phase dependent properties to understand phenomena including 
melting, solidification, keyhole formation and vaporization. After identifying laser power and scan 
speed as the critical parameters, the authors used this FEM framework to produce printability maps 
for Ni-5wt.%Nb and a CoCrFeMnNi high entropy alloy. These maps identify regions of good 
quality, keyholing, balling, and lack of fusion. The authors also constructed printability maps based 
on the Eagar-Tsai model [382] and demonstrated that this simplified modelling approach was 
inadequate to represent the experimentally determined printability maps. Finally, the authors used 
a Gaussian process surrogate model to investigate uncertainty in the mappings [383]. We discuss 
this final aspect later in this chapter. 

5.3 Machine learned processing-structure relationships 

The primary opportunity for machine learning in additive manufacturing is to predict material 
structure and properties from the starting constituents, processing conditions, and build path. 
Ideally, this can be performed with high accuracy and will not require on-demand high-
performance computing (though calibration of these linkages may require extensive experimental 
or simulation campaigns). As previously mentioned, the multi-physics computational approaches 
required to model additive manufacturing are frequently complex and multi-stage. Machine 
learning has an opportunity to replace individual components in these model chains, or to represent 
the process start to finish. In the latter case, machine learning can also use experimental 
information that directly connects processing to the material microstructure. Unfortunately, the 
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authors have only identified two ML approaches in the literature that attempt to address this 
challenge in AM. In the remainder of this section, we discuss these two approaches. 

In 2017, Popova et al. published the first work (that the authors are aware of) that addresses ML 
processing-microstructure linkages in AM. This work was based on the Materials Knowledge 
Systems (MKS) framework developed by Kalidindi and colleagues for data-driven processing-
structure-properties relationships in a variety of materials systems [384]. The philosophy of this 
approach is that materials processing and properties/performance must be linked by 
microstructure. Therefore, ML relationships rely on effective quantifications of microstructure. In 
this particular work, processing-microstructure relationships in laser-based additive manufacturing 
were developed for microstructures simulated using a Potts-kinetic Monte Carlo approach. 
Through the simulation of 1799 microstructures, the authors addressed the impact of simulation 
variables relating to AMT processing variables including the scan pattern, scan velocity, molten 
zone geometry and heat affected zone geometry. The resultant microstructures were quantified 
using chord length distributions for each of the principal axes [385]. For a given axis, this provides 
a histogram for the dimensions of grains at a large number of random locations in the 
microstructure. These chord length distributions were transformed into a reduced-dimensional 
space using principal component analysis [386]. Finally, processing conditions were linked to the 
reduced-dimensional microstructure representations using simple polynomial expressions selected 
via cross-validation [387]. While predictions of these reduced-dimensional microstructure 
representations are not easily inverted to retrieve microstructure images, they can be connected to 
traditional microstructure characteristics (e.g. grain size distribution) or directly to properties. 

In 2019, Gan et al. published a machine learning approach that resulted in a full processing-
microstructure-property linkage for DED of Inconel 718 [388]. This work is unique in that it 
leveraged diverse experimental and computational approaches. The authors related processing 
variables including laser power and mass flow rate to dendrite arm spacing and Vickers 
microhardness. From the computational perspective, the authors simulated the DED process 
resulting in energy densities and cooling rates, with which the dendrite arm spacing and 
microhardness could be estimated using mechanistic models from the literature. The authors also 
produced samples via DED and characterized their structure and hardness. All of the processing 
variables, derived processing characteristics (cooling rates and energy density), the dilution and 
micro-hardness were used as inputs to a Self-Organizing Map (SOM) [389]. SOMs are an 
unsupervised machine learning approach similar to feed-forward neural networks that perform 
dimensionality reduction on the inputs. It is common to create a 2-dimensional map for ease of 
visualization. In general, the resulting map represents the training example such that neighboring 
examples are similar and far apart examples are dissimilar. From the self-organizing map, the 
authors suggested processing parameters resulting in desirable dendrite arm spacing and 
microhardness. 

5.4 Uncertainty quantification and sensitivity analysis 

In 2016, Kamath used a multi-component machine learning approach to perform statistical 
inference for the melt pool depth in SLM of 316L SS [390]. Prediction of the melt pool depth is 
not sufficient to be considered as a processing-microstructure linkage, however the work goes into 
some depth in putting together a comprehensive predictive framework with quantified uncertainty. 
In the first stage, Kamath uses an Eager-Tsai model to predict melt pool dimensions, and compares 
the results against single line scans. While the prediction accuracies were not good, it was 
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sufficient to identify laser power and scan speed as the most influential variable through the use of 
a parallel coordinate plot and other feature selection algorithms. These results were used to 
construct a surrogate model for the melt pool depth based on an ensemble of decision trees. Next, 
Kamath moved to higher fidelity and computational expense Verhaeghe model to predict the melt 
pool depth [391]. These results were much closer to experimental values than from the Eager-Tsai 
model. As fewer of these calculations could be performed, in this case a Gaussian process model 
was employed to fit the data, providing uncertainty estimates alongside the mean predictions. 

In 2019, Nath et al. developed a computational workflow to predict grain morphology in laser 
direct metal deposition (LDMD), quantify its uncertainty, and perform sensitivity analysis on the 
input variables [392]. The authors used a FE model to predict the melt pool shape, and microscale 
cellular automata (CA) [269] to predict the grain size distribution. The FE and 2D CA models were 
connected via weak coupling [393]. To enable uncertainty quantification and sensitivity analysis 
the authors employed a combined principal component analysis and Gaussian process surrogate 
model. Global sensitivity analysis (GSA) is performed via a Gaussian Mixture Cupola approach. 
The authors considered material parameters including density, conductivity, specific heat, grain 
velocity, liquidus temperature, solidus temperature. The GSA results in an analysis of the 
contribution of each variable alone to the standard deviation of the grain size distribution, as well 
as the contribution of each variable in concert with all others. 

Also in 2019, Ghosh et al. developed a framework to study microsegregation with quantified 
uncertainty in L-PBF of a Ni-Nb alloy (an analogue of Inconel 718) [394]. Similarly to [392], the 
authors employed FE heat transfer simulations to model the melt pool, but in this case used phase 
field simulations to model the microstructure evolution. Then, the authors developed a Gaussian 
process surrogate model for the phase field model to predict solute microsegregation in the 
microstructure. This model was trained on a Latin hypercube sampling of the parameter space. 
Process and alloy uncertainties were propagated through the microsegregation surrogate to 
estimate the uncertainties. Finally, a sensitivity analysis with regards to the input parameters was 
performed.  

As previously mentioned, Johnson et al. used a Gaussian process surrogate model of a 
computationally expensive FE model to propagate parameter uncertainties to printability maps for 
two alloys [381]. The use of the Gaussian process meant that the expensive FE model would not 
have to be evaluated for each Monte Carlo parameter set and choice of threshold values for defect 
identification (i.e. balling, keyholing, and undermelting). This effort allowed the effects of each 
modeling input to be individually characterized and compared to each other. 

5.5 Summary and future outlook           

Machine learning approaches for processing-microstructure linkages in additive manufacturing is 
still an emerging area of research. Only a small number of works have even attempted to link 
limited aspects of the materials processing and microstructure, and none specifically address 
nuclear applications. Consequently, it appears that commercially viable tools for ML in AMT are 
still years away. That said, many of the necessary components for useful ML tools have been 
demonstrated. Researchers have developed effective model chains for various AMTs (e.g. FEM + 
cellular automata), and have used Gaussian processes as surrogates to predict individual 
microstructure features at low computational cost. Others have instead turned towards 
comprehensive microstructure quantification approaches based in higher-order spatial statistics to 
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capture these simulation results. Uncertainty quantification and sensitivity analysis have been 
demonstrated as a way to characterize the quality of these modeling approaches and the relative 
importance of various processing parameters and material properties. Ultimately, it may be up to 
the material or device provider to develop these processing-microstructure models to provide a 
value-added service. Certainly, such tools could provide real-time feedback to the manufacturing 
process and drastically enhance the quality and consistency of components. 

An additional challenge is in validating model predictions.  As this challenge is common to both 
data-driven and physics-based modeling and simulation tools, it is addressed in further detail in 
Chapter 6. 
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6 Survey of available modeling tools 
Table 2 contains a listing of widely available modeling and simulations tools with at least some 
application to the AMT processes identified in this report.  In generating this list, the criteria of 
“widely available” was interpreted to mean either commercially available, open-source and freely 
available, or a limited-distribution often DOE National Laboratory developed tool with widespread 
applications to AMT problems.  This list is likely not comprehensive.  It was generated by 
combining a list of the tools used in the literature studies cited in this report with a separate search 
for commercially available products.  The list specifically excludes research codes used by 
individual research groups and not widely available and research codes specifically tailored for 
one very specific task (i.e. a single research paper). 
Table 2. Summary of available modeling and simulation tools for initial structure of AMT components. 
Softwa
re tool 

Refere
nces 

Link Use Method Availability 

ALE3
D 

[395] https://wci.llnl.gov/simulation/computer-
codes/ale3d 

Modeling 
powder 
melting 
and 
resolidifi
cation 

Explicit 
dynamic heat 
transfer and 
solid 
mechanics, 
laser incident 
flux models 

Limited 

DIABL
O 

[395] https://wci.llnl.gov/simulation/computer-
codes 

Residual 
stress and 
distortion 
in PBF 

Element 
activation, 
layer 
approximation
s 

Limited 

MOOS
E 

[396] https://mooseframework.org/ 

 

Predictin
g thermal 
history in 
PBF, 
modeling 
grain 
solidifica
tion with 
phase 
field 

Transient heat 
transfer, phase 
field models 
for 
solidification 

Open source 

Simufa
ct 
Additiv
e 

Ex. 
[397] 

http://www.mscsoftware.com/product/simuf
act-additive 

Residual 
stress and 
distortion 
in 
various 
AMTs 

Proprietary, 
but 
presumably 
layer-by-layer 
transient heat 
transfer and 
transformation
/thermal strain 
solid FEA 

Commercial 
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Softwa
re tool 

Refere
nces 

Link Use Method Availability 

Abaqus 
FEA 

Ex. 
[104] 

https://www.3ds.com/products-
services/simulia/products/abaqus/latest-
release/ 

Residual 
stress 
predictio
n in 
various 
AMTs 

User-
dependent, 
typically 
transient heat 
transfer plus 
thermal and 
transformation 
strain in solid 
FEA 

Commercial 

Netfab
b 

 https://www.autodesk.com/products/netfabb/
overview 

Residual 
stress 
predictio
n in 
various 
AMTs 

Proprietary Commercial 

Abaqus 
FEA 

Ex. 
[398] 

https://www.3ds.com/products-
services/simulia/products/abaqus/latest-
release/ 

Shrinkag
e 
predictio
n in 
sintering 

Custom 
UMATs, 
implicit 
thermomecha
nical analysis 

Commercial/pr
oprietary 

Additiv
e 
Works 

 https://additive.works/ Residual 
stress and 
distortion 

Proprietary Commercial 

Materi
alise 
Magics 

 https://www.materialise.com/en/software/ma
gics/modules/simulation-module 

Residual 
stress and 
distortion 

Proprietary Commercial 

GENO
A 3DP 

Ex. 
[350] 

http://www.alphastarcorp.com/products/gen
oa-3dp-simulation/ 

Residual 
stress and 
distortion
, final 
material 
propertie
s 

Proprietary Commercial 

ANSYS 
Additiv
e Print 

 https://www.ansys.com/products/structures/a
nsys-additive-print 

Residual 
stress and 
distortion 

Proprietary Commercial 

Flow-
3D AM 

 https://www.flow3d.com/products/flow3d-
am/ 

Melt pool 
dynamics
, porosity 

CFD Commercial 

Digima
t-AM 

 https://www.e-
xstream.com/product/digimat-am 

Residual 
stress and 
distortion 

Proprietary Commercial 
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Softwa
re tool 

Refere
nces 

Link Use Method Availability 

OpenP
hase 
Studio 

Ex. 
[399] 

http://openphase-solutions.com/ Phase-
field 
modeling 
for 
microstru
ctural 
predictio
ns 

Phase-field 
and solid 
mechanics 

Commercial/o
pen source 

PRIS
MS 

[400] http://www.prisms-center.org/ Phase-
field 
modeling 
for 
microstru
ctural 
predictio
ns 

Phase-field 
and solid 
mechanics 

Open source 

With the risk of over-generalizing, the following chapter classifies these software tools into three 
categories based on their intended function and embedded physics.  These three types of tools are 
described by reference to a single exemplar, specifically the tool that the report authors are most 
familiar with. 

In several cases (i.e. MOOSE and PRISMS) the software is a general framework that could fall 
into several of the general categories.  Here these frameworks are classified based on their use 
specific to the AMTs identified in this report.  Furthermore, this chapter does not identify potential 
uses of the software relative to the AMTs of interest.  For example, the MOOSE heat transfer and 
tensor mechanics modules could be used to predict residual stress and distortion using the methods 
highlighted below in the DIABLO package.  Similarly, many of the software tools, including 
Abaqus and ANSYS, could be used to model densification in the PM-HIP and binder-jet processes.  
However, we have not identified any specific packages geared towards this particular task. 

6.1 Solid/thermal modeling tools for predicting residual stress and distortion 

The basis of these tools is a fairly standard finite element method solver for coupled heat transfer 
and solid mechanics with an implicit, typically quasi-static integration algorithm.  This technology 
allows simulations to resolve the residual stress and distortion caused by heat transfer in solid 
material and take fairly large time-steps, enabling realistic multi-pass simulations covering large 
volumes of material and multiple build layers.  Combined with the approximate methods described 
in 4.1 to combine whole build layers or even multiple build layers, these types of models can 
predict the residual stress distribution in large components with relatively little computational 
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effort.  Of course, as these methods do not resolve the liquid phase nor the details of solidification 
the simulation methods and final results are somewhat empirical. 

The DIABLO code exemplifies this approach to modeling residual stress and distortion.  DIABLO 
is a structural mechanics solver developed at Lawrence Livermore National Laboratory.  It was 
originally intended for modeling thermos-structural problems over long time frames. 

The base software was modified to model residual stress and distortion in PBF processes by [401]: 

1. Modifying the heat transport solver to account for the latent heat associated with a liquid-
solid phase change by supplementing the standard heat transport equation with an 
approximation to the Stefan-Neumann equation. 

2. Implementing a laser heat source model. 

3. Including a phase-change strain in the structural mechanics formulation linked to the 
liquid-solid transition. 

These relatively simple changes to the existing solver allows it to accurately predict the residual 
stress distribution in laser PBF components [402]. 

The vast majority of commercial codes identified in Table 2 are for residual stress prediction.  
There are several reasons why residual stress and distortion prediction simulation tools are widely 
available commercial products while the other types of modeling and simulation techniques remain 
predominantly in the research community: 

1. These tools are built on top of fairly standard solvers for implicit thermostructural 
problems.  Finite element tools of this sort have been available since the 1980s and there 
is a robust literature and set of numerical techniques devoted to ensuring these types of 
finite element methods are stable, accurate, and numerically inexpensive. 

2. The models used to represent the liquid-solid transition are relatively simple and robust, 
albeit somewhat inexact, and do not require a dedicated multiphysics solver (beyond a 
standard coupled thermostructural solver). 

3. There are a set of techniques for further abstracting the simulation of residual stress 
generation in layer-by-layer manufacturing processes that can lump an entire build layer or 
several build layers into a single logical simulation step. 

4. The underlying numerical methods and the approximation schemes mentioned in #3 mean 
these types of simulations tend to be computationally affordable even on commodity 
machines. 

6.2 Fluid or hydrodynamic tools for melt and resolidification 

This type of simulation tool is geared towards modeling fluid dynamics or hydrodynamics – 
roughly a regime of deformation where solids behave somewhat like fluids.  Time integration 
algorithms are typically explicit and hence many simulations of AMTs require very small time 
step sizes.  Fluid/solid interaction is represented by explicitly solving the mass, momentum, and 
energy balance equations in each domain with rules governing mixing on phase interfaces.  
Typically, these types of simulation tools are configured to run efficiently on massively parallel 
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high performance computers and use very fine finite element or finite volume discretizations of 
the problem domain. 

ALE3D is the exemplar for this type of tool.  It is a hydrodynamics solver developed at Lawrence 
Livermore National Laboratory, originally intended to model the response of solid materials at 
high temperatures, pressures, and strain rates. 

Relatively few modifications were required to ALE3D to use it to simulate melting and 
resolidification in laser PBF processes [291], essentially just adding a laser heat source and powder 
absorptivity model to the existing framework.  As the models represented discrete metal particles 
separated by void even the material properties were likely relatively easy to obtain, as only solid 
phase mechanical and equation of state information would be required. 

We only identified one comparable commercial tool, based on a fluid dynamics rather than a 
hydrodynamics solver.  While models of this type produce accurate predictions of melting, 
solidification, remelting, residual stress, and porosity for relatively-minimal required material data 
the explicit time stepping scheme and the very fine discretization required for the simulations mean 
that the calculations are limited to high performance computing and very small volumes of material 
(i.e. single scan lines).  A great deal of additional work would be required to generate a complete 
process model that could be run on commercially-available computers and examine realistic 
volumes of material.  Additionally, while these approaches can predict residual stress and gross 
microstructural features like porosity they do not, by themselves, resolve the physics of 
solidification on the microscale and provide predictions of the final component microstructure. 

6.3 Phase field tools for predicting solidification microstructures 

The final category of tools identified here are phase field simulation suites aimed at predicting 
material microstructure.  In the context of AMTs they can be used to model recrystallization and 
densification in sintering and HIP processes or solidification in fusion processes.  They typically 
combine a phase field solver, to represent phase change, and a thermal solver, to resolve the 
thermodynamic conditions driving solidification or recrystallization.  Occasionally these solvers 
are further supplemented with a fluid solver in the liquid phase and a structural solver in the solid 
phase.  In principal, they could also be used for multi-phase solidification problems with the 
addition of a chemical potential/mass-transport solver.  Integration algorithms are typically 
implicit and so the simulations can achieve relatively long time steps. 

The exemplar of this type of tool is the MOOSE framework, specifically the tensor mechanics, 
heat transport, and phase field modules.  These three physics modules can be combined to simulate 
solidification and residual stress development in PBF processes or recrystallization and 
consolidation in sintering or PM-HIP techniques. 

While implicit time stepping schemes allow these methods to simulate more realistic AMTs, we 
were only able to identify one commercial tool aimed to the approach (OpenPhase Studio) along 
with a second research-driven simulation framework (PRISMS).  While somewhat better than the 
fluid-based techniques discussed in 6.2 these methods are still best suited for single pass or limited 
multi-pass simulations, not complete models of full components.  Additionally, microstructural 
predictions are currently limited to bulk grain morphology.  While this is the most significant 
aspect of the microstructure in predicting final properties, as noted in 3.2 there are a large number 
of other microstructural features that are relevant in realistic engineering alloys. 
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7 Key Recommendations 
The purpose of this report is to provide context to the NRC on how modeling and simulation tools 
for predicting initial properties of materials and components fabricated with AMTs may impact 
their regulatory mission.  As described in Chapter 1, given that this report is the first in a two-
volume series, with the second volume focused on predicting properties of materials given 
microstructural information, this set of recommendations focuses on modeling and simulation 
tools to predict the initial, as-built microstructure in components manufactured with AMTs. 

The recommendations here adopt a relatively short-term perspective.  Many of the modeling and 
simulation methods identified in this report are, in the near term, not ready to be developed into 
complete processing models that are suitable for use in the production of components for operating 
commercial reactors. However, these methods will likely become ready for commercial use in the 
next five to ten years.  While the conclusions and recommendations outlined here identify the 
current gaps in these more advanced techniques and occasionally speculate on longer-term 
developments, the specific recommendations are those achievable in the near-term. 

Models for predicting residual stress and distortion in fusion processes are already a well-
validated, viable commercial technology 

As described in Chapter 1, tools for predicting residual stress and distortion in fusion processes 
(i.e. PBF and DED) are already a well-established commercial technology.  Numerous software 
developers offer tools with this functionality, many based on existing thermomechanical finite 
element analysis packages.  There are several reasons why these types of simulation tools lead the 
development of other types of modeling methods: 

1. Often distortion due to residual stress is a leading contributor towards build failures in 
AMT processes and so there is a strong commercial need for accurate, easy-to-use 
prediction methods. 

2. These models build on an existing large body of work on weld residual stress prediction. 

3. The underlying solver technology is typically a standard, implicit thermomechanical FEA 
package, which many of the vendors offering AMT specific tools have already developed. 

4. There are methods for homogenizing entire build layers or a set of many build layers into 
a single logical simulation step, which means these models can be run quickly on standard 
workstation computers. 

In addition, the broader research community seems to have focused on residual stress and 
distortion prediction as an initial benchmark problem.  This report cites numerous works published 
relatively early in the recent active period of research on AMTs devoted to characterizing and 
predicting build distortion.  There are now widely available, well-characterized benchmark data 
sets that can be used to test and validate simulation methods, for example the NIST AM-BENCH 
data (https://www.nist.gov/ambench/benchmark-test-data).  Part of the reason the research 
community focused on residual stress prediction early is likely the strong commercial need for 
accurate simulation methods.  Another reason is that the corresponding validation test data – 
measurements of build distortion and residual stress – is relatively easy to obtain with standard 
experimental methods.  Build distortion can be measured optically and residual stress can be 
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measured via a variety of either destructive (serial sectioning, hole drilling) or non-destructive 
(neutron and x-ray diffraction) tests.  

Simulation techniques for modeling densification in sintering and PM-HIP methods will be 
commercially available in the near-term 

Engineering-scale models for densification in PM-HIP manufacturing are long-established and, in 
essence, are standard poroplasticity models embedded in many commercially available finite 
element solvers.  Physically-based models for densification in sintering processes require a 
diffusion solver, which is less commonly available or used in commercial FEA.  However, through 
the concept of a sintering stress, standard poroplasticity models can again be used.  Despite the 
fact that the solver technology is commercially available, essentially as it was for residual stress 
prediction, this report does not identify any commercial software packages specifically aimed at 
simulating densification in HIP or sintering processes.  There are several likely reasons for this, 
both from a commercial and from a technical standpoint: 

1. There is likely less demand for these types of simulation tools when compared to residual 
stress prediction because the corresponding AMTs currently have less industrial and 
research interest.  In particular, while PM-HIP is a promising technique for assembling 
large reactor components, there seems to be relatively little interest in the research 
community or reactor vendors, outside of the notable partnership between EPRI and 
NuScale.  Compared to the widespread interest in DED and PBF technologies there is 
comparably little engagement or funding for research into sintering and HIP processes. 

2. Sintering is a long-established conventional industrial process and so vendors may be more 
comfortable relying on their internal knowledge base and process experimentation when 
compared to newer AMTs.  The AMT application of sintering will likely be as a secondary 
mechanism in the PM-HIP process (competing against mechanical consolidation) and in 
the processing of brown parts assembled through binder jet manufacturing.  As described 
in greater detail below, we were unable to identify significant research into process 
modeling specific to binder jet processes and so vendors may be treating the sintering of 
binder jet components similar to conventional sintering processes. 

3. While poroplasticity provides a practical engineering method for simulating consolidation, 
it still requires an underlying constitutive model that describes the microstructural details 
of discrete particle consolidation (HIP) or void consolidation through vacancy transport 
(sintering).  The current generation of engineering-scale models rely on experimental data 
to calibrate these macroscale constitutive laws.  However, using experiments can be time-
consuming and typically results in a model specific to a particular set of conditions 
(material, particle size and shape distribution, etc.).  A better approach would be to use 
microscale, physically-based models to provide the calibration data.  Such models already 
exist for both sintering and HIP processes, but they have not been widely applied in a 
multiscale framework for predicting consolidation. 

If there is sufficient industrial interest in these technologies, complete process models for 
predicting consolidation could be developed in a relatively short period of time.  The microscale 
simulation techniques already exist for both HIP (the discrete element method) and sintering (full 
field diffusion simulations) processes.  Relatively standard multiscale homogenization techniques 
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borrowed from the crystal plasticity community could be used to upscale such simulation results 
and embed them in engineering process models based. 

Additionally, like residual stress prediction, detailed validation data for these models could be 
gathered relatively easily with commonly available experimental techniques.  For example, pre- 
and post-process x-ray tomography could be used to quantify both the shape and internal porosity 
of a set of reference components. 

Detailed complete simulations for predicting initial microstructure will take longer to be 
put into industrial use 

Models for predicting the development of other microstructural characteristics (grain size, shape, 
texture, precipitate distribution, etc.)  are comparatively less developed.  No commercial software 
identified in this report claims to be able to make these types of predictions accurately for any of 
the surveyed AMTs.  Research software exists but it typically focuses on one aspect of the 
multiphysics modeling challenge and not on the complete process model. 

Microstructural resolution is necessary to completely predict the initial properties of AMT 
components.  For example, only predicting residual stress and/or internal porosity, while crucial 
properties, would not completely determine the material properties relevant for component design.  
This means the lack of complete process models for microstructure is a critical gap and one that 
will likely be addressed by a large volume of research in the future. 

However, in the near term, it seems unlikely that complete process models for predicting initial 
material microstructures will be available for any of the AMTs surveyed in this report for several 
reasons. 

1. The underlying simulation techniques are much less developed than the standard 
thermomechanical solvers used in predicting residual stress and consolidation.  There are 
several high-quality, open-source software tools available, but these do not have the 
commercial history of thermomechanical solvers, several of which date back to the 1980s. 

2. By necessity, complete models for predicting microstructure need to be multiphysics-
based.  For example, a complete model for grain solidification and residual stress in a PBF 
process might require thermal, fluid, phase field, and structural solvers.  This complexity 
means that current research tends to focus on a few aspects of the problem, rather than on 
complete process models.  Similarly, the complexity in implementing numerically efficient 
multiphysics solvers likely inhibits the development of commercial codes. 

3. Current microstructural models will have to bridge both length and time scales to simulate 
complete AMT processes.  Most current models focus on single pass representations, rather 
than simulate the entire history of a component build. 

4. Many microstructural factors contribute to final material properties and current models, by 
necessity, tend to focus on only a few.  For example, solidification models tend to focus on 
grain morphology and occasionally texture prediction, which ignores the material 
chemistry, precipitate distribution, and porosity, among other factors, all of which 
contribute to the material strength in actual engineering alloys. 

5. Validation data is comparatively harder to generate and quantify.  By definition, 
microstructural models will require microstructural characterization which is relatively 
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difficult to obtain for large volumes of material.  Unlike porosity and residual stress, there 
are no well-established methods for coarsening the experimental data collection in order to 
sample larger volumes of material – for example, a model that predicts the material grain 
size distribution needs to be validated against experimental data that can resolve the grain 
structure.  This problem will only become more acute for predicting the microstructure of 
realistic engineering alloys, where validation data may need to resolve fine scale details 
like precipitate structure and dislocation density. 

This summary does not diminish the excellent research on microstructure prediction surveyed in 
this report.  Moreover, the relatively limited models that have been developed to date can still 
provide useful information on processing parameters.  However, a complete model for simulating 
the final microstructure of an entire component to a level of detail sufficient to accurately predict 
material properties is likely several years away and even farther away from commercial 
deployment. 

For the advanced microstructural simulation techniques, new methods will be needed to 
bridge length and time scales in order to develop practical and complete process models 

The AMTs considered here (with the exception of PM-HIP) are additive and build up a part line-
by-line and layer-by-layer.  Many of the simulation techniques aimed at predicting microstructure 
surveyed here follow the process at this level.  This imposes a substantial scaling problem – for 
example, the methods might be accurate for individual melt lines but they need to be applied to 
complete components.  Surrogate modeling and other model coarsening techniques can and are 
being applied to solve this problem, but again these methods are far less developed than techniques 
for predicting residual stress and distortion.  Time scales pose a similar issue for simulation 
techniques based on explicit integration schemes.  Hours or days of computer time are currently 
required to simulate a few seconds in the actual AMT process.  Furthermore, detailed models of 
this type tend to be very computationally expensive, often relying on high performance computing. 

Bridging length and time scales is perhaps the most pressing challenge facing the development of 
a complete, microstructural process model for AMTs.  A comparison to residual stress and 
consolidation simulations presents a path forward.  These simulations have well-established coarse 
scale models that can be used to link detailed, physically-based models of the process to fast 
engineering scale models that can be used commercially.  Currently, corresponding engineering 
scale models do not exist for melt pool prediction, solidification, and, to a lesser extent, 
recrystallization. 

This is not to say that current models do not provide any practical, useful information on the 
manufacturing process.  For example, even a simulation of a single weld line in a PBF process can 
still inform the key processing parameters of laser power and speed.  However, a complete model 
would also need to address other key material processes like remelt and residual stress 
development and other key processing parameters like hatch pattern, layer path, and so on, all of 
which require a more complete, larger-scale model.  Similarly, the current detailed models 
typically rely on high performance computing (HPC) with very fine discretizations.  At least 
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currently, simulation methods that require widespread HPC would not be practical in a commercial 
setting. 

Data-driven techniques will help bridge the gap between length scales in simulation 
methods and will increasingly see direct use on large datasets collected during fabrication 

Data-driven, machine learning techniques show promise in two areas identified in this report. 

The first is in replacing or complementing physics-based simulation methods for predicting initial 
material microstructure.  Data-driven methods can provide a bridge between data collected during 
the manufacturing process and the resulting quality of the manufactured component.  
Accomplishing this link solely with data-driven techniques will require large data sets.  On the 
processing side, this data is available through in-situ process monitoring.  However, it will also 
require experimental data quantifying the outcome of the manufacturing process.  This suggests 
that this direct method will, at least at first, find application in predicting coarser-grained properties 
that can be measured relatively quickly on a large number of fabricated components.  A good 
example might be final porosity or large, easily measurable defects.  It will be harder to apply these 
direct approaches to microstructural prediction as assembling a large set of results for supervised 
learning will be difficult.  An intermediate approach might be to apply data-driven methods 
directly to mechanical property measurements.  However, again here this may be too time-
consuming and expensive to be practical in a commercial setting. 

Perhaps a more promising role for data-driven methods is in addressing the length and time-scale 
issue identified for physically-based simulations of initial microstructures noted previously.  
Machine learning techniques may be able to bridge the gap between the detailed modeling and 
simulation methods identified in this report and the engineering-scale models needed to put this 
level of detailed process modeling into industrial use.  Here both the input and output training data 
would be generated numerically and so large data sets could be assembled relatively easily.  
Validation against experimental measurements would still be needed to ensure the final models 
work in actual practice, but much of the data collection could be replaced by physically-based 
simulations. 

Validation benchmark problems can increase manufacturer and regulator confidence in 
modeling and simulation methods 

The previous conclusions already mention benchmark problems several times.  Collecting and 
developing new, nuclear-specific AMT benchmark problems could increase vendor and regulator 
confidence in modeling and simulation methods for AMTs. 

This activity could span from assembling a central database of existing benchmark problems to 
generating new benchmark problems on materials and fabrication techniques specific to nuclear 
components.  Even in generating new benchmarks several options are feasible.  The most complex 
and costly and perhaps most valuable option would be to develop complete microstructure 
benchmark problems that define the relevant processing parameters, manufacture a statistically 
representative set of test articles, and provide full microstructural characterization along with 
quantifiable metrics for assessing models.  Intermediate options could include experimental 
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benchmarks with easier to obtain property measurements, like porosity, material properties, and 
residual stress or the development of computation-only benchmarks. 

Computational benchmarks can be a valuable resource even without corresponding experimental 
data.  Standard, well-defined sets of benchmark simulation problems could provide insight into 
the maturity of modeling techniques and an understanding of the corresponding model uncertainty.  
For example, if separate research groups all provide very disparate results for the same, well-
defined benchmark, that suggests that the simulation technique may not be ready to accurately 
predict the actual manufacturing process.  On the other hand, if multiple results all cluster about a 
mean, then the benchmark provides information on the modeling uncertainties.  Computational 
benchmarks can limit the sources of uncertainty, for example by providing exact boundary 
conditions rather than experimental processing parameters with, potentially, significant 
uncertainties. 

Computational benchmark could also be valuable in assessing data-driven techniques.  Generating 
“synthetic” experimental data using physics-based models could provide comprehensive 
processing parameter to final microstructure databases to train and assess machine learning 
methods.  If the data-driven methods cannot accurately predict the results of physically-based 
simulations, they are unlikely to be able to accurately predict real manufacturing processes.  
Additionally, this approach would allow data-driven techniques to get a jump start by initiating 
their development before large experimental databases using high-throughput characterization 
techniques are available.  Finally, databases of “synthetic” data are all that are required to develop 
and validate data-driven methods for model upscaling and order reduction. 

To date, there is very little modeling and simulation work specifically for binder jet 
processes 

This report does not identify any significant modeling and simulation techniques specific to 
predicting microstructures or initial properties of material from binder jet processes (that is, 
excluding general sintering models).  This may be because sintering modeling is relatively well-
developed and sintering brown parts from binder jet processes is similar to sintering conventional 
powder metallurgy components.  In particular, if the debinding phase completely removes the 
binder from the green part then the sintering model would not need to account for the effect of any 
residual binder.  Process models for the debinding step may be needed to ensure a binder-free 
brown part, but the report does not identify any current modeling and simulation efforts focused 
on this aspect of the process. 

Other AMTs and modeling techniques may need to be considered in the near future 

As described in the introduction, this report focused on the key AMTs identified in the NRC task 
order and the Nuclear Energy Institute (NEI) roadmap.  However, several additional AMTs each 
with their own corresponding set of process models may be significant to reactor components in 
the near future.  One example is advanced cladding techniques like cold spray, hot spray, explosion 
bonding, and various novel deposition processes.  A second example is diffusion bonding, 
particularly of compact printed circuit heat exchangers.  A third example might be mechanical 
bonding, like friction stir welding. 

Each of these processes has its own set of process models which are, like the AMTs surveyed here, 
at various stages of development.  Several of the models identified here extend to other AMTs.  
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For example, recrystallization and sintering modeling is a significant part of modeling the diffusion 
bonding process.  However, mechanical joining and cladding techniques require a different set of 
modeling and simulation methods only briefly touched on in this report.  As advanced 
manufacturing is an emerging, dynamic field new modeling and simulation techniques are likely 
to emerge in the future, both for new manufacturing processes and to supplement or replace the 
current techniques described in this report. 

The following table summarizes the critical issues and priorities described in this chapter. 

Table 3. Summary of critical issues and priorities for AMT modeling 
Rank Topic 
Low Models for predicting residual stress and distortion in fusion processes are already 

a well-validated, viable commercial technology 
Ranking 

Rationale 
There are existing commercial solutions for some of the AMTs of 
interest (DED and PBF). 

Discussion • Fusion processes have well established tools based on 
thermomechanical FEA. 

• Build layers are homogenized during modeling which speeds up 
computation times. 

• Results can be easily validated by measuring residual stress and 
distortion in the component. 

Medium Simulation techniques for modeling densification in sintering and PM-HIP 
methods will be commercially available in the near-term 

Ranking 
Rationale 

While there is no commercial software available to model 
densification, a reasonable model can be developed relatively easily.  
This would be a critical tool in ensuring components have full 
density and good material properties. 

Discussion • There is no commercial software available to simulate the 
densification in HIP or sintering processes due to low demand, 
reliability on internal knowledge, and lack of poroplasticity 
constitutive models. 

• Microscale simulation techniques already exist for HIP and 
sintering, and homogenization techniques can be used to develop a 
process model in a relatively short amount of time. 

• Results can be easily validated by measuring the porosity of the 
material via x-ray tomography. 

Medium 
 

Detailed complete simulations for predicting initial microstructure will take longer 
to be put into industrial use 

Ranking 
Rationale 

This issue is unlikely to be solved near-term due to the complexity 
in modeling a multi-physics problem.  Extensive research and 
development work will be required and so this should be a high 
research priority.  That said, alternative approaches relying on 
extensive testing are viable, they just may be too expensive/time-
consuming for commercial use. 

Discussion • There is no commercial software that can accurately predict 
microstructural characteristics of AMTs. 

• Only research software exists but has issues with multi-physics. 
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Rank Topic 
• Microstructural resolution is needed for the prediction and 

validation of AMT properties. Validation data is hard to generate. 
• It is unlikely that in the near-term complete process models will be 

available because the simulation techniques are less developed 
than thermomechanical models, multi-physics solvers are complex, 
most models only focus on single scans, and they usually focus on 
few microstructural properties. 

Medium For the advanced microstructural simulation techniques, new methods will be 
needed to bridge length and time scales in order to develop practical and complete 
process models 

Ranking 
Rationale 

This issue highlights the level of computational and research 
expense that hinders the development of multiscale process models.  
Similar comment to previous entry: high research priority, but could 
rely in the short term on extensive testing. 

Discussion • Most simulation techniques are accurate at the individual scan 
level. 

• Surrogate modeling or other coarsening technique can be used but 
are less developed. 

• Time scales pose an issue; running a few seconds of scan is 
computationally expensive and takes days 

• Only a few key processing parameters can be informed by models. 
• Bridging length and timescales is the most pressing challenge in 

microstructural process models for AMTs. The expense makes it 
impractical for commercial use. 

Medium Data-driven techniques will help bridge the gap between length scales in 
simulation methods and will increasingly see direct use on large datasets collected 
during fabrication 

Ranking 
Rationale 

Data-driven techniques show promise in predicting simple features 
and on resolving time and lengthscale modeling issues; however 
they require large datasets (from in-situ monitoring) and validation 
of results. 

Discussion • Data driven methods can replace/complement simulation methods 
for predicting initial microstructures. 

• In-situ monitoring may be needed to obtain large datasets of the 
manufacturing process. 

• Data driven methods may be good for predicting simple features 
like pores, but not for microstructure prediction. 

• Data driven methods could address the length and time-scale issue 
of initial microstructure simulations via machine learning. 
Validation would be necessary. 

High Validation benchmark problems can increase manufacturer and regulator 
confidence in modeling and simulation methods 
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Rank Topic 
Ranking 

Rationale 
Validation benchmark problems are crucial for the development and 
certification of AMT simulation tools.  This is a crucial gap, 
particularly from the regulatory perspective. 

Discussion • Benchmark problems can increase the confidence of vendors in 
AMT simulation tools. 

• Complete microstructure benchmark problems with experimental 
data are the most valuable and expensive. 

• Experimental benchmarks can be made for simpler properties that 
are easier to measure (porosity, residual stress, tensile strength, 
etc). 

• Computational benchmarks without experimental data can be used 
to evaluate the maturity of the simulation tools, limit the sources of 
uncertainty, and assess data-driven techniques. 

Low To date there is very little modeling and simulation work specifically for binder jet 
processes 

Ranking 
Rationale 

Binder jet process seems unlikely to be applied to reactor 
components. 

Discussion • There are no simulation techniques specific to predicting the initial 
microstructure or material properties for binder jet components. 

• Sintering modeling is well-developed and is the equivalent of 
modeling brown parts via binder-jetting.  

• Process models for the step where the binder is removed from the 
part (debinding) are needed. 

Medium Other AMTs and modeling techniques may need to be considered in the near 
future 

Ranking 
Rationale 

While any additional AMTs may require specialized modeling tools 
and techniques, they will be evaluated only as they become relevant.  
Nearest short-term need will likely be for cold spray. 

Discussion • Other AMTs like cold/hot spray, explosion bonding, and other 
deposition processes may need to be considered too. 

• Each of these processes are at a different development stage, with 
some of them requiring specialized modeling tools that can capture 
their unique process. 
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8 Conclusions 
This report summarizes the current state-of-the-art in predicting initial microstructures of material 
manufactured with AMTs using modeling and simulation.  This survey attempts to encompass the 
current body of literature published on methods for predicting initial microstructures both for 
general materials and specific to AMTs.  Included in this survey is a gap analysis describing the 
shortcomings of the various modeling and simulation methods identified and described in the 
report.  To summarize briefly, limited modeling techniques linking specific single processing 
parameters to general, high level microstructural features are well-developed and fairly robust, 
even when applied to AMTs.  However, complete process models taking a full description of all 
the relevant processing parameters to a complete description of the resulting microstructure are 
not yet available.  Such modeling frameworks will need to be developed and validated for 
regulators to confidently rely on modeling and simulation predictions without extensive 
experimental characterization of the final material.  Automated length- and time-scale bridging 
and methods for multiphysics coupling are key barriers to the development of such frameworks.  
However, as described in this report, much recent progress has been made. 

This report is the first in a two-volume series.  The second volume focuses on predicting key 
material properties starting from the initial AMT microstructure.  Taken together then, the two 
volumes provide a comprehensive summary of modeling and simulation tools for predicting the 
properties of a material given only a description of the process and processing parameters.
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