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At 8:15 a.m., the control room was notified of a confirmed tornado sighting
northeast of Mokane, Missouri. Security personnel contacted the control room to
report that a tornado was approaching the plant site. The simulated tornado
touched down in the owner controlled area causing damage to the condensate
storage tank and various sité structures.

The leak in the condensate storage tank caused concern regarding the ability to cool
the plant following shutdown. After discussing options with the technical support
center, the decision was made to manually trip the reactor so the remaining
condensate storage tank inventory could be used to remove decay heat.

At 8:30 a.m., operators unsuccessfully attempted to manually trip the reactor. At
8:31 a.m., the turbine was manually tripped. The automatic reactor trip generated
by the turbine trip did not occur. These conditions prompted a site emergency (the
licensee used this term instead of site area emergency) declaration based on
Emergency Action Level 4T, "Failure of reactor protection system instrumentation to
complete or initiate an automatic reactor trip once a reactor protection system
setpoint has been excesded and manua! trip was not successtful.” At 8:33 a.m.,
the reactor was successfully tripped by operator actions away from the reactor
control console.

A small-break, loss-of-coolant accicdent occurred at approximately 8:30 a.m,
Reactor coolant system inventory was released to containment, but system
pressure remained high. The only way to add inventory was via the normal
charging pump. Due to safety injection signal actuation, only seal water injection
was possible using the normal charging pump. This condition was insufficient to
keep the core cooled.

Since the coolant makeup was insutficient to keep the core adequately cooled, core
exit thermocouple temperatures increased. Containment hydrogen and radiation
levels, combined with the core exit thermocouple readings, indicated that significant
core damage had occurred. At 9:30 a.m., hydrogen e &ls increased to a point
where ignition occurred, causing a sharp increase then decrease in containment
pressure. The hydrogen burn led to the failure of the containment mini-purge inner
isolation damper and rupture of the ventilation duct upstream of the outer isolation
damper. This condition created a release path to the environment through the
auxiliary building and unit vent. A general emergency was dec'ared based on
Emergency Action Level 2E, "A lgss indicator from any two barriers and any
indicator from the third."

The remainder of the exercise consisted of efforts to reduce the radiological release
and to continue core cooling. Controllers terminated the plume phase of the
exercise at approximately 1:30 p.m., followed by recovery discussions.



Control Room
Inspection Scope (82301.03.02)

The inspectors observed and evaluated the control room simulator staff as they
performed tasks in response to the exercise scenario conditions. These tasks
included event detection and classification, analysis of plant conditions, offsite
agency notifications, internal and external communications, and adherence to the
emergency plan and procedures. The inspectors reviewed applicable emergency

plan sections, emergency implementing procedures, logs, checklists, and
notification forms.

Observations and Findings

Operators responded properly to the Electrical Bus NBO2 fault and the diesel
generator building fire alarm. Operators sounded the station fi'e alarm and
dispatched the fire brigade to the affected location. Following the fire report, the
shift technical advisor began to review the emergency action levels. The shift
technical advisor identified two potential classifications based on the plant
conditions.

The first emergency action level involved a fire lasting longer than 15 minutes
(notification of unusual event). The shift technical advisor informed the shift
supervisor that the time remaining on the 15-minute clock was being tracked.

The second emergency action level involved a fire affecting the operability of safety
systems required for safe shutdown of the plant (alert). The indications for this
emergency action level referred to a fire in certain areas of the plant, including the

diesel generator building, and visible damage to safety equipment required for safe
shutdown.

The shift technical advisor asked the shift supervisor if there actually was a fire.
The shift supervisor concluded that there was a fire because the caller reported
smoke and halon system actuation. The shift technica! advisor then asked if
anyone observed visible damage to safety equipment. The shift supervisor pointed
out that the Electrical Bus NBO2 fault coincided with the fire alarm and that the bus
was assumed to be damaged because the fault could not be reset. Since the bus
was used to power safety equipment, the latter portion of the emergency action
level was satisfied.

However, the shift technical advisor was not sure that the alert emergency action
levei applied. Although the questions asked by the shift technical advisor were for
clanfication and interpretation, rather than to prompt a decision, the inspectors
determined that the shift technical advisor did not demonstrate good understanding
of the fire alert emergency action level.







At 7:43 a.m., the fire brigade requested assistance from the offsite fire department,
The call from the control room to request offsite assistance was delayed
approximately 5 minutes because the shift technical advisor cculd not find the
telephone number for the local fire department. Under certain ciicumstances, such
a delay could have an adverse effect on the facility and s personnel.

The shift supervisor exercised good command and' control throughout the exercise.
Emergency implementing procedures, abnormal opaarating procedures, and
emergency operating procedures were used correctly, Command and control was
effectively transferred to the technical support center, and the transfer of command
and control was formally announced.

The technical support center was kept informed of changing plant conditions
through the use of a liaison communicator. The inspectors determined that
communications to the technical support center were made in a timely manner.

Personnel used three-part communications throughout the exercise. Three-part
communications involve: (1) information communicated by provider, (2) information
restated by the receiver, and (3) information confirmed by the provider. Three-part
communications were also used at the end of staff briefings to ensure priorities and
assigned tasks were understood. The inspectors determined that the use of three-
part communications in the control room was properly implemented.

The shift supervisor often conferred with the control room staff to assess and
control the event. Anticipatory actions were discussed and, where appropriate,
preparatory actions were taken. The control room staff exhibited very good
teamwork and coordination. Staff briefings were conducted when conditions
changed and prior to important evolutions. The inspectors determined that the
briefinps were conducted on a proper frequency.

Following the completion of the exercise, the operations staff compiled logs from
the various notes taken during the exercise. Log forms were complete and well
prepared. The inspectors determined that the control room logkeeping process was
good,

Conclusions

Overall, the control room staff's performance was generally good. Events were
correctly analyzed and classified. The shift technical advisor did not fully
understand conditions to meet one emergency action level. An exercise weakness
was identified for failure to make timely offsite agency notifications. The request
for oftsite support was delayed because the telephone number could not be located.
Command and control were good; three-part communications were consistently
used, and briefings were frequent.




P4.3

Technical Support Center
Ingpection Scope (82301-03.03)

The inspectors observed and evaluated the technical support center staff as they
performed tasks necessary for response to exe.cise scenario conditions. These
tasks included staffing and activation, accident asse “ent and event classification,
NRC notifications, personnel accountability, facility management and control, onsite
protective action decisions and implementation, internal and external
communications, assistance and support to the control room, and prioritization of
mitigating actions. The licensee’s technical support center and operations support
center were collocated; independent command a.d control structures were not
maintained. The latter facility is referred to as the operations support area. The

inspectors reviewed applicable emergency plan sections, emergency implementing
procedures, chrcklists, and logs.

g . Findi

The technical support center was promptly activated. Personnel arrived within
minutes of the alert public address announcement and initiated position checklists.
Within 30 minutes, the emergency coordinator was briefed on simulated emergency
conditions, all key personnel were present, and the facility activation checklist was
completed by the administrative group. Upon verification of center readiness, the
emergency coordinator informed the control room that the technical support center
was assuming emergency coordinator responsibilities.

Technical support center access controls were established but were periodically
ineffective in maintaining positive control of those who exited. A security officer
was assigned to control center access and ensure that all personnel who entered
the center walked through the portal monitor. Personnel who exited the center
were logged out by the security officer.

Although the process worked most of the time, when the security officer interfaced
with the administrative group or the security coordinator, opportunities occu red for
personnel to exit the center without being noticed by the security officer., During
the exercise, at least three individuals left the technical support center without

logging out with the sscurity officer. As a result, continuous accountability was not
maintained.

In addition, there was no process to establish and communicate radiological
precautions to those who exited the center once the radiological release started
(except inplant response team members). As a result, the three individuals who left
the center were not informed of areas to avoid, routes to take, or personal
protective measures. In a related matter, the inspectors observed limited
coordination with security personnel concerning radiological precautions; however,
the licensee informed the inspectors that radiological precautions were taken for



security personnel. Due to the impact on personne! .afety, the failure to establish
effective technical support center access controls was identified as an exercise
weakness (50-483/9713-02).

Overzll, the technical support center layout provided an efficient work environment,
The collocation of the technical support center and operations support area
facilitated close coordination between the technical staff and inplant response team
formation and control. A team status board was kept current and provided
information to the emergency coordinator concerning dispatched teams.

However, provisions for dealing with contaminated personnel, including returning
inplant response teams, appeared limited. Existing plans included decontaminating
personnel in the nearby service building. The path between the service building and
technical support center required travel outside the buildings. If the area was
contaminated, personnel who traversed the area to get to the technical support
center would be contaminated and would have to be decontaminated prior to entry.

Command and control in the technical support center were effective. The
emergency coordinator maintained focus on key activities by establishing priorities
and monitoring progress. Briefings were frequent and comprehensive. The
technical assessment coordinator effectively interacted with the emergency
coordinator concerning plant conditions. The technical staff appropriately monitored
emergency action level parameters and advised the technical assessment
coordinator of adverse conditions and parameters that could result in emergency
classification upgrades.

Although the general emergency declaration was correct and timely, the site
emergency declaration was delayed due to confusion concerning the automatic
reactor trip. The conditions for a site emergency existed at 8:31 a.m. when the
control room announced over the public address system that the reactor failed to
trip. The technical staff reviewed the emergency action levels and determined that
conditions for a site emergency were met based on Emer: cy Action Level 4T.
However, the emergency coordinator questioned whether the automatic trip portion
of the emergency action level had been satisfied.

As discussed in Section P4.1 above, operators unsuccessfully attempted to
manually trip the reactor then manually tripped the turbine. The automatic reactor
trip generatud by the turbine trip did not occur, Upon further evaluation, the
technical staff confirmed that the automatic trip portion of the emergency action
level was met because the automatic trip caused by the manual turbine trip was not
successful. The site emergency was declared at 8:46 a.m., 15 minutes after
emergency action level conditions existed.

Although the 15-minute declaration was not considered untimely, inspectors did
consider it to be an unnecessary delay since information was available to help
clarify the emergency action level conditions. Inspectors noted that involved
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