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Maintenance

0 A Failure In'est1?at1on Process (FIP) team was thorough n investigating
the cause of an electrical flash in a 600 Volt breaker cubicle
associated with Motor Control Center 2MXM. The root cause indicated
configuration and ?rocedure weaknesses in the method of locking out 600
Volt breaker cubicles to the maintenance position. Adequate corrective
agtigns to prevent recurrence of this incident were implemented (Section

. The licensee's identification of a technician's failure to follow a leak
rate test procedure that resulted in an inva.1d test of valve 2NV-874
during the previous refueling outage was an example of good questioning
attitude: however, the procedure completion review was untimely The
Plant Operations Review Committee performed a thorough review of
subsequent activities to groperly retest the valve. Good engineering

' support was Erovw‘ded. both in developing a leak rate test procedure and

' briefing package for the evolution. The failure to follow the leak rate

test procedure was identifi:J as a Violation (Section M1.2),

g Engineering

- The licensee's identification of a discrepancy between primary and
. secondary thermal power indication exhibited attention to detail in the
{ review of plant data. Actions to initiate a FIP team to investigate the
root cause were appropriate and steps to reduce reactor power until the
i discrepancy was understood were conservative. Replacement of a faulty

T card was well-planned. coordinated and controlled, and executed in
an expediticus manner (Section E1.1).

ARSI ——

B Resolution of Design Base Document (DBD) open items was ?enerally
adequate. However, a violation (second example) for failure to follow
procedure was 1dentified related to Engineering's failure to enter DBD
open items into the Problem ldentification Process as required by

rocedure and stated in the licensee's response to the Des .gn Basis
0.54f letter (Section E2.1).

. The Ticensee's corrective action audit that assessed the resolution of
Self-I.:"1ated Technical Audit findings was identified as a strength in
correc " ve action performance (Section E2.1).

T SRR RETRRRRR =S,

. The licensee adequately addressed the Emergency Diesel Generator 10 CFR
?grt ?1 1E§u§)re1ated to putentially defective intake/exhaust springs
ection £2.1).

1 . Based on in-office review of the licensee’'s March 31, 1997, annual
summary on 10 CFR 50.59 changes. onsite review of the licensee's 10 CFR
50.59 evaluations, and audit of the licensee's grocedures. the inspector
concluded that the licensee had complied with the provisions of the
regulation for the changes listed in the annual summary (Section £3.1).
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service first. After the PM for the 2A LCVU was completed. but
before motor testing was compieted. operations personnel decided
to remove the 20 LCVU for PM. The 20 LCVU was removed from
service at 10:55 a.m. While both LCVUs were out of service. lower
containment temperature increased. To compensate fo the
temperature increase, control room operators adjusted the
oﬁgration of the remaining inservice LCVUs (2B and 2C) from
“Normal" to "High Speed." and then to “Max Coo)." However, for a
orief period of time lower containment temperature had exceeded
the high-high temperature Operator Aid Computer (0AC) alarm
setpoint of 115.6°F and the adjusted TS 1limit of 117.2°F,
ultimateIZ reaching 117 .4°F, Lower containment temperature was
above 117°F for approximately 3 minutes before 1t was restored to
within TS limits. The Action required by TS 3.6.1.5 was to
restore the air temperature to within the 1imits within 8 hours or
be in at least hot standby within the next 6 hours. Since the
high lower containment temperature exicted for only a few minutes,
the licensee was in compliance with the TS action.

At agarox1matel 11:10 a.m., operations personnel decided to postpone
the PM on the 2D LCVU, recall the associated tags and return the LCVU to
service unti] the 2A LCVU was restored to operation. While operators
were returning the 20 LCVU to service and all three LCVUs to normal
alignment, the YV chillers 1n service (A and C) tripped on low flow,
Based un a review of the circumstances surrounding the trip of the A and
C YV chillers, the inspector discerned that the following took place.
When the B and C LCVUs were taken to "Max Cool" in an effort to reduce
lower containment temperature, the flow control valves in the chiller
loop fully opened as designed. and thermostatic control of the chilled
water supply was lost. When operations subsequently restored the 0 LCVU
to service and returned the LCVUs to normal operation. thermostatic
control of the flow control valves was reinstated. The existing

t rature caused the flow control valves to throttle closed. and the
chillers tripped on low load. Normal alignment with the A and B YV
chillers was established within 30 minutes of the chiller trips. The C
YV chiller had also been restarted, but tripped after running for 10
minut$51 S?ortly thereafter, containment temperatures were restored to
normal levels.

Operations surveillance procedure PT/1/A/74600/02A. Mode 1 Periodic
Surveillance Items, Enclosure 13.1, Periodic Surveillance Items Data.
approved January 23, 1997, provides surveillance acceptance criteria in
accordance with the lower containment temperature limits imposed by TS
3.6.1.5. Lower containment minimum and maximum air temperature 1imits
are based on the average inlet temperatures of the operating LCVUs.
Temperature readings associated with non-running LCVUS provide
indication of static air temperature and, therefore, are not used to
determine average containment air temperature. Therefore. temperature
Timits are adjusted conservatively as a function of uncertainty (because
of the reduced sample size) in generalizing local indications to average
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was the only review that was required following test procedure
completion. the inspector considered the review untime1{. Had this
review been completed prior to plant startup. this problem may have been
identified and corrected gr1or to the unit entering a mode requiring
containment integrity. The failure to open test vent valve 2NV-873

during leak rate testing of valve 2NV-874 in accordance with
PT/2/A/4200/01C was identified as a violation of 1S 6.8.1. This issue
15 1dentified as Violation £0-414/97-09-03: Failure to Follow Procedure
Results in Invalid Local Leak Rate Test of Valve 2NV-874.

Miscellaneous Maintenance Issues (92907

éclfggnl_yéntﬁn;gla__gl%La%ﬁglgnl: Failure to Include all Structures.,
and Components 1n cope of the Maintenance Rule as Required

ystems
by 10 CFR 50.65

This violation was identified when the inspectors determined that the
licensee had incorrectly excluded a number of structures, systems and
components from the scope of the Maintenance Rule. The licensee
acknowledged the violation and issued a Problem Investigation Process
(PIP) report PIP No. 0-C97-0419. to document corrective actions taken
and, track the progress made in addressing the issues, The systems
affected included Nuclear Sam?11ng (NM), Main Steam to Auxiliary
Equigment (SA), Auxiliary Building Chilled Water (YN) and Ice Condenser
Hitch Pins (NF). Following a review by the site Expert Panel these
systems or components were added to the scope of the Maintenance Rule.

Corrective actions taken or pla~ned included a review of the 239
functions that had been excluded from the Maintenance Rule scope. This
review was scheduled for complietion in December 1997, and will be
documented in PIP No. 0-C97-0419, In addition, structures and functions
excluded from the Maintenance Rule will be reviewed for Generic Scoping
applicability. The due date for this review is also December 1997. The
inspectors concluded the licensee's corrective actions were appropriate.

‘?l?"?r¥lna§°‘5§?§§lﬁéﬂzﬁnlﬁ“5: Failure to Implement the Requirements
of (a) and (a of the Maintenance Rule

This violation was identified when the inspectors determined that the
licensee was using Forced Outage Rate (FOR) instead of Unplanned
Capability Loss Factor (UCLF) as a Plant Level Performance Criteria for
monitoring A2 syste..s per 10 CFR 50.65. The concern was that FOR was
not as sensitive as UCLF in detecting declining performance in some
systems,

The licensee acknowledged the violation and took appropriate action to
correct the problem. The licensee incorporated the Plant Transient
Criteria as part of the Forced Outage Criteria. This combination of
criteria was intended to provide agpropriate equivalent defense in depth
monitoring as the Unplanned Capability Loss Factor. A Plant Level
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Performance Criteria called Plant Transients. which defined unacceptable
performance was added to Engineering Directives Marual (EDM)-210 as Rev
4. The inspectors concluded the licensee's corcective actions were
appropriate.

ﬁElga:dl?lfsnﬂnxnr.gnllfgmel{:m&il;ll.&ﬂ;3%3‘315121;91;92: Followup and
eview Of Licensee Procedure to Implement the Requirements of (a)(1) and

éa)(g) of the Maintenance Rule after lssuance of Regulatory Guide 1.16C.
ev.

EDM-210." Requirements for Monitoring the Effectiveness of Maintenance
at Nucleer Power Plants or the Maintenance Rule." Rev. 5. revised the
definition of Maintenance such that it was now in agreement with
Regulatory Guide 1.160, Rev. 2. dated March 1997. Revision & of the EOM
now considers any operator action performed in support of Maintenance as
& Maintenance Preventable Function Failure (MPFF) candidate. In
addition, the ' low raﬁz of Appendix A to the subject EOM, were revised
for clarity. One of the two was revised from Vendor Error to Off-site
Vendor Services while the other from Operations or Plant configuration
control to Operation or Plant Configuration Control not associated with
a maintenance activity. The inspectors concluded the 1icensee's
corrective actions were appropriate.

- 97-01-03. Followup on Licensee Actions to
Irov1 e Performance Criteria for Structures After Resolution of this
ssue

EOM-210, “"Requirements for Monitoring the Effectiveness of Maintenance
at Nuclear Power Plants or the Maintenance Rule." Rev. 5, changed the
Berformance criteria for all Maintenance Rule structures to comply with
egulatory Guide 1,160, Rev. 2. This criteria applies to both risk and
non-risk significant Maintenance Rule structures.

EDM-410, "Insgect1on Program for Civil Engineering Structures and
Components." Rev. 1, dated June 16, 1997, is the controlling document
for monitoring and assessin? civil engineering structures and components
to the requirements of 10 CFR 50 65 and Regulatory Guide 1.160. Rev. 2,
dated March 1997. It provides examina.ion zuidel1nes. acceptance
criteria and documentation requirements. As such, Catawba civil
engineering was responsible for implementing the inspection program for
ctructures and components. The inspectors reviewed EDM-410, Rev. 1 for
content and adequacy. The inspectors noted that the procedure provided
adequate guide11nes and the acceptance criteria contained within,
followed Regulatory Guide 1.160. Rev. 2 guidelines for acceptable and
unacceptable performance criteria.

Through discussions and document review, the inspectors ascertained that
the inspection program for structures was adequately administered and
implemented. Responsible en?ineers had received training and were
familiar with Maintenance Rule requirements as they applied to their
area of responsibility.
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At the close of this inspection. 39 structures had been inspected and an
additional 120 were scheduled for inspection by year's end. lnsgectwon
per the revised EDMs -210 and -410 commenced on July 1, 1997. The
inspectors reviewed the licensee's classroom training material  ES-CN-
97-21, used to communicate Regulatory Guide 1.160. Rev. 2 guidelines.
Training of personnel was reld between June 9 and 18. 1997 The
inspectors concluded the 1icensee's corrective actions were aporopriate.

111. Engineering
Conduct of Engineering

Primary and Secondary Thermal Power Discrepancy
Inspection Scope (37501)

On July 15, the licensee discovered a discrepancy of approximately 0.6%
between the Unit 2 primary and secondary thermal power indications.
Secondary therma) gower was immediately reduced to 99.3% (reactor power
was reduced to 99.7%) and a FIP team was initiated to determine the
cause of the discrepancy. The inspector attended management briefings
by the FIP team rs on the progress of their investigation; reviewed

associated TS and TS Interpretations; and discussed the 1ssue with
Operations, Engineering and Maintenance personnel.

Observations and Findings

On July 15, Operations personnel were notified by the reactor
engineering group that there was a 0.6% discrepancy between primary and
secondary thermal power indications, and that actual thermal ﬁower might
be greater than the secondary thermal power (the designated thermal
power best estimate) indication. The reactor engineering group
discovered, during a routine review of secondary plant parameters, that
primary thermal power had slowly increased over time since the Unit 2
restart from the April 1997 refueling outage. A FIP team was initiated
to determine the cause of the discrepancy, and control room operators
decreased reactor power to 99.3%. The reactor was operated at 99 3%
power until the FIP team could determine the cause of the discrepancy.

The FIP team determined. during the course of their investigation, that
the T, indication had been drifting downward since May 11, 1997, from
587 3% to 586.9°F . Operations responded by decreasing T,, to minimize
the T, /T, error. Lowering T, caused the reactor to increase AT to
maintain reactor power equal to secondary power. The drift in the T,
indication resulted in changes in T, T.,. T,. and AT, but did not
cause a change in indicated or actuéﬁ primary and secondary thermal
power. Although the FIP team could not attrivute this indication drift
to the primary/seconcary thermal power indication discrepancy. theg
determined that a degraded 7300 process card was responsible for the
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drift and initiated plans to have the card replaced after the root cause
of the power indication discrepancy was identified.

The FIP team alsc determined that indicated feedwater flow had decreased
while steam flow had remained constant. This was attributed to
feedwater venturi defouling as a function of the new cycle (restart from
the April refueling outage was in early May), the recent reactor trip
(June 26), and was the recent rapid downpower (July 2). The result of
defouling was a decrease in indicated feedwater flow with a
consequential decrease in indicated secondary thermal power. erations
maintains secondary Thermal Power Best Estimate (TPBE) near 100% by
periodically opening flow control valves, which in turn causes primary
power to increase to maintain T,, for 1008 power level. The gradual
defouling caused an increase in actual and indicated primary thermal
power, as well as actua) secondary thermal power. However, the
resultant discrepancy between indicated and actual secondar{ thermal
ggwer accounted for approximately 0.10% to 0.15% of the 0.6% discrepancy
tween primary and secondary indicated thermal power.

The major contributor (0.3% to 0.4%) to the d1scregancy between primary
and secondary thermal power was determined by the FIP team on July 16 as
hot leg streaming. Accordin? to Westinghouse. hot leg streaming refers
to the inability to accurately characterize bulk hot leg temperature.
The licensee examined data from the Unit 2 Beginning of Cycle and
identified changes in the behavior of this phenomenon from previous
cycles. Sgec1f1ca11y. calculations revealed that indicated T., had
increased by 0.2°F and caused indicated primary thermal power to
Increase. As discussed above. these changes were originally masked by
the decrease in primary temperatures accompanying the decrease in
Tt/ T, @5 @ function of T,,, indication drift.

Hot leg streaming has occurred in previous cycles on both units and has
resulted in as high as a 1.0% difference between primary and secondary
thermal power. To account for this, an adjustment factor in the 0AC
calculation corrects the discrepancy.

The FIP team concluded that se .:dary thermal power had always been
accurately and correctly indicated. and that primary thermal power
indication did not reflect an actual increase in power level above TS
limits. The inspector discussed the impact of the primary thermal power
indication on Reactor Protection System setpoints and functions.
According to the reactor engineering group, the venturi defouling and
hot leg streaming factors did not constitute a sufficient temperature
error to warrant adgustment via the Reactor Coolant System (RCS)
Tem?erature Calibra®ion Procedure, which is run quarterly. The OPAT and
OTAT trip strings remained within their TS 1imits. In addition, the
nuclear instrumentation system is calibrated to secondary thermal power,
S0 the associated overpower trip setpoints were unaffected.
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