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ABSTRACT

This document describes a model, called VANESA, of the
release of radionuclides and generation of aerosol accompany-
ing reactor core melt interactions with structural concrete.
The document also serves as a user's manual for an implemen-
tation of the VANESA model as a computer code.

The technical bases for the VANESA model are reviewed.
This review includes a description of the thermodynamics and
kinetics of vaporization from melts sparged by gases evolv-
ing from concrete. The thermochemistries of 25 elements of
interest in reactor accident analyses are described. Limi-
tations to the rate of vaporization caused by condensed
phase mass transport, surface processes, and gas phase mass
transport are discussed. Limitations on the extent of
vaporization caused by the behavior of bubbles rising in a
melt are treated.

Mechanical generation of aerosols as bubbles burst at
melt surfaces or as a result of liquid entrainment is con-
sidered. A description of these processes based on data for
gas-sparged water systems is included in the VANESA model.

Some limiting solutions to the problem of the competi-
tive processes of nucleation of particles from vapor, conden-
sation of vapors on surfaces, and coagulation of particles
are examined. From these examinations an approximate model
of the aerosol particle size produced during core debris
interactions with concrete is devised.

The attenuation of aerosol emission during core debris /
concrete interactions by an overlying water pool is dis-
cussed. A model of the attenuation is developed. In this
model aerosol entrapment is considered to be the result of
particle diffusion, inertial impaction, and sedimentation
within gas bubbles rising through the water pool. Allow-
ances are made in the model for nonspherical bubbles.

The document concludes with a description of a computer
code implementation of the VANESA model. This implementa-
tion of the model was used in recent assessments of the
behavior of radionuclides during severe reactor accidents.

l Comparisons of the predictions of radionuclide release
i during core debris / concrete interactions obtained with the
| VANESA model and with older models are presented.

|
,

,

*

1

-lii/iv-

.__ _ _ _ - .



.

CONTENTS
,

Section' - Pace
i

I. INTRODUCTION TO THE VANESA MODEL AND ITS
USES IN SEVERE REACTOR ACCIDENT ANALYSES 1. . . .

:

1 II. HISTORICAL BACKGROUND AND SUBSTANTIVE
! PREDICTIONS OF THE VANESA MODEL 3. . . . . . . .

III. THE APPROACH TO EX-VESSEL RELEASE MODELING
ADOPTED IN VANESA 18. . . . . . . . . . . . . . .

r

A. Overview . 18. . . . . . . . . . . . . . . . .

B. Physical Depiction of the Core Debris in
} the VANESA Model 23. . . . . . . . . . . . . .
,

C. Steps in the Analysis Done by the VANESA
Model 29. . . . . . . . . . . . . . . . . . . .

I IV. VAPORIZATION . 33. . . . . . . . . . . . . . . . .

i A. The Thermodynamics of Vaporization . 33. . . .

| 1. Partitioning Core Debris Constituents
Between the Condensed Phases 40. . . .

1 2. Activities and Activity Coefficients 54.

3. Fugacity Coefficients for Gas Phase'

: Species 75. . . . . . . . . . . . . . .

4. Reaction of Gases With the Metallic-

I Core Melt 83. . . . . . . . . . . . . .

j 5. The " Coking" Reaction . 95. . . . . . . .

t 6. Boron Chemistry . 107. . . . . . . . . . .

; 7. Reaction of Gases With the Oxidic
Core Melt 109. . . . . . . . . . . . . .

8. Speciation 115
|

. . . . . . . . . . . . . .

9. Storage of Thermodynamic Data 163. . . . .,

10. Material Compositions 169. . . . . . . . .

11. Some Discussion of the Physical
Properties of Core Melts 188. . . . . .

12. Heat Effects Associated with
Vaporization 204. . . . . . . . . . . . .

B. Kinetics of Vaporization . 206. . . . . . . . .

1. The Behavior of Gas Bubbles in
Core Melts 214. . . . . . . . . . . . . ,

a. Bubble Shape 217. . . . . . . . . . .

! b. Trajectories and Rise Velocities 225.

l c. Initial Bubble Size and Bubble
Growth During Rise 233. . . . . . .

_y_

i

a--, an----,,,--,,----n--n .+m , - - - - - ~ - - - - - - - -r, -, , -,-, , , < -.7 -w,--- - - - - , - , -c-vr-,-n - - ----



__ - - _ _ _ _ _ _ _ _ . . . _- _- -_ _ _.

a

..

; CONTENTS (Continued)
!

,

; |

Section Pace
:

2. Mass Transport in the Condensed Phase
i to a Bubble 244. . . . . . . . . . . . .

a. Single Bubble Correlations 248. . . .

b. Effects of Sudden Changes in
Composition . 255. . . . . . . . . .

c. Effects of Bubble Swarms ; 256. . . .

3. Internal Resistance to Mass Transport 259.

4. Condensed Phase Diffusion Coefficients 261
5. Gas Phase Diffusion Coefficients. 264. . .

4 6. Surface Vaporization 267. . . . . . . . .

i V. MECHANICAL GENERATION OF AEROSOLS 274. . . . . . .

) A. Aerosol Generation Rates by Mechanical

| Processes 279. . . . . . . . . . . .

i 1. Aerosol Production by Bubble Bursting. 280.

| 2. Aerosol Production by Entrainment 285. . .

B. Sizes of Aerosol Particles Produced
by Mechanical Processes 297. . . . . . . . . .

1 1. Aerosols From Bubble Bursting 297. . . . .

j 2. Aerosols Produced by Entrainment 298. . . .

i C. Some Experimental Results and the Approach
Taken in the VANESA Model Toward.

j Mechanical Aerosol Generation 301 |. . .. . . . .

; VI. VAPOR CONDENSATION AND THE FORMATION OF AEROSOLS 305

A. Homogeneous Nucleation of Particles 305. . . .

B. Heterogeneous Nucleation on Ions 311. . . . . .

i
; C. Particle Growth 316. . . . . . . . . . . . . .
:
r

i 1. Vapor Condensation 319. . . . . . . . . .

2. Coagulation and Condensation . 324. . . . .

! D. Approach Adopted in the Current
Implementation of the VANESA Model 338. . . . .

'
VII. EFFECTS OF AN OVERLYING NATER POOL 346. . . . . . .

VIII. AN IMPLEMENTATION OF THE VANESA MODEL 365. . . . .

|
A. An Overview of the Computer Code 366. . . . . .

i
!

| -vi-
f
.

._ _ . - _ _ _ _ _ _ _ _ . . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ -. _ _ _



._

CONTENTS (Continued)

I Section Pace

B. Descriptions of the Subroutines 366. . . . . .

1. Subroutine ASSEMB 368. . . . . . . . . . .

2. Subroutine BCLTOV 368. . . . . . . . . . .

3. Block Data BARRAY 369. . . . . . . . . . .

4. Subroutine CVGAS 369. . . . . . . . . . .

5. Subroutine CVRMSI 371. . . . . . . . . . .

6. Subroutine DF 372. . . . . . . . . . . . .

7. Function ERF(X) 373. . . . . . . . . . . .

8. Subroutine INVERP 373. . . . . . . . . . .

9. Subroutine OUTPUT 374. . . . . . . . . . .

l 10. Subroutine POOL 374. . . . . . . . . . . .

11. Subroutine SRG 380. . . . . . . . . . . .

12. Subroutine SRPP 381. . . . . . . . . . . .

13. Function SRZ 381. . . . . . . . . . . . .

; 14. Subroutine SUBSIZ 381. . . . . . . . . . .

| 15. Subroutine VANESA 382. . . . . . . . . . .

16. Block Data XNDAR 382. . . . . . . . . . .

:

C. Options 382. . . . . . . . . . . . . . . . . .

D. General Discussion of Input Requirements 382. .

E. Format of the INPUT 389. . . . . . . . . . . .

F. Output 395. . . . . . . . . . . . . . . . . . .

G. Program Listing 403. . . . . . . . . . . . . .,

H. Sample Problem . 403. . . . . . . . . . . . . .

! ,

I. Ongoing Development 404. . . . . . . . . . . .

i REFERENCES 405. . . . . . . . . . . . . . . . . . . . . .
!

! APPENDIX Similarities in the Vaporization Thermo-
dynamics of Cerium, Plutonium, and,

| Neptunium Oxides 430 |. . . . . . . . . . . . . .

1

|

|

|
|

!

! -vil-

_ _ _ _ _ _ _ - _ - _ _ _ _ _ _ - _ - _ _ - - _ _ _ - _ _ _



_.

* w

|

LIST OF FIGURES |

!

Fiqure Pace

1 Photograph Showing Aerosol Production When About
220 kg of Stainless Steel at 1700*C Interacts
With Concrete 4. . . . . . . . . . . . . . . . . .

2 Relationship Between the VANESA Model and other
Phenomena Model's Used in the Severe Accident
Source Term Evaluation 7. . . . . . . . . . . . . .

3 Comparison of the Rate and Duration of Aerosol
Generation During the In-Vessel and Ex-Vessel
Stages of a Severe Reactor Accident 9. . . . . . .

4 Comparison of the Rates of Aerosol Generation
Predicted With the VANESA Model and for the
Reactor Safety Study Model 10j . . . . . . . . . . . .

5 Comparison of the Relative Contributions of Radio-
nuclides and Nonradioactive Materials to the
Aerosol Generated During Core Debris Interactions
With Concrete 12. . . . . . . . . . . . . . . . . .

. 6 Prediction Obtained With the VANESA Model of the
4

Effect of an Overlying Water Pool on the Mass
Rate of Aerosol Generation During Core Debris /
Concrete Interactions 17. . . . . . . . . . . . . .

7 Physical Configurations of Core Debris Depicted
in Several Models 24. . . . . . . . . . . . . . . .

8 Superficial Gas Velocity Necessary to Maintain a
Mixture of Two Condensed Phases Mixed as a Func-
tion of the Difference in the Densities of the
Condensed Phases 27. . . . . . . . . . . . . . . . . <

1

9 Schematic Diagram of the Steps in the VANESA
.

Analysis 30. . . . . . . . . . . . . . . . . . . . .

10 Calculated Partitioning of Barium Between the
Oxide and Metallic Phases of Core Debris 44. . . . .

11 Calculated Partitioning of Molybdenum Between
the Oxide and Metallic Phases of Core Debris 46. . .

12 Calculated Phase Diagram for the UO -Al O3 System 642 2
J

13 Calculated and Observed Phase Diagram for the1

UO -SiO2 System 65| 2 . . . . . . . . . . . . . . . . .

-viii-

_ .. ._. _ . _ _ ____ __ _ _.



,
- - _. .. . _ . . - - . . -.

|

|
|

|.
'

LIST OF FIGURES (Continued)

i Fiaure Pace
t

14 Calculated Phase Diagram and Observed Solidus Data'

for the UO -ZrO2 System 672 . . . . . . . . . . . . .
!

i

) 15 Fugacity Coefficients for Pure H . CO, CO2 and2
H O Calculated With the Redlich-Kwong Equationsi 2

| of State Ignoring Dissociation of the Gases 79. . .

)
16 Partial Fugacity Coefficients for Gases in a,

Mixture of 45 Percent H2, 5 Percent H 0,2;

; 5 Percent CO2, and 45 Percent CO 80. . . . . . . . .

'
,

17 Composition of the Condensed Product of Melt!

i Oxidation as a Function of the Extent of
Oxidation 93

|
. . . . . . . . . . . . . . . . . . . .

i
s 18 Hydrogen-to-Steam Partial Pressure Ratio as a
'

Function of the Extent of Melt Oxidation . 94. . . .
:

19 Mole Fraction Carbon in the Melt as a Function of
the Extent of Metal Oxidation 98. . . . . . . . . .

20 Ratio of the Moles of Gas Emerging From the Melt
;

to the Moles of H O and CO2 Generated by2
the Concrete 100. . . . . . . . . . . . . . . . . . .

:

} 21 Hydrogen-to-Steam Partial Pressure Ratio When
i Coking and Decarbonization are Considered 101. . . .

!
; 22 Partial Pressures of CO , H 0, CO, and H22 2 ,

When Coking and Decarbonization are
,

! Considered 103. . . . . . . . . . . . . . . . . . . .

i

| 23 Comparisons Showing the Effects of Nonideality
{ on the Predicted Nature of Coking and Decarboni-
| zation . 106 i. . . . . . . . . . . . . . . . . . . . .

24 Approach to Equilibrium by First Order Kinetics 213.

i 25 Graphical Correlation of Bubble Shapes 218. . . . . .

26 Bubble Eccentricities as Functions of the

j Reynolds Number and Morton Number 221. . . . . . . .

27 Definition of Wake Angle for Spherical Cap
Bubbles 223. . . . . . . . . . . . . . . . . . . . .

28 Terminal Velocities of Bubbles of Various Sizes
in the Oxide and Metal Phases of Core Debris 229. . .

-ix- |
|
1

. - . _ _ . _ _ . . - _ _ . . . , _ - _ . _ _ , _ . _ _ _ _ . _ _ _ . _ . . _ . _-...._,..,______..,_______J



LIST OF FIGURES (Continued)

lF oure Pace

29 Comparison of Correlation of Holdup With Super-
ficial Gas Velocity in Aqueous Systems 234. . . . . .

I
30 Comparison of Predictions From Various Models for

the Initial Bubble Size 237. . . . . . . . . . . . .

31 Correction to the Bubble Volume Necessary Because
of the Finite Growth Rate 240. . . . . . . . . . . .

32 Disintegration of a Gas Bubble 242. . . . . . . . . .

33 Variation in the Disturbance Growth Rate Constant.
a. as a Function of the Disturbance Wavelength

! for Bubbles of Various Sizes in a Steel Melt 245. . .

i

34 Stability Regime for Gas Bubbles in a Metallic
Melt 246. . . . . . . . . . . . . . . . . . . . . . .

1 35 Stability Regime for Gas Bubbles in an Oxidic Melt 247

36 Coordinate System for Analysis of Mass Transport
j to an Axisymmetric Body of Revolution 249. . . . . .

37 Comparison of Data for Mass Transport for Bubble
'

Swarms With Predictions From the Calderbank and
Moo-Young Correlation and With Preditions From
the Baird Model 257. . . . . . . . . . . . . . . . .

38 Variation of f(ai) with ai in Various Models
' of the Surface Vaporization Process 272. . . . . . .
i

! 39 Data on Aerosol Production During the " Carbon
; Boil" Phase of Steel Manufacture Obtained at Two

Commercial Converters 276. . . . . . . . . . . . . .

40 Schematic Diagrams of the Bursting of Small
Bubbles 210 and Large Bubbles 281; . . . . . . . . . . .

'

41 Predictions of the Mechanical Aerosolization by
Bubble Bursting Obtained With the Azbel et al.
Model 283. . . . . . . . . . . . . . . . . . . . . .

o u .-
42 Viscosities of Pure Gases as Functions of

; Temperature 292. . . . . . . . . . . . . . . . . . .

i 43 Comparison of the Viscosities of Carbon Monoxide-
! Hydrogen Mixtures at 298 K Predicted With the

Herning Zipper Equation to Mixture Viscosities
Recommended in the Literature 294. . . . . . . . . .

-x-

. - _ _ . -. _.
_ .. __ - - - - - _ - _ . . - - - - - .



LIST OF FIGURES (Continued)

|

|
Fiqure Pace

44 Examples of Predictions of Entrainment 295. . . . . .

45 Comparison of Droplet Number Frequency Data
for 0.55 cm Bubbles and for 0.7 cm Bubbles 299. . . .

46 Cumulative Mass Fraction of Entrained Droplets
in the "Far Field" Region as a Function of
Droplet Size for Several Superficial Gas
Velocities 302. . . . . . . . . . . . . . . . . . . .

47 Photomicrograph of Aerosols Produced by Gas-
Sparging Molten Concrete 304. . . . . . . . . . . . .

48 Nucleation Rate of Tin at 2000 K as a Function
of the Supersaturation of the Vapor 310. . . . . . .

49 Heterogeneous Nucleation Rates for Tin in
Atmospheres With Various Ion Concentrations 315. . .

50 Decontamination Achieved by a steam Suppression
Pool as a Function of the Aerosol Particle Size 317.

51 Comparison of the Rates of Condensation and
Nucleation of Tin Vapor at 2000 K and Various
Levels of Supersaturation 323. . . . . . . . . . . .

52 Effects of Pure Coagulation on the Number Con-
centration of Particles in Systems Containing
Initially 1015, 109, and 108 Particles /cm3
at 2000 K 330. . . . . . . . . . . . . . . . . . . .

53 Variations in VpN(Vp)/VoNo as a Function of
the Particle Diameter, d as a Result of Pure
CoagulationinSystemsC$n,tainingInitially10 12

and 109 Particles /cm3 331. . . . . . . . . . . . . .

54 Comparison of the Gamma and the Monodisperse
Number Concentration Distribution Functions
for Nucleated Particles 333. . . . . . . . . . . . .

55 Evolution of the Aerosol Particle Size as a Result
of Condensation Limited by Mass Transport of Vapor
to the Particle Surface 335. . . . . . . . . . . . .

56 Evolution of the Particle Size Distribution as
a Result of Vapor Condensation at a Rate
Proportional to Particle Volume 336. . . . . . . . .

-xi-

_ _ .
_. . -



- _ - . - . _ .- .~.- _ - - - _-_ _- ----- . . . .

i

b

: I
: .

-

j LIST OF FIGURES (Continued)

i Floure Page
!

j 57 Effects of Combined Coagulation and Condensation
j on the Evolution of Tin Particles Nucleated at
1 2000 K When K = 0.1 339. . . . . . . . . . . . . . .

| I

) 58 Effects of Combined Coagulation and Condensation
} on the Evolution of Tin Particles Nucleated at
j 2000 K When K = 0.01 340. . . . . . . . . . . . . . .

i
i 59 Effects of Combined Coagulation and Condensation
i on the Evolution of Tin Particles Nucleated at

'

; 2000 K When K = 10-6 341. . . . . . . . . . . . . . .

I ;

j 60 Stability of Gas Bubbles in Water Toward Surface
Disturbances of Various Wavelengths 356i . . . . . . .

1
.;

,

61 Decontamination Factors Shown as Functions of|
j Particle Size and Computed Assuming Various

|
Combinations of Scrubbing Mechanisms are Operative 359

|
1 62 Decontamination Factors for Pools of Various

f Depths 360. . . . . . . . . . . . . . . . . . . . . .

63 Effects of the V(rel)/V(rise) Ratio on the Decon-
tamination Factors 361. . . . . . . . . . . . . . . .

64 Effects of Bubble Diameter on the Decontamination
Factors 363. . . . . . . . . . . . . . . . . . . . .

65 Variations of the Particle Size Distribution as

|Bubbles Rise in a Pool 364. . . . . . . . . . . . . .

i

66 Schematic Diagram of the Elements of the
i

Computer Code 367. . . . . . . . . . . . . . . . . .

i

67 Annotated Output From the VANESA Subroutine 397. . .
i

I

A-1 Pressure of Metal-Bearing Species Over CeO (1).2
PuO (1), and NPO (1) as Functions of Temperature2 2
for P(H )/P(H O) =1 4382 2 . . . . . . . . . . . . . . .

A-2 Pressure of Metal-Bearing Species Over CeO (I)*2
PuO (1), and NPO (1) as Functions of TemperatureO 2 2,

for P(H )/P(H O) = 104 4392 2 . . . . . . . . . . . . . .
,

!
' A-3 Composition of Metal-Bearing Species Over Pure,

Stoichiometric CeO (1). NPO (1), and PuO (1) when2 2 2
P(H )/P(H O) =1 4402 2 . . . . . . . . . . . . . . . . .

-xii-



__

|
|

LIST OF FIGURES (Continued)

Ficure Page

A-4 Composition of Metal-Bearing Species Over Pure,
and PuO (1) whenStoichiometric CeO2(1). NPO2(1), 2i

104 441l P(H )/P(H O)2 2 = . . . . . . . . . . . . . . . .

A-5 Composition of Vapor Pressures Calculated for
PuO -x and Vapor Pressures Calculated for PuO2 at2
the Equilibrium Oxygen Partial Pressure for
PuO -x . 4452 . . . . . . . . . . . . . . . . . . . . .

:

i

I

I

4

t

!

I

|

|

|

1

.I

-xiii-

_ _ _ _ _ . _ . . _ . _ _ - _ . _ _ . _ _ , _ _ . _ _ _ _ _ _ . _ _ _ _ . . _ _ _ . -.. _ - - __ _ _ - . _ _ _ __



LIST OF TABLES

Table Pace

1 Comparison of the Cumulative Radionuclide
Releases Predicted With the VANESA Model and
the Reactor Safety Study Model 13. . . . . . . . . .

'
2 Comparison of Cs. I, and Te Releases From Plants

During Severe Accidents 2 16. . . . . . . . . . . . .

3 Experimental Partitioning of Radionuclides4

Between Iron and Urania 47. . . . . . . . . . . . .

4 Partitioning of Species Assumed in the VANESA
Model 49. . . . . . . . . . . . . . . . . . . . . .

I 5 Some Models of Condensed Phase Mixtures 58. . . . .

,

6 Parameters for Calculating the Activity Coeffi-
cients of Constituents in the Metallic Phase of
Molten Core Debris With Wagner Model 74. . . . . . .

7 Some Models of the Nonideal Vapor State 77. . . . .

8 Free-Energy of Formation Data Used to Solve for
Fixed Gas Composition 90. . . . . . . . . . . . . .

'

9 A Model for a Nonideal Metallic Phase 105. . . . . .

10 Thermodynamic Data for the B-O-H System 110. . . . .

11 Thermodynamic Data for Aluminum Species 118. . . . .

12 Thermodynamic Data for Antimony Species 120. . . . .

13 Thermodynamic Data for Barium Species 122. . . . . .

14 Thermodynamic Data for Calcium Species 123. . . . . .

15 Thermodynamic Data for Cerium Species 125. . . . . .

16 Thermodynamic Data for Cesium and Iodine Species . 128

17 Thermodynamic Data for Chromium Species 130-

. . . . .

18 Thermodynamic Data for Iron Species 133. . . . . . .

19 Thermodynamic Data for Potassium Species . 134. . . .

'

20 Thermodynamic Data for Lanthanum Species . 136. . . .

21 Thermodynamic Data for Manganese Species . 138. . . .

1 -xiv-

_ .. . . .
.

I



_ _ _ . . . _ - _ - _ _ _ . _ ~ . _ _ _ _ _ , _ _ .. - . . _ _ . _ - . _ _ _ . _ - . _ _ . _ - _ . . _ -

LIST OF TABLES (Continued)

Table Page

i 22 Thermodynamic Data for Molybdenum Species 141. . . .

r

23 Thermodynamic Data for Nickel Species 142. . . . . .

24 Thermodynamic Data for Niobium Species . 144. . . . .

25 Thermodynamic Data for Ruthenium Species . 145. . . .

26 Thermodynamic Data for Silicon Species 149. . . . . .

27 Thermodynamic Data for Silver Species 151. . . . . .

28 Thermodynamic Data for Sodium Species 152. . . . . .

29 Thermodynamic Data for Strontium Species . 153 r. . . .

30 Thermodynamic Data for Tellurium Species . 155 [. . . .
i.

31 Thermodynamic Data for Tin Species . 158. . . . . . .

32 Thermodynamic Data for Uranium Species . 160 ;. . . . .

33 Thermodynamic Data for Zirconium Species 162 t. . . . .

34 Chemical Species Identified in Aerosol Samples t

Taken During Melt / Concrete Intaraction Tests . 164. . ;

35 Parametric Values for Linear Fits to the Free- |
Energies of Formation 165 i. . . . . . . . . . . . . .

36 Parametric Values for Fits to the Free-Energy
Functions 170. . . . . . . . . . . . . . . . . . . .

37 Typical Initial Melt Composition Obtained From the
MARCH and CORSOR Models 104. . . . . . . . . . . . .

38 Comparison of the Vaporization Rates of Pure Rare
Earth Oxides . 107. . . . . . . . . . . . . . . . . .

39 Chemical Compositions of Concrete Reinforcing
Steel From Several Reactors 187. . . . . . . . . . .

40 Compositions of Some Concretes . 189. . . . . . . . .

41 Approximate Compositions of the Condensed
Products of Concrete Decomposition . 190 !. . . . . . .

42 Liquid Densities of Some Metals 193. . . . . . . . .

i

k

-xv-



- _ . -- . _ - _ _ - - - --- _- . .=_ _

| LIST OF TABLES (Continued)
1

I

i Table Pace |
!

43 Partial Molar Volumes for Use in the Bottinga- '
,

| Weill Correlation of Density . 195. . . . . . . . . .

44 Estimated Liquid Phase Densities of the Melt
Constituents 196. . . . . . . . . . . . . . . . . . .

,

i~
45 Surface Tensions of Some Liquid Metals and Pure

] Oxides 197. . . . . . . . . . . . . . . . . . . . . .

i

. 46 Factors for Estimating Surface Tensions of
j Complex Melts 201 i. . . . . . . . . . . . . . . . . .
!

i 47 Viscosities of Some Liquid Metals 203. . . . . . . .

48 Dimensionless Numbers and Physical Properties

]
That Arise in the Analysis of Bubble Behavior 215. .

1

| 49 Trajectories of Single Bubbles . 226. . . . . . . . .

i
; 50 Definition of Drag Coefficients Used to

| Prepare Figure 17 231. . . . . . . . . . . . . . . .

s 51 Data on Aerosol Composition Obtained by Ellis
) and Glover . 277. . . . . . . . . . . . . . . . . . .

i 52 Dimensionless Groups Used in the Discussion

{ of Aerosol Formation by Entrainment 287. . . . . . .

53 Correlations of Entrainment Found by Kataoka
and Ishii 289. . . . . . . . . . . . . . . . . . . .

54 Homogeneous Nucleation Rate Expressions 307. . . . .

55 Aerosol Composition Data for Particles of
Various Sizes 345. . . . . . . . . . . . . . . . . .

56 Index to Array Number Sequences 370. . . . . . . . .

i 57 Compositions of the Condensed Products of
! concrete Ablation 390. . . . . . . . . . . . . . . .

i
j 58 Input Instructions for the Code 391 |. . . . . . . . .

1

| A-1 Free Energies of Formation of Neptunium and
i Plutonium Compounds 433. . . . . . . . . . . . . . .

!

.

.

| xvi--

.

I

-_.._ ,- ._.- _ _ _ _ - _ _. _ _ - - , _. . _ . - - _ .-_____.y_._-____. . . . . _ _ _ , , , - . _ _ . - _ . . . , _ . . - - - - - - .__



-
-. . - . - - - . _ . _ _ _ _

d

LIST OF TABLES (Continued)

ITab 1e Egg _e,e
!

'
A-2 Correlation of the Thermodynamic Properties of

Plutonium and Neptunium Species 437. . . . . . . . .

A-3 Standard Free Energies of Formation of PuO -x2

| and the Partial Molar Free Energy of Atomic
j Oxygen for 1600 < T < 2150 K 446. . . .. . . . . . .

d

! <

i

.

3

|

|
;

1

| t

1
'

1
i

!

1

1

-xvii-

. _ _ _ _ _ _ - _ _ _ _ _ _ _-__ _ - _ _ _ - _ _ _ _ _ _ - _ _ _ - _ _ - _ _ - _ _ _ - _ - _ _ _ - _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ -



4

$

i
i

t
:

1

|

:
a

*.

I
1

4 r
'

.

I
L

|} !
I
n
*

I

e

i

i

I

t

I
1

:
.

.

,
-

1

0

k

e

e-~~w__- _ - . v v-w r-~f . . . . , . _ m w en , .- _ __ . mm - _ - . .



.. _-. -- . - - . _ _ . _ - . _ _ . ... - _- _- - - -. - - . . - -

I

|

!

I. INTRODUCTION TO THE VANESA NODEL AND ITS USES :

IN SEVERE REACTOR ACCIDENT ANALYSES
,

!
;

I VANESA is a mechanistic model of the release of radio-
! nuclides and generation of aerosols during the later stages .

'
; of a severe reactor accident when reactor core debris inter-
i acts with the concrete foundation of the reactor contain- i

| ment. This document describes the technical rationale for
the physical and chemical models that make up VANESA. The
last chapter of this document describes an implementation of |

'

j the model as a computer code.
*

i

i The interactions of high temperature core debris with
| the concrete foundation of a reactor containment is a most
! important phase of severe reactor accidents. Since tho
I publication of the Reactor Safety Study in 1975,1 the
j loads placed on reactor containments by these interactions >

'
i and the release of radionuclides from the core debris that

| occurs during these interactions have been included in i

; severe accident analyses. Early analyses of the interac- |
| tions were hampered by the lack of experimental data. The i

; analyses were based, therefore, on simple bounding models. [
; These models were intended to be conservative to compensate r

;

j for unknown or unappreciated features of the interactions.

Substantial improvements have developed in the under-
standing of severe accident phenomena since publication of

I the Reactor Safety Study. The many experimental and analytic
i investigations into core debris interactions with concrete
i have led to significant revisions of the descriptions of r

these interactions used in the Reactor Safety Study. Equally ;

dramatic improvements have been made in the ability to pre-
dict the response within the reactor containments to accidenti

i phenomena.
,

1 i

The VANESA model was formulated to predict radionuclide [
release and aerosol generation during core debris / concrete !

t interactions in a manner that takes advantage of the many
j improvements in technology that have occurred since the

.

{ Reactor Safety Study. A key objective in formulating the |
1 model was to obtain predictions that were realistic and j
j avoided deliberately conservative, bounding, assumptions.

,

j In this, the VANESA model is a departure from the approach ,'
t toward radionuclide behavior adopted in past analyses.
} Realistic estimates of radionuclide release and aerosol

'

i generation are essential if the full capabilities of modern
| tools for predicting phenomena within reactor containments
! are to be employed in accident analyses. Realistic estimates !

also permit an understanding of how the peculiarities of
reactor plants and accident sequences affect ex-vessel

)

!
!

}

j !
! I
i - . - - - - . . . . --
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release and aerosol generation. The officacy of natural or
engineered safety features can bo evaluated only it models
employed in the analysos portray physical and chemical
processes in realistic fashion.

The VANESA model predicts the following features of the
radionuclide release and aerosol generation during coro
debris interactions with concreto:

1. The total mass of acrosol generated and the rato of
generation.

2. The concentration of aerosolo in the gases evolved
during core debris attack on concrete.

3. The composition of the aerosol including the contti-
butions of nonradioactivo materials as well as thoso

j of radionuclidos.

4. The size and size distribution of the aerosols.,

5. The material density of the aerosol.

6. The offects coolant pools overlying core dobris will,

have on the production and natuto of acrosolo.'

This body of predictions from the VANEGA model is commonly
referred to as the ex-vossol source term." An effort has"

boon made to tailor the predictions of the ox.vossol source
term so that they satisfy the input noods of other models
used in accident analysos.

The predictions obtained from tho VANEGA model are in
como casos differont than the " conventional wisdom" that has

i boon developed from simpler, supposedly bounding models of
the e x --ve s s e l source term used in the past. Discussions of ,

the t's o n that have boon mado of the VANEGA model and the
substantivo predictions obtained from the model are pro.
sented i n the next chaptor of this document. A thorough
discussion of the technology available for the formulation
of the VANEGA model is attempted in subsequent chaptors.
This discussion of the technical bases for the model is
prosented to rationalizo the approximations adopted by the
modol. It also providos an indication of whero the model
could be improved. The document concludos with a descrip-
tion of a first attempt to implomont the model as a computur
codo.

2

,
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II. HISTORICAL BACKGROUND AND SUBSTANTIVE
PREDICTIONS OF T!!E VANESA MODEL

Experimental studies of the interactions of reactor core
debris with concrete have been sponsored at Sandia National
Laboratories for several years by the U.S. Nuclear Regulatory
Commission (USNHC). These experiments have shown that models
of the ex-vessel core debris interactions with concrete
developed for the Reactor Safety Study did not accurately
portray the phenomena arising in these interactions that
could affect the nature of severe reactor accidents. In
response to these experimental findings, the USNRC initiated
a program to develop a revised model of ex-vessel core debris
behavior. This program has produced the CORCON code 5,6
which describes the thermal and chemical aspects of the
attack on concrete by reactor core debrio.

The experimental investigations demonstrated that large
quantities of aerosolu were produced during core debris
interactions with concrete.ll A photograph in Figure 1
shows the production of aerosolo during the sustained inter-
action of about 220 kg of stainions steel at 1700*C with
limestone concrete. Aerosol concentrations in the gases
evolved as molton steel attacked concreto during this tout
were about 9 grams per cubic motor of gas at standard pres-
sure and temperature. In tests with co-called "corium"

'

(54 w/o UO2, 16 w/o ZrO2, and 30 w/o stainloon steel) molto,
aerocol concentrations in excess of 100 grams per cubic
meter were observed.12

Aerosol generation was not conaldered explicitly in the'

CORCON development effort although it was obvious from the
test resulto that the aerosol production during core debrio/
concrete interactions was quite different than that predicted
by the modelo developed for the Reactor Gafety Study. Empir-
ical correlation of experimental data led to a model which
has recently been termed the Murfin-powere correlation:16

(A) . Aoexp(-E/RT) (avg +8)

I where (A) = aerocol mano per cubic meter of gas at stan-
dard pressure and temperature evolved during
core debriu attack on concreto (q/m3),

Va . superficial velocity of evolved gas panning
through the melt at the bulk melt temperature
(m/s),

T . absolute melt temperature (K),

R = gas constant,

-3-
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E = 37800 cal / mole,

Ao = 104,

a = 24, and

8 = 3.3.

This correlation has many attractive features. Aerosol
production is, as would be expected, dependent on both
temperature and the gas generation rato. The activation
energy, E, which characterizes the temperaturo dependence of
aerosol production, has a value that might be expected for
vaporization processes involving chemical reactions of melt
constituents with evolved gases. Aerosol generation does
not go to zero as the superficial velocity of evolved gas
goes to zero. The parameter 8 in the cortolation reflects,
apparently, a contribution to aerosol release by natural
convection of gases over the melt surface. The correlation
suffers, however, from all of the failings of an empirical
correlation of experimental data. First, parametric values
in the correlation (E, A n, and AaB) are determined byo
fitting the model equation to experimental data. This ties
the correlation to the underlying data base and makes appli-
cation of the model to situations not investigated experi-
montally most difficult to justify. Second, the correlation
does not yield aerosol composition information. Experimen-
tal composition data were used directly and without scaling
to ascertain the extent of radionuclide release predicted
with this correlation. Use of experimentally determined
aerosol compositions, again, ties the model intimately to
the underlying data base and makes predictions for the
diverse circumstances encountered in severe accident analyses
quite uncertain. When this uncertain proceduto was used,
the results suggested that the model developed for the Reac-
tor Safety Study was not a conservative upper bound on
ex-vessel radionuclide release.14

In 1901, the USNRC initiated a study of the available
data concerning the behavior of radionuclidos during severe,

reactor accidents. The intent of this effort was to ration-
alizo fission-product releases observed during the reactor
accident at Three Mile Island.15 to ascertain if the obser-
vations had generic applicability to all severe reactor acci-
dents, and to determine if there was a technical basis for
altering regulations concerning radionuclide behavior during
accidento. The considerations in this review were focused

| on the behavior of more volatile radionuclides such as Cs, I,

and To during the in-vessel phases of an accident. Radio-
nuclide releason from core debris outside the reactor veosol

| were not examined in detail. Results of the review woro pub-
linhod in a document commonly referred to as NUREG-0772.16
An important conclusion of the review was that substantial

|

-s-
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improvements had occurred in the understanding of radio-
nuclide behavior under accident conditions since the
publication of the Reactor Safety Study. The improved
understanding made it possible to revise methods for
estimating the potential releases of radionuclides during
severe reactor accidents.

1
Shortly after completion of NUREG-0772, an effort was '

initiated by the NRC to use available models to reassess
source terms for radionuclides during severe reactor acci-
dents. Again, the initial focus of this work was on the |

release and transport of radionuclides within reactor coolant
systems. In the fall of 1982, it was recognized that models
of ex-vessel release of radionuclides developed for the
Reactor Safety Study, too, might deserve improvement. An
informal request concerning such improved ex-vessel models
was made by the NRC of Sandia National Laboratories.

In response to these requests, the VANESA model was
developed. The intent in this development was to produce a
mechanistic model for prediction of both radionuclide release
and aerosol generation during core debris interactions with
concrete. Deliberately conservative assumptions were
avoided. Simple correlations of empirical data were not
used. An effort was made to devise a model of sufficient
depth and sophistication that it would mesh well with future
"best-estimate" models of accident phenomena as well as with
cruder, risk-assessment, codes available at the time. This
treatment of release was adopted recognizing that code vali-
dation would be based on small-scale tests. A mechanistic
basis is essential to confidently extrapolate from tests to
large-scale situations that have not been examined experi-
mentally.

The relationships between the VANESA model of ex-vessel
radionuclide and aerosol generation and other models of
severe accident phenomena are shown in Figure 2. The VANESA
model requires input concerning initial conditions derived
from models of core meltdown and radionuclide release within
the reactor coolant system. Boundary conditions for the
analyses done with the VANEGA model are provided by models
of core debris interactions with concrete. Results obtained
with the VANESA model provide inputs to containment response
models and models of engineered safety systems such as steam
suppression pools in boiling water reactors.

In the development of the VANESA model, an attempt was
made to addrosa ex_ vessel release to a level of sophistica-
tion consistent with phenomenological treatments in the

SCORCON ,6 model of core debris / concrete interactions and
the CONTAIN10 model of containment response.

The earliest applications of the VANESA model were for
the NRC-sponsored source term reassessments.2 In those

-6-
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Figure 2. Relationship Between the VANESA Model and Other'

Phenomena Models Used in the Severe Accident
Source Term Evaluation
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analyses, initial condition inputs to the model were derived
from the risk assessment models of in-vessel processes

3(MARCH ) and in-vessel release (CORSOR4). CORCON(modl)5 was
used to provide boundary condition information concerning
core debris / concrete interactions. Results obtained with the
VANESA model were used as input to the NAUA-4 mode 17 of
aerosol behavior within containment and the SPARC model8
of aerosol trapping by steam suppression pools.

The VANESA model has been used in the analyses of many
types of reactors and accidents. For the reassessment effort
the model was used in the analysis of about 16 accident
sequences hypothesized to occur at the Peach Bottom (Mark I
BWR), Grand Gulf (Mark III BWR), Sequoyah (ice condenser
containment PWR), Surry (subatmospheric containment PWR),
and the Zion (large, dry containment PWR) plants. More
recently, the model has been used in analyses of accidents
at the Kuo-Sheng, Limerick (Mark II BWR), the FitzPatrick
(Mark I BWR), and the Brown's Ferry (Mark I BWR) reactors.

These many analyses have shown that the VANESA model
frequently produces a substantially different portrait of
ex-vessel radionuclide release and aerosol generation than
that derived from the model developed for the Reactor Safety
Study.1 The more substantive predictions obtained from
the VANESA model are discussed below.

1. Aerosol ceneration durino core debris interactions with,

concrete is not as intense but lasts far loncer than
aerosol production durino in-vessel phases of an accident

The total rate of aerosol production during a particular,,
'

hypothesized reactor accident is shown as a function of time
in Figure 3. The aerosol production in-vessel lasts for
about 30 minutes. Peak rates of aerosol generation of nearly
1000 g/s are predicted by the combination of the MARCH and
the CORSOR models. The peak rates of ex-vessel aerosol pro-
duction predicted with the VANESA model are about an order of
magnitude lower. But, the ex-vessel acrosol production per-
sists for many hours. In fact, aerosol production had not
ceased when the calculations were terminated after 10 hours
of core debris / concrete interactions.

1

The timing of ex-vessel aerosol production predicted by
the VANESA model is quite different than that arbitrarily
assumed in the model used in the Reactor Safety Study. The
Reactor Safety Study model was based on an assumption that
significant radionuclide release would occur for only two
hours after the start of melt / concrete interactions. As
shown in Figure 4, the aerosol production is predicted with
the Reactor Safety Study model to cease in some accidents
just when the VANESA model predicts the production rate to
reach a maximum. ,

'

l
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I

, . - , . - -



_ _ _ _ _ _ _ . _ _ _ _ . _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _.. _ _ _. _ _ . __ _ _ _ - -- - _ . _ _ _ - - - -

- I ! I I I I I I i i 1
-

- .

1
- -

)
'

IN-VESSEL
-

.,

RELEASE | |
_

| |
-'

,

| |1 _ DURATION OF RSS-

g 1000 ; g | EX-VESSEL RELEASE --

4 W me

1 I -

, m -

- p -
, ,

-

,\ 4 - a| | -

| E - w| |
_

-

a! |
-

' z
# $O -

- >I i$| -I e 100 r
|

Z _ k| 2i =

$ - %| EX-VESSEL RELEASE f- |

5 0
-

Wga

.
y -

6| |
-

b I
|

-CL
'

ge

{ E!| E 10 I
-

I :
: 1 I :
- | I -

i
_ | | _

1 I
i ! -t 1 i | I I I I I i

1 2 3 4 5 6 7 8 9 10 11 12

TIME (h) ;

i

I .

Figure 3. Comparison of the Rate and Duration of Aerosol Generation During the In-Vessel
and Ex-Vessel Stages of a Severe Accident

. _ _ _ _ . _ _ _ _ _ __ _ ____ _ _----_



_ _ _ _ _ . __ . . _ . _ _. _ _ _ _._. _ _ _ . . . . _ __ _ _ __- . . _ _ _ _ . . _ . . .. _ _ _ _ _-

1000_ i i i i i i i i i .

_ _

,
_ _

> n
o

_ _

z - -

o
- _

o "
V VANESA'w

w - /.- \
-

N / '.

I'',< 100 - \,
_

7x
o I ( -

v
_| g -

w -! N
-

& j % -

N' % ._ _: < <
*

i Z
I

w _
-

I W
<
W

L Eij 10 _
7

'
-

; e :
_

1 o REACTOR 3AFETY STUO'i _

'

m -

3 -o
T - M
W
< _

-

1 I I I I I I I'
*

1 2 3 4 5 6 7 8 9

! TIME AFTER THE START OF INTERACTION (HOURS)
,

)
!

Figure 4. Comparison of the Rates of Aerosol Generation Predicted With the VANESA Model
and the Reactor Safety Study Model



. _ - - - .. ._ - . ----

4

i 2. Aerosols produced durino ex-vessel core debris interac-
| tions are predicted to consist primarily of nonradioac-

tive materials

The Reactor Safety Study model does not treat aerosol
production from sources other than the reactor fuel and

j radionuclides. The VANESA model includes analyses of vapor-
ization and aerosol formation by constituents of the fuel
cladding, control rods, structural steels, concrete as well
as aerosol formation by fuel and radionuclides. In most
cases the nonradioactive materials are the dominant source

,
'

of aerosols. The relative contributions of constituents of
concrete, steel, and core materials (fuel, clad, etc.) and

,

: radionuclide to the aerosol predicted to be produced during a
typical reactor accident are shown in Figure 5. Initially,

,

core materials and radionuclides make nearly equal contribu-
tions to the aerosol. But, as concrete is ablated, constit-
uents of concrete quickly become major contributors to the
aerosol. Of course, the precise values of the contributions
of constituents of concrete, steel, and core materials to
aerosols produced during melt interactions with concrete vary
according to the details of the plant and accident in ques-
tion. The trend for radionuclides to be very low level
contributors and nonradioactive materials to be the dominant
contributors is generally predicted. The aerosol mass pro-*

duced by these nonradioactive sources is of significant
i importance to the prediction of radionuclide behavior in the

containment.9

3. The nature of release is quite dependent on plant and,

| accident features
|

The Reactor Safety Study model was intended to conserva-
tively bound the radionuclide releases that accompany core
debris interactions with concrete. The estimates obtained
from this model were thought to be of generic applicability
to all plants and accidents. Integral release fractions
assumed in the Reactor Safety Study model for seven isotopes
are shown in Table 1.

The realistic estimates obtained from the VANESA model
are sensitive to the features of the plant and accident in
question. Estimates of the release for two hypothesized
accidents are shown in Table 1. These estimates are shown
as ranges rather than point values to reflect the results of
sensitivity studies of the VANESA predictions.9 The results,
even recognizing the uncertainty ranges ascribed to the
results from sensitivity studies, are quite different. They
also differ f rom ' the estimates obtained from the Reactor
Safety Study model. The sensitivity studies have shown that
predictions obtained from the VANESA model are quite depend-
ent on initial conditions specified as input to the model.

-11-
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Table 1

Comparison of the Cumulative Radionuclide
Releases Predicted With the VANESA Model

and the Reactor Safety Study Model
;

Ex-Vessel Release Fractions *
VANESA Release
Predictions for

Reactor TMLB' AE
Safety Study Accident at Accident at

e
Element Release Prediction +,a Surry Peach Bottom

Xe 1.0 1.0 1.0

Cs 1.0 1.0 1.0

'

I 1.0 1.0 1.0

Te 1.0 0.18-0.62 0.56-0.77

Ba 0.01 (0.002-0.05) 0.0082-0.33 0.32-0.60

Sr 0.01 (0.002-0.05) 0.001-0.66 0.62-0.836

Ru O.05 (0.01-0.25) <5xlO-4 <5x10-4

La 0.01 (0.002-0.05) 3xlO-4-0.29 0.012-0.057

lx10-5-0.21 0.023-0.082'Ce 0.01 (0.002-0.05)

* Fraction of the inventory in the debris at the melt
interaction with concrete start.

+ Generic prediction--applicable to all reactors,
aUncertainty ranges quoted in Reference 1 are indicated
within parentheses.

bSiliceous concrete.
cLimestone concrete.

,

I

k
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These initial conditions are typically obtained from models
'

such as MARCH and CORSOR. The-predictions are also somewhat
sensitive to the modeling of core debris / concrete interac-

, tions and the nature of concrete assumed to be present in
' the plant.

4. The extent of radionuclide release is predicted to be
different than assumed in the Reactor Safety Study

Examination of results presented in Table 1 shows that
predictions of the integral releases of cesium and iodine by
the VANESA model and the Reactor Safety Study model are quite
similar. The integral release of tellurium is predicted by
the VANESA model to be less than the prediction from the
Reactor Safety Study model. Some caution needs to be;

! attached to this finding. Tellurium release is predicted
usually to be occurring at a significant rate when calcula-
tions with the VANESA model are terminated. Had calculations
been continued, tellurium release might have approached the
value assumed in the Reactor Safety Study. The release rate
of tellurium is, however, predicted by the VPNESA model to
be slower than the rate assumed in the Reactor Safety Study
model.

) VANESA predictions of the releases of radionuclides such
as Ru, Mo, Tc, and Pd are always much less than was assumed'

in the Reactor Safety Study.

Of more interest perhaps are the predictions obtained
with the VANESA model concerning release of the more refrac-
tory radionuclides such as Sr, Ba, La, and Ce. In some cal-
culations, integral releases of these refractory elements
are predicted to be comparable or even much less than was4

!

assumed in the Reactor Safety Study model. In other cases,
the refractory radionuclide releases are found to be many
times higher than was thought when the Reactor Safety Study
model was devised. The VANESA model predictions suggest

t that there are cases where the Reactor Safety Study model
,

predictions do not conservatively bound releases of the
j refractory radionuclides.

5. Ex-vessel release can maintain radioactivity suspended
in the containment atmosphere

Aerosols evolved ex-vessel accentuate the agglomeration
i and sedimentation of radioactive particulate injected into

the containment atmosphere as a result of the earlier, in- l
vessel, accident processes. VANESA predictions of the ex-
vessel source term lead to particularly efficient sweeping
of the atmosphere by these aerosol processes since the VANESA
predictions include aerosol mass contributed by nonradioac-
tive sources. But, the radionuclides lost from the atmos-
phere are replaced by radionucliden released from the core
debris ex-vessel. These radionuclides released ex-vessel,
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too, agglomerate and settle. However, as long as they are
i replenished by further ex-vessel releases, there will be

suspended radioactivity available for release from the plant
i
~

should the containment rupture.

'

The more protracted ex-vessel release predicted with
the VANESA model means that a significant inventory of
releasable radioactivity is available for long periods as
particulate suspended in the containment atmosphere.1

The importance of the timing of radionuclide release
can be seen by examining the plant releases of Cs, I, and Te
shown in Table 2. This table shows the amount of radioactiv-
ity that escapes into the environment after natural mitiga-
tion processes have operated on material released from the
core debris. In all cases, a larger fraction of the tellur-,

ium inventory escapes the plant than either cesium or iodine.
1 In some cases, the plant release fraction of tellurium is an

order of magnitude larger than the cesium or iodine release
fractions. Cesium and iodine escape the reactor fuel early
in an accident and are subjected to natural mitigation
processes for long periods of time. Tellurium, on the other
hand, is released predominantly late in an accident and ex-

! vessel. The tellurium release occurs slowly so that there
' is some available to escape the plant even if containment

rupture occurs many hours after initiation'of the accident.

6. Water pools overivino the debris interactina with con- '

crete can sharply attenuate aerosol emissions into the'

reactor containment

Water may enter the reactor cavity when core debris is
interacting with the concrete. Water can be admitted to the,

< cavity as a deliberate measure to arrest the accident. Or,
I water may enter the cavity as a natural consequence of the
| accident. The presence of this water was not considered in
! developing the Reactor Safety Study model. Water pools over-
| lying the debris are considered in the VANESA model. Such
| water pools are found to efficiently scrub aerosols from

gases evolved during the core debris / concrete interaction.
A comparison of the ex-vessel source term for an accident
with and without a water pool overlying core debris interact-
ing with concrete is shown in Figure 6. The water pool in
this hypothetical accident attenuates aerosol emissions to
the containment by about an order of magnitude.

It is clear that the VANESA model is different than
previous models of aerosol production and radionuclide
release during core debris interactions with concrete. It
is clear also that these differences can affect the estimates
of radioactive material releases from a plant during an acci-
dent. The technical considerations that produced these
differences in the modeling of ex-vessel releases are the
subjects of the next five chapters of this report.

,
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Table 2

Comparision of Cs. I, and Te Release
from Plants During Severe Accidents 2

Release * From the Plant Predicted
for the Indicated Plant and

Accident Sequence

Surry Surry Peach Bottom
Element TMLB'6 TMLB'c TW

Cs 3.9 0.02 4.5.,

I 4.6 0.28 4.8

Te 11.0 8.1 19

* Percent of initial core inventory.
,

i

l

i

4

|
1
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III. THE APPROACH TO EX-VESSEL RELEASE MODELING
ADOPTED IN VANESA

i

.

A. Overview

The approach adopted for the development of the VANESA'

model of ex-vessel release involves the following ideas:

1. The model should recognize both the vaporization and
the mechanical mechanisms of aerosol formation.

'
2. The model should consider aerosol generation by both

radionuclides and nonradioactive constituents of the
1

.] molten debris in the reactor cavity.
i

3. The thermochemistry of vaporization is recognized,
| but it is also recognized that kinetic factors may

limit the realization of the vaporization potential
indicated by thermochemical analyses.

4. Aerosol particle characteristics as well as the rate
of aerosol production should be predicted by the;

model.
.

5. The mitigative effects of an overlying water pool
should be recognized in the model.

The Reactor Safety Study model of radionuclide release
j during core debris interactions with concrete depicts the

mechanism of_ release as exclusively vaporization. Certainly,
the high core debris temperatures hypothesized in the Reactori

i Safety Study would be conducive to extensive vaporization of
! core debris constituents. A series of thermochemical calcu-'

lations was done for the Reactor Safety Study to determine
the volatility of selected radionuclides as either atomic
vapors or gaseous molecular oxides. From these simplified
analyses, radionuclide release fractions and release rates
were developed.

Experimental studies since the time of the Reactor
| Safety Study have supported the view that vaporization is a

prominent mechanism of release during core debris / concrete
interactions. These studies have shown, however, that the
chemical environment that exists during core debris / concrete
interactions is significantly more vigorous than was supposedi

; in the Reactor Safety Study. Gases, liberated by the thermal
attack on concrete, sparge through and react with the melt.

| The melt itself dissociates into distinct oxide and metallic
phases. The chemistry within these condensed phases is ,

further complicated as molten concrete and reinforcing steel !are incorporated into the molten core debris. A far richer '

-18-
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vapor phase chemistry than that considered in the Reactor
Safety Study is known to develop. In addition to atomic and
molecular oxide vapors, vapor phase hydroxides, polymers,
hydrides, and mixed metal species such as SnTe and AgTe can
form above core debris interacting with concrete.

i The improved understanding of chemistry that has evolved |

since publication of the Reactor Safety Study could be used
to redevelop a bounding thermochemical analysis.. Were this
done, there is little question that higher release fractions
would be predicted. Such a bounding approach would not meet
one of the important objectives of the NRC source term
reassessment which was to develop realistic descriptions of
radionuclide behavior under severe accident conditions.
Further, it is unlikely that such bounding estimates of
release would be at all satisfactory for the interpretation
of the many available experimental results.

1 A substantial portion of the VANESA model is devoted to
the analysis of vaporization. This analysis does consider

j
the detailed thermochemistry of vaporization. But, this

; analysis also considers kinetic factors which might prevent
i the vaporization process from reaching the equilibrium limit
I defined by the thermochemistry. This inclusion of kinetic

modeling, as well as thermochemical modeling, is an important
difference between the VANESA model and previous models of
ex-vessel release.

A substantial body of data concerning the kinetics of
high temperature vaporization processes has been developed'

in the steel industry. Of particular interest are kinetic
analyses of the " carbon boil" phase of steel manufacture.19
During the boil, oxygen from a lance is directed at the
steel. This causes carbon monoxide bubbles to nucleate under
molten steel at the refractory lining of the furnace. These
bubbles sparge violently through the melt. The appearance
of the melt surface during the " boil" bears a strong resen-
blance to the melt surface observed in core debris / concrete

| interactions.17,18 In both the " boil" of steel and melt /
concrete interactions significant aerosol generation is
associated with gas sparging.

Studies of aerosol production durin boils havemechanisms.20-2g carbonsuggested two formation One mechanism is
the familiar vaporization process. The second mechanism is a
mechanical produciton of aerosols caused by the bursting of
carbon monoxide bubbles at the melt surface. Similar mechan-
ical aerosol production has been hypothesized for some
welding processes.23 Mechanical aerosol production is a
phenomenon that is well-known in oceanography 24 and by anyone
whose nose has been " tickled" while drinking champagne.

k
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Mechanical aerosol production during core debris interac-
tions with concrete has not been considered in previous reac-
tor accident analyses. Yet, there appear to be two occasions
when it is of dominant importance to the ex-vessel source
term. The first of these occasions is during the early,
transient stages of core debris interactions when gas genera-
tion rates are quite high. Superficial gas velocities of
over a meter per second have been encountered in experi-
ments.18 Such high gas generation violently agitates and
even levitates the melts. The second of these occasions is
late in a reactor accident. Experimental studies and models
of core debris / concrete interactions have established that
the core debris cools significantly as the interaction pro-
gresses. Eventually, temperatures of the core debris are
too low to spawn significant aerosol production by vaporiza-
tion. But, even at such low core debris temperatures gas
generation from the concrete is still significant. Mechani-
cal aerosol generation by bubble bursting at the melt surface
or by entrainment of melt in the gas flow should then also
be significant.

One important aspect of the VANESA model is that it
accounts for aerosol production by mechanical processes.
Mechanical aerosol production is quite different than
aerosol production by vaporization. Mechanically produced
aerosols have the bulk composition of the melt from which
they are formed rather than being enriched in volatile
species as are aerosols formed by vaporization. Within the
context of the VANESA model only the uppermost portion of
the core debris participates in the mechanical aerosol
production process.

Experimental studies have shown that the density differ-
ences between the oxidic and the metallic phases of core
debris provide a strong driving force for the stratification
of core debris into layers.17,18 Most modern models of
core debris / concrete interactions such as CORCONS,6 and
the German model WECHSL25 consider the melt to be strati-
fled rather than a homogenized mixture of metal and oxide as
portrayed in the Reactor Safety Study. The VANESA model,
too, assumes the melt is stratified by density into oxide
and metallic layers. The oxide layer is assumed to be less
dense than the metal layer so that mechanical aerosol genera-
tion is then always from the oxide layer.

Radionuclides partition preferentially among the phases
of core debris. Some radionuclides such as Te, Ru, and Pd
concentrate in the metallic phase. Others, such as Ba, Ce,
and La, enrich the oxide phase. In order to properly account
for the radionuclide release associated with mechanical
aerosol generation, it is necessary that the VANESA model
address the partitioning of radionuclides between core
debris phases. Phase partitioning also figures in the
analyses of thermodynamics and kinetics of vaporization.

-20-
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The Reactor Safety Study model focused its attentions on
the vaporization of radionuclides to form aerosols. Though
it was recognized that other constituents of the melt could
vaporize, no attempt was made to account f6r aerosols formed
from these nonradioactive vapors.

Experimental. studies of core debris / concrete interactions
have established that materials which would not be radioac-
tive in an accident not only contribute to the ex-vessel

| aerosol, they would be the dominant source of aerosol during
| ex-vessel phases of an accident. Agglomeration and sedimen-
| tation of aerosols within reactor containments are among the
i most important processes that mitigate release of radionu-
j clides from the fuel. These processes proceed at rates pro-

portional to the number concentration of aerosol particles,'

raised to a power of between 1.3 and 2. Technology applied
to date in reactor accident analyses does not indicate any

| significant sensitivity of aerosol agglomeration and settling
; rates to the radioactivity of the particles.*27 Conse-
'

quently, introduction of significant masses of nonradioac-
tive aerosols to the containment atmosphere would greatly:

! accelerate the settling of all aerosols including those
4 composed of radionuclides. To obtain realistic estimates of

the amounts of radioactivity that escape a plant during a
severe accident, it is necessary, then, to obtain equally
realistic estimates of the generation of both radioactive

I and nonradioactive aerosols. The VANESA models treat the
release of radioactive and nonradioactive materials on an

| equal footing.

| Estimation of the natural mitigation of radionuclide
release from a plant that is brought about by aerosol
processes in the containment is a key element of modern

,

i reactor accident analyses. Several excellent computer codes
| such as NAUA-4,7 CONTAIN/MAEROS,31,32 and QUICK 33 are avail-
| able for predicting the physics of aerosols in reactor con-
! tainments under accident conditions.34 These models all
' require descriptions of the aerosol sources to the reactor

containment. Sensitivity studies 9 have shown that the
features of aerosols entering containment that affect most
significantly the predictions obtained with the aerosol
physics models are: |

,

1. Rate of aerosol generation,

| 2. Size distribution of the' aerosols,
'

|

3. Material density of the aerosols, and |

|
| 4. Aerosol shape factors.

*The accuracy of current aerosol physics models in this
regard can be questioned; see References 8, 28-30.

-21-
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I It was recognized in the development of the VANESA model
that the characteristics of the particles (density, size,
and shape factors) as well as the mass generation rate would,

'

have to be described if the model was to be useful for
accident analyses.

} The Reactor Safety Study considered that core debris
expelled from a reactor vessel would interact with concrete
in a dry reactor cavity. It is recognized now that ex-;

j vessel core debris behavior may involve combined core debris /
concrete / water interactions. Water may enter the reactor

( cavity as a natural consequence of the accident. In pressur-
ized water reactors, accumulators in the reactor coolant

*

i system may dump water into the cavity once core debris has
; escaped the reactor vessel and the coolant system depressur-

izes. Or, steam evolved from the reactor during core degra-,

dation may condense in the containment and be constrained by
the plant geometry to flow into the . reactor cavity. Water
may also be introduced to the reactor cavity as a deliberate
scheme to mitigate severe accident consequences.35

Much has been said about the effects water might have on
core debris / concrete interactions. It has been proposed in'

some analyses that water admitted to the reactor cavity would
cause core debris to quench and fragment into a coolable

i debris bed.36,37 Once core debris is quenched, there is, of
; course, ho significant aerosol generation or radionuclide

release to the containment atmosphere.;

i

| The experimental evidence available to date38,39,40 does
; not support the assertion that water quenches the core

debris. Rather, all of the evidence seems to indicate that
water admitted to a reactor cavity would form a pool over-
lying the molten debris. The presence of this water pool,

does not seem to significantly affect the nature of core
| debris attack on the concrete. The water pool would be
'

expected, however, to affect aerosol production during core
debris interactions. It is well established that aerosol-
laden gases are decontaminated as they pass up through a

i water pool.7,41,42 This decontamination by a water pool
! overlying core debris is a significant, natural mitigation
; process that has to be included in the VANESA model to obtain
j a realistic estimate of ex-vessel radionuclide release and
! aerosol generation.

It was recognized in the development of the VANESA model
that computer codes such as CORCONS,6 could provide much

,

i of the information needed to estimate ex-vessel release and
! aerosol generation. It was anticipated, in fact, that any

model that was developed would become, eventually, a part of
the CORCON computer program. To meet the exacting deadlines
imposed by the source term reassessment effort,. it was
impossible to fully integrate the VANESA model with the
CORCON computer program. Consequently, there are some areas

-22-
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where predictions of VANESA replicate predictions of 'the
CORCON code. At the time the VANESA model was developed,
the CORCON code was being revised and, in fact, this code is
still being revised. The VANESA model was developed then
anticipating changes in CORCON, some of which have yet to be
instituted. Because of this, there are areas considered by
the VANESA model in manners that are different than those
employed in currently available versions of the CORCON code.

B. Physical Depiction of the Core Debris in the VANESA Model

The physical orientation of core debris in the reactor
cavity as conceived in the VANESA model is shown in Fig-
ure 7. The debris orientation conceived in the Reactor
Safety Study and the evolution in the melt configuration

j modeled in the CORCON code are shown also in this figure.

| The configuration in the VANESA model is quite simple. A
i metallic debris is considered to be the most dense phase and

forms a layer at the bottom of the molten pool. The oxidic
. Phase, which consists of the urania fuel, zirconium dioxide
' formed by steam oxidation of zircaloy cladding on the fuel,

and ablated concrete, forms a molten layer over the metal,

layer. A water pool, if present, overlies the oxide melt
layer.

The debris configuration in the Reactor Safety Study
! model is depicted as a " homogeneously heterogenous" mixture

of metals and oxides. This is also the debris configurationd

j adopted in the DECOMP model of core debris interactions with
concrete developed for the Industry Degraded Core Rulemaking4

Program.43 The arguments advanced in attempting to ration-
'

alize this configuration follow one of two paths. The first
of these paths is a contention that at elevated temperatures
metals such as constituents of stainless steel (Cr, Ni, Fe,

;
1 Mn, and Mo) may be miscible with molten reactor fuel much as
I are the metals Ta44 and Zr.45 A large number of in-

pile 46,47,48 and out-of-pile experiments 49 have shown
j that at temperatures encountered in light water reactor

| accidents and even at the higher temperatures produced

|
during fast breeder reactor accidents, steel does not dis-

i solve to any significant extent into oxides such as urania
or zirconia.

,

!

! The second pathway for rationalizing the Reactor Safety
| Study debris configuration is to contend that gases sparging
j through the melt will entrain and mix the oxide and metallic
j phases into an approximately homogeneous mixture. (Sparging

of the molten core debris by gases evolved from concrete was
,

neglected in the Reactor Safety Study but is now well
| established by experiments to be an important asgect of
' debris / concrete interactions.) Certainly, Greene 0 and

Greene and Ginsberg51 have conducted experiments with
simulant materials which show that gas sparging can induce

;
,
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intermixin at the interface between immiscible liquids. Lee
andKazimig2 have argued, however, that these experiments are
not directly applicable to the core debris situation and
have developed a model which suggests gas sparging would not
induce intermixing. Regardless of the outcome of these dif-
ferences, it is clear intermixing of immiscible fluids at

| the interface is easier than complete homogenization of a
'- melt.
t

; Air mixing of immiscible phases is a fairly common indus-
| trial process done in Pachuca tanks.53 Such mixing is seldom
I attempted, however, when the immiscible phases can freely

settle as is the case with the oxide and metallic phases ofi

I core debris. When free settling is possible impellers are
used typically. Calderbankll4 has suggested a correlation
for predicting the power, P, that must be expended per unit
volume of dispersion, V, to maintain a two-phase suspension
well-mixed:

) [p 1/3}
h=32(gap)I I

2/3
NP Yc

i

where g = gravitational constant,

Mc = viscosity of the condensed phase,' '

pc = density of the condensed phase,
'

op = difference in the density of the con-
tinuous condensed phase and the dispersed,

j condensed phase, and

(P/V) = power dissipated per unit volume of mixture.

The power dissipated to the liquid by rising bubbles is

| given by

(P/V) = (p -p )gV,e g

I
! where Vs = superficial gas velocity,

i pg = density of gas, and
pe = average density of condensed phase.

,

|
!
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Equating these expressions for power density yields an esti-
mate of the superficial gas velocity necessary to homogenize
the two-phase, condensed mixture. A plot of the gas super-
ficial velocity necessary to keep a two-phase condensed mix-
ture homogenized against the difference in density of the
condensed phases is shown in Figure 8. Superficial gas velo-
cities of about 40 cm/s would be required for a density dif-

! ference of 2 g/cm3 and about 140 cm/s would be needed for
a density difference of 4 g/cm3 Superficial gas velocities
through melts attacking concrete are typically less than

I 150 cm/s and usually are less than 20 cm/s. Note that.this
i analysis applies only to maintaining the mixture. Actually
j getting two liquids homogenized may be more difficult.

! Based on this type of analysis it is clearly possible
that a homogenized mixture of oxide and metallic melt could,

1 be formed because of gas sparging if the densities of the
two mixtures were very nearly equal. The densities of the

1 oxide and metal phases of core debris can become similar for
I brief periods of time during core debris attack on concrete.
j As the attack progresses, the condensed products of concrete
: decomposition are incorporated into the oxide phase reducing
! the density of this phase. The reaction of gases produced
1 by decomposing con: rete oxidizes the lower density constit-

uents of the metallic phase (Cr' and Zr), thus causing the
density of the metal to increase. Depending on the relative

I densities of the metal and oxide at the start of core debris /
! concrete interactions (see below), the two phases can reach
i equal densities. Such a situation would have, of course,
I only a transient existence. Further concrete attack and
j incorporation of concrete decomposition products into the
j oxide melt would create greater disparity in the densities

of the metallic and oxide phases. This would make it more
difficult to maintain a suspension.

It must be emphasized that the above analysis only demon-
i strates the possibility that for transient periods of time
! the metallic and oxidic core debris phases could be mixed.

This configuration has never been observed in melt / concrete
interaction experiments.

,

The debris configuration modeling in the CORCON code is
very much more complicated than that in either the VANESA

| model or the Reactor Safety Study model. The CORCON - model
j follows the evolution in the phase densities described

briefly above. Classical tabulated densities for phase con-
;

stituents are used in the analysis. (See Section IV-A-11.)
! These densities are assumed to be additive and are used to

compute the densities of the oxide and metal phases. Based.

i on such analyses, it is usually true that at the start of
| core debris attack on concrete, the oxide phase composed
! principally of urania and zirconia is the densest material

i

,
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in the system. This oxide phase is then assumed to form a I
coherent layer at the bottom of the molten pool. The steel |forms a layer above this dense oxide. Concrete ablated by '

the metallic layer is assumed to float and to form a light
i oxide layer over the metal and below any water pool that is
'

present. Concrete ablated by the dense oxide layer is imme-
diately incorporated into the dense oxide layer and reduces
the bulk density of this layer. The density of the metallic

' layer also evolves.as zirconium and chromium are oxidized to
; ZrO2 and Cr203 which float to the light oxide layer. Rein-
j forcing steel melted during the attack on concrete is also

incorporated into the metallic layer, thereby increasing the3 ,

,
density of the layer.

|

. At some point the dense oxide layer incorporates suffi-
I cient concrete and the metallic layer becomes dense enough
l that the oxide layer will float on the metal. When this is

predicted to happen, the debris configuration is altered in
! the CORCON model to be the same as that depicted in the
] VANESA model. That is, a single oxide melt layer overlies a
i dense metallic layer. No attempt is made in the CORCON model
j to describe the transient period in which the urania-rich
.' oxide and the metallic phase have such similar' densities that
| they could be easily homogenized.
! !

| Unfornunately, repeated experiments in which clad fuel
'

and steel have been melted together have consistently shown
! the metallic layer to be the more dense.49,54 A variety
| of explanations for this result, which seems so anomalous in
i light of the apparently well-established densities of the
I mixture constituents, have been offered. These explanations

have invoked scale effects associated with small laboratory
crucibles and even highly imaginative liquid-state phase
changes. The result has been so consistently observed that
the investigators at the Kernforschungszentrum Karlsruhe have
constrained their WECHSL model26 to always have the metal-,

; lic phase as the lowest layer in the molten pool regardless
i

of the relative densities of the oxide and metal phasec.
) The scle exception to the experimental observations of this
! debris configuration is a result obtained by Powers and

ArellanoS5 when they exposed concrete to the action of
"corium" melts generated metallothermically. These inves-
tigators found that after the melt had solidified, the
metallic phase was sandwiched between a dense and a light |

|.
oxide phase much as depicted in the CORCON model for early )
stages of ex-vessel debris interactions. I

Recently, Powers 56 has provided an explanation for the
| relative densities of melt phases. The additive use of den-
I sity data for pure constituents of the melt is criticized in

this explanation. The crux of the explanation is that zir-
conium metal so reduces the oxygen potential that uranium
dioxide becomes hypostoichiometric. In doing so, a uranium
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:
:
I

metal potential is established. The stainless steel provides
! a sink for the uranium. Sufficient uranium can be incorpora-
; ted into the steel to make the metal phase more dense. The
! sandwich configuration of the metal phase observed in the

tests done by Powers and Arellano arose because all of the+

I zirconium metal was oxidized in these tests. Consequently,
; uranium metal was not incorporated into the metal phase.

Thus, it would be expected that the configuration of the
oxide and metal phases of core debris at the start of melt
attack on concrete sauld depend on the extent of zirconium
oxidation during in-vessel phases of an accident. In the
more usual situations in which in-vessel zirconium oxidation'

; is incomplete, the metallic phase would be the more dense
; and would remain the more dense phase throughout the core

debris / concrete interactions. That is, the debris config-'

; uration depicted in the VANESA model would be established
! though there might be a transient period during which
- evolved gases would homogenize the phases of the core

debris. Further details concerning Powers' arguments on
i phase relations in core debris are presented below in connec-

tion with the thermodynamics of vaporization processes.'

From the preceding discussions it is apparent that the
details of core debris configuration are not yet well

; resolved. Various models have adopted various approaches.
i Eventually, however, the core debris will assume the con-
' figuration used in the VANESA model. Fortunately, uncer-

tainties in the debris configuration do not create large.

uncertainties in the release predictions. As will be shownj

i below, debris configuration has its greatest effects on the
mechanical generation of aerosols.*

i

i I

t C. Steps in the Analysis Done by the VANESA Model
I ,

! A brief outline of the steps of the analysis done in the |
| VANESA model is presented here. These steps are shown 1

|

, schematically in Figure 9.
|

It is presumed that input data of the following types !
are available for the model:

1. Initial mass and composition of the core debris
including the inventories of radionuclides present
in the core debris when it emerges from the reactor
vessel.

* Debris configuration can affect predictions of debris ten-
perature, concrete ablation, and the like. Variations in
these quantities will affect, of course, the release predic-
tions but they do not mandate changes in the release model.

-29-
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Figure 9. Schematic Diagram of the Steps in the VANESA Analysis
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|
,

2. Composition of the concrete including the composition
of the reinforcing steel used in the concrete.

3. The maximum radius of the molten pool as a function
of time.

|

| 4. The rate at which condensed products of concrete
; decomposition are incorporated into the core debris
; pool as a function of time.

| 5. Core debris temperatures as a function of time.
!

{ 6. The rates at which CO2 and HO are evolved from2
^

the concrete and pass through the molten pool as
'

functions of time.

j As currently implemented as a computer code, the VANESA model
is particularl to receive necessary inputs from the
CORCON code.5, y suited

.

! Calculations have been made using input con-
! cerning the core debris / concrete interactions derived from

the DECOMP code,43 the INTER subroutine 57 of the MARCH code,i

and experimental data.58j

Once the necessary inputs are assembled, the first step
i in the analysis is to apportion materials between the oxide
j and the metallic phases of the core debris. Apportioning
j these materials is a thermodynamic stability process and is
} discussed below in connection with the thermochemistry of
j vaporization.

i
i The next step in the analysis is establishing the free
I surface available for vaporization. Free surfaces are at the
| perimeters of the melt pool and the surface area provided by
j gas bubbles sparging through the melt. For typical core
1 debris configurations encountered in reactor accident analy-
: ses the surface area provided by gas bubbles far exceeds the
| geometric surface area of the melt. For instance, a 100-ton
i molten pool in a 3-meter radius cylindrical cavity might pro-
| vide a geometric surface area of about 65 square meters. If

this core debris were at 2000 K and attacked limestone con--'

crete to produce about 30 moles of gas per second, the gas
bubbles sparging through the melt would provide about 2700'

i square meters of surface area. Consequently, establishing
| the available free surface for vaporization is a matter of
' gas bubble dynamics and is discussed below in connection with
j the kinetics of vaporization.

| Analysis of vaporization involves both thermodynamic and
i kinetic considerations. These considerations must be taken

separately for the oxide and metallic phases. The thermody-
namic analyses in the VANESA model establish the driving
force for and the maximum extent of vaporization of core
debris constituents. The kinetic analyses determine the
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j approach to the maximum extent of vaporization of core
; debris. Discussion of the thermodynamics and kinetics of
! vaporization constitute much of the next section of this
j report.

Once gas bubbles reach the surface two things happen.
Bubbles burst at the surface throwing off some amount of

! surface melt.as aerosol-sized droplets. Vapors contained in
the bubble are released to the atmosphere above the melt.
Analysis of the amount of material converted to aerosols by:

the mechanical action of the bursting bubbles is the next
step in the VANESA model. Once the nature of this mechani-

| cally generated aerosol is known, the condensation of vapors
; either by homogeneous nucleation or by deposition on surfaces

such as aerosol surfaces can be evaluated. Such evaluations
provide a description of the particle size distribution of
the aerosol evolved during core debris interactions with
concrete.

Finally, the decontamination of aerosol-laden gases as
they pass through any water pool overlying the core debris
must be evaluated. The decontamination process is largely
of a physical rather than chemical nature. It affects both ;

*

the amount of aerosol evolved and the particle size distri-
1 bution of the aerosol. Decontamination will also affect the
j composition of the bulk aerosol if the composition of indi-

vidual aerosol particles is allowed to depend on the particlei

size as is suggested by experiments.

Decont'.mination of the aerosol-laden gases is the last4

; step in the VANESA analyses. Output from this last step of
. the model would be provided to a containment behavior model
) such as NAUA-4 or CONTAIN in an accident analysis effort.
'

) <

| Further descriptions of the . steps in the VANESA model
i are presented in the next feu chapters of this document.

,

|
!

l.

i

! l

!

.
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IV. VAPORIZATION

Vaporization is the most important of the mechanisms
leading to release of radionuclides and generation of
aerosols during core debris interactions with concrete.
Vaporization is the cause of the largest amount of release
especially early in the interactions when core debris tem-
peratures are highest. But, perhaps of more importance,,

'

vaporization is the reason aerosols and vapors can be
i enriched in debris constituents relative to the condensed
'

phase core debris. In particular, the aerosols and vapors
I can be enriched in radionuclides.
;

| The quantitative evaluation of a vaporization process,
1 in any context, involves two steps. The first of these steps
1 is the determination of the driving force that leads to the
| condensed-to-vapor phase transformations of core debris con-
' stituents. This first step is a thermodynamic analysis.
; When completed, it defines both the driving force and the
I maximum extent of vaporization of the debris constituents.
) Were a bounding result adequate, examination of the vaporiza-

tion procesa could be stopped upon completion of the first
j step. There can be, however, barriers that prevent or

retard achieving the maximum vaporization defined by the
'

thermodynamic analysis. To produce more accurate estimates
; of the vaporization processes, it is necessary to continue
i the examination to a second step which is a determination of

the kinetics of vaporization.
;

'

This chapter is devoted to the discussion of the thermo-
| dynamics and the kinetics of vaporization processes. An
'

attempt is made to describe the technology available for the
quantitative prediction of these processes. These descrip-
tions of the available technology are used to provide a>

rationalization for the approximations concerning vaporiza-
tion made in the current implementation of the VANESA model.
Vaporization is, of course, acutely dependent on the peculiar
chemical and physical properties of the constituents of core1

| debris. Consequently, it is in this chapter that most of the
| core debris chemistry and the chemistry of core debis inter-
; actions with concrete are discussed.

) A. The Thermodynamics of Vaporization

j Condensed phase core debris, instantaneously extracted
! from the reactor vessel and deposited into the reactor cavi-
} ty, would not be a chemically equilibrated system regardless
i of the time this core debris spent in the reactor vessel,
! the temperature of the core debris or the extent of mixing
| of the debris. Core debris has a vapor pressure. Until
j this equilibrium vapor pressure is established about the

|
,
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core debris, there will be a net phase change of debris
constituents to the vapor phase. The disequilibrium of
the core debris is continued and accentuated as gases
evolved from the concrete sparge through or around the4

debris.

At any instant in time, a control volume in the debris
; can be defined such that this control volume is isothermal

and isobaric. The free-energy of the control volume is:

'
given by:

N(c) N(g)
E n(i)G(i) +G(System) E n(j)G(j)=

! i=1 j=1
|
i

! where N(c) = number of constituents of the condensed phase,

N(g) = number of constituents of the gas phase.
.

n(i) = Number of moles of the ith constituent of the
condensed phase for i = 1 to N(c),

.

n(j) = Number of moles of the jth constituent of the
I gas phase for j =1 to N(g),
i

G(system) = free-energy of the control volume,

G(i) = AGg(i) + RTin [y(i) x(i)],

i G(j) = AGg(j) + RTin [$(j) P(j)],
;

i AGg(k) = free-energy of formation of the constituent k,
i

) R = gas constant,

X(i) = mole fraction of the ith constituent in the
#

! condensed phase, !

activity coefficient of the ith constituenty(i) =

in the condensed phase,

P(j) = partial pressure of the jth constituent in
the gas phase,

I

$(j) = fugacity coefficient of the jth constituent
in the gas phase, and

I T = absolute temperature.

i

|
|

f

!

; -34-
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The control volume will be at equilibrium when G(system) is a
minimum with respect to variations in n(i) for i=1 to N(c) i

and n(j) for j=1 to N(g), subject to the constraints of |

mass balance and that all n(i) and n(j) be nonnegative.

The differential of the control volume free-energy is:

!

N(c) N(g) )
E G(i)dn(i) + E G(j)dn(j)dG(system) =

i=1 j=1

N(c) N(g)
E n(i)dG(i) + E n(j)dG(j)+ .

i=1 j=1

The sum of the third and fourth terms on the right-hand
side of this equation are identically zero for the isother-
mal, isobaric system (Gibbs-Duhem Theorem). Then, equilib-
rium is achieved when

N(c) N(g)
dG(system) =0= E G(i)dn(i) + E G(j)dn(j) ,

| i=1 j=1

subject still to the mass balance and nonnegativity con-
straints.

The first approximation made in the current imJlementa-
| tion of the VANESA model is that equilibrium can be found
! separately for the system consisting of the gas phase and the

metallic, condensed, core debris phase and the system consis-
ting of the gas phase and the oxidic, condensed, core debris

| phase. The second approximation is that the equilibrium
found for a control volume at the mean phase temperature and
pressure is applicable for all regions of the condensed phase
in question.

Temperature gradients within the core debris phases
should be small and easily neglected as long as the condensed
phases are liquid and well stirred by the sparging gases.
When the core debris solidifies significant ' temperature
gradients would be expected to exist and these gradients
could not be neglected. Solidification would lead, of
course, to many other difficulties in the analysis of vapori-
zation. Consequently, the current implementation of the
VANESA model is restricted to the analysis of vaporization
from liquid core debris.

Neglect of the pressure differentials across a phase of
the core debris ought not lead to significant errors in

-35-
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typical accident analyses. The pressure differentials are
the result of the hydrostatic head of the core debris. The
pressure differential across 100 tons of core debris spread

2 will amount to only about 1/3 atmosphere. Theover 30 m
ambient ;; essure of the debris during a severe accident will
be typically 1-10 atmospheres. Neglect of the hydrostatic
head will lead then to errors of only 3-30 percent in the
pressure within the debris.

Vapor formation processes can be complex. Consider the
formation of vapor from a condensed phase species MOx. The
most familiar vaporization process is just unary vaporization
described by the stoichiometry:

[MO,l' , MO I9)x

where the brackets have been used to indicate that the
enclosed species is a constituent of the condensed phase.*
Evaporation of water and the distillation of alcohol are
familiar examples of unary vaporization processes. The
delightful feature of such vaporization processes is that
the vapor pressure established by the process over a pure
condensed species is a function of temperature alone.
Even when there are complications such as vapor phase
polymerization:

n[MOx]' ,(MO ) (g)

the vapor pressure is just a function of temperature. Con-
sequently, data can be obtained and tabulated for the vapor
pressure.

Unfortunately, not all vaporization reactions are as
simple as the unary process. The atmosphere surrounding a
condensed phase need not be inert toward the condensed phase
and can induce vaporization. For instance, reaction
stoichiometries such as:

[MOx] + H O -+ MOg (g) +H
2 2

[MO ] + xH -+ M ( g ) + xH O
2 2

* Parenthetical indications following chemical species used
here and elsewhere in the report are defined as follows:4

g = gas: 1 = liquid; s = solid: c = condensed material
either solid or liquid.

-36-
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can be envisaged. When the atmosphere is not inert toward
the condensed phase, then the vapor pressure is a function of
the atmosphere composition as well as the temperature. The
indefinite variability of atmosphere compositions makes it
impractical to tabulate data for such vaporization processes.

A general reaction stoichiometry for vaporization into a
steam / hydrogen atmosphere can be written as

|
+ (w-x-y/2)H| MO + (w-x) HO4 MO,H *

2 2

Clearly, by selecting y=0 and w = x, this stoichiometry
represents a unary vaporization process. Other choices for
y and w yield stoichiometries that reflect vapor species in
the M-O-H system. For instance, by setting y = w # o, vapor
phase hydroxides are described. Or, by setting w - o, vapor
phase hydrides are described if y # o. The stoichiometry of
the general reaction prescribes that the mass balance con-
straint must be

'

2 -dn(MO,H )(w-x) dn(H O)dn(MO,) ==

= -(w-y/2-x) dn(H ) *

2

Then, the equilibrium pressure for the single vapor species
is given by:MOwHy

( ~ }
P[MO,H ] $[MO,H ] P(H ) (H2)y y 2

-AG(Rxn)/RT = in' ("~*)
X[MO,] Y[MOx] P(H O) $(H O)2 2

.

' where ,

,

+ (w-x-y/2) AGg(H )AG(Rxn) = 6Gg(MO,H ) - AGg(MO,) 2

! - (w-x) AGg(H O) .

2

Expressions of this type must be written, of course, for each
,

vapor species involved in a vaporization process. The extent!

of vaporization of the condensed phase species MOx is then
determined by the partial pressures of all the vapor species
composed of the element M.
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The above equilibrium expression shows the thermochemical
features of the system that must be known to characterize the
vaporization process:

1. Free-Energies of Formation of Species Involved

Free-energies of formation are available for many of
the species thought now to be important to questions of
vaporization during core debris interactions with con-
crete. There is, and always will be, a question of
completeness. That is, are there species important to
vaporization that have not been characterized in terms
of their free-energies of formation?

2. FuqacitY and Activity Coefficients

Data for the fugacity coefficients of vapor species
and the activity coefficients of condensed phase species
are not readily available for sytems as complex as core
melts. These features of a system must be obtained from
a model.

3. Condensed Phase Concentrations

Were a core melt a homogeneous material, the initial
concentrations of the condensed phase constituents are
established, of course, by the initial conditions of the
problem. The evolution of these concentrations with time
is the product of vaporization analysis. But, core melts
are not homogeneous. It is necessary to know, then, how
constituents partition among the condensed phases of the
core debris. Were models of the in-vessel phases of the
accident sufficiently sophisticated, the partitioning of
melt constituents would be included with melt composition
as part of the initial conditions for the vaporization
analysis. Since these in-vessel models are not yet
developed sufficiently to do this, the vaporization anal-
ysis must include a description of the partitioning of
constituents among the melt phases.

4. Vapor Pressures

Vapor pressures of the gas phase species are the
major product of the thermodynamic analysis of the vapor-
ization. An important input to this determination of
vapor pressures is the speciation of the vapor phase.

The general vaporization equation can also be used to
ascertain how well the thermodynamic features of the system
must be known to limit the uncertainty in the vapor pressure
to a prescribed value. If synergistic uncertainties are
ignored, then the relative uncertainty in P(MO H ) is givenvy
by:
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2
[P(MO,H )] -(3g3 [6T 2 fg \ +

2 3 2y

P(MO,H ) / ,\ b + \T j . IET/
"

i

/6[P(H2)/P(H O)]h
+ {4

[6[P(H )I2 2("~*}2+
P(H )/P(H O) P(H )2 2 2

2 2

+(6[y(MO,)]
/6[X(MOy)] 6[ (MO,H )]y

+ +
! y(MO,) / X(MO,) / $(MO,H )

I

where G E AG(Rxn) and

6[k] = uncertainty in quantity'k.

The uncertainty in the standard state free-energy change
associated with the vaporization reaction can be important if
the vaporization reaction is nearly spontaneous (6G = 0).
But, in general, this will not be the case. The uncertainty
in the vapor pressure caused by uncertainty in the free-
energy data will be bounded, usually. An estimate of this
uncertainty might be 6[G/R] = 0.OlG/R. The uncertainty in
the vapor pressure caused by uncertainty in concentrations,
activity coefficients, and fugacity coefficients is also
bounded. Pessimistic estimates of the uncertainties in the

! parameters might be
1

6[$(MO,H )] $(MO,H )m

|

6[X(MO )] = X(MO )

l

6[y(MOy)] = y(MO )4 .y
,

!
'

The uncertainty in temperature might be about 100 K. Then
; for temperatures on the order of 2000 K,

I

-3~ 2.5 x 10 ,

| The uncertainty in the hydrogen pressure cannot exceed the
; actual system pressure. An estimate of 6[P(H )] might2

be 4P(H ). Then,2

|

1.

-39-
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6[P(MO,H )])2y -3
< + .6 x 10 (G/RT)2 + 4y2

P(MO,Hy)

6[P(H )/P(H O)]
I"-*)2 2 2

+ *

P(H )/P(H O)2 2

The value of y will seldom exceed 4 and the value of w-x
will seldom exceed 3, so

6[P(MO,H )]\
- (G/RT)2

y
< 67 + 2.6 x 10

P(MO,H )y

6[P(H )/P(H O)]2 2
+ *

( P(H )/P(H O)2 2

Uncertainties caused by temperature may become important if
(G/RT)2 is very large. But in this case the vapor pressure
would be small and uncertainties in the vapor pressure would
be inconsequential. Uncertainties in the hdyrogen-to-steam
ratio (which means uncertainties in the oxygen potential of
the system) can amount to factors of 10. This means that the
uncertainties in the partial pressures of vapor species with
oxidation states different than the parent, condensed phase
species will be dominated by uncertainties in the oxygen
potential. Vapor species produced by either oxidation or
reduction of condensed phase species are very important
durin~g core debris concrete interactions. Consequently, a
lot of attention must be paid to the oxygen potential of
debris interacting with the concrete.

The technology available for obtaining information needed
to produce thermodynamic descriptions of the vaporization
processes during core debris / concrete interactions is the
subject of the next few subsections of this chapter.

1. Partitionino Core Debris Constituents Between the Con-
densed Phases

The equilibrium partial pressure of a vapor over core
debris will be a function of the mole fraction of some con-
densed phase constituent:

,

1

P(mow (OH)y) = X[MOx] f(P,T, compositions of gas and
condensed phases) .
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At the start of a reactor accident, the various constituents
of interest are located in phases such as the fuel, alloys,

| or concrete. The locations of these materials at the start
| of an accident may not be the most thermodynamically favored

| when the several condensed phases are considered to form a
| thermochemical system. Consider, for instance, the re-

fractory metal ruthenium. Many studies of spent reactor'

fuel 59,60 have shown that ruthenium, along with other
metals, forms metallic inclusions within the fuel. Forma-
tion of these alloy inclusions within the fuel minimizes the
free-energy of ruthenium relative to the distribution of
ruthenium as a species such as RuO2 dissolved in the urania
lattice. It would seem obvious that further alloying of
ruthenium with other metals such as cladding or structural

' steel would further reduce the free energy of the system.
This does not occur during normal reactor operations simply
because of the barriers that bar migration of ruthenium to
these other metals. During core degradation and melting,;

; these kinetic barriers are lost or are substantially
i reduced. Once the core material slumps into the lower

plenum, the oxidic fuel phase comes into intimate contact
, with a metallic phase. There is then opportunity for ruthe-

{ nium to alloy with the bulk metal phase. The opportunities
: for such alloying are extended when molten core materials are
; expelled from the reactor vessel into the reactor cavity. i

Alloy formation by ruthenium affects its propensity for
.

vaporization via the concentration term X(Ru) in the vaporj

| pressure equation. (There are also effects arising from the
*

; activity coefficients but these are typically less impor-
. tant). Thus, different vapor pressures would be calculated
! if ruthenium were assumed to be evenly distributed throughout

the core debris rather than concentrated in the metallic
phase.

;

' If kinetic barriers to partitioning of core debris are
low, then the extent of partitioning can be estimated by
assuming the condensed phases are equilibrated. The parti-
tioning process for an element can be formally described by
the stoichiometry:

|

f [Mlmetal + oxidant -+ [MOxloxide -

i

Partitioning requires an oxidant. This oxidant can come from
any of a variety of sources. For an equilibrium analysis,

i the source of the oxidant is not important. Only the oxygen
potential of the system needs to be known. The oxygen poten-
tial. P(O ), is conveniently expressed in terms of the2
hydrogen to steam partial pressure ratio:

1

!
,
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(H O)/ \l/2 2

2)f " P(H ) exp[aGg(H O)/RT]P(O .
2

2

Then, the formal stoichiometry of the partitioning process
is:

[Mlmetal + xH O 4 [MOx3 oxide + xH22 -

The equilibrium disposition of the element between the ;

condensed phases is then given by:
,

-[aGg(MOx) + xaGg(H ) - OGf(M) - xaGg(H O)]/RT =2 2

(Y[MOx] Y[MO,][ P*[H2] [H 32

En'f X[M]
+ in'=

Y[M] px[H O] $*[H O)
2 2

where y[MOx] = mole fraction of MOx in the oxide phase,

Y[MOx] = activity coefficient of MO in the oxidex
phase,

X[M] = mole fraction of M in the metal phase, and

Y[M] = activity coefficient of M in the metal
phase.

Solution of this equation is subject to the condition that

Y[MOx] M(oxide) + X[M] M(metal) = M(M, total) i

I

where M(oxide) = moles of condensed oxide phase,

M(metal) = moles of condensed metal phase, and

M(M. total) = total number of moles of element M in the
system.

The generality of this abstract example is not reduced if
M and MO are selected so that their activity coeffi-x
cients in the metallic and oxide phases at equilibrium,

I
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i respectively, are equal to one.* Also, for most reactor
accident situations involving temperatures in excess of
1500 K, it is acceptable to set $[H2] = $[H O] 1 (see Sec-2 =

'

tion IV A-3, below). The equilibrium partitioning is then
,

given by:

- xaGg(H O)]/RT =-[AGg(MOy) + x6Gg(H ) - OGf(M) 22

=inY[MOx]/Z[M])+xinP[H]/P[HO)2 24
.

The partitioning of an element is expressed by the con-
I centration ratio Y[MOx]/X[M]. The equilibrium expression

shows that this ratio can never be zero or infinite. (The
partial molar free energy of a condensed phase constituent
will go to minus infinity if the concentration of a consti-
tuent of a phase goes to zero while the concentration in the
other phase remains finite). The actual value assumed by the
concentration ratio is a function of both temperature and the
oxygen potential of the core debris. In general, temperature
and oxygen potential will vary significantly over the course

i of core debris interactions with concrete. As a result, the
partitioning of debris constituents between the metallic and
oxidic phases of core debris would be expected to vary as
the interactions progress. Fortunately, the variations in

1
partitioning are not significant for many constituents of
core debris.

1

j Consider as an example, the partitioning of barium
between the metallic and oxide phases. For this example,
the activity coefficients of barium in the metallic phase
and barium oxide in the oxide phase are taken to be one.

;

| The total barium inventory in the core debris is taken to be
' 500 gram moles. The core debris is assumed to consist of

6 x 105 gram moles of oxide and 8 x 105 gram moles of
metal. Results of the partitioning calculations for tempera-
tures of 1900, 2200, and 2500 K are shown as functions of thej

hydrogen-to-steam partial pressure ratio in Figure 10. These
conditions span those encountered in typical core debris /'

concrete interactions.;
I

The partitioning of barium is shown by these results to
vary with temperature and the oxygen potential of the,

! debris. But, for all the conditions considered in these
!

*This selection is rather easily done for the abstract exam-
ple. For applications to partitioning of real species, it
simply shifts the problem from one of determining activity
coefficients to one of determining the values of AGr(k).
The difficulties posed by activity coefficients are dis-
cussed further, below.
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!

1

| calculations, barium is found predominantly in the oxide
'

phase. Even at the highest temperature and lowest oxygen
potential (highest hydrogen-to-steam partial pressure ratio)
only about 1 percent of the barium is in the metal phase.
For less severe conditions, the concentration of barium in
the metal phase becomes very small indeed.

The results obtained here for the partitioning of barium
are similar to results obtained for many other constituents
of core debris. That is, partitioning of most core debris
constituents is predominantly into one condensed phase or the
other (metallic or oxidic). Though the extent of partition-
ing varies with conditions, the variation does not change
significantly the amount of the constituent found in the

;

i preferred phase.
I

! The partitioning behavior calculated for barium and most
other constituents of the core debris is not univercal. The

4

partitioning of molybdenum between the oxide and metal phase
is shown in Figure 11. Here, the variations in the parti-
tioning of molybdenum with oxygen potential are significant.

,

i For all the temperatures considered, the partitioning of
molybdenum is calculated to vary from predominantly into the

;

! oxide phase to predominantly into the metal phase as the
; hydrogen-to-steam ratio varies from one to ten. Hydrogen-
; to-steam ratios in this sensitive range are encountered
: in core debris / concrete interactions once zirconium and
'

chromium in the debris have been oxidized to ZrO2 and
Cr2O3, respectively.

I The results of the partitioning calculations described
I above have been obtained assuming condensed phase activity
I coefficients are equal to one. There are reasons to believe,
i however, that this assumption concerning activity coeffi-

cients may not be adequate for the purposes of partitioning!

calculations. Examination of the equilibrium expression for
.

partitioning shows that nonunity activity coefficients could
| alter significantly the predicted partitioning. The altera-
! tions are not likely to change qualitatively conclusions
! derived from the calculations in which partitioning is pre-
i dominantly into one phase or the other for conditions typical

of core debris / concrete interactions. Nonunity activity ,

i
i coefficients might have much more significant effects on

partitioning of elements such as molybdenum that is predicted.

to vary over the range of conditions that could be expected.

There are some useful data on radionuclide partitioning'

among the phases of core debris. Fischer et al.62 melted
.

mixtures of iron and urania doped with nonradioactive iso-
topes of important radionuclides. The melting was done with!

; an arc-furnace in an argon atmosphere of unspecified oxygen |

potential. Results from these experiments are shown in
'

Table 3. Somewhat similar results have been obtained by
;

;
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Table 3

Experimental Partitioning of Radionuclides
Between Iron and Urania62

Mt % Mt %
Element in Urania in Iron

Zr O.86 < 0.04
i Zr 1.45 < 0.04

Zr 1.02 0.07

Y 1.50 0.10
i Y 1.50 0.04
i

La 0.35 < 3 x 10-4
La 0.35 1 x 10-3 to 1 x 10-5

Ce 0.68 0.02

Pr ~1.94 0.16
Pr 0.55 0.02

Sr 0.86 < 5 x 10-3
Sr 1.02 < 5 x 10-3

i

Ba 0.41 < 9 x 10-3
Ba 0.51 < 7 x 10-3

Ru < 0.01 1.29
Ru < 0.01 1.14
Ru < 0.01 1.60
Ru < 0.01 0.21
Ru < 0.01 0.45
Ru < 0.01 0.61

Mo 0.08 1.20
Mo 0.06 1.02
Mo 0.07 0.97
Mo 0.12 0.84d

,

| Nb 0.32 0.56
) Nb 0.36 0.74
' Nb 0.68 0.54

Nb O.30 0.88
Nb O.90 0.01
Nb 0.60 0.18

i

:

,
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Parker et al.49 in simulated core meltdown experiments
using flowing steam / hydrogen atmospheres. In a qualitative
sense, the experimental data show that most species partition
predominantly into one phase or the other. There are excep-
tions to this typical behavior. Partitioning of niobium is
noteworthy in this context.

Direct application of the experimental data on parti-
tioning is not easily done. In none of the experiments have
oxygen potentials been controlled or even measured. The
experiments have all been susceptible to kinetic effects.
The experiments have not spanned the range of conditions
expected to arise in the course of core debris / concrete
interactions.

Total lack of attention to the chemistry of core debris
during in-vessel phases of severe accident adds to the diffi-
culty of establishing the partitioning of core debris consti-
tuents during ex-vessel phases of an accident.

For the current implementation of the VANESA model, a
simplified treatment of partitioning has been adopted.
Results of the experiments and simplified thermochemical
analyses such as those described above for barium and
molybdenum are used to define the partitioning of low-
concentration species. These species are considered to be
exclusively in either the oxide phase or the metal phase as
shown in Table 4. This partitioning is taken to be invar-
iant. The bulk constituents of the core debris, UO2 Zr e

Cr, Ni, and Fe, are not partitioned on this basis. The
debris description obtained from the in-vessel models are
taken at face value for these species. Uranium is assumed
always to be exclusively in the oxide phase. As gases from
the concrete oxidize Zr, Cr, Fe, and Ni, the products of
oxidation, ZrO2, Cr2O3, FeO and NiO, are assumed to pass into
the oxide phase of the debris.

Apportioning radionuclides and other low concentration
constituents exclusively into one phase or another provides
substantial simplification of the'VANESA model. The assump-
tion assures that vaporization of a constituent need only be
considered from one phase. At first this might seem unde-
sirable. The considerations above concerning the thermo-
chemistry of constituent partitioning hinge on equating the
activities of species across a phase boundary. If two con-
densed phases are in equilibrium with each other then the
composition of the vapor phase over each condensed phase
will be the same at equilibrium. Thus, the thermochemical
driving force for vaporization of constituents will be the
same for both condensed phases. For most low concentration
constituents of core debris, however, one phase will be
quite dilute. Any vaporization from the dilute phase will
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Table 4

Partitioning of Species Assumed in the
Current Version of the VANESA Model

1

| Species in the Species in the
Metalic Phase Oxide Phase

j Elements Invariantly Partitioned
!

|
Ag Al 032

Mn Ba0

Mo CaO

Ru CeO2
4

Sb Cs0H
i,

Sn Cs!

i Te K02

La203

Na2O

Nbo

SiO2

Sr0
,i

UO2

Partioned as Interaction Progressesi

!

Cr Cr203

Fe Fe0
,

l
; Ni NiO I

!' |
! Zr Zr02 )
l !

,

|

!
:
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result in a sharp reduction in the activity of the volatile
constituent in the dilute phase. Further significant vapori-
zation from the dilute phase will not occur until additional
constituents are provided from the condensed phase which is
more concentrated in the volatile material.

Once the core debris has assumed the configuration
adopted for the VANESA model, constituents of one condensed
phase can be transferred to another condensed phase only by
mass transport across the relatively small surface area
between the two phases. This type of mass transport between
two immiscible phases is routinely encountered in steel manu-
facturing and can be quite slow.63,64

A simple model for the mass transport of a constituent
across the oxide / metal phase boundary can be constructed.
Assume that agitation of the melt phases by sparging gas
keeps each melt phase uniformly concentrated except in a
boundary layer adjacent to the interface. Assume, as before,
that the transformation of an element from the metallic
phase to the oxide phase involves the chemical process

M + xH O 4 MOx + xH22 -

At the interface, the concentrations of the elements are
assumed in equilibrium. That is, only mass transport away
from the interface or to the interface need be considered
and any chemical kinetics are rapid. Then, as before,

Y(MOy; interface) HO
2 1 exp [- AG(Rxn)/RT]

"kP
X(M; interface) .

2)H

The mass transport equations to and from the interface for
dilute solutions are approximately

fd = K(m) p [X(M; bulk) - X(M; interface))

dN(MO )
= K( ) P [Y(MOx; interface) - Y(MOx; bulk)]dt

U "Iwhere - rate per unit geometric surface area that
M is supplied from the metal phase to the
interface,
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:

dN(MO,)
= rate Per unit geometric surface area that

dt
MOx is removed into the bulk oxide from

i
the interface,

,

|
K(m) = mass transport coefficient in the metal

i phase,

K(o) = mass transport coefficient in the oxide
phase,

t

j, X(M; bulk) = mole fraction M in the bulk metal phase,

X(m; interface) = mole fraction M at the interface,
i

Y(MOx; interface) = mole fraction MOx at the interface.
Y(MO ; bulk) = mole fraction MOx in the bulk oxidex

phase,

p = molar density of the metal phase,

p = molar density of the oxide phase, and

f A= surface area for mass transfer.

j Assume that the bulk oxide phase is completely depleted of
! MOx so Y(MOx; bulk) = 0. Also assume that the transfer pro-
; cesses are in quasi-steady state, so:
1

i

I x) dNdN(M)
| dt dt E" " * *

Then.

! -
-

, 1 dN 1 1

K(m)p"'lar oxide [HOh* -
A dt 8'

mo K(o)p 2 W Rxn)-

-
molar 1 ,xp

P _ RT .-H
2

X[M; bulk)- .

i

! The mass transport coefficients, K(m) and K(o), can be found
from the Higbie surface renewal model,65 to be

I

;

j -sl-
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l-D(MI
K(m) =2

wt
. c.

--

12
D(MO )

K(o) =2
wt

.
c,

where D(M) = diffusion coefficient for M in the metal
phase,

D(MOx) = diffusion coefficient for MOx in the oxider

! phase, and

tc = characteristic time.
' The characteristic time for the system can be taken as the

reciprocal of the frequency bubbles pass through a unit sur-
face area of the interface

fY \~11 4s
t I "V~c *f 4 3

"

N "#b/ s

; where Vs = surficial gas velocity (cm/s) and

rb = radius of a bubble (cm).
The diffusion coefficients can be taken from the Wilke cor-
relation:66

.

(g)1/2T! -8
'

100p {pmolar)O.6! D = 7.4 x 10

<

where MB = molecular weight of the transporting species,

pmolar - molar density of the phase, and
.

p = viscosity of the phase (Poices).

! If the metallic phase is assumed to have a viscosity of
| 5 cp63 and the oxide phase is taken to be urania somewhat
| enriched in silica from the concrete so its viscosity is

about 1 poise,67 then the diffusion coefficients for M and'

MO are aboutx;

D(M) = 9 x 10-5
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and

D(MOx) = 2 x 10-6 ,

Then the mass transport coefficients for superficial gas
velocities of 20 cm/s are

K(m) = 0.024 cm/s

K(o) = 0.0036 cm/s

which are typical of values found by experiments in steel
processing.63,64,66 Then for transfer of molybdenum at

20 the mass transport equation becomes2200 K and P /PHO=H2 2

.

+ "
O.0019 -7

_ 1 x 10

or

~

a 1 x 10 X[M, bulk)A .

For a melt with a geometric surface area of 3 x 105 cm2,
the rate at which molybdenum could partition into the oxide
phase is obtained from this model to be about 2 x 10-5

1 moles /s. This rate of transfer would not seriously alter
the composition of the metal phase. Even if all of the
transferred material vaporized from the oxide phase, it
would not seriously contribute to the release of molybdenum
from the melt. An increase in the superficial gas velocity
to 200 cm/s would not alter the conclusion. A change in the

,
' chemical conditions that leads to more significant partition-

ing of molybdenum into the oxide phase could alter the con-
clusion, of course.;

Gas phase transport of constituents from one condensed
phase to another can be a more officient process than con-
densed phase mass transport, if the gas is saturated. Satu-
rating the dilute condensed phase by this process can be

| rapid. But once the dilute phase is saturated it will not
affect the amount of material carried away by a saturated'

gas. Again, neglect of release from the dilute phase is not
; a major source of error,
I

i

1
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|
j 2. Activities and Activity Coefficients

i i

At several points in the discussions of the thermochem-
i istry of vaporization from mixtures, activity coefficients
j for constituents of the mixture have been mentioned. In '

j this subsection, these activity coefficients are discussed
! and the technology available for estimating activity coef fi-

cients is reviewed. '

Consider the free-energy of one mole of a mixture com-<

I posed of constituents A and B. If this mixture was of a
' mechanical nature, such as sand and steel balls, so that by
j some mechanical means it could be separated into batches of
j its pure constituents, then the free-energy of the mixture

would simply be the weighted sum of the free-energies of the1

3 constituents: ;
i !

!

; G(mechanical mixture) =,X G(A) + X G(B)A B

!

j where Xi - mole fraction of the ith mixture . constituent !
i and
I
! G(i) = free-energy of the pure ith constituent.
i

i If, however, mixing occurs at the molecular level, the con-
! stituents lose part of their individual chemical identities,
i No longer is a molecule of one constituent, for instance the

A constituent, surrounded only by other A molecules. There,

| is some finite probability that a given A molecule will con-

| tain in its coordination shell a B molecule. Likewise, the
B molecules are no longer in the same coordination environ-.

{ ment they experienced as a pure material. By mixing A and B
at the molecular level, new sites any ' individual atom can

,

| occupy have been created. That is, it is no longer essential
j that B molecules reside adjacent to other B molecules
'

e_t, cetera. This means that, at a very minimum, moleculac
mixing has created the opportunity for much greater disor-

,

i dering of the mixture than was possible when the constituents |
retained their own chemical identities. This opportunity for,

j greater disorder is reflected by greater entropy in the mix-
j ture than in the sum of the pure constituents. If the A and

B molecules exhibit no preferences for locations in the mix-
ture lattice sites and the interactions between A and B mole-
cules have the same energies as interactions between two A

i molecules or two B molecules, then the free-energy of the
| molecular mixture is:

1
I
J G(molecular mixture) = X G(A) + X G(B)A B

j + RT[X in(Xg)+X in(X )}A B B -

f

| -54-
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The additional term in this expression relative to that in
the expression for the free-energy of a mechanical mixture

! reflects the increased entropy created by molecular mixing:

|

A)+X in(XB)3-R[X in(XAS(mix) A B= -

The expression for the free-energy of the mixture can be
differentiated with respect to the amount (not mole fraction)
of a constituent in the mixture to get the partial molar free
energy of the constituent:

f OI"A+"B "
= G(A) + RT in(XA) = G(A) + RT in(ag); ang

!
'

8(n +n (" *g B
j = G(B) + RT in(XB} ( } + T ( B}"

where ni = moles of the ith constituent in the mixturej

! and

f ai = activity of the ith constituent.
I

! From these differentiations, it is immediately apparent
I

that this mixture model, defined by hypothesizing random
! occupation of available sites by A or B molecules, is the

ideal solution model. Activitiea of the mixture constitu-
'

ents are equal to the mole fractions of the constituents.
The ideal model is a popular model for mixtures simply
because it can be used with only data for the individual,

| constituents in the pure state. Data for the mixture itself
are not needed.

I

The derivation of this ideal model was done by imposing;

a severe, and not entirely believable, constraint of random,j
I isoenergetic occupation of available sites. It would seem

| far more likely that a molecule, say a B molecule, would
exhibit some preference for being adjacent to an A or a B

t molecule. Further, the energy of interaction between A and
! B molecules would be, in general, different than the inter-
! actions between two A molecules and between two B molecules.
} A formal description of the free-energy of such a more
i general mixture model can be written as:

RT[X 1n(XG(mixture) = X G(A) + X G(B) +A B 3 g)+XB "I B}i

!

j + f(Xg,XB' *

|
!

-55-

|

I___-___ _ _ _ _ _ __ ___ , _ _ _ . _ _ _ . . _ . _ - - - _ _ _ _ _ _ _ _ _ _ . . _ . - _



-- - . . . - - . _- . - .- ... .

!

i

i

1

The new term, f(XA,XB.T), is then added .to account for
the nonideal aspects of the molecular mixing. (The addi-
tional term is called the " excess free energy.") Again, the
partial molar free-energies of the constituents of this

i general mixture can be found:
:

i

! a(n +n ) G(m M ure)g g
= G(A) + RT in(Xg) + f(X }; A' B'g,A

|

| + (x ) avax,3
!

|

| a(n +"B) I" "#*)A
= G( ) + T in(XB) * I )

!j A' B'an
B

:

- (1-XB) A
i

or

i

8(n +"B} (" "#'}A ( ) + n(YA A)=
an

A

}

| = G(A) + RT in(ag)
,

1 a(n +n ) G(m M ure)g g
I = G( ) + RT in(YB B)an

B

l

= G(B) + RT in(aB)

where f E f(XAeXB,T) and aA and-aB are th'e activities of A
,

and B, respectively. The activity coefficients of A and B
are YA and YB, respectively. *

This nonideal mixture model involves parameters not char-'

acteristic of the pure constituents--activity coefficients.
The price of introducing greater realism into the mixture
model is the requirement for additional information about

,

j the specific mixture as well as information on the pure con-
'

stituents of the mixture. This can be a very high price
; indeed. As suggested by the functional form of f(XA,XB,T),
! this additional information must be obtained as a function of

temperature and 'a function of composition. It presents a
' rather serious problem simply because sufficient measurements

of f(XA,XB,T) may not have been made.

( -56-
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A substantial portion of the research into mixtures has
been devoted to the formulation of models for the function
f(XA,XB,T). The next level of approximation after ghat used
for the ideal solution model is to assume random occupation
of sites in a mixture occurs, but that the energy of inter-
actions between A and B molecules is not the same as between
just A molecules or just B molecules. This is the " regular
solution" model.165 For this model

LX XABf(XA,XB,T) =

RT inYA = L(XB)2
*

.

RT inYB = L(XA)2

where L is a parameter found typically by fitting the model
to experimental data. By making more complicated assump-'

i tions concerning site occupation and the energetics of
' interactions, more complicated models can be created. Some
: of these models are shown in Table 5. Unfortunately, the
' diversity of chemical behavior exceeds the diversity of

thermochemical approximations, so that completely empirical
correlations have appeared. A frequently used empirical.

j correlation is that developed by Redlich and Kister:167

N4

I A B) E bf(XA,XB' } j(T) (X -XB)" *g
j _j=1
4

1

The data requirements for binary mixtures are demanding. For
mixtures more complex than those involving just two constitu-
ents, the data requirements can become formidable indeed.

,

j Parametric values for the various nonideal models listed
in Table 5 can be temperature-dependent. Thus, the activity
coefficient of a condensed phase species will depend, in,

general, on the composition and the temperature of the phase.
,

I

! Activity coefficients are also dependent on the pressure

| experienced by the condensed phase:
!

i

'in[y(i,P)] in[Y(1,Pref)I *'P ,g
dP=

|
i

! where Y(1,P) = activity coefficient of the ith condensed
! phase constituent at pressure P,
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T ble 5

'

Some Models of Condensed Phase Mixtures
,

!

| Model Excess Free EnerqY Activity Coefficients

Ideal Solution GXS = 0 TA * YB " 1

XS . LyA(l'X ) M RYA " Lil-I )Regular Solution G A A
|

RTinyB"

2I
Margules G" = RTX (1-X )[A(1-X ) + BX ] RTin(y ) = RT(1-X ) [A + 2(B-A)X,)A A A A A A

RTin(T "
B

~

A

- - -1 B(1-X 'Avan Laar G = RT - B(1 X

h
- A. A ~ A

. .

'

AX' A
"I"IT *".

B .A+ ~ A'AX
-

> -

Non m G = X (1-XA A X + l-X ) *(~ A' 21g A A

T G12 12 *12 12+ RT +
G12 A + ~ A (1-X +X GA A 12

.

2G expC "tl2}2 2 f 12
IUIT "
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i

Pref = reference pressure which is usually one ;
'

atmosphere, and

th
V(i) = partial molar volume of the i constituent

of the condensed phase.

Partial molar volumes of condensed phase constituents are

| almost never known. For systems that are not too strongly
nonideal at conditions well removed from their critical

,

points, the partial molar volumes of the constituents may be
,

| approximated by their solar volumes when pure.
}
' - Then.
:

| V(i)(P-Pref)
l in[Y(1,P)] = in[y(1, Pref)I + RT

*

,

For typical constituents of core debris, the molar volumes
are on the order of 20-30 cm3 mole. For a pressure of{ /

i 10 atmospheres and a temperature of 1800 K, the second term
| (the so-called Poynting correction factor) on the right-hand
] side of the above equation will have values, typically, of
i only 0.0012 to 0.0018. Pressures encountered in core
' debris / concrete interactions, then, cause negligible changes

in the activity coefficients of condensed phase species,

i The mixtures that are of interest in the study of
i ex-vessel core debris interactions are very complex. Many

constituents must be considered. Etudies of these mixtures
have I: eve r been conducted in sufficient detail to make it
possib'.e to rigorously pursue some of the higher level
approximations of the free energy of mixtures. Data are
available for the pure constituents. In some cases there
are data 168 for binary mixtures involving the metallic
constituents. But very little information will be found for
ternary and higher order combinations. These facts mean,

i that thermochemical models, including those in the VANESA
model, will have to rely heavily on ideal solution models.
Since the beautiful Rachel cannot be wed, it is wise to |

| examine the virtues of the ugly Leah.169 i

i

|
Consider again the ideal and the regular solution models

i for binary mixtures:
i

:

+ X G(B) + RT(Xg in(X )| G(ideal) = XgG(A) B A
i

t

+XB in(XB)lj
4

! -59-
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i

+ X G(B) + RT[Xg in(Xg)G(regular) = XgG(A) B;

i

! +XB in(XB)] + LXgXB -

| It is immediately obvious that the entropy of mixing con-

| tribution to the free energy of the mixture, RT[XA in(Xg)
i +XB in(XB)], is a linear function of temperature. As temp-

| eratures increase this entropic contribution will become
; more important and will, eventually, dominate the mixture

free energy. At sufficiently elevated temperatures the cor-'

| rection to the thermochemistry produced by the regular solu-
: tion term, LX XA B, will not be important in comparison to the

,

! entropic term. The same will be true for the higher level
j approximations discussed above and shown in Table 5. At
1 sufficiently high temperatures, all mixtures approach ideal

behavior. This is true because thermal excitations of mole-
cules will eventually overwhelm any preference molecules'

i exhibit for sites in the mixture lattice and the energetics
of bonding will become small in comparison to the thermal

j energy.

The VANESA model concerns itself with high temperature
vaporization. Vaporization occurs because bonding that keeps

; a molecule in the condensed state becomes weak in comparison
to the thermal energy a molecule can acquire through fluctua-,

: tions. It would appear then that the VANESA model is con-
} cerned with situations in which the entropic contributions
! to the mixture free energy are important, if not dominant.
1 For this reason, the ideal solution model might be a better- 1

'~

than-expected first approximation.

! The ideal solution model was developed above for binary
| mixtures. What was said for mixtures of two materials can
i also be said for mixtures containing more constituents.
| Thus, the free energy of an ideal mixture of N components is !

; N N
E X G(i) + RT E X) in(X))| G(mixture) =

g .

|
i=1 j=1 ;

;

!

| But note what happens as constituents are added to the mix-
; ture. The mole fraction of each constituent becomes smaller
; and as a result the absolute magnitude of the entropic term
' becomes larger. This is a most important observation. Con-

sider a mixture of equal parts of A and B. The entropic
; contribution to the free-energy of the mixture is -0.693 RT.

Now, suppose the mixture consists of equal parts A and B and.

a 1/10 part C. The entropic contribution to the free energy
of the mixture is now -0.949 RT--an increase by almost
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i
i i

i

50 percent. For the very complex mixtures involved in the
interaction of core debris with concrete, the entropic con-

; tributions to the f ree-energy of mixing can be huge and may !

i overwhelm in importance any contribution by terms added to
j the mixture free energy to reflect nonideality. The minimum ,

{ model to adequately portray this important feature of the
! mixture is the ideal solution model.
1

j Though the ideal solution model may be suitable for the
t

! overall description of mixtures in the VANESA model, the
1 behavior of specific constituents, particularly radio- !
! nuclides, may be of sufficient interest to require a more
] detailed treatment. This might at first appear to be a dif-
i ficulty. The derivations above show that as soon as nonideal
| characteristics for one constituent are introduced, they must

be recognized for all constituents. This is true in a rigor- !

ous sense. But it is possible to adopt approximate treat- ;

j ments that are not rigorously correct and still not cause ,

'

gross violations of thermodynamics that lead to unrealistic;j
behavior. Consider the activity coefficients for mixtures t

j consisting of a large amount of A, which could be urania, and
| a small amount of B, which could be a radionuclide. The j

j activity coefficients of these constituents are,
j
i

in(YA) =LX RT ,

i :

in(yB) -LXhRT . ,

1 ;

i !

I Clearly, as the mole fraction of B becomes small, the !

| activity coefficient of A approaches one at a second order I
i rate. The activity coef ficient of B, on the other hand, is

'

{ practically invariant as the mole fraction of B becomes ;

j small. Thus, t

|
4

j in(YA) "0
1

I

in(YB) m L/RT .

!
t.

| It is then possible to introduce simplified corrections to

| the ideal solution model for individual constituents,
especially if these constituents are present at low concen-
trations.

!
' Though an approximate method to carrect for nonideali-

ties is available, there is still the problem of determining
the correction to be made. One source of information is
phase diagrams of binary pairs of melt constituents. The
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1
'

ideal mixture assumption implies one of two types of Phase
diagrams:

l. No solid solubility but complete liquid phase'

miscibility.

2. Complete miscibility in both the solid and liquid
phases.

The first of these diagrams will involve a eutectic inter-
action between the constituents. If the constituents are <

I designated A and B, this eutectic in located at a tempera-
ture T(c) and a composition X(c) found by the simultaneous'

solution of:;

i

:
~ ~'

AH|(A) + "( (*}}O=
_

~ T,A)T( )
_

~ ~

AH"(B)
+ "I - (*}}0= ~

T( ) T,A)
_

l

4

where the differences in the heat capacities of the liquid
I and solid have been neglected and AHm(i) = heat of fusion of
j the ith constituent. Ta(i) = melting point of the ith consti-

tuent.

! By comparing the predicted location of the eutectic with
that experimentally observed, an indication of the need to |
model nonideality is obtained.

,

L

| The second of these ideal phase diagrams will produce a
i classic, lenticular, two-phase region whose boundaries are
j found by the simultaneous solution of

.i
i

! " 1- I X(A0- + in
R T T ,(A) Y(A)

_ _ _ ,

~ ~

"
(1-X f A)[

~

] AH,(B) 1 1' O= *T ~ T,(B) (1-Y(A))R
_ , _ _

;

{ where X(A) = mole fraction of A in the liquid phase and

I
; Y(A) = mole fraction of A in the solid phase,

^

,

!

! Again, comparison of the predictions of the ideal solu-

| tion model to the actual phase diagram will indicate the

|
i -62- |
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!

!
4

: need for a more sophisticated treatment of the condensed
! phase. A thorough study of the various binary interactions
! that arise in molten core debris has not been attempted.

| Some analyses have been done which will illustrate the
procedure:

!

f UO -A1 023 System: A calculated phase diagram for1. 2
this system is shown in Figure 12. The predicted eutectic
occurs at T = 2192 and X(UO ) = 0.291. These results compare2well with the experimental determination 170 that the eutectic
is at T = 2173 K and X(UO ) = 0.26. This suggests that ideal2,

solution interactions are appropriate for the UO -Al O23 sys-2
i ten.

| UO -SiO2 System: A calculated phase diagram for the2. 2

j the UO -SiO2 system is shown in Figure 13. A eutectic inter-2
j action is predicted to occur at T = 1713 K and X(UO2)

= 0.091. The experimental data for the UO -SiO2 system arei 2
not firmly established. Lange et al.171 observed a eutectic
interaction at 10-15 mole percent UO2 but at a temperature of ,

1923 K. Lunqu172 observed liquid phase immiscibility in this
regime and thought any invariant point on the diagram wouldj

i occur at very low uranium dioxide concentrations. A sche-
! matic representation of the Lungu diagram is shown in Fig-
'

ure 13. Obviously, the interactions between SiO2 and UO2 are
! not ideal. If the Lungu diagram is correct then there is a
i strongly positive excess free-energy of mixing in the sys-

'.

ten. This implies, of course, activity coefficients that are
; greater than one. Correction for the nonideality to conform
; with the Lungu diagram is not easily done. Since the two-
! phase miscibility gap in the liquid phase is not symmetri- '

cally disposed around a mole fraction of 0.5, a regular
t

q solution model would not describe the system adequately.

I A regular solution model can be used to make the system
j conform to the diagram proposed by Lange et al. When this is

done, the activity coefficients for urania and silica are
,

' found to be about
i
i

in(Y(UO )) 1 - X(UO )=
2 2,

!

in(Y(SiO )) X(UO )= *
2 24

,

i
'

Thus, the phase diagram obtained by Lange et al. implies that
activity coefficients are greater than one though not as
great as values suggested by the Lungu diagram.

!

!

-63-

V



_ _ _ _ - _ _ _ _ _ _ _ - - _ _ _ - _ _ _ __ .. _

-

,........ ......... .........,,........,.........,......... ......... ......... ...... i........,
= =

2900 L .i
= -

= =
= =
= :
E- -!
s .

5 LIouIo _j2700 =_
= =
= =
= =
= =

e- -e
= =
= =

s_ _!;2500m
X i
v 5 :.

_ _

i LIQUID + UO itd
cr 2300 a 2 i
D E E

!, H i

a: E

_
3< E-

i
to 2100 i i

a_ E- s,
. I i i
* Ld E 2
* W E E

1900 !- ^1 0 c.) + Uo <*) -

23 2
2 2

E- -i
= =
= =

1700 L i
= =
= =
= =
= =

E- -i
E i

1500 ;........I.........I.........I.........I.........I.........'.........I.........I.........I........e

UOAI 0 - - - - - - - -

23 2
MOLE FRACTION

Figure 12. Calculated Phase Diagram for the UO -Al O3 System2 2

. - _ _ _ - _ _ _ _ _ . __ _ _ _ _ _ _ _ _ _- ___



. ._ _ _ _ .. - . .- _ . _ _ _ - _ _ _

y............................,......... .........,.........,.........,......... ....... ,........,= y :2900 !_ CALCULATED _j-
i - :
1. . _ _ _ __ EXPERIMENT - REF. 172 / _ii e' i2700 E ' i
i - E

5 / 5

I / i
2500 !_ '

_!
-

m
g E / E
s- i LIQUID E

i i_ / _

E e' Ni

E 2300 i_ /-- - - - _i
E''

'

~J E
E

F-- E /
i< e-

i mcr i 5
W 2100 5 ' i1 I / 5: E E

E* W E_ / LIQUID + UO _E, o' >_ 2<

EI - !
=1900 i ---^-----------------------------~~~~E=-
=

i
i5
E -

-

-ia 5
1700 L =

_5
i ?-

i_ S10 (a) + UO <*) -E

-

2 2E
E

eeatttta!neeeeaeas|teeeeeeen!teeaeeeat!taeeeeeee|aeeeaetee|ttteeeaet|tteaeeeet|tataeefet|reaeefee

siO 0.1 0. 2 0. 3 0. 4 0. 5 0. 6 0. 7 0. 8 0. 9 uo2 2
MOLE FRACTION

Figure 13. Calculated (Solid Lines) and Observed (Dashed Lines) Phase Diagrams for the
UO -SiO2 System2



- . - . .. . - . _- . . - --

,

;

I 3. UO -ZrO2: The phase diagram for the UO /ZrO2 system2 2
at very high temperatures indicates that ZrO2 and UO2 are
mutually soluble in both the liquid and the solid states.173'

The two-phase region has a minimum rather than a classic len-
j ticular shape. Powers 61 has examined this system using a

regular solution model for both the liquid and the solid i,

; phases. A comparison of his calculated diagram and data from !

: Reference 85 is shown in Figure 14. Parameterization of the )
regular solution model yields

I

I

in(Y(UO )) 1 - X(UO )=
2 2

!
'

I

j in(Y(ZrO )
X(UO2)_

= *

2
_

i

That is, deviations from ideality are positive.
4

; 4. Na20-SiO2 System: Sodium enters into the core
; melt with ablated concrete. Selection of Na2O as a constitu-
I ent for the melt is a convenience for presentation of the
i results. But it is likely that the material is better con-
i sidered to be' sodium silicate. Considering molten sodium
! silicate to be an ideal mixture of Na2O and SiO2 leads to
! prediction of a eutectic of T = 1124 K and X(SiO ) = 0.639.2
| This, of' course, is at striking odds with the observed phase

diagram for_ the system.175 The observed phase diagram
. includes several compounds and eutectic interactions between
! these compounds. Attempts to model the behavior of sodium
i oxide in silica lead to rather complex models.176
!

|
conducted.1porizationSome va studies of sodium silicate have been:

Data for the activity of Na2O in a 50 mole
percent mixture with silica for temperatures between 1100 and

: 1400 K can be fit well to an expression of the form:
!
I

'
RT in(Y(Na20)) = -29,000 .

!

!
If the system is assumed regular, theni

'

i

- 8.380 (1 - X(Na 0))2j in(Y(Na 0)) = ,

2 2

Extrapolation of this regular solution expression to 2500 K
indicates the activity of Na2O entering the melt as a 50 mole
percent mixture with silica is only 0.0031

| -66-
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I

A similar situation arises also for potassium oxide.178
The activity of K O is very much less than would be suspected2

l from the concentration.349

The quantitative model for the Na20-SiO2 system developed
above applies only to the activity of sodium oxide as it

3

enters the core melt during ablation of the concrete. Once
dissolved in the larger melt, the activity coefficient is
affected. Assume that the oxide phase of a core melt can be
simplified to be a ternary mixture of UO2, Na20, and SiO2-
Assume further that the UO -Na2O and the UO -SiO2 systems are2 2
ideal. Then, the activity coefficient of Na2O in the mixture
will be given by

RT in[Y(Na20)] =X2(sio2)a + X(SiO2) X(UO2)"

where n = -116,760 cal / mole is obtained from the analysis of
2 system. Clearly, when concrete ablation hasi the Na20-SiO

just begun X(SiO2) will be much less than one and Na2O will i
'

behave in an essentially ideal manner. As the ablation pro-
gresses, and the silita concentration of the melt increases,
Na2O will become less and less ideal. For a typical analysis
with the VANESA model, the activit coefficient of Na2O esti-matedinthiswayfallsto6x10-{whenconcreteconstitutes
about 50 mole percent of the core melt.

The behavior of silica incorporated into the core melt is
a complex issue that as yet has not been ellucidated by the

,-

analyses possible during the limited time available for
development of the VANESA model. The analyses above are suf-

O and K O ought not be consideredficient to show that Na2 2
! ideal melt constituents.
|

The presence of silica in the melt may affect the vola-'

tility of radionuclides. In particular, ablated concrete
that is incorporated into the melt may alter the speciation
of barium and strontium in such a way that they are less
easily vaporized. Approximation of the melt as a regular
ternary system consisting of UO2 - SiO2 - Ba0 (or SrO) and
using the barium silicates (Ba2SiO4 or BaSiO ) as the basis3
for parameterizing the regular solution will lead to the con-

| clusion that the melt need contain only about 5 mole percent
| silica to reduce the activity of barium oxide and conse-

quently the barium volatility by a factor of ten. Such low
silica concentrations would be obtained quickly during melt

,

| interactions with concrete.

~It must be remembered, however, that silica enters the
melt in a far from pure state. Typical concretes contain a
variety of materials more basic than silica. Iron oxide,
sodium oxide, and potassium oxide will compete with barium

-68-
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or strontium for reaction with silica.85 But, the most abun-
dant competitors for reaction with silica in typical con-
cretes are magnesium and calcium. Approximation of the melt
as a ternary system is then not adequate. The effects of
competition for silica must be included.

To obtain a sense of the effects silica might have on the
j volatility of barium, a simple model is considered here. It

is assumed melted concrete can be represented as a mixture
of Cao and SiO2 The oxide phase of the core melt is con-
sidered to consist of ablated concrete, barium oxide, and
other " inert" oxides. The constituents of the melt are con-
sidered to speciate into BaO, CaO, SiO2, Ba2SiO4, BaSiO3,
CaSiO , and Ca2SiO4 as well as the " inert" oxides (UO23
ZrO2, etc.). The speciation can be expressed by the reac-
tions

BaO(1) + SiO2(1) * BaSiO3(E)

BaO(1) + BaSiO3(1) * Ba2SiO4(1)

CaO(1) + SiO2(1) * CaSiO3(E)

CaO(1) + CaSiO3(1) * Ca2SiO4(1) .

This speciation is, of course, very simplistic. It is well
established that upon meltin silicates exhibit a broad
range of polymerization.87,343 g,453 Anions such as

4-SiO

Si 0
27

,

Si O3 g

8
03 10

etc.

have been identified in liquefied silicates.87
.

i It is further assumed, despite the simplistic speciation,
'

that the melt is ideal. That is, the activity of barium
oxide in the melt is equal to its mole fraction:

-69-
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a(BaO) = X(BaO) = m(BaO)/Em(i)
i

thwhere m(i) = moles of the i species.

Em(i) = m(BaO) + m(CaO) + m(SiO2)
i

+ m(BasiO3) + m(Ba 4}2

+ m(CaSiO3) + m(Ca SiO4)2

+ m(I), and

m(I) = moles of " inert" oxides in the melt.

The activity of BaO determined in this way can be compared to
the activity of barium oxide neglecting speciation within the
melt:

n'(BaO) = X'(BaO) = M(BaO) + M(Ca0 M(SiO ) + M(I)2

where M(i) = moles of the i constituent
in the melt where
i = BaO, CaO, SiO and inert oxides (I).2,

The discrepancy between the two estimates of the activity can
be expressed in terms of an activity coefficient:

| X'(BaO)Y = X(BaO) .

The activity coefficient expresses then the magnitude of the
error attendant to the current implementation of the VANESA
model which neglects silicate formation.

To pursue the model, free-energy data for the various
species are needed. Data for BaO(1), CaO(1), and SiO2(I)
were taken from the JANAF Tables (279 a,c). Thermodynamic
data for the silicates in the liquid state were estimated
from data for the crystalline silicates 98,290 as follows:

:

l
a. The enthalpy of fusion of Ca2SiO4 was taken to be the

290sum of the enthalpies of fusion of CaSiO3 and
CaO.279 The melting point was taken to be 2403 K.290
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The heat capacity of liquid Ca2SiO4 was taken to be
4 '9 cal / mole-K.290

b. The enthalpy of fusion of CasiO ' was taken to be3
19800 cal / mole. The melting point was taken to be
1817K, and the heat capacity was taken to be
35 cal / mole-K.290

c. The entropies of fusion and the heat capacities of
! liquid BaSiO3 and Ba2SiOg were taken to be the same

) as those of- the respective calcium silicates. The
melting points of BaSiO3 and Ba2SiO4 were taken to be
1878 and 2033K, respectively.98

! This simple model was applied to the binary system

Ca0 - SiO2 Calculated and experimentally determined
activity coefficients for Ca0 in this system at 1873K are
compared below:

Bulk Activity coefficient of Ca0
Mole Fraction

l55 CalculatedCa0 From expt

0.8 0.79 0.845
0.7 ' O.46 0.474
0.6 0.015 0.105

This comparison is quite pleasing since it is unlikely that
the experimental activity coefficients are more accurate
than 0.1.

The model was then applied to a hypothetical core melt
consisting of 300,000 moles of inert oxide, 400 moles of bar-
ium, and a constant 30,000 kg of concrete represented as a
mixture of Ca0 and SiO2 with varying ratios of calcium and
silicon (C/S ratio). Results obtained for assumed tempera-
tures of 2500 and 2000K are shown below:

At 2000K for At 2500K for
C/S = 1 C/S = 3 C/S = 7 C/S = 1 C/S = 3 C/S = 7

-6 -

X(BaO) 4.4x10' l.6x10 3.7x10~ 1.6x10 3.1x10~ 4.9x10 *

7(BaO) 9x10~ 0.33 0.76 0.003 0.646 1.03

~4 ~4X(BaSiO ) 7x10 4.1x10 1.2x10 7x10~ 3.4x10 6.5x10
3

-6X(Ba S10 ) 2.6x10~ 5.6x10~ 3.8x10~ 1.8x10~ 1.8x10~ 5.4x10
2 4

X(caO) 0.0045 0.261 0.480 0.0008 0.251 0.478

7(Cao) 0.0143 0.547 0.858 0.025 0.525 0.855
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At 2000K for 'At 2500K for
C/S = 1 C/S = 3 C/S = 7 C/S = 1 C/S = 3 C/S = 7

X(CaSiO 0.385 0.035 0.008 0.008 0.021 0.0903

X(Ca Sio ) 0.0362 0.190 0.085 0.087 0.207 0.005 |2 4

X(SiO ) 0.04 6x10~ 8x10~ 0.095 2x10 2.8x10~2

7(SiO ) 0.126 4x10 lx10 * 0.30 0.0014 3.5x10 *
~ ~

2
;

1 The results show that the effects of incorporating
concrete into the melt on the volatility of barium depend
strongly on the ratio of calcium - to silicon in the con-
crete. At ratios near 1, the activity of barium oxide, and
consequently the volatility of barium is sharply reduced.
As the ratio increases, the activity coefficient of barium
oxide rises sharply. The activity coefficient (but not the;

~

activity) will actually exceed one because of the varying
molecularity of the melt for sufficiently high calcium to<

silicon ratios. The activity coefficient of calcium behaves
in a similar way.1

For real concretes, the sensitivity of the barium and
calcium activity coefficient is to the ratio of all reac-
tants to silica and not just to the calcium-to-silicon
ratio. Thus, to model silicate formation in core melts,i

account of magnesium, iron, alkali metal oxides, and the
;

like must be taken. '

For all cases considered above, the activity coefficient
of silicon dioxide is substantially depressed. This activity
coefficient does not approach 1 until the calcium to silicon.

ratio in the ablated concrete falls below 1. Because of the
! low SiO2 activity, silica is assumed in the VANESA model
I to be always in the oxide phase even when calculations assum-
'

ing ideal solution behavior indicate SiO2 should reduce to
silicon metal. The cases examined here do illustrate that

,
speciation of the melt can affect the volatility of bulk,

! nonradioactive constituents of the melt as well as affecting
j radionuclide release.
'

The results presented above are intended to be illustra- ~

tive and ought not be interpreted too definitively. They
j show how melt chemistry can affect volatility. Careful exam-
i ination of the results will also show that it is difficult !
| to analyze the chemistry of core melts. Data for complex |

3 oxides are difficult to obtain. For instance, estimated data
i for BaSiO3 used in the above example may overemphasize the

stability of this species. Even when such data are avail-
able, solution phase interactions among various species are
difficult to anticipate. Though a model of silicate chemis-.

'
try superior to that described here can be formulated,343-345
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there will always be a need to experimentally verify the ade-
quacies of any model of liquid phase chemistry during melt /
concrete interactions. Fortunately, as discussed above, the
entropic effects of mixture formation tend to mute the impor-
tance of detailed analyses of melt speciation.

( All of the preceding examples deal with the oxide phase
constituents of a core melt. A superior data base is avail-
able for estimating activity coefficients in the metal phase
at least for temperatures routinely encountered in steel
making (<1900 K). A typical model for activity coefficients
in the metallic phase was originally proposed by Wagner:179

N(m) N(m)
E pf)) X(j)E cf5) X(j)in Y"(i)in Y(i) + +=

j=2 j=2

N(m)-1 N(m)
E E pf5') X(j)X(k)+
j=2 k>j

,

where N(m) = number of metal phase constituents and the

parametersarecf3) pfi) pf3') and Y"(i). The parameter, , ,

Y"(i) is, of course, just the activity coefficient for the
ith constituent when infinitely dilute in the major alloy
phase which is designated the number one constituent of the
alloy in this model. Tabulated values are available for the
parameters appropriate for constituents in an iron-based
alloy at 1873 K.88 Some of these parameters are listed in
Table 6.

Based on these parameters, the activity coefficients in I
a pure 18-8 stainless steel melt at 1873 K are j

|

Y(Fe) = 0.99943 !

Y(Cr) 1.00=

Y(Ni) = 0.670 .

Clearly, these alloy constituents can be considered to be
essentially ideal.

The metallic phase of a core melt may contain zirconium
at concentrations much higher than those encountered in
deoxidizing steel with zirconium. The limited parametric
data shown in Table 6 may be extrapolated to higher concen-
trations and temperatures to yield
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Table 6

Parameters for Calculating the Activity Coefficients i

of Constituents of the Metallic Phase of Molten |

Core Debris With the Wagner Model

li)c
Constituent Y.(i) 1

Chromium (1) 1.0 0

Nickel O.66 0.2

Zirconium (1) 0.037

Uranium (1) 0.027 9.4

Niobium (1) 1 -0.7

Silver (1) 200 -19

Tin (1) 2.8 -0.3

Carbon (graphite) 0.7 6.9

Manganese (1) 1.3 O

Molybdenum (1) 1.0

c( 9) IA9)= 11.5 c = -2c Cr

)c = -5.1 c = -5.1

c( } c( "I= 2.9 3.3=
c Cr l

|

I

c(?} 2.9=
N1

|
|

c( "} c(c) 11.519= =
c Ag

p(c) 11.6 c( -2= =
c Ag

I)p(Cr) 19= -0.4 c =
c Sn

1
1

-74-

. - _ . - _ _ _ _ . . _ - - _ _ __ _



_ _ _ - _ _ _ _ _ _ _ _ _

in(Y(Zr))
-

[1 - X(Zr)]= .

At 2200 K and 10 atom percent Zr, the activity coefficient
of Zr in iron is then estimated to be 0.1. As termperatures
rise Zr in steel becomes more ideal in its behavior.

The alloying behavior of silver, tin, and carbon dis-
tinctly differ from ideal. Silver, especially, has a rather
large activity coefficient when dissolved in iron. The com-
plexities of carbon dissolved in metallic melts will be
discussed further in this document in connection with the
reactions of gases with the core melt.

A thorough review of the activity coefficient data for
all the conetituents of the melts formed in core debris
interactions with concrete was not possible in the brief time
available for the development of the VANESA model. The
approximations adopted in the development were as follows:

4

1. Nearly all constituents of the metallic and the ox-
idic phase of the core melt were assumed to be ideal.

2. Na2O and K O were taken to be nonideal and to have2
activity coefficients of 10-8 that were independent
of temperature and composition.356

3. The difficulties of carbon activity are treated es-
sentially by neglect as is discussed further, below.

3. Fuqacity Coefficients for Gas Phase Species

As in the case of mixing condensed-phase species on a
molecular level, mixing of gases creates disorder in a sys-
tem. The activities of gases in a mixture are affected then
by an entropic contribution to the free-energy of the mix-
ture. As long as each gas phase molecule is free to occupy
without preference any point in the mixture volume--that is,
occlusion of some of the volume by the other molecules is
negligible--the entropic term means that the partial molar
free energy of a mixture constituent is simply a function of
its partial pressure:

l
1

'N(g) |

8 [ n. G(mixture) |
"

= G(i) + RT in[P(i)]g

where P(i) = partial of the ith constituent and

!
|

1
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l

G(i) = free energy of the ith constituent when pure
i and in its reference state.

This is, of course, just the ideal gas law.

Gas phase species do, of course, have finite volumes and,
consequently, they do exclude from each other a certain
amount of the volume occupied by a mixture or even a pure
gas. Thus, even for pure gases nonideality can affect
thermodynamic properties. These nonideal effects are accen-
tuated when there is a tendency for gas phase molecules to
either preferentially associate or repel. As long as the
finite volume effects and the effects of preferential asso-

i

ciation are not too strong, they can be accounted for con-
veniently by introducing a partial fugacity coefficient:

.

'N(g)
a E n) G(mixture)

I"1 = G(i) + RT 9.n($(i) P(i))an
i

where $(i) is the partial fugacity coefficient.

Preparing models or correlations that yield values for
i the partial fugacity coefficients has been a prolific field.

Nearly all of these developments have proceeded from the
formulation of an equation of state ror the pure gas:

PV/RT = 1+Z

where Z=0 for an ideal gas. Some of these models, the,

: expression for the fugacity coefficients of the pure gas, and
'

the partial fugacities of gas mixture constituents are shown
in Table 7. Obviously, models of the nonideal gas phase can

| get quite complicated. Models that are currently popular,
such as the so-called Lee-Kister model.166 are substantially
more complicated than those shown in the table.

Parameters and data are available to evaluate these
I models for the permanent gases of interest here--CO2, CO,

H 0. Fugacity coefficients for the pure gasesH2, and 2
computed with the Redlich-Kwong equation of state for a pres-
sure of 10 atmospheres and ignoring thermal dissociation of I

the gases are shown in Figure 15. A plot of partial fugacity
coefficients for a mixture of 45 percent H2, 5 percent H 0,2
5 percent CO2, and 45 percent CO prepared ignoring dissocia-
tion or reactions in the gas phase is shown in Figure 16. It
is apparent from the plotted results that the noncondensible
gases produced during core debris / concrete interactions
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Table 7
,

Some Models of the Nonideal Vapor State

Equation of State En(e) in(6(1))

Van der Waals

PV V
- RTV E~ ~ RTV ~ E ~V_ V-b ~ "E"v-b E ~V,

, [4aa(1)ha PV a PV b' b(i) PV b
, RTV

,

where
-N(g) "21 y(i)(a(1)) /2a=
_i _

N(g)
b= 1 y(i)b(i)

e
i

7
y(i) = mole fraction of i species in the

gas

Red 1ich-Kwong

. .
. -

PV V av PV

---1) - in-1- in - 1 -- 1g /2(V+b)VRT V-b 3 RT RT b RT RT
,

_ ,

-
a h

. -

*

in(1+bM .1+V-
in + - (4aa(1))3/2 bn /2 , b3

,

Truncated Virial '

2 2 3 3W E # B P ,LP- N(g) N(g)RT 1 + RT-
- _

RT 2 RT 3 P

11 + l 1 1 y(j)y(k)(~
RT-

B
2

j k
i

( = 4B - 2B - 2B - 2B +B +Bg

_ _ _ _ - _ _ _ _
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Table 7

Some Models of the Nonideal Vapor State (Continued)

| Ecuation of State infe) in(efi))
|

Soave

U fi V).
5 (Ef- 1 5

E (1 V). b
E V ' E - in- 1 - inRT . V - b - RT(V+b) RT _RTRT,RT

- h in(1+-) +h -f y()) c(i.)) in1+h

where

N(g) N(g)
c= E E y(i)y(j)c(i.j),

i )y
co

8

| c(1.j) = [c(1,1)c().))]1/2

N(g)
b= E y(i)b(i)

i

Pena Robinson

E.-Y- CY E - 1 - in E- f -1) - in U
RT V-b 2 -

-f )
RT(V +2bV-b )

hill ~ 1 "III 'V+2.414Pb/R[c
II I*I 'SI "* 4.828bRT b c ,V-0.414Pb/RT.

. .

c V+2.414Pb/RTg
, 2 (2)bRT ,V-0.414Pb/RT,

.

-
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behave sufficiently closely to ideal that a model of non-
ideality need not be developed.

The absence of extensive data for the exotic, condensible
vapors encountered in the study of vaporization during core
debris / concrete interactions is a handicap. The magnitudes
of the effects of nonideality in the gas phase can be demon-
strated, however, with a very simple model. Consider the
vapor molecules to be hard spheres. That is, each molecule
contains an inpenetrable core of diameter 2a and nonideality
of the gas is caused by the volume excluded by the impenetra-
ble cores of the gas molecules. The equation of state is
given approximately by:

B
1 + - O.375 B (P/RT)-

3
B = f wN a andwhere g

NA = Avogadro's number.

(A more complete equation of state is given in Refer-
ence 165.) The fugacity coefficient for the vapor is

in$=h-O.1875 + 0.04167B .

Then, for T= 1500 K. P= 10 atmospheres, and a = 10-8 cm,
the activity coefficient is:

:

!

$ = 1.0001 .

|
|

Increasing the inpenetrable radius to 5 x 10-8 cm yields
,

I

$ = 1.013 .

The effects of volume exclusion on the fugacity of vapors at
the low pressures of interest here are, obviously, not espe-<

cially important.
i

i A similarly simple model can be formulated to evaluate
the dispersive attraction among vapor species by including an
attractive potential in the model for the molecular interac-
tions. Perhaps the simplest such model would be a so-called
square-well potential:

i

i
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i

.

= for r < a

u-< -c for ga > r > a

o for ga < r

where u = interaction potential between molecules,

a - ingenetrable radius of a molecule, |

-c = depth of the potential well, and

g = parameter that defines the width of the well.

The equation of state then is approximately

= 1 + BP/RT

2nN
-

cN - Vg 3 3 g
where B= a 1+ (g -1) 1-exp *

3 _RT _

Having defined the model, the implementation is not at all
obvious. The problem is that a general method for estimating
the potential well parameters c and g does not spring immedi-
ately to mind. Some sense of the magnitude of effect cre-
ated by dispersive interactions can be obtained by parametric |

cN /R = 1000 K, a = 1 x 10-8 cm, Ivariations. For g = 1.5, A
T= 1500 K, and P = 10 atmospheres, the virial coefficient
B= 1.578 and,

:
1

; 4 = 0.99987 .

I

! Increasing the depth of the well by a factor of two produces
4 - 0.9994 and expanding the width of the well so that g = 4

; yields $ = 0.9901. It seems likely then that dispersive
attractions between vapor molecules will not be important in
the analyses of vaporization that are done here.

j There is one situation in which association can create
i important nonidealities in gas phase behavior. This situa-
! tion arises when a gas phase species, which otherwise is

ideal in its behavior, dimerizes, but this dimer formation is'

not recognized in the speciation of the gas. Consider the
! dimerization reaction

2A 55 s A2i -

-82-
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The equilibrium constant is given by

= P(A )/P(A)2K(eq) 2 ,

| If this equilibrium were not recognized, then the system
; would have an apparent equation of state given by

E=1+E
| RT RT
i

where B = -RT K(eq) for small values of P. The apparent
fugacity coefficient for A would be

in $ = -P K(eq) + 1/2 P K2 2(eg) ,

3 The importance of this activity coefficient is dependent on
i both the species partial pressure and the equilibrium con- ,

stant for dimerization. Thus, it would be expected to have
its greatest effects on those materials most easily vaporized

; and consequently of most interest in the analyses.

An analogous difficulty will arise if vapor species from
different sources associate in the vapor phase.

j The approach toward fugacity coefficients adopted in the
' current implementation of the VANESA model is to assume all
j gases and vapors are ideal. A great deal of attention is
; then paid to the speciation of the gas phase to avoid diffi-
i culties such as that described in connection with dimeriza-
; tion.

4. Reaction of Gases With the Metallic Core Melt
i

; The gases evolved from the concrete during interaction
' with a core melt are primarily CO2 and H 0. There is some2

evidence that sulfur-containing gases and halide-containing i

gases are also evolved. These gases are neglected here (but
i

j see Section IIIA-5). Carbon dioxide and steam at high temp-
' eratures are very reactive. They will react with the core
i melt. Evidence from tests of melt / concrete interactions
| suggest that the reactions do go to completion.18,270 That

i
'

is, an equilibrium composition is obtained. This equilibrium
is obtained, apparently, after gases have passed through only
a very thin layer of melt.

The reaction of gases with the melt is important to the
determination of the vapor pressure of melt constituents as
noted in the introduction to Chapter III of this document.
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The extent of reaction is a manifestation of the oxygen
potential of the melt which determines the relative impor-
tance of vapor phase oxides and metals. .The extent of reac-
tion also determines the driving force available for the
formation of vapor phase hydroxides and hydrides.

For the VANESA model, it is assumed that the metallic
phase of a core melt is the more dense phase. It is easiest
then to describe the changes in gas composition experienced
by gases evolved from concrete in terms of their reactions
with the metal phase. For the purposes of the VANESA model,
this metal phase is presumed to consist of zirconium, iron,
chromium, nickel, and " inert" material that does not partici-
pate in reactions with the gases.

CO2 and H O entering the melt create a disequilibrium2
system. The mechanisms or pathways that lead to equilibrium
are, of course, unknown. Conceptually, the types of reac-
tions that take place have the overall stoichiometries:

M+bHO+ mob +bH22

M + b CO2 4 mob + b CO .

At the same time, the thermal environment of the gases can
cause dissociation of the gases. Again the mechanisms of
dissociation are unknown and unimportant for the definition
of the equilibrium states. The overall stoichiometries of
the reactions are:

HO4 H2 + 1/2 O22

O2 4 20
,

H2 4 2H

HO4 OH + 1/2 H22

2H O 4.HO2 + 3/2 H22 -

Inter-reactions of gas phase species can also be imagined
which would produce gas phase species such as CH (n = 1, 2,n

C H, Cn(n = 1, 2, 3, 4, 5) and3, 4), C 0, CHO, CH 0, C02, 22 2 3
higher hydrocarbons. Such species are neglected here in the
belief that their contributions to the gas mixture will be
small. This belief is supported by results of analyses done
with the CORCON model.5,6

The actual equilibrium can be found, of course, by min-
imizing the free energy of the system. The theoretical
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accuracy of such minimization procedures is not easily
achieved for low concentration species and consequently the
procedure may not be especially useful for this problem.
Free-energy minimization methods were devised, in fact, to
provide a means for solving a variety of equilibrium problems

! whose natures could not be anticipated. Here, a different
situation is encountered. Essentially the same equilibrium
problem must be solved repeatedly. Consequently, a so-called
equilibrium cons ta'nt method 271 is employed. It must be
emphasized that this method is entirely equivalent to free-
energy minimization.272 It has, however, superior numer-
ical characteristics for the problem at hand.

There are several ways to develop an equilibrium constant
method. The authors have chosen to simply assert the neces-
sary equations rather than presenting an intuitive develop-
ment. The underlying concept is that during an arbitrary,

| time step, M(CO ) moles of carbon dioxide and M(H O) moles of2 2
~

steam evolve from the concrete, enter, and react with the
! melt. The melt, at the start of the time step consists of

M*(Zr) moles of zirconium, M*(Cr) moles of chromium, M*(Fe)
moles of iron, M*(Ni) moles of nickel, and M*(inert) moles of '

inert materials. The reactions of the gases produce H2
CO, H. OH , 02, O, HO2, and M(oxide) moles of condensed prod-
ucts. The composition of the condensed, oxide product is

; Y(ZrO2) mole fraction ZrO2, Y(CrOl.5) mole fraction of
i (Cr2O3)1/2, Y(FeO) moles of WQstite, and Y(NiO) moles

of Bunsenite. The condensed phase reactant mixture is pre-
sumed to be fully molten. Casual inspection of phase dia-,

grams for metal alloys will show that the mixture is very
likely to be molten even at temperatures well below the
normal melting points of chromium (2148 K) and zirconium
(2125 K). The Cr-Fe system has a minimum in its liquidus at

| 1780 K and a mole fraction of 0.22 Cr.183 The Zr-Fe system
j has eutectics at 1207 K and 1603 K with mole fractions of
! O.76 and 0.105 Zr, respectively.183 There is, however, a

compound phase (ZrFe2) that melts congruently at 1878 K.

The products of reaction, too, are assumed to be fully
molten because of the colligative properties of mixtures.
The FeO-ZrO2 system has a eutectic at about 1603 K.184
A eutectic occurs in the Fe30 -ZrO2 system at 1796 K.1854
The FeO-Cr2O3 system has a peritectic reaction at about
1690 K.186 A eutectic reaction occurs between NiO and a
nickel ferrate at about 1800 K. The nickel' ferrate itself
melts at about 1923 K.187 Even if the colligative inter-
actions among products of oxidation are insufficient to lead
to liquefaction, interactions of the reaction products with
ablated concrete would lead to liquid formation.

Then, the equilibrium expressions for the basis gas
reactions are:
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1. -[6Gg[ZrO2; 1] + 2AGg(H2; 9) - OGf(ZE; I)

''P(H ) ~ Y(ZrO2)2
- 2AGg(H 0; g)] = 2RT in + " *

2 P(H O) _ X(*4r) _
_ 2 _

2. -[AGg(CrO1.5; 1) + 3/2 AGg(H ; 9) - OGf(Cr; 1)2

-P(H ) ~ "Y(Cr0 )~
-fAGg(H 0; g)] =hTin + " *

2 P(H 0) _ X( -

_ _

3. -[AGg(FeO; 1) + AGg(H ; 9) - AGf(Fe; 1) - AGg(H 0; g)]2 2

~P(H ) 'Y(FeO)~2
= n + T in .

P(H O) _ g(p,)_
_ 2 _

4. -[AGg(NiO; 1) + AGg(H ; 9) - AGf(Ni; 1) - AGg(H O; g)]2 2

~

'P(H )
= RT in + T in .

P(H 0)
, ,

5. -[6Gg(CO: g) + AGg(H 0; g) - AGg(CO2; 9) - AGf(H ; 9)32 2

!
! "P(H O) -

~

2 P(CO)
" +"

! P(H ) P(CO2) '

_ 2 _
_

| 6. -[2AGg(H; g) - AGg(H ; g)] = 2RT in [P(H)]2

- RT in[P(H 332 -

i

7. -[1/2 AGg(H ; 9) + AGg(OH; g) - AGg(H 0; g)]2 2
,

| . .

/2P(H ) Om= RT in ,

P(H O)'

2
. -

8. -[l/2 AGg(O2; 9) + AGf(H2; 9) - OGf(H O; g)]2
. -

P(H ) P(0 )2- 2
" " *

P(H O)2
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9. -[AGg(O; g) + AGg(H ; 9) - OGf(H O; g)]2 2

"P (H:2 ) P(0)~
= RT in *

| P(H O)2
_ -

10. -[AGg(HO2; g) + 3/2 AGg(H2; g) - 2AGg(H O; g)]2

P(H ) P(HO2)2
= RT in .

P(H O)
_

2

These equations must be solved subject to the mass balance
constraints:

1. Mass balance on zirconium:
.

M*(Zr) = X(Zr)M + Y(ZrO2) M(oxide)

2. Mass balance on chromium:

|

M*(Cr) = X(Cr)M + Y(CrOl.5) M(oxide) .

,

l

3. Mass balance on iron: |

M*(Fe) = X(Fe)M + Y(FeO) M(oxide) .

4. Mass balance on nickel:

M*(Ni) = X(Ni)M + Y(NiO) M(oxide) .

5. Mass balance on inerts:

l

M*(inert) = X(inert)M .

6. Mass balance on hydrogen: |

2m(H ) + 2m(H O) + m(H) + m(OH) + m(HO )2M(H O) 2 2 22 = -

-87-
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7. Mass balance on carbon: '

t
.i

M(CO2) = m(CO) + m(CO2) -

8. Mass balance on oxygen:
.

M(H O) + 2M(CO2) = m(OH) + m(H O) + m(O) + 2m(O ) + 2m(HO2)2 2 2
'

+ m(CO) + 2m(CO ) + M(oxide)2

[1 + 0.SY (CrOl.5) + Y(ZrO )]2 -

t

9. Pressure balance
a

Ptotal = P(H ) + P(H O) + P(OH) + P(H)2 2

+ P(O2) + P(0) + P(HO2) + P(CO)

| + P(CO )2

where AGg(X: Y) = free-energy of formation of the species
X in the state Y,

i P(X) = partial pressure of the species X,
!

'

M = m(Zr) + m(Fe) + m(Cr) + m(Ni)
+ m(inert),

X(Y) = mole fraction of species Y in the metal
phase,

m(X) = moles of species X present at equilib-
rium, and

i

P otal - total pressure.t

| The relationship between moles of gaseous species present at
.equilibrium and the partial pressure of the species is, of |( course, obtained from the ideal gas law. |

f
The problem consists then of a set of nonlinear alge-

braic equations. At first, a concern might be that the
equations are subject to multiple solutions. It can be
demonstrated, however, that the equations, as constituted
here, have a solution and that this solution is unique.273
The existence and uniqueness properties may disappear if
nonideality in either the gas or condensed phases are con-
sidered. In fact, relaxation of several approximations made

-88-
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i

i in the development of the model can affect the ease of
obtaining a solution.

The equations as constituted are susceptible to solution
by any of a number of numerical methods. In the current
implementation of the VANESA model they are solved by a
simple repeated substitution procedure as follows:

P(H )/P(H O), M(oxide), and1. Initial estimates of 2 2
M(gas), the moles of gas present at equilibrium, are

; formed.

t 2. The equilibria involving the condensed phase species,
! and the mass balance for the condensed phase species

are used to find a revised value of M(oxide), and '

,

.
values of Y(ZrO ), Y(CrOl.5), Y(FeO), and Y(NiO)2

| recognizing that
'I

1 = Y(ZrO2) + Y(CrOl.5) + Y(FeO) + Y(NiO) .

.

1

! 3. The oxygen balance is used to find an updated value
j for the hydrogen-to-steam partial pressure ratio.

4. The shift reaction (Equation (5), above) is used to
find a revised value for the carbon monoxide-to-i

! carbon dioxide partial pressure ratio.
J

j 5. Equilibrium partial pressures for H, OII, 0, and 02
: are found.

| 6. The carbon balance is used to find P(CO). Then, the
j carbon monoxide-to-carbon dioxide partial pressure

ratio is used to find P(CO2)-j
i

f 7. The pressure balance is used to find P(H ). Then,2
; the hydrogen-to-steam partial pressure ratio is used

to find P(H O).2

! 8. The sum of the hydrogen balance equation and the
;

!
! carbon balance equation is used to find M(gas).

9. Convergence is checked on the solution of the mass
balance equations, the pressure balance equation and

.
variations in the hydrogen-to-steam ratio. Conver-

! gence is declared when deviations amount to less
! than one part per million.
;

: The free-energy data used for the calculations are shown
! in Table 8. Note carefully the reference state for the

| species. Because of colligative effects, condensed phase

j species are not necessarily in the most stable state they

{ -89-
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Table 8

Free Energy of Formation Data Used to Solve for Fixed Gas Composition

Tem ra- Free-Energy of Formation (cal / mole)

(K) Cr(1) Cr O3( ) Fe(1) FeO(1) M (1) MO(1) Zr(1) ZrO2( )2

500 4732 -216209 2074 -53252 2801 -36718 4381 -224373
600 4430 -210966 1896 -52065 2549 -35142 4007 -220410
700 4130 -205789 1719 -50899 2318 -33587 3645 -216481
800 3828 -200670 1542 -49745 2094 -32045 3295 -212581
900 3526 -195595 1369 -48588 1872 -30518 2958 -208706

1000 3225 -190553 1207 -47418 1651 -29004 2635 -204853

1100 2924 -185538 1076 -46210 1430 -27505 2325 -201024
1200 2623 -180541 960 -44993 1210 -26013 2080 -197166

1 1300 2321 -175556 842 -43788 991 -24535 1867 -193292
o 1400 2020 -170575 704 -42612 766 -23065 1653 -189436
'

1500 1718 -165591 547 -41462 536 -21604 1437 -185618

1600 1420 -160600 376 -40333 303 -70147 1215 -181885
1700 1129 -155594 196 -39218 66 -18700 989 -178159
1800 845 -150574 17 -38104 0 -17092 759 -174436
1900 573 -145546 0 -36819 O -15206 527 -170719
2000 313 -140522 0 -35524 0 -13293 293 -167009

2100 70 -135488 0 -34231 0 -11308 58 -163304
2200 0 -130133 0 -32945 0 -9260 0 -159454
2300 0 -124661 0 -31667 O -7148 0 -155554
2400 0. -119208 0 -30392 0 -49'25 0 -151664
2500 0 -113780 0 -29118 O -2743 0 -147794

2600 0 -108366 0 -27849 0 -459 O -143932
2700 0 -102973 0 -26586 0 +1882 0 -140085
2800 0 -97595 0 -25321 0 4275 0 -136247
2900 0 -92233 0 -24060 0 6717 O -132418
3000 -1238 -84413 0 -22802 0 9207 O -128603

_ - _ _ _ - _ - _ _ _ _ _ _ - _ _ _ _ _ - _ - _ - _ - _ _ _ _ _ ._
, . _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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Table 8 (Continued)

Free Energy of Formation Data Used to Solve for Fixed Gas Composition

a ra-
Free-Enercy of Formation (cal / mole)

(K) CO CO H H HO HO HO O O2 2 2 2 2

500 -37144 -94399 46124 0 7426 10222 -52361 52480 0
600 -39311 -94458 44854 0 7049 11351 -51156 50991 0
700 -41468 -94510 43560 0 6677 12501 -49915 49481 0
800 -43612 -94556 42245 0 6309 13663 -48646 47955 0
900 -45744 -94596 40913 0 5967 14838 -47352 46418 0

1000 -47859 -94628 39564 0 5590 16021 -46040 44870 0

1100 -49962 -94658 38203 0 5238 17209 -44712 43314 0
1200 -52049 -94681 36829 0 4889 18401 -43371 41751 0

$ 1300 -54126 -94701 35444 0 4544 19597 -42022 40181 O
r 1400 -56159 -94716 34051 0 4202 20795 -40663 38607 0'

1500 -58241 -94728 32649 0 3863 21996 -39297 37027 0

1600 -60284 -94739 31239 0 3526 23197 -37927 35444 0
1700 -62315 -94746 29823 0 3191 24401 -36549 33857 0
1800 -64337 -94750 28401 0 2858 25605 -35170 32267 0
1900 -66349 -94752 26974 0 2527 26812 -33786 30673 0
2000 -68353 -94752 25542 0 2198 28017 -32401 29078 0

i

2100 -70346 -94746 24106 0 1870 29226 -31012 27480 0
2200 -72335 -94744 22665 O 1544 30435 -29621 25879- 0
2300 -74311 -94735 21221 0 1219 31645 -28229 24277 0
2400 -76282 -94724 19774 0 896 32859 -26832 22673 0
2500 -78247 -94714 18324 0 574 34069 -25439 21068 0

2600 -80202 -94698 16871 0 254 35286 -24040 19461 0
2700 -82153 -94683 15415 0 -65 36502 -22641 17854 0
2800 -84093 -94662 13957 0 -383 37719 -21242 16245 0
2900 -86028 -94639 12497 0 -699 38941 -19838 14635 0
3000 -87957 -94615 11035 0 -1014 40162 -18438 13023 0

__



_ __. _ _ _

would adopt if pure under the ambient pressure and tempera-
ture conditions.

To illustrate the nature of gas reactions with the metal-
lic phase of the core debris an example calculation is pre-
sented here. For this example, the metallic phase is assumed
to consist initially of:

1. 200 molar parts Zr,
1

2. 740 molar parts Fe,

3. 180 molar parts Cr,

! 4. 80 molar parts Ni, j

and to be at a constant temperature of 2200 K. The pressure
is taken to be 2 atmospheres. One mole of H O and one mole2
of CO2 are assumed to enter this melt per time step.

Plots of the mole fractions of ZrO2, CrOl.5, FeO, and NiO
in the condensed products of gas reaction as a function of4

the extent to which the metal phase has been oxidized are
shown in Figure 17. While zirconium metal is present in the
core debris, ZrO2 is calculated to constitute more than

;

99.9 percent of the condensed product of reaction. Once the
,

j zirconium metal content of the melt has been depleted signi-
ficantly, CrOl.5 and FeO are the predominant constituents of
the condensed product. The relative amounts of Crol.5 and
PeO in the product vary significantly. Initially the product
is about 80 mole percent CrO1.5 But, as oxidation pro-
gresses the Crol.5 contribution falls and FeO becomes the
predominant product. Nickel oxide does not become a signifi-
cant oxidation product until nearly all the iron and chromium
in the metallic melt have been oxidized.

The equilibrium hydrogen-to-steam partial pressure ratio
is shown in Figure 18 plotted as a function of time. While
metallic zirconium is present, this ratio is quite high
(>104). When the metallic zirconium has been oxidized, the
ratio falls sharply to 10. As the chromium in the metal mix-

| ture is oxidized, the hydrogen-to-steam ratio approaches a
| value of about two. Once oxidation of the iron is complete.
| the ratio again falls sharply to about 10-2,
|

| Melt / concrete interaction models have long had to con-
sider the reactions of gases evolved from the concrete with
the core debris. Most5,6,26,43,57 use models somewhat less
sophisticated than that described here. For instance, the
CORCON code 5,6 uses a model based on assuming the metallic
melt to be a mechanical mixture of metals. Many models
(DECOMP 43 INTER 57) use a so-called hierarchical scheme in
which first the zirconium is oxidized, then the chromium is
oxidized, and then the iron is oxidized. The results

|
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| obtained with the superior, ideal solution model show that
the mechanical mixture model of CORCON and the hierarchical
models do not make significant errors for the oxidation of
zirconium. The mechanical mixture model may overpredict the
hydrogen-to-steam partial pressure ratio.

Once zirconium has been oxidized from the melt, the more >

approximate models become less satisfactory. These approxi-
mate models allow chromium to be oxidized completely before

,

| iron is oxidized:. Two errors arise in this procedure.
l First, the hydrogen-to-steam partial pressure ratio is over-

predicted. The ratio will be that for the Cr/Crol.5 equi-
librium and then will fall sharply to the value appropriate
for the FeO/Fe equilibrium. In reality, the ratio will be4

lower always and will evolve toward the low value for FeO/Fe
rather than dropping sharply. Second, the chemical heat
generation is incorrectly predicted. Chromium oxidation by
HO and CO2 is quite exothermic while iron oxidation by2
these gases is nearly neutral thermally. The mixed iron and -

chromium oxidation predicted with the ideal solution model .

gives a more protracted but lower level chemical heat genera-
tion than either the mechanical mixture model or hierarchical ,

model.

5. The "Cokino" Reaction
,

Chemical conditions within the core debris can be quite
reducing as is shown by results in the _ preceding section.
Conditions are particularly reducing when zirconium metal is

| present in the metallic phases of'the core melt. When condi-
tions are very reducing, another reaction of the gases from

) the concrete can be important. Evolved carbon dioxide can
be reduced not just to carbon monoxide, but, all the way to
carbon:'

-+ f[C]fCO2+ [M] + MO . .y

!
,

Condensed-phase carbon, the product of this so-called
| " coking" reaction, will dissolve in the metallic phase of the
! core debris

The " coking" reaction is well known in the ferrous metal-i

{ lurgy fields. Reversing the coking reaction is, in fact, the
reason for tne carbon " boil" phase of steel manufacture. The
consequences of coking during core debris interactions with j

concrete can be multifold. Clearly, this reaction reduces 1'

the quantity of gas emerging from the melt. Gases that would
be derived from evolved CO2 are no longer present sinct

| carbon is absorbed into the melt. Absorption of the carbon
also increases the molarity of the melt phase and thus

'

.

-95- s -

!
_ _ _ _ _ _ _ _ _ _ _ . _ . - _ _ , _ . _ _ _ _ , _ . - . . . , _



.
__ .. .. . .. ._ _ ... - -

|
|

dilutes constituents of the metallic melt. The chemical
' reactions that make. carbon available'for absorption consume

metallic constituents of the melt quite efficiently. Rather
than reacting just one oxygen from evolved CO2 to form CO,
both oxygen atoms. react with the metal to form metal oxides
and carbon. The reactions of evolved CO2 with the metals !

,

are more exothecnic when reduction to carbon rather than !

just reduction to CO occurs. Consider the standard state
reactions with metallic zirconium (at 2000 K):

2CO2 + Zr(1) + ZrO2(t)

+ 2CO 6H[ cal / mole.ZrO 3 " ~113'3992

^

CO2 + Zr(1) + ZrO2(L)

+ 6H[ cal / mole ZrO ] = -151,443 .

2
;

Heat imparted to the melt at 2000 K during formation of1
' ZrO2 is much greater whe'n CO2 is reduced to carbon than when

CO2 is reduced to CO. On the other hand, oxidation of carbon
by CO2 is endothermic, consuming 38,044 cal per mole of car-

| bon oxidized. This means that the timing of chemical heat
! generation during core debris interactions with concrete is
| altered by coking. Early in the interaction process, the

heat generation is greater than it would be if coking did not
occur. But, later in time, the chemical heat generation is
less.

>

As the reactions that lead to coking progress, the most
' reducing constituents of the melt are consumed. As the very

reducing constituents of the melt are converted to oxides, a
point is reached at which the dissolved carbon becomes the
most reducing constituent of the melt. When this occurs, the
net effect of melt reaction with gases evolved from the
concrete is carbon oxidation:

HO+ [C] * CO + H22

CO2+ [C] + 2CO .

Note the features of these reactions. Each molecule of
H O or CO2 that enters the melt and participates in the reac-2
tioniresults in two molecules of gas emerging from the melt.
Further, the reactions are endothermic. That is, heat is
removed from the melt by these reactions.

-96-
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Quantitative analyses of the thermochemistry of coke
! formation in the core melt and the subsequent decarboniza-

tion of the melt are easily done by modifying the equilib-
rium analyses described in the previous section of this
document. The modifications necessary are:

1. Introduce an equilibrium basis equation for carbon
in the melt. The most obvious equation is derived
from the equilibrium:

.i

j [C] +HO * H2 + CO2 .

:

If carbon is treated an an ideal melt constituent,
then

j X(C) P(H O) -

2
P(CO) eXP -(Gg(CO) +Gg(H )=

P(H ) 22
.

g(H O))/RT-G .
2

2. Include dissolved carbon in the mass balance for
carbon.

'

3. Adjust the definitions of mole fractions of melt
constituents to reflect the presence of carbon.

; To illustrate the effects of coking, an example calcula-
tion similar to that described in the previous section is'

,
performed here. Again, this example involves a melt initial-

1 composed of zirconium (200 parts), chromium (180 parts), iron
(740 parts), and nickel (80 parts). The melt temperature is
taken to be 2200 K. The gas generation rates are 1 mole / time
step of H O and 1 mole / time step CO2 The gas reactions take2
place at 2 atmospheres pressure.

I

The extent of carbon deposition into the melt is shown as
a function time in Figure 19. Coking of the melt proceeds

,

rapidly up to a maximum of nearly 10 mole percent. The mag- I

nitude of coking and the location of the maximum depend, of
course, on the CO2 content of gas entering the melt and
the initial zirconium content of the melt. At the maximum,
the zirconium content of the melt is reduced to nearly zero
and carbon becomes the most reducing constituent of the
melt. The evolved gases then react with the dissolved car-
bon. The carbon content of the melt falls to less than

|
|

-97-

_ _ _ _ _. _ _ . _ _ _ _ _ . _ _ . _ . -_. - _ _ _ _ . _ - __ __ _ _ . . _ . _ _ _ _ _.



_ _ _ _ _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ --

E I I I I I I I I I 5: -

- -

- -

- -

010 r _

5:
- -

- -

-
-

-110 r :z ::
O - :
_, - .

g - .

y - .

< -2a: 10 :

u. 5
.

g
-

.
,

__!
O

- -

i z -310= :- =ce : :
8 : :

- -

- -

- -

-410 =- ::
: :

: :
- -

- -

- -

-5 i i i i i i i i i10
0. 1 0. 2 0. 3 0. 4 0. 5 0. 6 0. 7 0. 8 0. 9

FRACTION OXIDIZE 0

! Figure 19. Mole Fraction Carbon in the Melt as a Function of the Extent of Metal
Oxidation

.

--



|

1 mole percent with little oxidation of other metallic con-
stituents of the melt. Further reactions of evolved gases
proceed in competition with melt oxidation. The carbon con-
tent of the melt falls again once chromium in the melt is
depleted. Completion of the oxidation of iron is accompanied
by nearly complete removal of any residual carbon in the melt
which then consists of nearly pure nickel.

The ratio of gases emerging from a melt to the gas gener-
ated by concrete pyrolysis is shown as a function of time in
Figure 20. Initially this ratio is about 0.5 since nearly
all of the CO2 evolved from the concrete and entering the
melt is reduced comple'.ely to carbon. This low ratio per-
sists until nearly all of the zirconium in the melt has been
oxidized. Then the ratio rises to about two as gases enter-
ing the melt react with the carbon to form CO. A high ratio
Persists until the carbon content has been depleted substan-
tially. The ratio then falls to nearly one. The ratio does
not become, however, exactly one. There is some continued
CO production within the melt caused by slow decarboniza-
tion. Also, thermal dissociation of gases--particularly the ,

dissociation of H2 to atomic hydrogen--raises the molarity
of the evolved gas. Only a few of the possible gas phase
reaction processes that will occur are considered here and
in the current implementation of the VANESA model. Some

! neglected gas phase species are created by transformations
having stoichiometries such as:

CO + 3/2 H2 * CH4 +HO2

CO + 2H2 * CH2+HO2
i

| CO + 5/2 H2 * CH3 +HO |2
'

|
! CO + 3H2 * CH4 +HO2
t

2CO + H2*CO+HO2 2 ,

|

CO + H2 * C(g) +HO2

2CO + 2H2*C2(g) + 2H O2 .

These neglected transformations would reduce the molarity of
the gas, but quantitative analyses of these reactions show
that the effects are quite small for conditions typically
encountered in core-melt interactions with concrete.

The effects of coking and decarbonization on the
hydrogen-to-steam partial pressure ratio of the equilibrated
gas are shown in Figure 21. While metallic zirconium is

-99-

__ . . . - _. _ _., - _ -- _ . - - , . _ . _-- . . -



| : !il i : ; ,

?gi

F
i
g

.

u _

_r
e Io.wm 0L o<m wIwgesze Wo Io wm awzwEy&wcJ i J a.

2
0

CR
Oa O y 2 3 -
2 t

i
Go _ _ _ _ _ - - - - -1
a 0n o I

of 0 i

r
a

-t t I i

eh
de

I i

bM 4yo -

l 0
te 0 I i

hs
e

I
io

C fo
n I icGa 7re s D 0

I
it I 0

oE Mm -Ee
r N

I i

g S
i I I i

n O 1g
N 0

F L 0
I i

r E 0
o S I im S
t T I ih
e I 1

M 3
M E 0 I i

e 0
l
t I i

.

t
o I i

1
t 6

I ih 0e 0
M I i

o
l -

-

e
s

I i

1

9o
f 0 i i

0
H _ - _ _ _ _ - - _ - _
2
O

a
n
d



_ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ . . _ _ _ . _ . _ - - - - . . . . . _ _ , _ _ - . . _ _ _ - _ _ - _ . _- - _ _ _ _ _ _ _ _ _ ._

O E I I I I I I I I I I I I I I I I i i I 5
.-. : :
H

.

'

<6

g - -

4w 10 =- 5
: e 5 . :

D : -

U) _ -

U)
W

~ -

m 3
_10 _m =

.

: -

_J : :
i <

_-
-

1 .-. -

H 2E 10 =- 2< =
Q. : -

,
_ _

y _ -

. < - -

' ' W 1J - H 10 =- 5
: m E

-

'
3 :

"

O
H

_ _

Z 0w 10 s- 2
e : :

* O : -

e
. O

. -

i >- _ _

'

I -1 I I I i i i I i e i i I -1 1 I I I i10
100 300 500 700 900 1100 1300 1500 1700 1900

DIMENSIONLESS TIME

Figure 21. Hydrogen-to-Steam Partial Pressure Ratio When Coking and Decarbonization Are
Considered

1,

!



present in the melt, this ratio is about 104 Once the
zirconium is largely oxidized and carbon is the most
reducing constituent of the melt, the ratio falls to about
103 Depletion of carbon causes the hydrogen-to-steam
partial pressure ratio to fall to about 10. As simultaneous
oxidation of Cr and Fe proceeds, the ratio evolves slowly to
a value of about two. Once all the iron and chromium have
been oxidized and only nickel is present in the melt, the
Partial pressure ratio falls sharply to about 0.01.

*

The variations of the hydrogen-to-steam partial pressure
ratio have the greatest effects on the vaporization
reactions of the type:

[MO ] + xH2 * M(g) + xH Ox 2 .

Such reactions will be driven to the right when zirconium is
present in the melt. The driving force for such reactions
is reduced somewhat when the metallic zirconium has been
depleted and carbon is being oxidized. This reduction in
the driving force is not as significant, however, as the
reduction that occurs when the carbon is depleted.

Not only is the hydrogen-to-steam partial pressure ratio
'

important to vaporization, but, so too are the absolute pres-
sures of the gas phase constituents. Coking and decarboniza-
tion affect these absolute pressures. The partial pressures
of H 0, CO , CO, and H2 are shown as functions of time in2 2
Figure 22. Initially, the gas that has equilibrated with
the melt is nearly pure hydrogen. When coking is complete
and decarbonization begins, the hydrogen pressure in the gas
is reduced by nearly a factor of four. The hydrogen pressure
rises once extensive decarbonization of the melt is com-
plete. These variations in the absolute hydrogen pressure
will affect vaporization reactions with the stoichiometry:

[MO] + 1/2 H2 MOH(g)4 .

The effects are not especially great, however, if the hydro- .

gen pressure varies by a factor of only four. In fact, for
the reaction depicted here, a factor of four variation in
the pressure of hydrogen would induce only a factor of twoi

'

variation in the vapor pressure of MOH(g).

The variations in the HO pressure are much larger and2
these variations will influence the vaporization reactions
of the type:

[MO) +HO4 M(OH)2(9)2 *
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. . _ _ _ __. . _ _ _ --



. _ _ _ _ _ _ _ _ ___ ._ . _ . _ _ _ _ _ _ -
_ -_

10
_ l i I I I I I I I I | | | 1 I i i I i __

,
-

_

-
-

-

_

_

_
<

_

!
-

q 9
~

2E /=

! 5 CO
_

/= -go,

j m I*
1 -- I- -

--
,

E --

~ ,9-
-

~|)!
!* H 0 -

2
5 -

= -

$ - -

; < i I,

-
, -
1

g.-. *"*
*- ,O n. -

| -w ,g*e
- I N.

I / CO g _

2
I g'

-, -

g ./ | I -

iI .! .' l
.

*
*

, I ./ '

;
1 Il I 1/ I I I I I I I I I I I l I I0.1 .

0 100 300 500 700 900 1100 1300 1500 1700 1900
i

DIMENSIONLESS TIME
i

Figure 22. Partial Pressures of CO , H 0, CO, and H When Coking and Decarbonization Are2 2 2
! Considered
i

i

J

- - _ _ _ _ _ _ __- _ _ - - - - - - - - _ - - _ - -



. __ -- .

1

The most significant variations in the partial pressure of
HO are the result of variations in the oxygen potential2
of the melt. The variations in the partial pressure of
M(OH)2(g) Parallel the variatione in the steam partial

'
i

pressure. Thus, vaporization as M(OH)2 should be orders
of magnitude more important following decarbonization than
during Zr oxidation.

The discussions of coking and carbonization thus far have
been based on the assumption that carbon dissolved in the
metallic phase of a core melt is an ideal melt constituent.
This, of course, is definitely not true. The nonideality of

'carbon in iron-based alloys has been the cause of many of
,

: the frustrations and accomplishments of steel alloy develop-
ment. Because of the importance of carbon in steel making, -

there are data on the activity of carbon at relatively low
temperatures in liquid, iron-based alloys. A model of the
nonideality of carbon-containing, iron-based alloys is shown
in Table 9. A detailed discussion of this model is to be
found elsewhere.274

:

The effects of nonidealities expressed by this model on
the coking and decarbonization process are shown in Fig-

! ure 23. Comparison of these results to those obtained
; assuming ideal carbon behavior shows that nonidealities make
i no qualitative change in the processes important to vapori-

zation.

The discucsions of coking and decarboni stion procecces
| in core melts have been based on theoretical analysis. The

coking process has never been observed in experiments
,

designed to simulate core melt / concrete interactions. Fail-
ure to observe the process is probably a result of the fact
that melts having compositions susceptible to coking have
never been used in melt / concrete interaction experiments to
date. But, it must also be recognized that the coking
reactions are often susceptible to kinetic inhibitions. Such

'

kinetic barriers may prevent the deposition of carbon in the
1 melt. Further, small errors in the actual oxygen potentials

estimated for the melt / concrete interactions could mean that
'

the driving force for coking is incorrectly estimated.

The current implementation of the VANESA model does not
consider explicitly the coking and decarbonization reactions |,

{ because (1) there is not a prototypic data base concerning !
I coking, (2) the kinetic effects which may inhibit cokira are i

unknown, and (3) the coking reaction is so sensitive to,

oxygen potential. The most important features of the'

' reactions--the effects on debris temperature and the volume ;

i of gas sparging the melt--will be reflected in the output j

| obtained from the VANESA model if these features are re- '

|flected by the input to the model obtained from models of'

| |
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Table 9

A Model for a Nonideal Metallic Phase

Carbon Activity Coefficient

in[Y(C)] = -0.3567 - 5.1 X(Cr) + 2.9 X(Ni)
+ (7808/T + 2.871)K(C) + (15,624/T + 5.323)

{

(X(C))2 - O.4(X(Cr))2

Chromium Activity Coefficient

in[Y(Cr)] = -5.1 X(Cr)

Iron Activity Coefficient

in[Y(Fe)] = -0.l(X(Ni))2 + (3904/T + 1.436)[X(c)]2
+ 5.1 X(Cr)X(C) - 2.9 X(Ni)X(C)

1

Nickel Activity Coefficient

in[Y(Ni)] = -0.4155 + 0.2 X(Ni) + 2.9 X(C)
|

Zirconium Activity Coefficient

-(6175/T)(1-X(Zr))2in[y(Zr)] =

|

[

<

1
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the core debris interactions with concrete. The CORCON model
does include coking, and consequently analyses with VANESA
based on input derived from CORCON do reflect the effects of
coking to a limited extent. Zirconium inventories predicted
by CORCON and VANESA may not match and this can affect
release predictions.

6. Boron ChemisttY

{ Boiling Water Reactors (BWRs) use boron carbide (BqC) as
a control blade material. There can be more than 900 kg of
boron carbide in the core of a modern BWR. Little attention
has been given, however, to the behavior of boron carbide in

'

a severe reactor accident. It was not considered in the
recent NRC source term reassessment despite evidence that
the behavior of boron carbide could strongly influence the
chemical form and transport of radionuclides in the reactor
coolant system.275

It is well established that boron carbide will react4

I with high temperature steam:276

'

B C + 6H ^
4 2 2 3( } * +

2

C + H O -+ CO + H
2 2

*

The condensed products of the reactions are quite volatile
under the conditions expected to exist during core degrada-
tion:

!

BO3(E) ~* B 02 3(g)2

i

BO3(1) + H O * 2HBO2(9)2 2

I It is unclear at this point how much exposure of boron car-
bide to steam will occur during a reactor accident. It
could be that steam will be completely consumed by reaction
with the zircaloy fuel cladding and structures within the'

core before it can contact the boron carbide. Even if boron
carbide is exposed to steam and reacts, it is unlikely that

; the reactions would completely convert the material to the
: oxide and vapors. It is certainly possible that significant

amounts of boron carbide could be present in the core melt
| that emerges from the reactor vessel and begins to attack
j the concrete.
:

The possibility that boron carbide will be present
| during core debris interactions with concrete has not been
J
|
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considered analytically or experimentally in the past. The
current implementation of the VANESA model does not include
boron chemistry largely because models that provide initial
conditions for the VANESA model, such as the MARCH code, do
not specify a boron inventory for the melt. It is of inter-
est to examine what effects inclusion of boron in the melt
inventory might have.

The product of steam corrosion of boron carbide,

B03, would be incorporated into the oxide phase of a core2
melt. Its effects on the properties of the oxide melt would
be similar to the effects of silica. The high volatility of
BO3 would mean that it could be an important source of2
nonradioactive vapors evolved from the core debris.

BC in a core melt is lessThe behavior of unreacted 4
BC would dissolve incertain. One possibility is that 4

the metallic melt:

B C 4 4[B) + [C]4 .

The dissolution would, of course, enrich the melt in carbon.
The effects of dissolved carbon on the melt behavior have
been discussed at length in the previous section of this
chapter. The effects of boron on melt behavior are of inter-
est here.

Boron dissolved in the melt would be susceptible to
oxidation by gases evolved from the concrete. Boron would
oxidize in preference to iron and chromium.

The oxidation of dissolved boron to form condensed prod-
ucts could be incorporated into the VANESA model with little
difficulty. Boron, however, can also react to form very
volatile products. Some reaction stoichiometries are:

[B] + 1/2 H2 * BH(g)

(B) +H2 * BH (9) /2

[B] +HO * BO(g) +H22

+ 2H O * B 02 2(g) + 2H22[B) 2

.

[B] + 2H O * HBO2(g) + 3/2 H22 -

-108-
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Other vaporization reactions are suggested by the list of
thermodynamic data for species in the B-O-H system shown in
Table 10.

i This brief examination of the chemistry of boron in core
! melts suggests that boron could influence the hydrogen-to-
! steam partial pressure ratio of gases sparging through the
; melt.

| Vaporization of boron compounds could contribute signifi--
cantly to the aerosol generation. It may be necessary to'

recognize the vaporization processes in establishing the
chemistry of gases from the concrete sparging through boron

i rich melts.
1

} 7. Reaction of Gases with The Oxidic Core Melt-
i
I To this point, the discussions of gas reactions have

focused on the reactions with metallic phases. The oxygen
potential as well as the absolute gas pressures will affect
also the vaporization from the oxide phases of a core melt.i

} Also, it is possible that the oxide phase may be more dense
j than the metallic phase--contrary to the assumption made in
j the current implementation of the VANESA model. In this
: case, gases entering the melt from the concrete will not
} have been altered by reaction with the metal phase when they
j encounter the oxide melt. It is necessary, then, to examine
j the reactions of H O and CO2 with the oxide phase,2
i

At first blush, it might be presumed that the oxide phase;

; is essentially inert toward the oxidizing gases entering the -

melt. This would be most incorrect. Uranium dioxide exhib-
'

: its a broad range of stoichiometry.277 The precise stoichio-
i metry adopted by the urania will depend on the chemical
! environment--particularly, the oxygen potential and the tem-
j perature. A formal stoichiometry for the urania response to

the oxygen potential can be written as:'

i
i

2+y * I * ~ Y ) U O -t UO2+x + (x-y)H2UO *

2

Then,<

i
1

| -86Gg(UO2+v) P(H )2 '

+ 00f(H O) = in| ay *
2 P(H O)

i
- 2 .

| Blackburn278 has formulated a simple model for the variation
in the stoichiometry of urania with temperature and oxygen
potential. The model hypothesizes that urania consists of

I
I
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Table 10

Thermodynamic Data for the B-O-H System

Free Energy of Formation (cal / mole)

T(K) B(1) B03(O B BH BH "3 O BO O2 2 2

500 4195 -270481 115083 93767 42874 27432 -11359 -70276 23471
600 3982 -264739 111484 91375 41936 28057 -13612 -70750 24099
700 3769 -259100 107885 89004 41029 28761 -15842 -71225 24700
800 3556 -253593 104290 86651 40145 29523 -18051 -71702 25283
900 3343 -248192 100703 84318 39281 30333 -20236 -72176 25848

1000 3130 -242877 97125 82004 38431 31179 -22399 -72646 26400
1100 2917 -237637 93556 79704 37593 32052 -24544 -73115 26940
1200 2704 -232449 89999 77422 36768 32950 -26668 -73578 27469
1300 2491 -227310 86451 75152 35951 33863 -28774 -74037 27991

$ 1400 2278 -222205 82915 72899 35144 34796 -30862 -74490 28501

1500 2065 -217137 79389 70657 34341 35741 -32935 -74939 29006
1600 1852 -212091 75875 68430 33549 36696 -34989 -75379 29501
1700 1639 -207070 72373 66216 32766 37666 -37028 -75813 29986
1800 1423 -202071 68882 64015 31988 38643 -39051 -76240 30466
1900 1206 -197088 65403 61826 31219 39633 -41058 -76660 30935

2000 989 -192120 61935 59652 30457 40631 -43051 -77073 31398
2100 771 -187165 58476 57487 29704 41637 -45028 -77476 31851
2200 551 -182225 55029 55336 28956 42652 -46992 -77873 32299
2300 329 -177297 51591 53195 28216 43676 -48944 -78264 32738
2400 111 -172373 48166 51068 27486 44709 -50879 -78643 33166

2500 0 -167247 44857 49056 26864 45850 -52696 -78910 33483

2600 0 -161903 41668 47168 26367 47117 -54388 -79057 33677

2700 0 -156565 38491 45291 25876 48391 -56067 -79195 33866

2800 0 -151238 35319 43420 25387 49666 -57737 -79328 34048

2900 0 -145909 32160 41565 24911 50958 -59391 -79450 34219

3000 0 -140593 29003 39710 24435 52243 -61039 -79569 34390

.
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Table 10 (Continued)
.

Thermodynamic Data for the B-O-H System

Free Energy of Formation (cal / mole)
T(K) HBO H BO H2 2 2 3 3 2 "4 2 4 2 2 2 2 3 3 3 359)

500 -129459 -102046 -211166 172237 -266679 9483 -112119 -194874 -263204
600 -128401 -99500 -205650 167684 -258337 6844 -112752 -193995 -257329
700 -127297 -96921 -200055 163159 -249949 4249 -113371 -193097 -251385
800 -126159 -94326 -194411 158666 -241546 +1696 -113974 -192182 -245403
900 -124989 -91716 -188726 154204 -233134 -817 -114559 -191248 -239395

1000 -123795 -89100 -183011 149777 -224724 -3290 -115126 -190296 -233374
1100 -122583 -86483 -177?79 145379 -216327 -5730 -115680 -189333 -227353
1200 -121351 -83863 -171526 141016 -207939 -8135 -116214 -188352 -221326
1300 -120106 -81245 -165765 136680 -199570 -10508 -116736 -187360 -215305b 1400 -118847 -78626 -159993 -132379 -191213 -12848 -117240 -186352 -209281

' 1500 -117575 -76010 -154212 128102 -182873 -15161 -117731 -185332 -203266
1600 -116292 -73396 -148427 123860 -174547 -17439 -118201 -184294 -197249
1700 -114996 -70779 -142631 119644 -166231 -19691 -118658 -183244 -191231
1800 -113691 -68166 -136834 115455 -157932 -21913 -119099 -182181 -185218
1900 -112376 -65550 -131026 111295 -149643 -24108 -119524 -181101 -179198

2000 -111051 -62937 -125217 107163 -141365 -26274 -119932 -180008 -173180
2100 -109713 -60320 -119400 103057 -133094 -28415 -120323 -178896 -167156
2200 -108370 -57704 -113580 98975 -124836 -30529 -120701 -177775 -161134|

| 2300 -107017 -55088 -107756 94918 -116586 -32622 -121065 -176640 -155109
| 2400 -105652 -52464 -101921 90885 -108337 -34686 -121411 -175485 -149073

2500 -104176 -49742 -95982 87092 -99890 -36511 -121528 -174105 -142719
2600 -102576 -46896 -89917 83541 -91216 -38092 -121408 -172489 -136018
2700 -100968 -44052 -83850 80015 -82549 -39648 -121269 -170854 -129316
2800 -99354 -41210 -77781 76506 -73896 -41190 -121125 -169215 -122615
2900 -97726 -38356 -71696 73021 -65229 -42700 -120958 -167553 -115893
3000 -96099 -35510 -65619 69548 -56588 -44201 -120789 -165889 -109188
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Table 10 (Continued)
Thermodynamic Data for the B-O-H System

|,

Free Energy of Formation (cal / mole)

T(K) H3 3 6 2 6 59

500 -485268 30795 59459
,

600 -473601 35498 68744
700 -461951 40316 78228
800 -450388 45203 87825
900 -438757 50133 97493

1000 -427212 55087 107200
1100 -415712 60048 116915
1200 -404245 65015 126642
1300 -392814 69973 136353

,
e 1400 -381413 74931 146064

U
' 1500 -370046 79877 155759

1600 -358700 84815 165443

1700 -347377 89750 175126

1800 -336081 94671 184790

1900 -324798 99590 194454

2000 -313537 104504 204114

2100 -302285 109410 213769

2200 -291053 114309 223416

2300 -279833 119204 233059

2400 -268615 124101
,

242712

2500 -257096 129198 252887

2600 -245243 134527 263629

2700 -233397 139849 274372

2800 -221568 145158 285096

2900 -209727 150483 295856

3000 -197917 155787 306571

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ .
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4 6 22 U + and U + and 0 - ions. The abundances of these ionsU+,
in the urania are found by simultaneous solution of the
equations:

" 6+ HO
exP (AGg(H O)/RT) exp - 5.1n n P 2

4U* O - 2

"4+ HO - -

exp - 13.6 exp AGg(H O)/RT= .p 2
_

U O 2

Subject to the constraints

" 2+ + "U + + " 6+
"

4
U U

and

n = 3n +
2- 6+ "4++ * **

2U U+

and where AGr(H O) is the free-energy of formation of water2
vapor. Some values of 2+x calculated with this model for
various temperatures and hydrogen-to-steam partial pressure
ratios are listed below:

H HOj 2 2

1 10 100 1000 10000 50000!

! Temp
(K)

2500 2.013 2.001 1.999 1.993 1.938 1.770
2200 2.006 2.0006 2.000 1.999 1.995 1.976
2000 2.003 2.0003 2.000 2.000 1.999 1.997

It is apparent then that urania will respond stoichiometri-j

; cally to the entire range of oxygen potentials expected to
: develop during the course of core debris interactions with

concrete. When conditions are quite reducing the urania
becomes decidedly hypostoichiometric (x<0).

i

I
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i

i
l

Urania that emerges from the reactor vessel will have
! been subjected to quite reducing conditions. It will have

been exposed after all to a zirconium-rich metallic phase for-

some protracted. period of time. Exposure would have begun at j;

the time fuel rods within the reactor core began to melt.
,

1 The fuel that emerges from the reactor core would not be per-
factly stoichiometric urania, UO2.00 Rather it would be
hypostoichiometric urania, UO -x. Clearly, gases evolved2

,

from the concrete will react with this hypostoichiometric
1 urania just as they react with the metallic melt.

The variable stoichiometry of urania has some interest-
ing effects on the chemistry of the metallic melt. Appli-'

; cation of the Gibbs-Duhem theorem to the U-O system 278
4 shows that a finite uranium metal activity develops in

] hypostoichiometric urania (UO -x)*2
r

*En[a(U)] = -En + 2tn +x-x,
,

- - . .

!
;

exp(-12,913/T 4 3.767] and is the locationwhere xs .
1

of lower phase boundary between urania and uranium metal. |
4

The system consisting of the metal phase and the hypostoi-
chiometric urania will not be in equilibrium until the

.| activity of uranium metal in the oxide equals the activity
; of uranium in the metal phase. Thus, metallic uranium will
j be present in the metal phase of a core melt emerging from a
j reactor vessel. This metallic uranium content of the metal
i phase can be significant. Enough uranium can be present to
i cause the metallic phase to be more ' dense than the oxide

phase of a core melt.

| Calculation of the equilibrium oxygen potential of the
1 oxide melt during core debris interactions with concrete is
'

not an easy task. The Blackburn model is not applicable
i since the urania is neither pure nor solid. Contamination
i of the urania with ZrO2 and other oxides causes diffi-
j culties since these species, too, can be nonstoichiometric.

! The current implementation of the VANESA model treats
; the difficulty of gas reactions with the oxide phase based
j on the assumption that oxygen transport between the metallic
i and the oxidic phases is rapid. Then, the oxygen potential
! of the oxide phase is equal to the oxygen potential of the
! metallic phase. It is then necessary to calculate'only the
j oxygen potential of the metallic phase. The stoichiometry
; of the oxide phase is assumed to adjust instantaneously to
i variations in the oxygen potential of the metal phase,
i

,

,

'
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f Assumption of oxygen equilibrium across the oxide / metal
; interface may seem at first inconsistent with the assumption
! of disequilibrium for low concentration melt constituents
! discussed in connection with partitioning (Section III-A-1).

| The slow transport of melt constituents found by simple
models was caused in large measure by the low concentrations
in one phase or the other. The low concentrations inhibited

| mass transport away from the interface which was assumed at
! equilibrium. No such rate limitations arise to inhibit mass
i transport necessary to maintain oxygen potential equivalency
i in the oxide and metal phases. (As will be discussed in the
i next chapter, it is possible for the metal phase and oxide
I phase to be well-mixed as a result of gas stirring of the
f melt. This will assure that there is an equilibration of
j oxygen potentials in the two phases.)
i
j The assumption that the oxygen potentials in the oxide
: and the metal phases are equal greatly simplifies the analy-
| ses done with the VANESA model. It does not matter for the
i thermodynamic calculations whether the oxide melt is more or
i less dense than the metallic melt. The assumption that the
! melt is stratified rather than well-mixed is no longer conse-
i quantial. Altering these geometric assumptions will not
: alter the estimates of the thermodynamic features of the
j system if the alterations do not affect predictions of melt
^

temperature, gas generation, and the like obtained from

| models of the core debris interactions with concrete.

|
8. Speciation

Speciation is an important element of the analysis of
vaporization processes. The definition of chemical species
must be made for both the condensed phase and the ' vapor

f' phase. Speciation of the condensed phase is perhaps a diffi-
! cult concept since the high temperature liquids treated by
I the VANESA model are seldom molecular in nature. Conse-

quently, molecular species or stoichiometric species do not
, really exist in the liquid phase. What is present in the

liquid is unknown, typically, and in any case probably
j changes continually. The speciation of the liquid phase is
I then just a convenience for the purposes of calculation. Any
I differences between the actual states of interaction in the

liquid and the interactions suggested by the choice of
species are, in theory, corrected in the calculations by the
activity coefficients. When detailed estimates of species
activities are not available, as they are not for core melts,
the choices for the condensed phase species ought to reflect
as closely as possible what species are present in the

} liquid.
;

Speciation of the vapor phase is a more transparent pro-
cess. Vapors are molecular in nature, Data are tabulated
for most of the vapor molecules of interest in the analyses

| considered here. It is, however, absolutely essential to
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recognize that the stoichiometry of vapor species need not
bear any resemblance to the stoichiometry of the melt;

species. Failure to understand this point has been thef

i cause of considerable confusion. An example might serve to
illustrate the difficulties. At sufficiently low oxygen4

j potentials (high hydrogen-to-steam partial pressure ratios)
'

{ the vapor over La203(1) would consist of atomic lanthanum:

!
1

La2 3(1) + 3H2 ii:* 2La(g) + 3H O0 2 .

. This does not mean that the La2 3(1) has been partially re-0 -

! duced to La(1). To be sure, a condensed phase lanthanum
| activity can be computed for the liquid, but this activity

,

| coefficient will be typically much less than one. All too ;

j often the equilibrium oxygen potential necessary to have
! pure La(1) (activity - 1) in equilibrium with pure

: La203(1) has been used to ascertain if there will be
0 (1)j any La(g) in the vapor. Though the La(1)/La2 3

j equilibrium and the La2 3(1)/La(g) equilibrium are0
; related,- the relationship is not so close that simple
I inspections of the first of these equilibria leads readily
' to conclusions concerning the second.

| The vapor speciation for an element M chosen for the cut-
! rent implementation of the VANESA model is, in general, based
| on the known vapor species in the M-0-H system. A comprehen-
] sive survey of the literature was not attempted in the brief
I time allowed for the development of the current version of

the model. Consequently only the better known of the vapor
species in the v,arious M-0 H system have been included. The
speciation is probably weakest in the area of vapor phase
hydrides.

There are two exceptions to the restriction of the !

speciation to the M-0-H system. Speciation of cesium and
,

iodine was selected f rom the Cs-I-0-H system. This was done '

so that Cs1(g) could appear as a vapor species. Also, the
speciation of tellurium includes SnTe(g) and SbTe(g). This

| was done because these particular vapor species appear
{ stable. Recent results of in-pile studies on core degrada-
I tion seem to confirm the importance of SnTe(g).340
i

I Further discussions of the selection of species for the
' elements considered in the current implementation of the

,

VANESA model are presented below: ,
,

i

! a. Aluminum: Aluminum comes into core melts as a result
'

of concrete ablation. Typical concretes contain a few per-
cent of aluminum oxide. The actual chemical form of aluminum
oxide in the dehydrated concrete is probably calcium alumi-

.

nate. The condensed form of aluminum considered in the
1

I i

'

.

'
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!

|
| VANESA model is Al 03(1). Vapor forms bearing aluminum re-2

A1 O(g),cognized in the model are A1(g), AlO(g), A10H(g), 2
AlO2(9)e Al 02 2(g), HALO (g), Al(OH)2(g), and A10(OH)(g).
Notice that a vapor species having the stoichiometry of the
condensed phase species is not included. Thermodynamic data

j for the aluminum-bearing species are collected in Table 11.
| Most of these data are from the JANAF Table.279 Data for

Al(OH)2(g) are from Reference 287.

| b. Antimony: Antimony is produced by fissioning in the

| fuel and can also be an impurity in the fuel cladding. It
is assumed in the VANESA model that antimony partitions pre-

| ferentially into the metallic phase of the coro debris. The
; condensed form of antimony is taken to be Sb(1). The vapor
l forms of antimony are considered to be Sb(g), SbO(g). SbH(g),

SbH (g). Sb(OH)(g). Sb(OH)2(g), Sb2(g), Sbg(g), and SbTe(g).3,

| Thermodynamic data for the antimony-bearing species are col-

J 1ected in Table 12.
j

SbH (g) were calculatedi Thermodynamic functions for 3

j|
using the rigid rotor-harmonic oscillator approximation and
vibrational and structural data from Reference 323. The
entropy at 298.15 K found in these calculations is

j 55.573 e.u. whereas Gunn et al.324 found 55.65 1 2.00. Free-
energies of formation were calculated using AHg(298 K)<

1 = +34600 1 2500324 and reference state data for Sb from
| Reference 293 and for H2 from Reference 279a.
i
i Thermodynamic functions for SbH(g) were calculated from
i spectroscopic data collected in Reference 314. Data for the
I antimony hydroxides are from Reference 287. Data for the
i telluride are discussed in connection with tellurium

speciation.

| Thermodynamic functions and the enthalpy of formation at
i 298.15 K for SbO(g) were taken from Reference 289. Data for

Sb (g), and Sbg(g) were taken4 the condensed phase, Sb(g), 2
from Reference 290.

The tabulated data were extrapolated to higher tempera-
i tures as follows:
|
{ a. Data for Sb(1) were extrapolated above 1800 K by

assuming the heat capacity to be constant at;'
7.5 cal / mole-K,

b. Data for Sb(g) were extrapolated above 2000 K by
j assuming the heat capacity to be constant at

! 5.231 cal / mole-K,

|

Sb (g) were extrapolated above 2000 K byc. Data for 2
assuming the heat capacity to be constant at
8.936 cal / mole-K,

I

i
I -117-

e



.- _ - - .-. _ .-- - _ . - _ - ..

Table 11

; Thermodynamic Data for Aluminum Species
i

,

Free-Enerqles of Formation (cal / mole)
,

T(K) A1 0 (1) At(g) ALO(g) ALOH(g)* A1 O(g) A10 (9) Al 0 (9)'

23 2 2 22
(279d) (279a) (279d) (279a) (279d) (279d) (279d)

500 -349382 61787 6063 5932 -42734 -46269 105581
600 -342514 58602 4097 5695 -44902 46509 -105759,

| 700 -335676 55447 2169 5501 -47012 -46737 -105887
! 800 -328871 52321 4276 5340 -49070 46953 -105971

900 -322087 49224 -1582 5208 -51071 47153 -106005

1000 -315951 46342 -3220 5285 52646 -47151 -105619
1100 -307658 43576 -4740 5464 -53992 -47044 - 105011

j 1200 -300385 40835 -6235 5656 -55295 46923 -104363
1300 -293134 38116 -7708 5856 -56556 -46789 103678'

1400 -285905 35416 -9161 6066 57779 46643 -102961

1500 -278701 32735 -10600 6285 58971 46486 102215;
'

1600 - 271517 30072 -12023 6509 60129 46317 -101438
1700 -264398 27425 -13435 6741 61256 -46138 -100634

,
1800 257380 24794 -14835 6978 -62353 -45948 -99802
1900 250463 22177 -16228 7224 -63426 -45750 -98948

i

i 2000 -243639 19573 -17614 7473 -64475 45544 -98073
| 2100 236898 16982 -18993 7728 -65498 -45327 -97173

2200 -230241 14404 -20366 7990 -66497 -45101 -96253
2300 223656 11841 -21731 8257 -66469 -44865 95306

i 2400 217148 9285 23093 8530 -68423 -44620 -94342
1

2500 210719 6739 - 24454 8807 -69362 44373 -93366
, 2600 -204347 4209 - 25807 9090 -70274 44111 -92362
| 2700 -198046 1684 -27159 9377 -71171 43845 91345

2800 -190142 0 -27675 11323 -70386 42738 88646
2900 178953 0 -26515 14198 -66238 -39951 -82586;

! 3000 167835 0 -25358 17070 -62086 -37165 -76522

* Aluminum monoxyhydride (HALO).

:

,

I

i

J
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Table 11 (Continued)

Thermodynamic Data for Aluminum Species

Free-Enerales of Formation (cal / mole)
T(K) A10H(g)+ Al(Oil)2(g) A10(Oil)(g) A111(g)

(279a) (287) (279a) (279a)

500 -45135 -141916 -104485 50882
600 -45333 -103219 48780
700 -45464 -101908 46720
800 -45541 -100564 44699
900 -45570 -99187 42713

1000 -45372 -128687 -97595 40944
1100 -45050 -95890 39285
1200 -44698 -94164 37646
1300 -44320 -92420 36024
1400 -43919 -90660 34419

1500 -43499 -113463 -88886 32829
1600 -43061 -87100 31252
1700 -42605 -85300 29688
1800 -42134 -83489 28135
1900 -41650 -81669 26595

2000 -41154 -97926 -79840 25065
2100 -40644 -78000 23545
2200 -40122 -76152 22036
2300 -39587 ~74293 20535
2400 -39043 -72424 19044

2500 -38493 -82226 -70555 17561
2600 -37928 -68670 16086
2700 -37356 -66781 14619
2800 -35944 -64052 14814
2900 -32849 -59641 15938

3000 -29755 -60564 -55233 17063

I
4 Aluminum monoxyhydride.

|
!
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Tabis 12

Thermodynamic Data for Antimony Species *

1

Free-Enerales of Formation (cal / mole)
T(K) Sb(1) Sb(g) Sb (g) Sb (g) SbO(g) SbOH(g) Sb(OH)2(g) SbH(g) SbH I, 2 4 3

(290) (290) (290) (290) (289) (287) (287) (314)

500 46679 35890 29582 2555 -7239 -74428 23646 35997
600 43534 32197 25890 +512 19753 36533
700 40420 28573 22304 -1504 15961 37136
800 37324 25014 18819 -34% 12690 37774
900 34260 21519 15438 -5464 % 54 38450

; 1000 0 31722 19099 14184 -6904 -9774 -63488 7193 39647
1100 0 29239 16782 13116 -8303 4836 40897
1200 0 26770 14520 12139 -9683 2545 42140 '

1300 0 24325 12307 11245 -11047 +320 43414
<

1400 0 21905 10141 10431 -12393 -1853 44687

1500 0 19503 8020 9690 -13726 -9290 -49821 -3953 45984
1600 0 17106 5938 9017 -15045 -6026 47269

L 1700 0 14723 3896 8408 -16350 -8037 48573
# bo 1800 0 12364 1888 7858 -17643 -10014 49873

1900 0 9887 -87 7363 -18925 -10419 51176
:

I 2000 0 6921 -2029 6946 -20195 -7861 -35523 -10274 52498
| 2100 0 3961 -3940 6607 -21453 -10132 53803
'

2200 0 1005 -5821 6340 -22699 -9959 55125
2300 0 0 -7677 6138 -23935 -9768 56454
2400 405 0 -86% 7625 -24756 -8535 58814

,

2500 2497 0 -6314 15923 -23880 -1741 -16802 -6027 62440
2600 4560 0 -3969 24161 -23022 -3512 66062
2700 6593 0 -1659 32342 -22186 -996 69675
2800 8599 0 +620 40469 -21367 +1530 73291
2900 10581 0 2865 48543 -20566 +4061 76899

3000 12531 0 5080 +56565 -19782 +4402 +1723 +65% 80503

*See also SbTe(g) listed with tellurium species

_ _ _ _ _ _ _ _ _ _ _ _ __ _ _ _
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1

d. Data for Sbg(g) were extrapolated above 2000 K by
assuming the heat capacity to be constant at
14.852 cal / mole-K, ''

c. Barium: Barium is an important radionuclide. A
typical barium inventory in a large reactor core melt is
65 kg. Within reactor fuel, barium may be present as a
substitutional impurity in the urania lattice or as barium;

; zirconate. The condensed phase form of barium assumed in the
VANESA model is BaO(1). The vapor phase species involvingj

barium are Ba(g), BaO(g), bah (g), Ba(OH)2(g), and BaOH(g).
Thermodynamic data for the barium species are shown in

WiththeexcegtionofdataforBaH(g)Table 13. all data arei
' JANAF tables.2 9 Enthalpy of formation and thefrom the

free-energy functions for bah (g) were taken from Refer-i

ences 291 and 292, respectively.

d. Calcium: Calcium enters the melt as a constituent of
ablated concrete. The chemistry of calcium is assumed in the

i model to be completely analogous to that assumed for barium.
That is, the condensed form is taken to be Ca0 and the vapors'

containing calcium are taken to be Ca(g), CaO(g), CaH(g),
i CaOH(g), and Ca(OH)2(g). The assumed condensed form of

calcium may be overly simplistic. For many concretes cal-'

! cium is present as a calcium silicate. The behavior of
| calcium in the core debris may involve the complexities
i described in connection with sodium and potassita oxides in
! the melt. Thermodynamic data for the calcium-bearing
j species are shown in Table 14.
!

; e. Carbon: Carbon is taken in the current version of
! the VANESA model to be a constituent of the vapor--either as
i CO or CO2 The behavior of carbon is discussed in far
! greater detail above.

! f. Cerium: Cerium is an important radionuclide. A typ-
! ical cerium inventory in a . core melt is about 200 kg. In

f the current implementation of the VANESA model the condensed
form of cerium is taken to be CeO2 Cerium dioxide will ;,

become hypostoichiometric under reducing conditions at'
,

I elevated temperatures.260,261 At sufficiently low oxygen |

| partial pressures the stoichiometry in the solid state is
! Ce2 3 In liquid mixtures, the variable stoichiometryO
! ought not greatly affect vaporization and the tendency for

cerium to adopt a trivalent state is ignored here. Thermo-
dynamic data for solid CeO2 have been tabulated several
times.262-267,290 Unfortunately, the various tabulations'of
the properties of CeO2(s) are not in good agreement. The
tabulations by Pankratz264 which are in fair agreement with
the properties recommended by Robie et al.263 and by Vahed,

I and Kay267 were accepted for this work. These tabulations
| were extrapolated by fitting heat capacity data 268 to:
I

!
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Table 13

Thermodynamic Data for Barium Species

Free-Energies of Formation (cal / mole)

T(K) BaO(1) Ba(g) BaO(g) BaOH(g) Ba(OH)2(g) bah (g)

(279c) (279b) (279c) (279d) (279d) (291,292)

500 -109362 30074 -37843 -56643 -139687 42367
600 -107716 27716 -39287 -56948 -137521 40452
700 -106053 25441 -40646 -57171 -135292 38636 *
800 -104377 23237 -41930 -57326 -133014 36887
900 -102693 21094 -43150 -57422 -130691 35199

| 1000 -101011 18999 -44319 -57473 -128336 33540
1100 -99133 17144 -45246 -57286 -125759 32159

,
e 1200 -97252 15334 -46124 -57056 -123149 30802

U 1300 -95371 13565 -46959 -56789 -120513 29485
8 1400 -93493 11829 -47756 -56489 -117857 28201

1500 -91619 10124 -48519 -56160 -115180 26947
I 1600 -89751 8446 -49251 -55806 -112489 25720

1700 -87893 6791 -49953 -55427 -109779 24520
1800 -86049 5156 -50628 -55026 -107058 23344
1900 -84218 3540 -51276 -54603 -104322 22192

2000 -82400 1938 -51901 -54161 -101576 21061
2100 -80589 350 -52500 -53698 -98813 19952

2200 -77562 0 -51848 -51989 -94812 20093

2300 -74200 0 -50831 -49918 -90455 20597
2400 -70851 0 -49798 -47835 -86090 21113

2500 -67513 0 -48749 -45740 -81721 21649

2600 -64181 0 -47679 -43627 -77334 22199

2700 -60854 0 -46589 -41497 -72937 22773

2800 -57531 0 -45480 -39350 -68527 23363

2900 -54206 0 -44347 -37181 -64095 23979

3000 -50882 0 -43194 -34995 -59651 24614

__ _ ___ -_ _ _ _ _ _ - - _ _ _ _
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Table 14

Thermodynamic Data for Calcium Species
-

Free-Enerales of Formation (cal / mole)

T(K) CaO(1) Ca(g) CaO(g) CaOH(g) Ca(OH)2(g) Ca2(g) CaH(g)

(279c) (279a) (279d) (279d) (279d) (279d) (291,292)

500 -123482 29400 +1584 -49318 -134915 62167 43513
600 -121594 26783 -105 -49815 -132635 58281 41394
700 -119734 24192 -1765 -50285 -130344 54479 39309
800 -117871 21653 -3370 -50704 -128019 50813 37280
900 -116005 19161 -4923 -51076 -125660 47272 35300

1000 -114136 16712 -6432 -51407 -123274 43844 33362
1100 -112261 14306 -7895 -51697 -120860 40528 31468,

w 1200 -110225 12097 -9159 -51793 -118262 37629 29768
U 1300 -108180 9928 -10382 -51851 -115638 34834 28109
I 1400 -106148 7776 -11587 -51894 -113010 32095 26466

1500 -104129 5641 -12777 -51923 -110377 29407 24838
1600 -102123 3520 -13953 -51941 -107744 26768 23222
1700 -100129 1413 -15119 -51946 -105104 24175 21622
1800 -97466 0 -15597 -51261 -101784 22986 20713
1900 -93414 0 -14669 -49165 -97060 24639 21218

2000 -89386 0 -13750 -47072 -92348 26307 21721
2100 -85379 0 -12840 -44979 -87642 27990 22225
2200 -81396 0 -11943 -42889 -82946 29689 22729
2300 -77438 0 -11060 -40800 -78258 31401 23233
2400 -73502 0 -10191 -38711 -73574 33126 23735

2500 -69589 O -9338 -36626 -68903 34866 24239
2600 -65696 0 -8501 -34539 -64232 36618 24745
2700 -61823 0 -7681 -32453 -59569 38384 25250-

2800 -57967 O -6877 -30367 -54911 41962 25758
2900 -54127 0 -6088 -28278 -50251 43771 26269

3000 -50304 0 -5317 -26192 -45601 45597 26781

i
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2
p[CeO2(s)] = 16.761 + 2.216 T/1000 - 239200/TC

m -K

and using the polynomial expression to evaluate:

T
~

T C
~

GT[CeO (s)] =H * T-T S + dT .

2 298 p 298
298.15

,
298.15

.

No allowances for solid-state phase changes in CeO2(s) were
made in the extrapolation. The extrapolated heat capacity
may significantly underestimate the high temperature heat
capacity of CeO2 since the fitting equation does not allow
for extensive population of low lying, excited, electronic
states. As a result the free-energies of formation in
Table 14 may provide a lower bound on the stability of
CeO2(s) at elevated temperatures.

The authors are not aware of attempts to tabulate the
thermochemical properties of CeO2 in the liquid state.
These properties were estimated here using

G [CeO2(t)I " CT[CeO2(s)] + AH,(1 - T/T,)T

where Tm is the inelting point of stoichiometric CeO2 and 6Hm
is the enthalpy of fusion. This approximate expression is
derived assuming that the solid and liquid state heat
capacities are the same. This, undoubtedly, is not true.
But, there is sufficient uncertainty in the thermochemical
properties of CeO2(s) to make it difficult to justify more
accurate treatments of the liquid state properties.

Samsonovl81 cites 2873 K and 19000 cal / mole as the
temperature and enthalpy of fusion of CeO2, respectively.
Mordovin et al.269 measured 2670 K as the melting point of
CeO2 Rouanet302 found the melting point of CeOl.85 to be
2718 K. For this work, the measurement of the melting point
by Mordovin et al. was accepted. The heat of fusion was
estimated as recommended by Vier 303 to be 18738 cal / mole.
Thermochemical properties for CeO2(1) obtained in this way
are shown.in Table 14.

'
Vapor forms of cerium are taken to be Ce(g). CeO(g).

CeO2(g), CeOH(g), and Ce(OH)2(g). Properties of the vapors
,

species other than CeO2(g) were taken from existing tabula- |

| tions as indicated in Table 15. The free-energy functions
;

*

,
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Table 15

'1hermodynamic Data for Cerium Species

Free-Energies of Formation (cal / mole)

T(K) CeO (1) CeO (s) Ce(g) CeO(g) CeOH(g) Ce(OH)2(g) CeO (g) Ce 0 C9)2 2 2 22
(293) (289) (287) (287)

500 -219720 -234949 86447 -41016 -20359 -117811 -121804 -153216
600 -215477 -230004 83578 -42693 -121896 -152903
700 -211274 -225100 80715 -44326 -121954 -152519
800 -207100 -220224 77859 -45907 -121975 -152055

'

900 -202953 -215375 75002 -47448 -121964 -151528

1000 -198818 -210538 72154 -48938 -20990 -105853 -121908 -150915
1100 -194589 -205607 69416 -50276 -121708 -150015,

e 1200 -190295 -200612 66760 -51493 -121394 -148890
$ 1300 -186011 -195626 64109 -52668 -121042 -147695
i 1400 -181742 -190655 61455 -53810 -120661 -146446

1500 -177496 -185707 58792 -54928 -20780 -93110 -120260 -145163
1600 -173248 -180757 56144 -56000 -119817 -143799
1700 -169020 -175827 53491 -57047 -119352 -142397
1800 -164817 -170922 50830 -58076 -118873 -140971
1900 -160623 -166026 48173 -59076 -118365 -139495

2000 -156445 -161147 45517 -60051 -19908 -79860 -117836 -137980
2100 -152286 -156286 42859 -61006 -117289 -136435
2200 -148148 -151446 40197 -61946 -116727 -134867

| 2300 -144026 -146623 37537 -62865 -116147 -133264
2400 -139887 -141781 34914 -63729 -115514 -131563

2500 -135800 -136993 32254 -64613 -18542 -66264 -114899 -129906
2600 -131701 -132192 29628 -65448 -114239 -128160
2700 -127651 -127441 26972 -66300 -113594 -126453
2800 -123591 -122678 24348 -67106 -112907 -124663

i, 2900 -119574 -117960 21700 -67923 -112230 -122901

j 3000 -115546 -113230 19084 -68696 -16801 -52411 -111510 -121057

! i
;

|
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|

of CeO2(g) were calculated using conventional techniques 279a
and the geometric data 304

i .

r(Ce-0) = 2.03 A*.

0(0-Ce-0) 110'=

t

The vibrational contributions to the thermodynamic func-
tions were calculated using the vibrational frequencies:336

i ut = 720 cm-1

; u2 = 257 cc:-l

u3 = 688 cm-1
,

The electronic ground state was assumed to be doubly degener-
'

ate. The enthalpy of formation was estimated based on
! Do(CeO ) = 350000 cal / mole.304 Free energies of formation2

were calculated using data for Ce(ref) from Reference 2934

and data for 02(ref) from Reference 279a. The free-energies
of formation of CeO2(g) obtained in this way are
10-11 kcal/ mole more negative than those recommended by
Ackermann and Rauh.305 Uncertainty in the atomization
energy (115 kcal/ mole) is sufficiently large to encompass
the Ackermann and Rauh recommendations. The free energies
were increased by 11,000 cal / mole to be consistent with the
Ackermann and Rauh data.

! The free-energy functions for Ce(g) were calculated using
the 86 energy levels listed by Martin.334 These functions

'

should be superior to those listed by Hultgren et al.293
which are based on calculations done with only about 15
energy levels.335;

Thermodynamic properties of Ce2 2(g) are based on the0
,

vibrational and atomization data cited by Kordis and'

Gingerich.336

Wagman et al.291 note the existence of a dimer, Ce2(9)e
and cite AHg(298) = 83891 cal / mole. No attempt was made to4

.

include this species.

!
j g. Cesium and Iodine: Cesium and iodine are important
; radionuclides. They are quite volatile and little of the

cesium or iodine inventory of a reactor core would be'

expected to remain with the core melt until melt interac-
| tions with concrete begin. Occasionally, a few kilograms of

cesium and iodine are predicted to be in the core melt. The'

-126-
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;
,

i

| chemical form of iodine is taken in the VANESA model to be
CsI(1). Cesium not involved as CsI is assumed present as
Cs2O(1). Note that the complexities that arise with sodium
and potassium silicates do not arise for cesium until some

|' significant amount of concrete ablation has occurred. The
vapor forms of cesium and iodine are considered to be Cs(g),
CsOH(g), CsO(g), (CsOH)2(g4 Cs2O(g). Cs2(g), CsI(g). I(g).,

Garisto has recommended that (CsI)2(9)HI(g), and I2(g).
and CsO2(g) should be added to this list.

For typical calculations, cesium and iodine species are
quickly vaporized from the core melt. Williams 9 has noted
that there could be a source of iodine in the core melt.

132 e to 1321. ThisThis source is the radioactive decay of T
decay process would provide a continuing inventory of iodine
for vaporization. Since no cesium would be present, CsI(g)
would not contribute to the vaporization of this iodine.
But, many other species are present that could form stable

K 0, and FeO, whichiodide vapor species. Examples are Na20, 2
may react to NaI, KI and FeI2 If the decay mechanism
suggested by Williams is added to the VANESA model, it may
be of use to add, also, other condensed and vapor speciesi

bearing iodine.

Cs2O(1) is chosen in the model as the chemical form,

'

of cesium not incorporated as cesium iodide. Cs2O(s) is a
i known compound, but this compound melts to form a Cs(O)
f liquid rather than molecular Cs20.135 Thus, Cs2O(1), like

most of the liquid phase species discussed here is hypothet-
i ical. The free-energy of Cs2O(1) is given by

GT[Cs O; 1] = -82996 + 88.478T - - 19.3T in(T) .2

|

This correlation gives results in good agreement with a cor-
relation recently published by Lamoreaux and Hildenbrand.136
Free-energies of formation were calcula'ted using data for
elements in their reference states from Reference 279a.

Thermodynamic data for the cesium and iodine species are
collected in Table 16.

h. Chromium: Chromium enters the core melt as a con-
stituent of structural steel from the reactor internals.
Two condensed forms of chromium are considered in the

model--Cr(1) and Cr203(1). The vapor species that contain
chromium are Cr(g), CrO(g), CrO (g), CrO3(g), and H Croq(g).2 2
Thermodynamic data for these species are shown in Table 17.

t
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Table 16

Thermodynamic Data for Cesium and Iodine Species

Free-Energies of Formation (cal / mole)

T(K) Cs O(9.) Cs(g) CsOH(g) CsO(g) Cs2(OH)2(g) Cs O(g) Cs I9)2 2 2

(279a) (279b) (279a) (279b) (279a) (279a)

500 -64851 8002 -61735 7365 -145896 -26436 12818
600 -62316 6167 -61466 6053 -141608 -26865 10795
700 -59820 4372 -61163 4779 -137223 -27212 8864
800 -57375 2611 -60831 1536 -132766 -27491 7009
900 -54967 882 -60471 2326 -128247 -27703 5224

1000 -50959 0 -59268 1962 -122041 -26219 5138
i 1100 -45189 O -57187 2482 -114079 -22968 6822

[ 1200 -39676 0 -55109 3001 -106129 -19714 8507
m 1300 -34155 0 -53035 3522 -98193 -16458 10195
'

1400 -28709 0 -50965 4042 -90272 -13201 11883

1500 -23332 0 -48896 4565 -82360 -9938 13575
1600 -18028 0 -46833 5088 -74466 -6673 15266
1700 -12786 0 -44771 5612 -66581 -3405 16958

1800 -7614 0 -42712 6137 -58712 -134 18649
1900 -2499 0 -40655 6665 -50852 +3142 20342

2000 +2549 0 -38601 7193 -43006 6420 22033

2100 7545 0 -36548 7723 -35169 9703 23723.

2200 12477 O -34497 8254 -27344 12989 25413

2300 17360 0 -32446 8788 -19525 16282 27104

2400 22183 0 -30395 9325 -11713 19580 28793

2500 26957 O -28348 9863 -3915 22883 30482

| 2600 31678 O -26295 10405 +3886 26195 32712

| 2700 36356 0 -24244 10951 11679 29514 33864
- 2800 40982 0 -22192 11500 19468 32841 35555

2900 45560 0 -20134 12054 27261 36179 37250

3000 50095 0 -18077 12613 35048 39526 38947

.
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Table 16 (Continued)
.

Thermodynamic Data for Cesium and Iodine Species

Free-Energies of Formation (cal / mole)

T(K) CsI(1) CsI(g) I(g) HI(g) I2(g) (CsI)2 CsO2(g) CsH(g)
|

(294) (294) (279c) (279a) (279a) (294) (294) (294),

500 -77453 -51694 12004 -2413 0 -123998 -29654 20624
j 600 -75691 -52772 10768 -2620 0 -123364 -29178 19432
; 700 -74006 -53803 9524 -2813 0 -122664 -28668 18280

800 -72387 -54794 8274 -2997 0 -121908 -28127 17161
900 -71703 -56629 7018 -3176 0 -122861 -28439 15190

i 1000 -68488 -55852 5757 -3351 0 -118605 -26144 15824
! 1100 -65343 -55070 4491 -3525 0 -114358 -23851 16454,
' H 1200 -62260 -54286 3221 -3696 0 -110118 -21559 17081

$ 1300 -59235 -53499 1948 -3867 0 -105884 -19268 17705'
| 1400 -56262 -52709 +672 -4038 0 -101655 -16978 18325
!

; 1500 -53338 -51916 -608 -4210 0 -97431 -14687 18943
i 1600 -50460 -51122 -1890 -4381 0 -93210 -12397 19558
; 1700 -47624 -50325 -3175 -4552 0 -88992 -10106 20171
'

1800 -44827 -49526 -4463 -4725 0 -84777 -7814 20781
1900 -42067 -48725 -5753 -4897 0 -80563 -5521 21389

2000 -39343 -47921 -7047 -5070 0 -76351 -3226 21996
2100 -36650 -47116 -8342 -5242 0 -72138 -930 22601
2200 -33989 -46308 -9640 -5416 0 -67925 1369 23205

; 2300 -31356 -45496 -10940 -5589 0 -63711 3669 23809
1 2400 -28751 -44685 -12242 -5761 0 -59494 5973 24412

2500 -26171 -43d69 -13548 -5936 0 -55274 8280 25015
) 2600 -23616 -43050 -14855 -6109 0 -51051 10591 25618
' 2700 -21083 -42227 -16164 -6283 0 -46822 12905 26223
| 2800 -18571 -41401 -17475 -6456 0 -42587 15225 26828

2900 -16078 -40570 -18788 -6628 0 -38345 17549 27436

3000 -13604 -39735 -20105. -6803 0 -34095 19879 28046

)

--
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Table 17

Thermodynamic Data for Chromium Species

Free-Energies of Formation (cal / mole)

T(K) Cr(1) Cr O3(1) Cr(g) CrO(g) CrO2(g) CrO3(g) CrO2(OH)22
(279c) (279c) (279c) (279c) (279c) (279c) (295)

500 4732 -216209 77056 31590 -22718 -62105 -155000
600 4430 -210966 73523 28997 -23562 -60450
700 4130 -205789 70018 26440 -24373 -58780
800 3828 -200670 66540 23913 -25157 -57102
900 3526 -195595 63087 21418 -25912 -55412

1000 3225 -190553 59659 18952 -26641 -53710 -127900
1100 2924 -185538 56260 16517 -27343 -51997,

H 1200 2623 -180541 52886 14113 -28016 -50267
o 1300 2321 -175556 49541 11740 -28661 -48521
' 1400 2020 -170575 46226 9400 -29276 -46756

1500 1718 -165591 42940 7094 -29858 -44969 -104100
1600 1420 -160600 39686 4823 -30407 -43158
1700 1129 -155594 36463 2588 -30921 -41320
1800 845 -150574 33272 390 -31401 -39457
1900 573 -145546 30114 -1770 -31843 -37563

2000 313 -140522 26988 -3891 -32249 -35642 -79500
2100 +70 -135488 23896 -5972 -32613 -33684
2200 O -130133 20994 -7857 -32783 -31539
2300 0 -124661 18176 -9649 -32861 -29308
2400 0 -119208 15372 -11419 -32916 -27059

2500 0 -113780 12579 -13171 -32955 -24800 -54700

2600 0 -108366 9798 -14901 -32971 -22522

2700 0 -102973 7027 -16613 -32969 -20232

2800 0 -97595 4265 -18307 -32948 -17926

2900 0 -92233 1511 -19982 -32908 -15606

3000 +1238 -84413 0 -20404 -31614 -12037'

- - - _ _ _ _ _ _ _
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Table 17 (Continued)

Thermodynamic Data for Chromium Species

* Free-Energies of Formation (cal / mole)

T(K) CrOH(g) Cr(OH)2
(287) (287)

500 17143 -60710
600
700
800
900

1000 11307 -48579
1100

1 1200 .
U 1300

7 1400

1500 6556 -35584
1600
1700
1800
1900

~

2000 2778 -21906
2100

j 2200
; 2300

2400,

2500 540 -6944
2600

; 2700
' 2800

2900

3000 583 +10087

i



i. Hydrocen: The hydrogen-bearing species recognized by
the model are H(g), H (g). OH(g), H O(g), and the vapor phase2 2
hydroxides and hydrides of the various condensed species.
Thermodynamic data for species other than the hydrides and
hydroxides have been discussed above.

j. Iron: Iron enters the melt as structural steel from
the reactor, reinforcing bar from the concrete, or as a con-
stituent of concrete. Two condensed forms are considered--
Fe(1) and FeO(1). Ferrous oxide is assumed to be completely
stoichiometric. When pure, ferrous oxide (FeO) is not
stoichiometric. But, when part of a mixture, it is usefully
treated as stoichiometric.

Vaporization is assumed in the model to come only from
FeO. The vapors bearing iron are taken to be Fe(g), FeO(g),
FeOH(g), and Fe(OH)2(g). Thermodynamic data for the iron
species are'shown in Table 18. Murad318 has published spec-
troscopic data which might be used to derive superior thermo-
chemical properties for FeOH(g).

k. Potassium: Potassium becomes part of the core melt
as a result of concrete ablation. The potassium content of
concretes is small typically, and it is tempting to neglect
it. But, potassium is quite volatile and contributes to the
vapors evolved during core melt / concrete interactions to an
extent far beyond its contribution to the condensed phase.
Formally, the condensed potassium species is declared in the

- VANESA model to be K O(1). But, it is recognized that2
potassium will be highly associated with other constituents
of the concrete. Consequently, the activity of K O(1) is2
taken to be 10-8 (see Reference 356). That is, what is actu-
ally present in the melt is not K O but some other material.2
K O is selected as the chemical form simply as a convenience.2,

: Thermodynamic data for K O(1) were calculated from correla-2
| tions found in references 296 and 297. Vapor phase species
! containing potassium are K(g), KOH(g), KO(g), (KOH)2(9).

KH(g), and K2(g). Thermodynamic data for the potassium
j species are presented in Table 19.
1

1. Lanthanum: Lanthanum is an important radionuclide.
A typical inventory of lanthanum in a core melt is about
98 kg. The VANESA model assumes this lanthanum is present
as La2 3(1). Thermodynamic data for La203 solid have been0
tabulated by several authors 262,263,264,290 and these tabula-
tions are in good agreement. Here, the tabulations by
Pankratz264 have been adopted. The data for the solid were

'

extrapolated to temperatures above 2000 K as was described
in connection with extrapolating data for CeO2(s) (see
section f, above). For this extrapolation, heat capacity
data for temperatures less than 2100 K were fit to:

|

-132-

- ____ _ . ,



Table 18

'1hermodynamic Data for Iron Species

Free-Energies of Formation (cal / mole)

T(K) Fe(L) PeO*(L) Fe(g) FeO(g) PeOH(g) Fe(OH)2C9)
(279e) (279a) (279e) (279a) (279a)

' 500 2074 -53252 81021 46739 22502 -69312
600 1896 -52065 77396 44202 -67306
700 1719 -50899 73304 41715 -65285 .

800 1542 -49745 70248 39280 -63251
900 1369 -48588 66736 36904 -61190

1000 1207 -47418 63279 34593 16845 -59100
1100 1076 -46210 59898 32369 -56957
1200 960 -44993 56578 30209 -54780
1300 842 -43788 53303 28099 -52584
1400 704 -42612 50052 26020 -50388

1500 547 -41462 46823 23965 12990 -48191
1600 376 -40333 43617 21939 -45995
1700 196 -39218 40438 19944 -43787
1800 17 -38104 37293 17991 -41564
1900 0 -36819 34341 16250 -39345

2000 0 -35524 31435 14558 10450 -36701
2100 0 -34231 28556 12898 -34239
2200 0 -32945 25703 11264 -31769
2300 0 -31667 22874 9658 -29288
2400 0 -30392 20068 8079 -26793

2500 0 -29118 17284 6528 9335 -24289
2600 0 -27849 14519 4999 -21770
2700 0 -26586 11775 3492 -19239
2800 0 -25321 9048 2011 -16699
2900 0 -24060 6339 553 -14141

3000 0 -22802 3647 884 8882 -11576

* Assumed stoichiometric.
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Table 19

Thermodynamic Data for Potassium Species

.

Free-Energies of Formation (cal / mole)

T(K) K O(1) K(g) KOH(g) KO(g) K2(OH)2(g) KH(g) K I9)
2 2

(296,297) (279a) (279b) (279a) (279b) (279a) (279a)

500 -66316 10305 -55634 8953 -139088 21738 16876
600 -63582 8340 -55409 7569 -134994 20470 14688'

700 -60902 6412 -55151 6219 -130808 19241 12586
800 -58273 4514 -54868 4898 -126557 18041 10554

,
900 -55694 2644 -54559 3605 -122250 16868 8585

1000 -53160 798 -54230 2335 -117903 15715 6670

1100 -48618 0 -52858 2112 -111471 15607 6854

1200 -42564 0 -50689 2689 -103450 16295 8642
.

. [ 1300 -36587 0 -48526 3265 -95446 16979 10430
* 1400 -30685 0 -46364 3843 -87451 17663 12224!

1500 -24855 0 -44205 4421 -79470 18343 14019-

! 1600 -19095 0 -42050 4999 -71504 19021 15817

1700 -13403 0 -39898 5577 -63552 19697 17612

1800 -7775 0 -37749 6156 -55612 20372 19412

1900 -2209 0 -35602 6736 -47685 21045 21211
-

!
i 2000 +3292 0 -33457 7317 -39768 21718 23013

2100 8737 0 -31314 7899 -31863 22389 24814

2200 14123 0 -29173 8481 -23970 23060 26616

2300 19451 0 -27035 9063 -16089 23729 28416

2400 24726 0 -24896 9647 -8213 24399 30218

2500 29945 0 -22762 10231 -354 25066 32020

2600 35110 0 -20623 10820 +7510 25738 33828

2700 40219 0 -18489 11405 15354 26406 35628

2800 45283 0 -16355 11994 23195 27075 37432
'

2900 50293 0 -14216 12587 31038 27748 39242

3000 55255 0 -12083 13179 38865 28417 41047

|

|



____

2
Cp[La O3(s)] = 28.617 + 3.4 T/1000 - 322800/T ,

2

Polymorphism of solid La203 320 was neglected in the extrap-
olation. The tendency for La203 to become nonstoichio-
metric under high temperature, reducing conditions was also
neglected.

There appear to be no tabulations of thermodynamic data
for La2 3 in the liquid state. Thermochemical properties ofO
liquid La203 were estimated from

G Eb"2O I Il " T[La O2 3(s)] + AH,(1-T/T,)T 3

where Tm and SHm are the temperature and enthalpy of fusion
O, respectively.of La2 3

Samsonov181 recommends Tm - 2490 1 30 K and AHm = 36000
cal / mole. Coutoures et al.306 measure Tm - 2593 K in air.
Vier 303 recommends Tm = 2590 K. Sibieude and Poex307 con-
sider Tm = 2583 K to be sufficiently accurate for pyrometer
calibration. Here, the melting point of La203 is taken to be
2590 K and the enthalpy of fusion was estimated using proce-
cedures recommended by Vier 303 to be 30501 cal / mole. Free-
energies of formation of the liquid are listed in Table 20.

Vapor phase lanthanum species are considered to be La(g),
lao (g), LaOH(g). La(OH)2(g), La2O(g), and La2 2(g), and0
Late (g). Data for all but the telluride are listed in

,

Table 20. Data for the telluride are listed in Table 30. |
The free-energies of formation found for lao (g) from data in j
reference 289 are about 5 kcal/ mole more negative than values :

recommended by Ackermann and Rauh.308 Uncertainties in the I

data are, however, at least as large as 5 kcal/ mole. Thermo-
dynamic data for La(g) were calculated using conventional
statistical mechanics technique 279a and the 120 energy levels |
below the dissociation limit listed in reference 329. l

. Thermodynamic functions for La2O(g) and La2 2(g) were calcu-0
( lated using vibrational data from reference 336.

In addition to the vapor species listed in Table 20
Wagman et al.291 note the species La2(g)(AHg(298) 146,988=

cal / mole), La20(AHg(298.15) -3203 cal / mole), and (lao)2(9)=

(AHg(298) = -146,606 cal / mole). These species were not con-
sidered in earlier versions of the VANESA code, but have
been added recently.

| m. Mancanese: Manganese can enter the core melt from a
i variety of sources. The most important sources are the

-135-
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Tcble 20

Thermodynamic Data for Lanthanum Species *

Free-Energies of Formation (cal / mole)

2@ 220 M03 T(K) La 0 (s) La 0 9 9 9 223 23
(287) (287)

500 -393759 -369146 87550 -38451 -19193 -141968 -13475 -138768
600 -386955 -363520 84502 -40225 -15744 -139021
700 380216 -357958 81473 -41955 -17931 -139207
800 -373549 -352470 78456 -43656 -20057 -139351
900 -366931 -347029 75454 -45322 -22116 -139444

1000 -360372 -341648 72460 -46965 -22111 -131364 -24128 -139504
1100 -353828 -336281 69492 -48565 -26057 -139495
1200 -347217 -330848 66588 -50089 -27828 -139341
1300 -340332 -325141 63848 -51432 -29239 -138839
1400 -333501 -319487 61107 -52765 -30623 -138320

1500 -326653 -313817 58399 -54052 -23733 -119392 -31914 -137718

4 1600 -319890 -308231 55670 -55349 -33216 -137136
to 1700 -313099 -302618 52978 -56599 -34418 -136464

i 1800 -306353 -297050 50285 -57839 -35596 -135776
1900 -299660 -291534 47585 -59077 -36763 -135084

2000 -292958 -286010 44908 -60284 -24567 -106744 -37856 -134325
2100 -286333 -280563 42214 -61499 -38962 -133586
2200 -279661 -275068 39559 -62668 -39963 -132747
2300 -273131 -269716 36853 -63879 -41044 -131995
2400 -266517 -264279 34205 -65023 -41984 -131108

2500 -259 % 0 -258900 31545 -66176 -25034 -93858 -42926 -130227
2600 -253414 -253540 28893 -67310 -43829 -129314
2700 -246956 -248252 26221 -68458 -44752 -128423
2800 -240466 -242939 23579 -69572 -45593 -127457
2900 -234059 -237709 20910 -70703 -46466 -126527

3000 -227627 -232456 18270 -71800 -25166 -80745 -47263 -125524

*see also Late (g) tabulated with the tellurium species
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|

steels used for the reactor vessel and its internal struc-
tures. Manganese is a low concentration constituent of
these alloys and it is tempting to neglect it. But,

,

manganese is quite volatile and contributes to vapors I

evolved from core debris to an extent far in excess of its !

contribution to the condensed phase melt. Manganese is !

| assumed in the VANESA model to partition completely into the
t metal phase. It is likely to be incorrect when zirconium

metal in the core melt has been oxidized to ZrO 2-

Thermodynamic data for Mn(1) were taken from Ref-
| erence 293. Thermodynamic data for MnO(1) were found
I by extrapolating data from Reference 319 for tempera-

tures between 3000 and 2058 K to lower temperatures assum-
ing the liquid had a constant heat capacity of 14.5 cal /,

1 mole-K.

The vapor phase forms of manganese considered in the
model are Mn(g), MnO(g) (a recent addition), MnOH(g), MnH(g),
and Mn(OH)2 (g). Data for MnH(g) were calculated from
spectroscopic data found in References 313 and 314. Data
for Mn(g) were calculated using the 268 energy levels listed
in Reference 337. Thermodynamic data for the manganese
species are shown in Table 21.

T

1 n. Molybdenum: Molybdenum is an important radionuclide
and is a low-concentration constituent of structural steel

. used in a reactor. As noted above in the discussion of phase'

partitioning of melt constituents, molybdenum is assumed to
partition into the metal phase as Mo(1). This partitioning

,'

is probably reversed once chromium and zirconium are oxidized
from the melt. Then molybdenum would begin to concentrate in
the oxide, phase, probably as moo 2(1), at a mass-transport,

{ controlled rate.

The vapor phase chemistry of molybdenum is rich and
; readily accessible for experiments. Data for the vapor
| species Mo(g), moo (g), moo 2(g), moo 3(g), and moo (OH)2(9)2

were obtained from the JANAF Tables.279 Thermochemical
properties for (moo )2 and (moo 3)3 were obtained for the tem-3
perature range of 1500-1800 K using partial pressure measure- i

; ments by Ikeda et al.309 and the expression:

, -

p(moo )
GT[(moo )n] = nG E - "3 T 3 n !

*

, _ moo |3 .

The partial pressure measurements by Ikeda et al. seem in
good agreement with those by Burns et al.310 Values of

-137-
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Table 21

Thermodynamic Data for Manganese Species

Free-Energies of Formation (cal / mole)

T(K) Mn(1) MnO(1) Mn(g) MnO(g) MnOH(g) Mn(OH)2(g) MnH(g)

(290) (319) (293) (290,289) (287) (287)

500 -73861 50870 13071 -2972 -94668 49836
600 -72590 10769 47234
700 -71370 8517 44827
800 -70188 41180 6314 42202
900 -69033 4157 39757

1000 -67893 34950 2055 -7650 -83208 37364

1100 -66719 31950 41 35066
1200 -65557 28964 -1931 32794

b 1300 -64405 26035 -3867 .
30564

$ 1400 -62246 23152 -5749 28388
i

1500 -62032 20360 -7539 -10598 -70233 26295

1600 0 -60617 17780 -9124 24419
1700 0 -59157 15272 -10638 22601

1800 0 -57691 12782 -12114 20821

1900 0 -56220 10320 -13553 19049

2000 0 -54745 7900 -14957 -11077 -55078 17337
2100 0 -53263 -16331 15663
2200 0 -51776 3152 -17670 13998

2300 0 -50284 -18980 12358

2400 1499 -47066 0 -18767 12239

2500 3784 -43324 0 -17735 -6703 -35327 12939

2600 6046 -39599 O -16702 13640

2700 8285 -35892 0 -15665 14340

2800 10502 -32201 0 -14629 15042

2900 12696 -28525 0 -13588 15740

3000 14870 -24865 0 -12549 +5257 -8199 16443

___ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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|

G [(moo )n] were fit to equations that are linear inT 3
temperature:

.690 T - 216259GT[(moo 3}2]
=- gg,

1
9.021 T - 3M727GT[(moo )3] =-

3 g1,

|

] and these linear equations were used to extrapolate the data
to higher and lower temperatures.

Ikeda et al.309 report two sets of measurements of

(moo 35 atthe partial pressures of (moo )3, (moo 3)4, and 33
800-900 K. These data were used to find thermodynamic prop-
erties of (moo 3)4 and (moo 3)5 using the expressions:

;
_ _

( 34 3 4
GT[(moo 3)4] =7 G[(moo )3] - T in

3 4/3

_p(moo )3_3
'

and

-
. .

5 (moo )53
00 )3] - T inGT[(moo )S) "3 [( *

3 3 5/3
p(moo

_ 3 ) 3_
i

'
The data by Ikeda et al. seem superior to similar data pub-
lished in Reference 311. The results of the calculations
with the two data sets by Ikeda et al. were averaged and fit
to:

GT[(moo )4] = -325506 + 51.75 T3 gy,

of,; GT[(M 0 )S] 9 + 5T=- .
3

|

These linear expressions were used to extrapolate the data to
higher and lower temperatures. Free-energies of formation
were found using data for the elements in their reference
states from the JANAF Tables.279
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Thermodynamic data for the molybdenum species are shown
in Table 22.

o. Nickel: Nickel enters the core melt as a
,

constituent of structural steels. It is recognized in the
condensed phase as Ni(1) and NiO(1). Vaporization is

presumed to occur only from the metal phase. The amount of
nickel that is oxidized to NiO(1) is small in typical
calculations. Data for NiO(1) are estimated from data to
1800 K for NiO(s).263

Vapor phase forms of nickel are Ni(g), NiO(g), NiOH(g),
NiH(g), and Ni(OH)(g). Thermochemical properties of NiH(g)
were calculated from spectroscopic data from Refer-
ence 314. Nickel chloride vapors and nickel carbonyl are -

known and perhaps should be added to the speciation used in
VANESA.

Thermodynamic data for the nickel species are shown in
Table 23.

i p. Niobium: Niobium is produced during the fissioning
! of uranium. Another important source of niobium is the

neutron activation of zircaloy cladding on the fuel. Niobium

1 can also enter the melt from 316L stainless steel where it
is used as a carbon getter to improve the machinability oft

the steel. The inventory of niobium in a core melt is often
small (typically .<10 kg). Consequently, for many of the
calculations done for the NRC source term reassessment the
niobium inventory was not specified. Niobium was included

,

| in the VANESA model because it has been used as a fission-
product simulant in some melt / concrete interactions tests.

Niobium is assumed to be present in the melt as
NbO(1). There are other stable, condensed forms of niobium--
NbO2(1), Nb 05(1), and Nb(1). The hydrogen-to-steam partial2
pressure ratios at the phase boundaries between these forms
of niobium are given below.

P H 0' *H2 2

Phases 1500 K 2000 K 2500K

Nb 0 ) ) 1
2 5 2

NbO2(1)/NbO(1) 670 87 28

f NbO(1)/Nb(1) 5510 660 200

!
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Table 22

Thermodynamic Data for Molybdenum Species

Free-Energies of Forination (cal / mole)

T(K) Mo(t) Mo(g) Mo0(g) Mo0 (g) M 0 I9I "2" 0 (g) M OH(g) Mo(OH)2(I} (H 0 }2 (M 0 )3 (MOO )4 (moo )$2 3 4 3 3 3 3
(279e) (279e) (279a) (279a) (279a) (279a) (287) (287)

500 8197 139239 79839 -8279 -79416 -177825 64040 -35199 -215378 -365899 -135179 -174111
600 7850 135640 77400 -9218 -78014 -172726 -213513 -360600 -93736 -121321
700 7502 132063 74993 -10130 -76610 -167660 -211046 -354398 -51089 -67026
800 7155 128508 72614 -11020 -75205 -162633 -208060 -347418 -7404 -11434
900 6808 124972 70262 -11887 -73796 -157636 -204606 -339735 +37217 +45329

1000 6459 121455 67931 -12737 -72386 -152675 57708 -24926 -200746 -331444 82650 103107
1100 6112 117956 65624 -13569 -70975 -147746 -196463 -322518 128929 161942
1200 5765 114475 63336 -14385 -69560 -142845 -191850 -313067 175868 221602
1300 5417 111011 61068 -15183 -68142 -137972 -186906 -303179 223469 282089
1400 5069 107564 58819 -15966 -66718 -133123 -181655 -292801 271684 343344

1500 4722 104135 56593 -16730 -65287 -128292 52204 -14033 -176110 -281983 320487 405334
1600 4375 100723 54384 -17477 -63849 -123483 -170290 -270752 369840 46A012,

ra 1700 4027 97328 52195 -18207 -62402 -118687 -164214 -259136 419705 531329
[[ 1800 3680 93951 50027 -18919 -60946 -113907 -157889 -247147 470068 595269
e 1900 3331 90590 47880 -19612 -59479 -109136 -151322 -234795 520915 659814

2000 2984 87248 45749 -20289 -58003 -104378 47282 -2842 -144523 -222095 572226 724939
2100 2637 83925 43644 -20943 -56512 -99623 -137508 -209071 623969 790604
2200 2289 80620 41559 -21578 -55007 -94874 -130271 -195714 676156 856824
2300 1944 77334 39494 -22194 -53489 -90129 -122835 -182059 728741 923542
2400 1601 74066 37455 -22783 -51949 -85377 -115192 -168091 781740 990777

2500 1263 70818 35435 -23359 -50402 -80640 42917 +8652 -107343 -153819 835151 1058527
2600 931 67590 33443 -23904 -48827 -75884 -99309 -139266 888932 1126739
2700 607 64382 31473 -24429 -47237 -71130 -91075 -124414 943113 1195452
2800 291 61195 29531 -24925 -45622 -66365 -82653 -109279 997670 1264634
2900 0 58042 27641 -25373 -43961 -61564 -74004 -93804 1052681 1334384

3000 0 55191 25982 -25587 -42072 -56552 39437 +20820 -64756 -77431 1108890 1405632
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Table 23

' Thermodynamic Data for Nickel Species

Free-Energies of Formation (cal / mole)

T(K) Ni(1) NiO(1) Ni(g) NiO(g) NiOH(g) Ni(OH)2(g) NiH(g)

(279e) (279e)

500 2801 -36718 84662 53561 28953 -52276 69844
600 2549 -35142 81097 51362 67365
700 2318 -33587 77567 49220 65087
800 2094 -32045 74060 47121 62594
900 1872 -30518 70572 45058 60273 ;

1000 1651 -29004 67101 43026 24830 -41970 57983
1100 1430 -27505 63647 41026 55726

i 1200 1210 -26013 60212 39055 53471

[ 1300 991 -24535 56796 37113 51298
w 1400 766 -23065 53396 35199 49123

.

1500 536 -21604 50017 33312 21475 -30849 46976
1600 303 -20147 46658 31455 44855
1700 66 -18700 43317 29625 42759
1800 0 -17092 40170 27991 40859
1900 0 -15206 37108 26452 39050

2000 O -13293 34066 24935 19368 -18600 37262
2100 0 -11308 31043 23446 35500
2200 0 -9260 28038 21975 33755
2300 0 -7148 25050 20532 32029
2400 0 -4975 22079 19107 30330

2500 0 -2743 19124 17702 18434 -5310 28646
2600 0 -459 16184 16315 26978
2700 0 +1882 13259 14951 25327
2800 0 4275 10349 13603 23694
2900 0 6717 7453 12272 22075

|

3000 O 9207 4570 10959 17983 +8350 20472
|

_ _ _ _ _ _ _
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Clearly, at very high hydrogen to steam partial pressure
ratios, such as those arising when Zr and C are present in
the melt, Nb 0 (1) will be reduced certainly to NbO (1) and2 5 2perhaps to Nb(1). Once Zr and C have been oxidized, the
oxygen potentials of the melt are sufficiently high that
Nb 02 5 could be the stable chemical form.

Thermodynamic data for the niobium species are listed in
Table 24.

q. Ruthenium: Ruthenium is an important radionuclide.
A typical inventory of ruthenium in a core melt is about
170 kg. Ruthenium is presumed to be present in the melt as
Ru(1) and to partition exclusively into the metal phase.
Its activity coefficient in the metal phase is assumed to be
one. Kaufman and Bernstein330 have attempted to model phase
relationships in the Fe-Ru system and have found good agree- |
ment between model predictions and data when the ruthenium
activity coefficient is taken to be:

RT in(Y[Ru]) = -1800[1-X(Ru)]2 ,

The vapor species containing ruthenium recognized by the
VANESA model are Ru(g), RuO(g), RuO2(g), RuO (g), and3RuO (g). Thermodynamic data for the ruthenium species are4
listed in Table 25.

Thermodynamic data for Ru(1) were found by extrapolating
to lower temperatures data listed in Reference 293. For thisextrapolation, liquid ruthenium was assumed to have a con-
stant heat capacity of 10 calories per mole-degree.

Thermodynamic properties for Ru(g) were found by statis-
tical mechanic calculations using the 328 energy levels below
the dissociation limit listed in Reference 330.

Thermodynamic functions for RuO(g) were calculated from
spectroscopic data.314 Molecular distortion in the excited
electronic states was neglected. Reasonable agreement with
the thermodynamic functions published by Pedley andMarshall 289 is achieved by assuming both the ground state
and the first excited electronic state are five-folddegenerate.

Norman et al.325 report that the entropy change asso-
ciated with the reaction

Ru(s)' + O24 RuO2(9)

-143-
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Table 24

Thermodynamic Data for Niobium Species

Free-Energies of Formation (cal / mole)

T(K) Nb O I) ) I9) I9) 2(g) (OH)(g) NMOH) 2 59)2 S
(279c) (279c) (279c) (279c) (279c)

500 -388339 5806 157249 35677 -51331 61903 -75488
600 -378738 5545 153611 33407 -51945
700 -369256 5285 149967 31170 -52533
800 -359881 5025 146321 28961 -53101
900 -350597 4765 142676 26776 -53649

1000 -341395 4505 139035 24615 -54177 58328 -65610
,

| 1100 -332275 4245 135398 22476 -54691
1200 -323221 3984 131767 20357 -55187,

e 1300 -314293 3724 128144 18257 -55667
1400 -305541 3464 124528 16177 -56132

1500 -296946 3203 120920 14115 -56581 55561 -55130
1600 -286497 2944 117322 12072 -57014
1700 -280181 2683 1137a1 10046 -57432
1800 -271991 2423 110150 8037 -57835
1900 -263914 2161 106578 6045 -58223

2000 -255947 1900 103016 4072 -58595 53323 -44405
2100 -248073 1637 99465 2116 -59949
2200 -240295 1376 95923 +178 -59288
2300 -232600 1116 92392 -1742 -59610
2400 -224978 860 88872 -3643 -59912

2500 -217437 607 85363 -5526 -60199 51531 -33490
2600 -209952 360 81866 -7389 -60463
2700 -202528 118 78381 -9232 -60710
2800 -194926 0 75025 -10939 -60820
2900 -187151 0 71792 -12514 -60798

3000 -179441 0 68564 -14077 -60763 50752 -21771

_



- .. - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ .

Tablo 25

Thermodynamic Data for Ruthenium Species

Free-Energies of Formation (cal / mole)

T(K) Ru(1) Ru(g) RuO(g) RuO2(g) RuO I9) " 4(g) uOH(g) Ru(OH)2 59)3

(287) (287)
500 2453 136863 75787 30889 -12530 -26097 71144 5384
600 2624 133114 73220 30957 -11272 -22523
700 2725 129361 70674 31028 -10021 -18975
800 2780 125618 68159 31113 -8765 -15441
900 2776 121863 65653 31192 -7523 -11938

1000 2752 118128 63188 31296 -6262 -8431 64116 14438
1100 2678 114378 60724 31389 -5019 -4956
1200 2594 110651 58302 31512 -3752 -1470

[ 1300 2464 106908 55878 31621 -2503 +1986,

y 1400 2334 103192 53496 31761 -1226 5459

1500 2157 99465 51115 31894 +39 8910
1600 2003 95764 48774 32059 1334 12382 57908 24106

. 1700 1805 92052 46433 32215 2616 15832
1800 1614 88369 44130 32500 3924 19299
1900 1397 84680 41834 32588 5233 22760

2000 1190 81018 39575 32804 6568 26240 52315 34104
2100 961 77352 37321 33020 7900 29709
2200 743 73713 35105 33269 9265 33206
2300 507 70071 32896 33518 10627 36693
2400 283 66456 30723 33800 12O20 40207

2500 52 62847 28568 34095 13427 43729 47329 44454
2600 0 59429 26611 34583 15025 47437
2700 0 56060 24715 35129 16679 51196
2800 0 52732 22868 35719 18376 54993 1

2900 0 49387 21014 36298 20062 58775

3000 O 46079 19207 36923 21793 62599 43597 55847
1
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!

is ASrxn - -1.5 e.u. at 1500 K. This implies .the entropy of
RuO (g) at 1500 K is about 77.22 e.u. These authors also |2
report the heat of reaction is 29700 1 1000 calories per
mole at 1500 K.

|

To calculate the thermodynamic functions for RuO2(g), the i

Ru-O bond length was taken to be 1.71 A* which is about the
average of the Ru-O bond lengths in RuO(g) and RuOg(g). The

| molecule was assumed to be linear. A similar assumption has

i been made by Brewer and Rosenblatt331 and can be criti-
' cized based on theoretical calculations by Walsh.332
t

To calculate vibrational contributions to the thermody-
namic functions, a normal coordinate analysis of RuO2(g) was

j undertaken using a Urey-Bradley force field. The force field
! was parameterized using values found by Muller et al.332 for
i RuO4(g). The entropy of RuO2(g) implied by the work of Nor-

man et al. was well matched when the molecular vibrations,

were taken to be 900 cm-1 for both the symmetric and asymmet-
,

ric stretches and 430 cm-1 for the doubly degenerate bending
,

i motion. Substantial alterations of the Urey-Bradley force
field constants were necessary to match the measured entropy'

if RuO2(g) was assumed to be bent. Based on the results.

of the calculations and the heat of reaction reported by
4

Norman et al., the heat of formation of RuO2(g) at
i

298.15 K was found to be 30800 1 2000 cal / mole.'

Thermodynamic functions for RuO3(g) are based on rigid.

rotor / harmonic oscillator calculations. The Ru-O bond length
;

i was taken to be 1. 71 A* . Vibrational analysis was done
assuming a Urey-Bradley force field and using the Gi matrices

'

developed by Wilson et al.333 The G and F matrices are:

i
j

| Al vibrations

G[1,1] =yO+NRu(1+ cos(a))
{
i

' (1-cos(a))yC[1,2] = G[2,1] =-
Ru

i

G[2,2] = [ 2_ .cos(a))("o + 2npy(1-cos(a))
2 s(a

; \R }
:
!

F[1,1] = K + 4F sin (a/2)

F[1,2] = F[2,1] = 1.8R F sin (a/2)cos(a/2) |
|

F[2,2] =R [H + F{cos (a/2) + 0.1 sin (m/2)}]
|
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E vibrations,
i

G[1,1] =WO + Nu( -cos(a))

(
| G[1,2] = G[2,1) W=

Ru

G[2,2] [(2+cos(n))p0+ ( -cos(a))y=

[R2(1+cos(a))] Ru

2(a/2)]FF[1,1] =K+ [ sin (a/2) - 0.3cos

F[1,2] = F[2,1] -1.9R F sin (a/2)cos(a/2)=

:

F[2,2] =R2[H + F{cos (a/2) + 0.1 sin (a/2)}]

where yo = 0.0625012,

WRu = 0.00989413.

R = Ru-O bond length,

and H, F. K are parameters of the Urey-Bradley force field.
From Reference 322 the parameters are:

K = 6.23 mdyne/A*

F = 0.27 mdyne/A*

H = 0.24 mdyne/A*.

In this way, an entropy at 298.15 K of 68.1 0.4 e.u. was
calculated for variations of a between 89 and 95*, of K
from 6.23 to 6.13 dynes /A*, and of R from 1.71 to 1.706 A*.
These values of the entropy at 298.15 K agree well with
those reported in References 326 and 327. They are about 2
e.u. higher than that in Reference 290 and somewhat higher
than the estimate obtained by Bell and Tagami 28 og3

63.7 i 4.0 e.u. The discrepancy between the calculation,

| here and the actual experimental results obtained by Bell
' and Tagami is, however, less than 1 e.u. at 1400 K.

*
Thermodynamic functions for Ruo4(g) were calculated

using the vibrational data published by McDowell et al.321.

i

l
i

-147-

|

- . _ _ . . . . .. __ _ _ .-



. __ . - _. - .. .

I

freauency (cm-1) deceneracy

* 885 1
326 2
935 3
342 3

!

b c = 8756.787 x 10-117 g cm . The resulting func-I 3 6and Ial
tions agree well with those reported by Muller et al.322
but are somewhat at odds with those found in Reference 290.

; r. Silicon: Silicon enters the core melt primarily from
ablated concrete. Many reactor cores do contain a borosili-'

cate glass as a burnable poison, and silicon is a common
impurity in steels. These sources of silicon pale in com-

,

parison to the source provided by ablating concrete. Some'

types of concrete are made using silica-rich aggregate. It
has been common in the nuclear safety field to refer to such
concrete made with siliceous aggregate as " basaltic" con-
crete. In fact, few concretes used for structural applica-
tions employ basalt aggregate, and basalt is one of the
siliceous rocks least enriched in silica.

The silicon in many rocks is not present as SiO2-
Rather, it is present as silicates such as calcium or iron q
silicates or potassium aluminum silicates. Even when actual
SiO2 is present in the concrete, the melting of the concrete
will lead to silicate formation. Only when granitic or

] granodiorite aggregates are used will SiO2 be incorporated
j into the core melt.
;

The VANESA model assumes silicon to be present in the
melt as SiO2(1). An activity coefficient of one is assigned
to the SiO2 though evidence from the UO -SiO2 Phase diagrams2
suggests the activity should be greater than one. If the

{ silicon is present as silicates, the activity coefficient
should be less than one. Vapor species considered in the,

model are Si(g), SiO(g), SiO2(g). SiOH(g), and Si(OH)2(g). Ai

tri-hydroxide and a tetra-hydroxide are known and should,
perhaps, be added to the list. Of more interest is the
possibility that silicon halide species, and in particular
SiF4(g), could form and be important to the vaporization of
silicon. The source of the halides is, of course, the com-
plex aggregates used to make concrete.

Thermodynamic data for the silicon species are presented
in Table 26. )

s. Silver: The primary source of silver in a core melt,
'

is from the silver-indium-cadmium control rods used in pres-
'

surized water reactors (PWRs). Some debate has occurred over
:
1

!

,
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Table 26

Thermodynamic Data for Silicon Species

Free-Enercies of Formation (cal / mole)
T(K) SiO2 ( 9. ) Si(g) SiO(g) SiO2(g) SiOH(g) Si(OH)2(g) SiH(g) Si I9) EI I9)2 3

(279a) (279a) (279a) (279a) (287) (287) (279e) (279a) (279a)
500 -194690 89882 -34694 -73534 5328 -101788 76502 118148 126846
600 -190490 86326 -36761 -73593 73875 113671 121919
700 -186311 82783 -38801 -73640 71281 109230 117044
800 -182159 79251 -40817 -73679 68710 104814 112212
900 -178028 75734 -42809 -73708 66165 100428 107432

1000 -173921 72229 -44782 -73730 678 -88534 63637 96061 102690
1100 -169837 68737 -46736 -73746 61128 91716 97990
1200 -165772 65257 -48672 -73755 58635 87392 93331,

e 1300 -161728 61790 -50590 -73758 56157 83087 88711
1400 -157699 58335 -52491 -73753 53694 78806 84131

1500 -:L53687 54892 -54374 -73741 -3247 -74732 51246 74545 79591
1600 -149691 51459 -56244 -73722 48809 70306 75084
1700 -145611 48145 -57992 -73589 46493 66298 70931
1800 -140952 45445 -59118 -72844 44794 63523 68631
1900 -136321 42753 -60237 -72096 43104 60761 66351

2000 -131719 40067 -61341 -71340 -4474 -58509 41424 58017 64100
2100 -127139 37388 -62435 -70582 39752 55284 61869
2200 -122586 34715 -63522 -69819 38087 52563 59658
2300 -118052 32045 -64598 -69053 36431 49857 57468
2400 -113539 29384 -65661 ~68279 34784 47165 55299

[ 2500 -109047 26726 -66721 -67506 -4088 -40925 33140 44482 53143
2600 -104572 24073 -67768 -66725 31506 41813 51009
2700 -100118 21422 -68807 -65942 29877 39151 48886
2800 -95679 18779 -69839 -65150 28256 36507 46786
2900 -91254 16139 -70861 -64358 26642 33870 44694

3000 -86849 13499 -71878 -63562 -3469 -23317 25030 31238 42613

- ________________ _ __ _ _- .--
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1

the extent to which silver from these control rods will be |

vaporized during the course of core degradation and conse- |
quently be unavailable for the melt / concrete interactions.

! For most of the calculations done in the NRC source tera
: reassessment, it was assumed that there would be extensive

formation of aerosols. from silver during core degradation.
More recent analyses suggest that there would be little
silver loss in-vessel.

The VANESA model assumes silver to be present as Ag(f.)
i and that it dissolves exclusively in the metallic phase of |

the core melt. This dissolution of silver is questionable.
The solubility of silver in iron is quite limited even when
both metals are liquid. It is also assumed in the model
that the activity coefficient of silver is one. The

] activity coefficient of silver in iron at 1873 K is in
reality much larger than one as was discussed above.i

Vapor species involving silver recognized in the model
are Ag(g), AgO(g), AgH(g), AgOH(g), and Ag(OH)2(9)- A92(9)
and Ag3(g) are known species that may contribute to Ag
vaporization.180 Thermodynamic properties of AgH(g) were
calculated from spectroscopic data from Reference 314.
Vapor-phase silver halides can be formed and may be i

! important to the vaporization of silver.

Thermodynamic data for the silver species are listed in
Table 27. '

t. Sodium: Sodium is treated in a fashion completely
similar to the treatment of potassium. The thermodynamic
data for sodium species are listed in Table 28.

u. Strontium: Strontium is an important radionuclide.,

A typical strontium inventory in a core melt will be about
i 60 kg. The chemistry of strontium is very similar to that
! of barium. The two elements are treated very much the same

,

j way in the VANESA model. Thermodynamic data for the stron- |

| tium species are shown in Table 29.

v. Tellurium: Tellurium is a very important fission
i product. Typically there will be about 25 kg of tellurium in
i a core melt. Tellurium is, by itself, quite volatile and it
j might seem surprising that the tellurium inventory has not
j been vaporized completely prior to the onset of core debris
! interactions with concrete. Empirical evidence from radio-

nuclide release experiments has been used to suggest that
tellurium binds to unoxidized zirconium.341 The evidence
for this binding is not overwhelming and recent studies sug-
gest tellurium may be vaporized as SnTe.299 In any event,
typical accident calculations suggest that much of the tel-
lurium inventory of the core is still present when interac-
tions with the concrete begin.2

-150-
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Table 27

Thermodynamic Data for Silver Species

Free-Enerales of Formation (cal / mole)
T(K) Ag(t) Ag(g) AgO(g) Ag (g) Ag A g g) Ag M 92 3 2

(289,293) (287) (287)

500 1480 52406 57273 77376 119165 5216 -3498 52204
'

600 1285 49369 54945 73488 114657 50046
700 1090 46355 52641 69666 110224 48059
800 735 43205 50360 65580 105379 45841
900 699 40397 48101 62190 101562 43784

1000 500 37454 45866 58539 97337 3658 +7705 41752
1100 290 34530 43653 54935 93172 39745
1200 74 31626 41462 51379 89069 37761

h 1300 0 28891 39440 48167 85470 35945
1400 0 26253 37518 45155 82164 34226

1500 0 23637 35617 42192 78922 3241 +20226 32531
1600 0 21040 33739 39273 75741 30856
1700 0 18463 31879 36396 72619 29199
1800 0 15904 30039 33560 69550 27563
1900 0 41361 28218 30763 66537 25940

2000 0 Acd34 26414 27999 63569 3748 +33597 24336
2100 0 8322 2462$ 25258 60648 22746
2200 0 5825 22852 22569 57773 21170
2300 0 3343 21094 19904 54947 19607
2400 0 873 19349 17263 52157 18063

2500 1584 0 19190 17823 54167 6046 +48647
2600 4030 0 19916 20131 58800
2700 6464 0 20644 22442 63438
2800 8884 0 21369 24748 68070 .
2900 11297 0 22099 27063 72719

3000 13697 0 22827 29374 77362 19321 +74574

1
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Table 28

Thermodynamic Data for Sodium Species

Free-Energies of Formation (cal / mole)

T(K) Na O(1) Na(g) NaOH(g) NaO(g). Na2(OH)2(g) NaH(g) Na2(9)2

(279a) (279a) (279b) (279a) (279b) (279a) (279a)

500 -75476 13890 -48001 11373 -128607 21550 18409
600 -72837 11757 -47910 9884 -124654 20199 16041

700 -70316 9660 -47788 8429 -120609 18890 13757

800 -67893 7593 -47641 7004 -116497 17612 11545

900 -65560 5550 -47471 5603 -112335 16359 9390

1000 -63306 3529 -47284 4224 -108137' 15125 7285

1100 -61126 1526 -47082 2864 -103913 13907 5222

1200 -58089 0 -46406 1981 -98744 13165 4119

h 1300 -52090 0 -44207 2626 -90535 13947 5073
1400 -46176 0 -42012 3270 -82341 14726 8030

1500 -40337 0 -39819 3916 -74157 15504 9990

1600 -34569 0 -37629 4563 -65989 16279 11955

1700 -28867 0 -35441 5212 -57830 17055 13922

1800 -23229 0 -33258 5860 -49689 17827 15889

1900 -17649 O -31075 6510 -41557 18599 17860

2000 -12127 O -28897 7158 -33442 19368 19829
2100 -6658 0 -26721 7809 -25337 20136 21799

2200 -1236 0 -24546 8461 -17242 20904 23774

2300 +4135 0 -22374 9112 -9160 21671 25746

2400 9466 0 -20200 9768 -1081 22439 27724

2500 14746 0 -18034 10419 +6974 23201 29695

2600 19993 0 -15863 11076 15034 23968 31673

2700 25194 0 -13697 11731 23076 24731 33646

2800 30357 0 -11533 12387 31110 25494 35621

2900 35491 0 -9364 13047 39147 26261 37602

3000 40584 0 -7201 13705 47165 27022 39577

. - - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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Tablo 29

Thermodynamic Data for Strontium Species

Free-Energies of Formation (cal / mole)

T(K) S rO ( 9. ) Sr(g) SrO(g) SrOH(g) Sr(OH)2(g) SrH(g)

(279c) (279b) (279c) (279d) (279d) (291,292)

SCO -114858 25883 -12061 -52137 -132392 40898
600 -113160 23315 -13723 -52629 -130321 38796
700 -111477 20792 -15337 -53077 -128225 36744
800 -109804 18315 -16904 -53482 -126103 34742
900 -108117 15901 -18404 -53825 -123933 32803

1000 -106424 13538 -19851 -54119 -121729 30914
1100 -104624 11326 -21145 -54265 -119389 29174
1200 -102755 9223 -22329 -54305 -116955 27543h 1300 -100895 7148 -23482 -54320 -114508 25938
1400 -99045 5100 -24609 -54311 -112047 24359

1500 -97205 3076 -25711 -54279 -109573 22803
1600 -95375 1075 -26791 -54229 -107091 21268
1700 -92650 0 -26947 -53253 -103690 20660
1800 -88881 0 -26033 -51206 -99229 21125
1900 -85143 0 -25125 -49161 -94776 21588 ,

2000 -81433 0 -24225 -47119 -90335 22052
2100 -77753 0 -23333 -45078 -85902 22516
2200 -74104 0 -22453 -43039 -81478 22979
2300 -70483 0 -21584 -41002 -77061 23442
2400 -66888 O -20728 -38964 -72648 23907

2500 -63321 0 -19887 -36130 -68249 24369
2600 -59776 0 -19060 -34892 -63847 24838
2700 -56254 0 -18249 -32857 -59454 25305
2800 -52753 0 -17453 -30820 -55065 25775
2900 -49272 0 -16673 -28781 -50674 26246

3000 -45809 0 -15908 -26742 -46291 26722
1

d

_ _ _ _ - - - _ _ _ _ - _ - - - - _ _ _ _ _ - - - -- - - _ _ - _ - _ _ -. - - - - _ _ _ _ _ _ _ - _ _



The VANESA model assumes tellurium to be present as
Te(1) and that it partitions into the metal phase. The
vapor species in the Te-O-H system recognized by the VANESA
model are Te(g), Te2(g), TeO(g), TeO2(g). Te202(9).

H Te(g). Thermodynamic data for all ofTeO(OH)2(g), and 2
these vapor species except TeO(OH)2(g) were obtained from
conventional sources as indicated in Table 30. Data for
TeO(OH)2(g) were derived from equilibrium constants for
the reaction

TeO(OH)2(9)+ H O(g)TeO2(s) 42

reported by Malinauskus et al.312 Experimentally deter-
mined equilibrium constants, K were fit to the expressionp,

in Kp = A + B/T

to determine A = 7.58924 and B = -15307.4. Then the Gibbs
free-energy for TeO(OH)2(g) was found at 800, 900, and
1000 K from

G [TeO(OH)2;g] =GT(TeO2: 8) +GT(H O) - RT in KT 2 p

where GT(TeO2;g) and GT(H O) were taken from Reference 290.2
These results were then fit to

GT[TeO(OH)2;g] -89209 - 106.045 T cal / mole=

and this expression was used to extrapolate the Gibbs energy
to higher and lower temperatures. Free-energy of formation
data were derived using reference state data for Te from Ref-
erence 293 and data for O2 and H2 from Reference 279a.
Results of these calculations at 1000 K agree to within
about 3 kcal/ mole with results obtained with data for

TeO(OH)2 from Reference 2.

Mixed metal tellurides can also form in the gas phase
over core debris. The species considered here are Late (g),
AgTe(g), SbTe(g), and SnTe(g). Thermodynamic data for
Late (g) were taken from Reference 288. These data were
extrapolated to temperatures above 2000 K by assuming the i

free-energy function (-[GT(Late (g)) -H298]/T) to be a linear
function in the reciprocal of temperature. Thermodynamic

l

-154-
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Table 30

Thermodynamic Data for Tellurium Species

Free-Energies of Formation (cal / mole)

T(K) Te ( 9. ) Te(g) TeO(g) TeOH(g) Te(OH)2(g) Te2(g) TeO(OH)2
(293) (288) (288) (287) (287) (288) (298)

500 1288 34766 7340 -14586 -64772 19462 -82590
600 709 31694 5365 15918 -80042
700 +131 28669 3444 12482 -77049
800 0 26139 2023 10045 -73231
900 0 23792 +790 7979 -68915

'

1000 0 21488 -393 -17083 -51642 6005 -64288
1100 0 19223 -1531 4112 -59380
1200 O 16993 -2630 2289 -54191

h 1300 O 14794 -3691 +531 -48773
1400 O 12624 -4718 -1169 -43123

1500 0 10480 -5713 -14881 -34053 -2816 -37263
1600 0 8360 -6678 -4413 -31201
1700 0 6263 -7615 -5964 -24954
1800 0 4185 -8526 -7472 -18529
1900 0 2128 -9411 -8938 -10403

2000 0 88 -10273 -10024 -14106 -10365 -1618
2100 1936 0 -9176 -7884 +7299
2200 3943 0 -7986 -5222 16348
2300 5936 0 -6790 -2554 25518
2400 7915 0 -5587 +122 34810

2500 9880 0 -4379 -8023 -6945 +2805 44220
i 2600 11834 0 -3165 5497 53736

2700 13775 0 -1945 8199 63361,

2800 15706 0 -719 10912 73087
2900 17626 0 +514 13638 82912

i 3000 19536 0 1752 -307 +25051 16378 92840

i

!
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Table 30 (Continued)

Thermodynamic Data for Tellurium Species

Free-Energies of Formation (cal / mole)

T(K) (TeO)2(g) TeO2(g) H Te(g) AgTe(g) Late (g) SnTe(g) SbTe(g)
2

(288) (288) (288)

500 -28615 -79587 18223 50375 42200 14006 23646'

600 -28995 -79923 17332 46175 38554 10721 19753
700 -29304 -80213 16521 42067 35014 7543 15961
800 -28642 -80008 16228 38481 32000 4906 12690
900 -27629 -79620 16136 35124 29218 2490 9654

1000 -26541 -79189 16102 31837 26520 +143 7193
1100 -25385 -78718 16116 28617 23892 -2169 4836
1200 -24166 -78213 16173 25482 21412 -4346 2545

5 1300 -22890 -77674 16268 22539 19136 -6532 +320

g 1400 -21562 -77106 16396 19736 16918 -8614 -1853
,

1500 -20185 -76511 16553 16992 14772 -10693 -3953
1600 -18762 -75890 16736 14300 12662 -12683 -6026

1700 -17296 -75245 16942 11656 10629 -14653 -8037

1800 -15792 -74577 17169 9062 8638 -16585 -10014

1900 -14250 -73889 17413 8040 8193 -16926 -10419

2000 -12674 -73180 17675 7560 8334 -16696 -10274

2100 -7194 -70517 19886 7099 8635 -16563 -10132

2200 -1540 -67764 22182 6658 8981 -16389 -9959

2300 4112 -65009 24474 6235 9333 -16192 -9768

2400 9763 -62251 26762 5833 9799 -15954 -8535

2500 15412 -59491 29045 10350 -15715 -6027

2600 21059 -56728 31324 10869 -15493 -3512

2700 26704 -53963 33596 11460 -15208 -996

2800 32346 -51195 35863 12128 -14942 +1530

2900 37984 -48424 38123 12814 -14069 4061

3000 43620 -45651 40376 13576 -11325 6596

_ _ _ _ _ _ _ _ _ _ - _ _
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data for AgTe(g), SbTe(g), and SnTe(g) were calculated using
, conventional statistical mechanical methods 279 and spectro-
! scopic data from References 313 and 314. Results obtained
i for SnTe(g) were in close agreement with results cited by
i Mills.288 Results obtained for AgTe(g) and SbTe(g) indicated

greater stability for these species than suggested by the4

i data tabulated by Mills.288 Results obtained for SbTe(g) are
in good agreement with those published recently by Sullivan
et al.315

Sullivan et al.315 also report a dimer (SbTe)2 which is
not considered here.

| Thermodynamic data for the tellurium species are listed
in Table 30.;

w. Tin: Tin is produced as a product of fissioning,
but the most important source of tin is the zircaloy clad on
the reactor fuel. The VANESA model presumes tin to be pres-

: ent as Sn(1) and that it partitions into the metal phase
where it has an activity coefficient of one. Evidence dis-
cussed above can be marshalled to suggest the tin dissolved

! in steel will have a higher activity coefficient. On the
' other hand, tin in zircaloy has an activity coefficient much
, less than one.299 The vapor species recognized for tin

| are Sn(g), SnO(g). SnOH(g), Sn(OH)2(g), and SnTe(g).
| There are several hydrides of tin that could be added to
j this list.

Thermodynamic data for the tin species are shown in
Table 31.

x. Uranium: Uranium is taken to be present in the core-

i melt as urania. No explicit adjustment is made to account
i

! for the variation in the stoichiometry of urania and its |
effects on vaporization aside from the effects on the oxygen
potential. Vapor species containing uranium considered in4

| the model are U(g), UO(g). UO2(g), UO3(g), and
j UO2(OH)2(g). Thermodynamic data for the uranium species

are listed in Table 32.

| Thermodynamic data for UO2(OH)2(g) were estimated from
: Gibbs energy data reported in Reference 316 for the reaction:
!

! UO3(g) + H O(g) -+ UO2(OH )(9)2 2 -

,

.
These data were used to determine GT[UO2(OH)2;g) at 1300,

j 1400, 1500, and 1600 K. Results were correlated by
:

-157-
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Table 31

Thermodynamic Data for Tin Species *

Free-Enercies of Formation (cal / mole)
T(K) Sn(1) Sn(g) SnO(g) SnOH(g) Sn(OH)2(g) SnH SnH (g)

4

500 - 58077 -4712 -2777 -82631 48353 49316
600 0 55670 -6113 46547 52021
700 0 53286 -7457 44798 54416
800 0 50897 -8770 43078 57611
900 0 48499 -10057 41380 60440

1000 0 46089 -11320 -4110 -68368 39697 63263
1100 0 43669 -12564 38027 66894
1200 0 41237 -13789 36365 69944
1300 0 38758 -14994 34714 72968
1400 0 36351 -16185 33070 75944

1500 0 33898 -17359 -4631 -53700 31433 78876
Ci 1600 0 31440 -18519 29802 81727
? 1700 0 28979 -19666 28177 84515

1800 0 26516 -20798 26559 87225
1900 0 24051 -21919 24946 89848

2000 0 21585 -23026 -4680 -38911 23340 93069
2100 0 19118 -24122 21741 94825
2200 0 16652 -25206 20147 97166
2300 0 14187 -26280 18558 99402
2400 0 11724 -27342 16975 101528

2500 0 9259 -28394 -4346 -24026 15396 103538
2600 0 6795 -29436 13824 105439

| 2700 0 4334 -30467 12257 107216
2800 0 1877 -31488 10697 108880
2900 - 0 -31910 9730 111001

3000 - 0 -30467 -1360 -6714 10625 114849

*See also SnTe(g) tabulated with the tellurium species.

- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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Table 31 (Continued)
Thermodynamic Data for Tin Species

,

I
'

Free-Energies of Formation (cal / mole) I;

,
T(K) Sn2(g) (SnO)2(g) (SnO)3(9} ( " }4(9})

'

500 78264 -48133 -97006 -146551
! 600 75324 -50057 -97649 -146356

,

700 72501 -51587 -97700 -145372'
800 69746 -52810 -97292 -143775
900 67051 -53764 -96478 -141639

1000 64408 -54476 -95304 -139020
i 1100 61811 -54971 -93803 -135967'

1200 59255 -55270 -92007 -132521
'

1300 56741 -55382 -89932 -128702
1400 54262 -55327 -87606 -124548

$ 1500 51815 -55113 -85042 -120077'
; 1600 49400 -54751 -82254 -115308
j 1700 47013 -54249 -79259 -110262
q 1800 44654 -53616 -76065 -104951
| 1900 42321 -52857 -72683 -99391
a

'

2000 40013 -51979 -69122 -93590
2100 37728 -50986 -65390 -87561
2200 35466 -49882 -61491 -81311

. 2300 33223 -48678 -57440 -74858
|- 2400 31002 -47371 -53237 -68202
i

| 2500 28799 -45970 -48891 -61355
2600 26614 -44474 -44404 -54320

| 2700 24449 -42889 -39783 -47106
2800 22301 -41216 -35030 -39717

; 2900 21348 -38280 -28382 -29801

.: 3000 24125 -31548 -16041 -12294
f -

.I

$

_____ - _____ __ _ _ _ - -
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j Table 32 i

Thermodynamic Data for Uranium Species
I
i

Free-Energies of Formation (cal / mole)
i

UO III UI9I UOI9) UO I9) UO I9) UO"I9I UIO"I I9 UO IO" 2(9'2 2 3 2 2
1 (301) (301) (300) (300) (300) (287) (287)
1

'

500 -205545 +110256 -5700 -112800 -185400 14180 -75952 -258680
5 600 -202402 106969 -7700 -113100 -184200 -256864

700 -199285 103741 -9600 -113400 -182900 -254528
;

f 800 -196194 100581 -11500 -113700 -181600 -251745
i 900 -193128 97494 -13400 -113900 -180300 -248541

1000 -190089 94482 -15200 -114100 -179000 9132 -67982 -244909
1100 -187076 91549 -16800 -114200 -177500 -240850' ,

1200 -164089 88694 -18400 -114200 -175900 -236440 ;'

8, 1300 -181127 85919 -19900 -114200 -174300 -231749
,

| g 1400 -178192 83225 -21400 -114200 -172700 -226804
,

:i '

- 5500 -175283 77433 -22800 -114000 -171000 6207 -57896 -221455
1600 -172400 74666 -24100 -113800 -169200 -215959 3

j 1700 -169542 71932 -25400 -113600 -167400 -210190
! 1800 -166711 69219 -26600 -113400 -165500 -204157 i

1900 -163906 66527 -27800 -113100 -163700 -197859
i

;- i

i 2000 -161126 63851 -29000 -112800 -161800 4808 -46423 -191311
2100 -158373 61189 -30200 -112500 -159900 -184762

;

2200 -155646 58539 -31300 -112200 -158000 -177988
; 2300 -152944 55900 -32400 -111900 -156100 -171006

2400 -150269 53269 -33500 -111500 -154100 -163812

2500 -147619 50644 -34600 -111200 -152200 4197 -34301 -156408

! 2600 -144996 48025 -35600 -110800 -150200 -149006

| 2700 -142399 45411 -36600 -110400 -148200 -141418

1 2800 -139827 42800 -37600 -109900 -146200 -133655

| 2900 -137282 40191 -38600 -109500 -144200 -125715

i

| 3000 -134762 37584 -39600 -109100 -142100 4182 -21700 -117599
'

:

i



GT[UO2(OH)2 g] - -260621 - 140.536 T .

This correlation was used to extrapolate the Gibbs energy
data to higher and lower temperatures.

y. Zirconium: Zirconium is an important radionuclide.
Typically more than 200 kg of zirconium produced by fission-
ing will be present in a core melt. But, this is a trivial
amount of zirconium in comparison to the amount that is con-
tributed to the core melt by the cladding on the reactor
fuel.

The VANESA model treats two condensed forms of
zirconium--Zr(1) and ZrO2(1). The metallic zirconium
is assumed to be present in the metallic phase and to have
an activity coefficient of one. Evidence presented above

] suggests that the activity coefficient of Zr dissolved in
steel will be somewhat less than one. The analyses described
above concerning gas reactions with the oxide phase raise
questions about whether metallic zirconium will actually be
present. It may have all reacted to reduce the urania so
that uranium metal will be present in the metallic phase of
the core melt.

ZrO2 is presumed to be in the oxide phase and to have
an activity coefficient of one. Evidence from the,

UO -ZrO2 phase diagram suggests that the activity coefficient; 2
' of ZrO2 in UO2 may be somewhat greater than one. Vapor phase

species containing Zr considered in the model are Zr(g),
ZrO(g), ZrO2(g), ZrOH(g), and Zr(OH)2(g). There are several
zirconium hydrides that could be added to this list. Vapori--

zation of zirconium is assumed for the purposes of the VANESA
model to occur only in the oxide phase.

Thermodynamic data for the zirconium species are to be
found in Table 33. Ackermann, Rauh, and Alexander 317 have
recently published data for ZrO2(g) that indicate this
molecule may be more stable than is suggested by data in
Table 33.

At several points in the discussion above it has been
noted that the vapor species recognized by the VANESA model
do not constitute an exhaustive set. Some of the most

] notable omissions are:

1. Halide vapor species formed by reaction HF and
HC1 vaporized from concrete,

i 2. Sulphides formed by reaction with sulfur from gypsum
used in concrete to retard setting of the cement,

i

!

i

-161-
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Table 33

Thermodynamic Data for Zirconium Species

Free-Enerales of Formation (cal / mole)

T(K) ZrO2(1) Zr(g) ZrO(g) ZrO2(g) Zr(OH)(g) Zr(OH)2(g) ZrH(g)

(279a) (279a) (279a) (279a) (287) (287) (279a)

500 -224373 131284 3873 -71830 24626 -89999 110186
600 -220410 127875 1968 -72418 107676
700 -216481 124472 +108 -72972 105213
800 -212581 121083 -1717 -73495 102789
900 -208706 117709 -3508 -73988 100399

1000 -204853 114353 -5276 -74454 19981 -80559 98038
1100 -201024 111016 -7026 -74898 95704
1200 -197166 107750 -8714 -75267 93443

i 1300 -193292 104521 -10359 -75580 91240
1400 -189436 101297 -11999 -75871 89059

'
1500 -185618 98077 -13634 -76140 16656 -70070 86898
1600 -181885 94862 -15268 -76388 84757
1700 -178159 91652 -16904 -76621 82634
1800 -174436 88444 -18538 -76832 80529
1900 -170719 85241 -20172 -77025 78441

2000 -167009 82042 -21809 -77204 -6017 -79236 76368'

2100 -163304 78846 -23441 -77362 74313
2200 -159454 75831 -24906 -77338 72440

2300 -155554 72878 -26303 -77232 70647
2400 -151664 69928 -27696 -77107 68871

2500 -147794 66981 -29086 -76971 -12634 -47343 67108

2600 -143932 64037 -30469 -76813 65360

2700 -140085 61094 -31849 -76644 63626

2800 -136247 58153 -33225 -76457 61904

2900 -132418 55213 -34590 -76253 60199

3000 -128603 52275 -35952 -76040 -11959 -34991 58502

i

- _ _ _ _ _ . - - - -



_

l

3. Hydrides, and

4. Mixed metal species.;

It is not just a matter of speculation that these omitted
,

! species may be important for the vaporization from core melts
interacting with concrete. Some species identified in aero-
sol samples collected during melt / concrete interaction exper-
iments are shown in Table 34. The presence of halides such
kcl and sulphides such as KSbS2, is notable and suggestive
of a richer vapor-phase chemistry than has been considered
in the VANESA model.

Another class of vapor species that has not been consid-
| ered is metal carbonyls. Many metal carbonyls are unstable

at elevated temperatures and would not contribute signifi-'

cantly to vaporization during melt / concrete interactions.
Some such as Ni(CO)q are surprisingly stable. Though evi-
dence of their importance is not available, carbonyls do
merit some further attention.

Because so many potentially important vapor species are
not considered in the VANESA calculations, the results of the
calculations at least with respect to speciation must be con-
sidered lower bounds on the true vaporization.

9. Storace of the Thermodynamic Data

Tabulated thermodynamic data are inconvenient to store in
computer models. Such data are stored in the current imple-
mentation of the VANESA model in terms of parameters derived,

by fitting an equation linear in temperature to the data over
a limited temperature range:

;

AGr(),1) = B[j,1,1] + B[j,1,2]T

where AGg(j,1) = free energy of formation of the ith spe-
cies involving the jth element.

j Values for the parameters, B[j,1,1] and B[j,1,2] are shown in
Table 35. Such simple correlations of thermodynamic data
have been recommended for high temperature studies.342
Though crude, the correlations will reproduce tabulated data
to within about +2 kcal/ mole if suitable corrections are made
when there is a phase change in the reference state for the
element. Earlier versions of VANESA used somewhat different
parametric values based on older data than those in Table 35.

A superior method for storaging thermodynamic data is to
fit the free-energy functions of the species to a polynomial:

-163-
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Table 34

.

Chemical Species Identified in Aerosol Samples
Taken During Melt / Concrete Interaction Tests'

|
,

Metals:
1

Te
Sn
Sb
Cr

Oxides:

SiO2Fe304
ZnFe204 ZnMnO3
Cr203 Na2Cr2 70

Halides:

Cs1
Nacl
kcl

MnCl2
CsFeF4-

i
'

Sulphides:.

Cr4S7
'

KSbS4
.i

I
!

t

i

E

i

i

l

i -164-
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Table 35

Parametric Values for Linear Fits to the
Free-Energies of Formation

r

Species HO H H OH O O CO CO2 2 2 2
a -60202 0 54626 8590 61221 0 -94433.8 -27236.58 13.9079 0 -14.5252 -3.20424 -16.0633 0 -0.12502 -20.444

Species Fe(t) FeO(t) Fetg) FeO(g) FeOH Fe(OH)2
a 0 -60690.4 89117.3 47788.6 18235 -85585.3
2 0 12.6211 -28.617 -16.4727 -3.655 24.5329

[ note a]
Species Cr(1) Cr 0 (t) Cr(g) CrO(g) CrO (g) CrO (g) H CrO,(g)2 3 2 3 2
a 0 -245364 86235.6 34923.3 -27748.9 -77459 -178233 '

8 0 52.633 -29.4334 -19.1964 -2.04107 21.098 49.400
[ note b]

Species N1(1) NiO(1) Ni(g) NiOH N1(OH)2
a 0 -57218.9 93479 24449.5 -70501
8 0 21.9373 -29.7314 -2.282 26.1774 i

(note c) '

5 Species Mo(t) No(g) NoO(g) NoO NoO M5 I I Iw 2 3 2 2 3 2 (NoO )33
e a 9846.5 153160 87315 -7736.1 -88268 -204525 -291258 -492225

8 -3.42752 -32.9923 -20.718 -6.21571 15.173 50.1436 74.1897 136.299
[ note n]

Species Ru(t) Ru(g) RuO(g) RuO (g) RuO (g) RuO,(g) I2 3
a 0 152015 02641.7 29700 -21938.7 -44873.7
2 0 -35.7451 -21.4272 1.5 14.3307 35.6096

[ note o)
>

Species Sn(t) Sn(g) SnO(g) SnOH(g) Sn(OH)2 I"T*III
a 0 71062.5 -117.8 -6016 -100967 -22591.4
2 0 -24.5446 -11.1795 0.668 31.1686 2.791

I

Species Sb(t) Sb(g) SbOH Sb(OH)2 Sb Sb, SbTe2
a O 59377.1 -24861 -103115 39341 16068.1 -17272
8 0 -26.3207 9.4392 34.6706 -20.1311 -4.4583 5.0891 .

(note e]. [ note f] [ note g)

Species Te(1) Te(g)I I TeO(g) TeO III Y*2 2 TeO(OH)2 T'2 H Te02 2 ;

a -39042.3 42665.5 -34710.8 -128552 -125753 -193043 -6452G.6 -27903.2
2 19.5494 -21.3755 12.1422 27.6285 56.4627 95.0007 11.9473 22.7711

(note a) (note 1]
%

[

4
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I
j Table 35 (Continued)

-

!

Parametric Values for Linear Fits to the
Free-Energies of Formation ,

E

Species Ag(t) Ag(g) Ag0H Ag(OH)2
a -50023.8 61805.9 -29225 -50170
8 23.8095 -25.3814 15.573 40.977

(note p] (note q)

Species Nn(t) MnO(t) Mn(g) Mn0H Mn(OH)2
a 0 -102286 61065.7 -45009 -134043

- 8 0 24.4256 -27.3856 16.334 41.1706
[ note 1] (note a]:

l
Species CaO(1) Ca(g) CaO(g) CaOH Ca(OH)2
a -164320 0 -30888.8 -83400 -181654
8 37.838 0 8.58022 18.7607 45.0673

[ note k],

$

) Species A1 0 (1) A1(g) A10 A10H A1 0 A10 A1 0 A1(OH)2 A10(OH)
2 3 2 2 22

'

j a -374635 71220.5 9998.8 -52434 -48675 -50151 -116076 -160346 -116422

S 65.3834 -25.7858 -13.7847 5.69176 -7.41536 2.81036 9.07451 31.2370 10.331
!

! b
] $ Species Na O(1) Na(g) NaOH(g) Na0 Na2(OH)2 nan Na

2 2
' '

a -120262 0 -72401 -5877.2 ~-195334 4004.9 -19614.7

8 53.8745 0 21.7455 6.52036 80.9114 7.67821 19.7252
f
i

K (OH)2 KH Ki Species K O(t) K(g) KOH KO 2 22
a -102623 0 -78776.8 -4337.3 -197654 8293.1 -13012.8

A 52.29324 0 22,7109 5.82946 78.91 6.70902 18.0146

j species siO (t) s1(g) siO s10 (g) siOH si(OH),
2 2

a -222060 94350.9 -38839.9 -05010 -2254.3 -125669I

) S 45.1743 -27.0477 -11.1438 7.32411 -0.841 33.007

i

UO (OH)2i Species UO (1) U(g) UO UO (g) UO (g) 22 2 3

| a -215349 118744 -5200 -118267 -199267 -328948

a 27.013e -26.779 -11.8 2.0 18.s 69.46e6i

|
Species IrO (t) 2rtg) ErO(g) 3rO (g) 2r08 Zr(OH)2 2r(t)

2 2
d a -243016 143305 8292 -76752 6756 -103585 4918

8 38.0834 -30.5455 -14.9321 -0.045 -0.9120 +20.887 -2.314
(note d]

'
,

,

, s , - -
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Table 35 (Continued)

Parametric Values for Linear Fits to the
Free-Energies of Formation

Species Ca 0(t) Cs(g) CsOH(g) Cso(g) Cs (OH)2 Cs O Ca2 2 2 2
e -95606 0 -79662 -3476 -191531 -59396 -117818 40.9015 0 20.5264 5.34 74.0936 32.9214 16.9059

Species 540(1) Ba(g) BaO(g) BaOH Ba(OH)2 *

a -13516e 34466 -75720 -90521 -173806
8 27.133 -16.27 10.8107 14.0164 36.9321

(note ))

Species SrO(1) Sr(g) Sto(g) SrOH Sr(OH)2
e -152900 0 -40250 -86505 -177450
8 35.8252 0 0.11732 19.0232 43.6659

Species La 0 (t) La(g) lao (g) LaOH La(OH)22 3
I e -392621 90072 -37522 -21843 -157733>* 8 53.4425 -26.6068 -11.4459 -1.301 25.534
CH
4

I I aSpecies CeO (t) Ce(g) CeO(g) Ce0H(g) Ca(OH)22
e -239160 96333 -41572 -24994 -133973
8 41.2974 -25.C014 -9.15712 2.6606 27.1386

Species Nb O (1) Nb(g) NbO(g) NbCH Mb(OH)2 MbO IIIy5 2
6e -412132 173642 42613 60090 -88645 -52064

8 77.8143 -35.2791 -19.2143 -3.2438 22.1984 -3.2126

Species Cs!(4) CsI(g) 1(g) HI(g) 1 III2
e ~92450 -64134 19934 -1612 0
8 26.4353 8.11524 -12.9994 -1.72965 0

*ACg(T) = a + ST(K) a) Applies for T > 1805 K. For T < 1805 K. e . 2054. 8 . -1.P63.
b) Applies for T > 2148 K. For T < 2148 K. e 5319. S . -2.404.
c) Applies for T > 1726 K. For T < 1726 e 4094. S . -2.372.
d) Applies for T < 2125 K. For T > 2125 e . O. 8 O.
e) Applies for T < 2378 K. For T > 2370, e . -48384 S . 20.348.
f) Applies for T < 2378 K. For T > 2378, e . O. 8 . O.
g) Applies for T < 2378 E. For T > 2378 e . -187108, 8 81.201.
h) Applies for T > 1997 K. For T < 1997 K. e=0 8 . O.

1

; t

.
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' Table 35 (Continued)

L Parametric Values for Linear Fits to the
| Free-Energies of Formation
.

1b.

I Notes (Continued) i) Applies for T < 1997 K. For T > 1997 K, a = 0, 8 = 0.

j) Applies for T < 2118 K. For T > 2118 K, a = 0, 8 - O.

k) Applies for T > 1767 K. For T < 1767 K, a = 37350, 8 - -21.14,

1) Applies for T < 2330 K. For T > 2330 K, a - -51924, 8 = 22.2832,

7 (m) Applies for T < 2330 K. For T > 2330 K, a = 0, 8 = 0.

l
(n) Applies for T < 2873 K. For T > 2873 K, a = 0, 8 = 0.

!
(o) Applies for T > 2541. For T < 2541, a - 5434.2, 8 = -2.1388.

(p) Applies Lor T > 2437. For T < 2437, a = 0, 8 - O.

(q) Applies for T < 2437. For T > 2437, a = 0, 8 = 0.

m
o

i

e

i

i

,

4

4

i

e
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IG(i.i.T) - H(i.i.298)1g,g , _
T

= a[i,j,1) + a[i,j,2]x + a[i,),3]x2
!

| + a[i,j,4]x3 + a[i,j,5]1n(x) + a[i,j,6]/x

+ a[i,j,7]x in(x)

where x - T/10,000, G(1,j,T) is the free energy of the ith
;

j species involving the j element at temperature T, and t

H(1,j,298) is the enthalpy of the species at 298.15 K. Ani

| effort is underway to switch the current implementation of
: the VANESA model to this data storage method. Parametric
4 values are shown in Table 36. These parametric values were
i obtained by nonlinear least-squares fitting of tabulated
j values of the free-energy function.350 Free-energy func-

tions taken from the JANAP tables or calculated as part of
I this work were fit at 298.15 K and at 100 K increments
j between 300 and 3500 K. Free-energy functions from some
1 other sources were fit only in the temperature range of
i 298.15 to 3000 K. In some cases free-energy function values
I were not available. In these cases, the fit was to values of

-G(i,j,T)/T and AHg(298) was taken to be a parameter equal to
; zero. Estimated thermodynamic properties of monohydroxides
: prepared by Jackson 287 were not employed in this work.
! Rather, the free-energy functions were recalculated using
! structural and vibrational information deduced by Jackson.
| Jackson's estimated properties of the dihydroxides were

used, but the fitting process was constrained so that
a[i,j,3] = a[i,j,4] = a[i,j,7] = 0.

i

| The fit to the polynomial expression is simply a way of
I reproducing for computational purposes the tabulated values
i of the free-energy function and the free-energy of melt and
i vapor species. The polynomial ought not be used to extrapo-
| 1ation beyond the applicable temperature range of 298.15 to
| 3500 K in most cases or 298.15 to 3000 K in some cases. Nor

should the polynomial be differentiated to derive other
thermodynamic properties such as heat capacity, entropy, or

' enthalpy increments.
r

i It should be noted that the correlations for cesium and
| iodide species shown in Table 36 were developed from a recent
! assessment of the applicable data base.355

10. Material Compositions

The material compositions that must be considered in the
analysis of aerosol production during core debris interac-
tions with concrete are:

-169-

!
. . - _ - -__ - _ _.. - - . - - - _- - - - . - _ -
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Table 36

Parametric Values for Fits to the Free-Energy Functions

Parameters (b)

Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)I*I g

H 1.7x10~ $2.4592 8.99920 -11.5069 -0.535448 7.88464 0.218586 10.9317 0
2

-8
H 6x10 40.6169 2.97997 -6.87160 4.04623 5.14533 0.150063 2.54691 52103

Ho 6.3x10' 71.5378 32.4806 -64.0862 27.2162 9.44937 0.236795 31.6799 9318

-8
HO 9x10 60.0565 6.65713 21.4050 -5.20988 4.39921 0.199272 -27.4861 5000

2

HO 1x10'' 71.7494 50.6925 -80.5005 34.4291 9.38704 0.247921 32.7046 -57798h 2w
O
' ~

54.1746 6.02702 -15.2663 7.59333 5.83413 0.161465 7.58793 59554
O 8x10

0 1x10'' 56.8750 -3.60972 24.0527 -6.87305 4.48401 0.175303 -19.9288 0
2

CO 2.6x10' 65.9644 29.5348 -51.5543 29.0582 7.06968 0.201526 14.4314 -26420

CO 1.0x10' 48.2563 -7.95997 60.1207 -18.1687 2.58053 0.192449 -53.5637 -94054
y

Fe(1) 1.49x10 -26.7094 12.4934 11.7840 64.4449 -7.47004 -0.0264174 -87.4710 3138

FeO(1) 2.38x13~ 115.401 304.487 -647.011 344.391 27.7545 0.519625 246.503 -59642

Fe(g) 1.8x10' 61.6476 -16.3970 28.7130 -19.6689 7.07047 0.199693 -0.648036 99500

~7
FeO(g) 1.1x10 63.8722 -22.7199 61.1325 -25.1464 4.41229 0.191706 -34.5155 60000

~7
FeOH(g) 4.5x10 69.0027 -24.0422 79.6153 -38.8707 6.27434 0.270178 -44.3103 31900(c)

FeOH (g) 1x10~ 77.3755 -20.4630 103.018 -39.4526 9.21232 0.441334 -79.0554 -79000
2

. . .. . . . . - . .._ .. . . . . . . .. . . . .. . . .. ..

_ _ _ _ _ _.



Table 36

Parametric Values for Fits to the Free-Energy Functions

Parameters (D)

Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AHg(298)

Cr(1) 5.8x10-6 54.9312 149.757 -305.347 154.621 13.2615 0.252637 117.993 6239

Cr 0 (1) 5x10 -22.2339 -438.570 1072.80 -639.742 -1.96021 0.486279 -393.344 -24339823

Cr(g1 1.4x10' 47.1007 -35.9076 83.2688 -44.9627 3.34238 0.132257 -27.0831 95000

Cro(8) 7x10-8 63.6252 -20.2933 56.5166 -24.1462 4.49084 0.191943 -32.7168 45000

CrO2(g) 1.5x10' 62.7879 -43.3870 121.571 -51.2797 3.65963 0.238627 -72.3154 -18000

w

7 Cro (g) 8.8x10'7 44.5336 -93.2615 251.626 -109.533 0.731595 0.273470 -143.367 -700003

CrO2(OH)2 16 183.650 0 0 0 0 15.5075 0 O(d.e)

-8CrOH(g) 2x10 70.4646 5.18048 20.0508 -6.55124 5.58878 0.223247 -22.7895 24318

Cr(OH)2(g) 4.73x10-3 100.352 24.3613 0 0 14.5745 0.476921 0 -71364

Ni(1) 5.88x10'' 54.0141 123.076 -249.879 121.101 13.0012 0.260486 101.346 4178

NiO(1) 4.1x10~ 47.6231 48.0682 -79.1438 30.5808 12.7622 0.352047 30.1776 56821

Ni(g) 7x10~ 48.0656 -21.7172 48.5237 -19.3530 3.26913 0.140570 -26.9932 102800

NiO(g) 1.1x10~ 62.4585 -20.5891 56.0348 -24.4047 4.73436 0.196807 -31.7319 71000

NiOH(g) 4.9x10- 64.4304 -28.2417 90.6833 -43.8240 5.49610 0.257445 -50.4026 34118

Ni(OH)2(g) 4.5x10'3 107.665 22.4899 0 0 15.2968 0.498923 0 -60964

NiH(g) 1.3x10- 64.8843 23.2095 -35.8713 23.6792 6.25005 0.192832 5.21247 83057

- ___ . - _ - _
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Table 36'

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)'

i

Specie: I a(1) a(?) a(3) a(4) a(5) a(6) a(7) AH (298)g

Mo(1) 1.47x10 12.8152 -51.9742 140.669 -96.3579 2.98673 0.146456 -43.0007 9935~6

}

? Mo(g) 7x10 56.6341 6.11244 -17.1965 19.2079 5.11599 C.149150 3.55208 157500-8

moo (g) 1.2x10~ 63.6927 -16.8853 48.7557 -19.2101 4.53104 0.190378 -30.2766 92000

|

moo (g) 1.8x10- 65.4134 -42.4941 118.263 -47.4707 3.81369 0.241773 -71.3540 -3100

2
t

5.6x [ 58.2084 -78. W 2 D.618 -M.m 3.58789 0.32M29 -121.609 -86200

C moo 3(g)
! N

HM04(g) 8.7x10~ 80.9218 -82.3227 266.167 -112.115 8.71985 0.576757 -167.625 -2C3400I

2

MoOH (g) 1x10- 73.8563 7.63798 13.8696 -3.73939 5.96229 0.228966 -19.5147 71618

y

Mo(OH)2(g) 4.63x10~ 105.040 24.3950 0 0 14.5328 0.475106 0 -44064

(moo )2 x1 62.166 -2.1 6 5.mM -3.29856 -0.125821 21.6245 -1.82241 O(d.e)
3

9x10 220.809 7.57443 - U.7664 11.18N 0.425689 37.9773 6.27459 O(d.e)
(moo )3 ,

3

; (moo,), 2x10 = -51.49,3 0.866101 -2.04223 1.190 1 0.0639808 22.5515 0.804603 O(d..)
-

3x10 = n.6865 3.5 m 3 -8.u6,4 5.35736 0.20,59, 41.6975 2.98550 O(d.e)
-

(Mo0,),
.

2.1x10~ 26.7076 -2.89800 6.71462 -3.44956 9.74981 0.294822 -2.93769 568

Ru(1)

Ru(g) 1.9x10~ 38.1289 -33.4318 82.3193 -25.2697 0.339676 0.0966265 -50.5756 155700(d)

<

_ _ _ _
., - ,.
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Table 36,

1

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)i

|

Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AHg(298)

RuO(g) 1.1x10 45.3954 -19.2298 52.5813 -22.6198 4.78456 0.196663 -30.4929 89000

RuO (g) 1.3x10~ 44.7614 -80.0797 208.992 -101.544 1.65021 0.230582 -107.958 30797(d)2

RuO3(g) 1.9x10 55.2H4 -102.308 267.884 @.m ?.6 m 8 0. n 3 m -m.m -1869 M

Ruo (g) 4.3x10~ 42.4961 -149.139 390.449 -189.166 0.779315 0.364465 -202.613 -44000(d)4

-8
| RuoH(g) lx10 75.0334 7.55034 14.0396 -3.86000 5.96701 0.229096 -19.5487 80018Ii

H

] Ru(OH)2(g) 4.59x10~ 107.281 24.3473 0 0 14.5455 0.475421 0 -1664(d)

Sn(1) 8.56x10~ -239.256 -1034.30 2365.31 -1338.93 -57.9346 -0.531044 -908.829 1369

Sn(g) 3.39x10~ 15.7636 -31.2352 87.6997 -8.99949 -4.47612 0.0260421 -83.4031 72000

SnO(g) 1.1xlO~ 62.7612 -20.9508 56.6704 -24.7530 4.75654 0.197606 -31.8953 4500

SnOH(g) 8xlO-8 72.9545 -3.71228 35.4914 -15.8655 6.26104 0.244465 -26.3363 1318
l

Sn(OH)2(g) 3.5xlO~ 110.195 20.0400 0 0 16.4694 0.530989 0 -94364

SnH(g) lx10~ 64.2425 12.8472 -12.4775 12.1629 5.44286 0.185016 -5.65615 63210

SnH (g) 2x10~ 1843.37 5359.24 -12392.5 6640.44 453.487 6.35271 5310.05 38910(d)4

-8Sn (g) 1xlO 82.0783 -6.44996 16.3669 -7.62477 7.97006 0.251767 -8.44740 973762
!

~8
(SnO)2(g) 9x10 108.191 4.69070 -8.76265 9.98694 -1.06027 -3.00821 -4.52354 -59990(d)

(SnO)3(g) 2.0x10 137.997 1.67244 -0.367075 7.91755 -2.06753 -4.51745 -12.1945 -125956(d)

(SnO),(g) 2.1x10~ 172.992 -0.120652 5.01862 6.93315 -2.86690 -6.29064 -18.0873 -193117(d)

_ ___
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Table 36

; Parametric Values for Fits to the Free-Energy Functions (Continued)
e

Parameters (b)
i
| Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AHg(298)

.

-8Sb(1) 6x10 33.1323 -2.41886 5.60375 -3.13208 7.32655 0.221415 -2.23833 4190
1

-7
Sb(g) 1.8x10 52.5490 -18.7234 45.4676 -32.0268 4.29700 0.142468 -12.8262 63230(d),

5
Sb (93 3*4x10 100.069 79.1379 184.468 118.511 12.8112 .3 3824 62.5994 55260(d)

2

i

Sb4(g) 5.0x10 2M 695 358. m -827.487 487.668 37.66M 0.M26M 282.834 49360(d)

-7
SbO(g) 2.8x10 65.3068 10.8518 -7.24283 16.2672 4.82644 0.191156 -17.2061 19000

-8
SbOH(g) 5x10 71.0300 -0.224686 29.1858 -12.1116 6.06200 0.23*J523 -24.7105 -2991

c.
' -

110.854 22.2349 0 0 15.4911 0.501927 0 -83673Sb(OH)2(g) 4.01x10

bH3(g) 2.2x10 47.9143 32.3029 -3.86007 31.9040 1.42458 0.186461 52.0198 34600(d)
i
'

<

Te(1) 1.5x10' 37.8787 -2.59293 5.98417 -3.48195 8.83957 0.266625 2.25428 3445(d)

Te(g) 4.2x10 8.87581 -195.162 438.304 -207.601 -6.29150 0.0257892 -164.534 46910(d) *

TeO(g) 3.7x10 75.6283 -25.4980 53.6979 -30.1010 8.52075 0.277680 -18.7436 16500

TeOH(g) 2.7x10' 76.1464 -13.0384 51.9499 -26.0131 6.92472 0.265590 29.9950 -8663

e

Te(OH)2(g) 3.69x10' 111.075 21.3812 0 0 15.8517 0.511794 0 -74345(d)
i

Te2(g) 2.0x10'' 99.9413 120.705 250.705 145.622 12.1566 0.281981 77.9751 40240

i

TeO(OH)2 2.3x10' 106.197 0.663988 -1.53576 0.94306 0.0355040 8.92114 0.545038 O(d.e)
i

(TeO)2(g) 5.6x10'* -222.230 -1477.42 3420.49 -1932.75 -64.0618 -0.339317 .-1220.56 -26000(d)

- _ _ _ _ - - - _ _ _ _ _ _ _ _ _ . -
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Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (D)

Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)g
TeO (g) 2.3x10' -137.668 -959.533 2229.32 -1246.94 -43.8074 -0.251683 -807.592 -14200(d)

2

H Te(g) 1.3x10'*2 -27.9007 -391.158 913.310 -446.480 -16.3242 -0.0135465 -349.197 23800(d)
Aq-Te(g) 1x10' 86.9663 -3.93403 10.4179 -5.21079 8.42435 0.259304 -4.95003 72386
Late (g) 3.3x10~8 286.560 925.587 -2164.07 1328,89 55.8524 0.755185 732.120 61600(d)

| SnTe(g) 1x10-8 82.5107 -4.76677 12.7754 -5.48619 8.16781 0.255165 -6.76879 33220
I

> M
! SbTe(g) 1x10~8w 82.9246 -7.29218 18.3692 -9.01534 7.96931 0.252197 -8.96180 44129

tri

8 Ag(1) 1.12x10'S 41.3038 109.137 -228.334 138.092 8.95869 0.195529 69.6458 2457
Ag(g) 1.0x10' 54.0367 0.968621 -2.27304 1.40579 5.02399 0.148747 0.808334 67900AqO(g) 2x10' 74.9204 -9.98302 26.8716 -11.1487 7.26635 0.240944 -14.1501 75000

;

Ag (g) 2.2x10'*y 82.2973 -1.76200 6.64896 -3.04850 8.53773 0.261183 -3.47901 97679
Ag (g) 4.5x10'' 116.124 9.07643 -18.9140 6.8503 14.9912 0.442341 5.37953 142655

3

AgOH(g) 5.0x10' 61.8690 -28.1273 90.1117 -43.7040 5.60290 0.259568 -41.8727 7218
Ag(OH)2(g) 4.57x10'3 106.688 24.3368 0 0 14.5531 0.475610 0 -13464
AgM(g) 1.1x10' 61.4137 14.4688 -15.6580 13.0504 5.57391 0.186220' -3.87650 63612
Mn(1) 3x10'8 33.0745 -1.70854 3.92016 -2.13436 10.8778 0.326590 -1.59156 1391
MnO(1) 1.5x10' 54.6189 4.16032 -9.76299 5.71909 14.7928 0.435997 3.79360 -81196(d)!
Mn(g) 8x10'' 54.6930 4.26097 -10.6465 8.57890 5.13145 0.149609 2.97260 67700

|

|
| .. .
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Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)

Species 1 a(1) a(2) a(3) a(4) a(5) a(6) a(7) AW (298)g

MnO(g) 1.3x10' 63.6890 -21.4379 57.8293 -25.3145 4.66894 0.195932 -32.5173 31000

MnOH(g) 2.x10'8 71.0589 5.46033 19.3156 -6.11542 5.62519 0.223856 -22.4765 4018

Mn(OH)2(g) 4.73x10'3 104.411 24.4419 0 0 14.5408 0.476137 0 -103664

MnH(g) 5x10'8 60.5066 4.81430 5.64921 3.44778 4.87767 0.180615 -13.9712 63564

A1 02 3(1) 9x10' -114.709 -817.565 2056.46 -1344.56 -22.1296 0.229510 -672.239 -393710

-7A1(g) 3.3x10 53.9982 3.61327 -8.95985 3.58840 5.56246 0.157424 5.10406 78000,
W
y A10(g) 1.08x10'8 61.9375 -26.8409 86.6782 -61.3980 5.34942 0.203400 -27.9351 16400
I

A10H*(g) 7.6x10'8 29.4419 -46.3782 151.000 -56.5538 -2.33103 0.127361 -103.234 8000

A1 O(g) 1.3x10~7 74.0262 -32.1706 87.9237 -38.0039 7.98519 0.327953 -50.7978 -312002

A10 (g) 6.5x10' 62.2584 -46.4235 124.008 -52.9842 5.56330 0.290491 -70.8897 -449002

A1 0 (g) 5.6x10' 64.9976 -77.8086 203.432 -91.3902 5.90743 0.366996 -111.038 -10400022

A10H(g) 9x10'8 42.4441 -14.2953 80.1092 -30.6129 0.460085 0.142345 ~61.6279 -43000

A1(OH)2(g) 5.65x10~3 99.3718 25.0653 0 0 14.3993 0.475490 0 -152664

A10(OH)(g) 3.7x10' 53.8290 -41.1768 141.998 -59.8394 2.95187 0.263771 -91.3414 -110000

A1H(g) 1.5x10' 56.4504 11.7580 -9.75223 10.5794 5.35903 0.184454 -6.87924 62000

Na 0(1) 1.Ox10' 84.0755 -1.93312 4.34279 -1.96154 24.8420 0.743392 -1.94517 -891122

Ma(g) 7x10'8 49.2478 0.903043 -2.42850 2.48196 4.97513 0.147996 0.440758 25755

*Aluminua monoxyhydride

__ _ - _ _ _ _ _ - - - _ . - _ - _



_ _ _ _ _ _ _ . _ ___ _ _ _ _ - _ - _ _ _ _ _ _ . , _ _ _ _ _ - . . _ _. .- _ .-. _ __

Ttble 36

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)

Species x a(1) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)g

NaOH(g) 2.5x10' 78.4141 -3.42958 24.3820 -14.6712 10.3845 0.338181 -13.1227 -47300

NaO(g) 1.2x10~ 69.8972 -12.0222 32.8293 -15.3953 6.99::23 0.237397 -16.8907 20000

Na2(OH)2(g) 3.5x10' 74.1495 -29.3757 146.072 -59.2380 7.28736 0.434825 -105.550 -145200

NaH(g) 1.0xlO~ 5ts. 8 3 6 3 -12.9615 44.5156 -17.3389 4.16590 0.180648 -29.4685 29700

-8
Na2(g) 9x10 76.3201 -0.226766 5.40396 -2.83600 8.66869 0.264243 -2.52112 32870

I

U K O(1) 8x10 77.3784 17.7642 0.558292 -0.334618 19.2835 0.591222 -0.213502 -79442
-10

yu
I

K(g) 9x10~ 51.3703 4.11834 -10.7685 10.0865 5.09888 0.149174 2.66496 21310

KOH(g) 2.8x10~ 80.7651 -2.50210 22.2528 -13.8024 10.5063 0.340068 -12.0243 -55600

~8KO(g) 9x10 74.7784 -6.80746 20.2236 -9.69016 7.73306 0.248947 -10.3533 17000
|

K2(OH)2(g) 2.0x10 85.4866 -16.8364 114.810 -44.0035 8.99828 0.460657 -90.1200 -156500

KH(g) 8x10~ 53.1865 -18.6118 55.3315 -23.5730 4.29966 0.187742 -32.7551 29400

Ky(g) 8x10' 81.3567 0.757003 4.05905 -2.15654 8.78070 0.266636 -1.76115 30374

CaO(1) 9x10~ 7.37238 -91.3367 232.704 -123.561 2.33847 0.227551 -101.444 -133206

~8Ca(g) 9x10 51.2456 10.3319 -26.0652 21.6073 5.37351 0.151933 7.24890 -42850

CaO(g) 8.4x10' 32.8481 -160.179 380.703 -211.038 -1.43737 0.139387 -137.084 10500

CaOH(g) 4.2x10' 71.0367 -14.8965 55.1193 -26.3928 7.87554 0.296789 -31.7173 -46340

-6
Ca(OH)2(g) 1.59x10 88.5388 -33.8560 119.083 -61.0843 12.0418 0.481751 -64.3843 -145980

- - - _ _ _ _ _ -
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i Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued),

Parameters (b)
' Species E a(1) a(2) a(3) a(4) a(5) a(o) a(7) AH (298)g

Ca2(g) 9x10- 102.805 28.0207 -78.9020 32.9209 13.7070 0.323413 47.5506 d2660i

CaH(g) 3.2x10' 54.4278 -7.50234 31.7223 -7.84527 4.17089 0.176620 -25.8671 54708

SiO (1) 3.18x10' -25.9438 -174.345 468.220 -274.913 -4.53144 0.172800 -195,502 -215740
2

S1(g) 6x10- 55.2901 -0.502102 0.902520 -3.65042 5.73746 0.161459 3.97287 107700

SiO(g) 6x10- 56.3991 -12.4373 41.9451 -16.1112 4.11636 0.177280 -28.5533 -24000

h SiO (g) 1.1x10- 50.6256 -41.2040 123.120 -50.4828 3.03633 0.232284 -77.0454 -73000 *

2n,

co
' -

64.7102 4.28492 23.4018 -7.67066 5.12663 0.214433 -25.3356 12218SiOH(g) 1x10

Si(OH)2(g) 6.16x10- 94.8480 26.2297 0 0 13.9033 0.462748 0 -112464

SiH(g) 2.8x10- 67.4878 33.7742 -61.0398 34.7966 7.47895 0.209146 17.9395 90000

SiH4(g) 7.1x10- 22.9692 29.9016 41.6064 11.9835 -3.06951 0.139283 -91.0320 8200

-6
Si2(g) 1.29x10 51.5288 -19.2336 59.5033 -8.99393 2.10592 0.167617 -54.0617 141000

-7
S13(g) 1.4x10 80.9581 -36.2189 90.9269 -39.3214 9.37613 0.358474 -47.3268 152000

-4UO (1) 2.2x10 -152.821 43.1505 53.1917 284.998 -47.6594 21.3678 -360.950 O(d.e)
2

-6
U(g) 1.08x10 71.3546 3.22295 9.09601 -28.6141 8.27829 0.205665 20.5484 125000

UO(g) 1.0x10- 69.9035 -20.3699 54.6321 -23.6815 4.82848 0.198343 -31.0666 6000

UO (g) 6.6x10- 75.9650 -35.6410 98.6217 -38.5309 8.50254 0.363935 -60.4592 -111500
2

UO (g) 9x10- 77.1029 -40.2534 134.652 -55.9500 6.67864 0.365459 -87.5735 -191200
p



. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
. - _

Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)
Species 1 a(1) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)g

UOH(g) 3.6x10' 82.4412 -13.4225 50.3815 -26.3681 8.62776 0.310078 -27.2334 20318

U(OH)2(g) 3.24x10-3 119.782 20.2735 0 0 16.3009 0.52346 0 -82364

-8
UO2(OH)2(g) 8x10 142.207 6.17843 -14.5065 8.70108 0.408899 26.0671 5.47793 0 (d.e)

2rO (1) 1.8x10 * 102.665 278.439 -589.462 345.978 25.8024 0.555671 196.776 -244550

~

2

Zr(1) 5.24x10'' 43.0384 53.0062 -99.9312 36.2116 9.52972 0.219050 48.8161 6351
1

-6H Zr(g) 1.8x10 65.9328 -11.6544 26.9932 -29.1579 8.30943 0.226252 6.61296 148300N
@

ZrO(g) 3.86x10'' 115.856 195.681 -392.463 186.234 17.5113 0.327486 157.398 14000
8

ZrO (g) 2.1x10' 68.7070 -43.4639 116.839 -51.1663 5.13948 0.268792 -66.1376 ~684002 ,

ZrOH(g) 4x10-8 72.7354 1.10695 26.8053 -10.6823 5.97798 0.234743 -24.1293 27818

Zr(OH)2(g) 4.16x10~ 111.005 22.7667 0 0 15.2597 0.495663 0 -100864

ZrH(g) 1.2x10' 59.5027 -2.28505 20.9051 -4.68328 4.54106 0.179290 -20.2708 123400

Cs O(1) 1.2x10~ 89.1136 17.4762 1.14042 -0.494175 19.2595 8.29920 -0.521822 0 (d.e)2

Cs(g) 5x10' 55.2417 6.55067 -18.1618 19.4856 5.14749 0.149563 3.95293 18320

-6CsOH(g) 2.09x10 90.7817 11.9227 -12.2683 4.27126 11.9591 0.360430 3.24478 -62000

CsO(g) 1.2x10' 80.7553 -3.16482 10.4747 -4.43004 8.20453 0.255807 -5.91461 15000

Cs2(OH)2(g) 2.1x10~7 96.5937 -11.7521 101.644 -38.1523 9.89020 0.474727 -82.8928 -164400

Cs O(g) 1.1x10~7 104.020 -11.2969 28.9991 -13.1597 12.0330 0.385473 -15.5324 -220002
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Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued),

Parameters (b)

Species x 'a(1) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)g

Cs2(g) _t.4x10 89.1610 -0.0897744 5.61591 1.57390 8.69867 0.266413 -3.09525 25400

-0CsI(1) 8x10 75.2082 0.375753 -0.867230 0.499939 17.3228 0.516051 0.321957 ~79592

- CsI(g) 1x10~' 87.5492 -0.217848 3.06455- -1.50460 8.77548 0.265011 -1.50804 -39004

-8
I(g) 6x10 54.1911 -6.63604 15.4075 -8.35029 4.61835 0.144341 ~5.31883 25517

H1(g) 1.9x10- 69.4679 32.6933 -58.1720 31.5970 7.40906 0.205671 18.2666 6300

IO(g) 2.4x10- 68.8660 14.3691 -16.2626 18.8136 5.72625 0.206762 -10.9152 42628

I
H I2(g) 9x10' 83.0887 -1.94509 6.71410 -2.99443 8.50236 0.260342 -3.618b8 14924
00
o
' -0

(CsI)2(g) 1x10 150.799 -2.48774 6.26606 -2.92743 19.4992 0.586797 -3.23356 -119676

CsO (g) 1.10 ' 83.950* -23.9502 68.5863 -28.4498 7.8139 0.308602 -41.7360 -22843
-

2
.

CsH(g) 1x10~6 58.2842 -17.8761 52.4918 -21.6654 4.60728 0.194155 -31.2780 27962
~

BaO(1) 9.3x15' 39.3171 -33.6912 114.437 815.5852 8.50280 0.315413 -37.7596 -117502

Ba(g) 2.48x10~ 29.3097 -101.~152 228.233 -106.005 -0.690541 0.0873429 -84.3210 42800

-7
BaO(g) 1.7x10 69.8650 -1.19230 5.77212 12.2821 6.39311 0.221384 -13.8092 -29600

BaOH(g) 3.7x10~ 79.5042 -8.81893 37.8912 -16.0445 9.06906 0.316625 -22.7179 -54120

-0
Ba(OH)2(g) 1.46x10 105.600 -18.7384 79.5194 -43.4925 14.7903 0.526093 -42.6046 -149750

~0
bah (g) 4x10 55.4561 -22.9893 64.5276 -21.1396 3.51077 0.172926 -38.4000 53059

SrO(1) 1.34x10~ 18.0402 -79.7882 214.156 -124.495 4.02918 0.254137 -86.9276 -123636

Sr(g) 7x10' 54.0657 13.7115 -34.9189 29.7712 5.48307 0.152880 9.43624 39200

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - - _ _ _ __. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _
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Table 36

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)
Species 1 a(1) a(2) a(3) a(4) a(5) a(6) a(7) AHg(298)
SrO(g) 8.38x10- 37.5805 -144.119 337.589 -174.373 -0.904345 0.145090 -127.326 -3200
SCOH(g) 4.8x10~ 77.2505 -9.31504 40.2751 -18.9822 8.85681 0.312721 -23.9293 -49120

Sr(OH)2(g) 1. 4x10-6 100.190 -23.5991 91.9449 -48.9544 13.9680 0.513070 -49.3748 -142400i

-8SrH(g) 1x10 56.8871 -9.97990 36.3308 -9.57170 4.18688 0.179283 -27.6294 52103
La 0 (1) 3.7x10~7 68.1142 -78.4977 237.173 -122.520 16.7144 0.692610 -111.795 -398199(d)
23

i La(g) 9x10' 66.8137 29.1110 -55.3691 23.6762 7.64847 0.194009 25.7704 103000(d)
H
C3
H lao (g) 3.3x10' 67.9946 -17.5110 56.9905 -34.1712 5.63136 0.209245 -23.9778 -29000
E

LaOH(g) 4.3x10" 74.6822 -20.0646 67.9072 -34.2453 7.39733 0.29008 -36.8680 -12682
La(OH)2(g) 3.85x10~I 113.841 22.0150 0 0 15.5607 0.503273 0 -148364

~8La O(g) 9x10- 8 89.8219 -31.7152 84.4489 -37.2793 7.75091 0.313347 -47.2644 -983
2

La 0 (g) 5x10' 77.6150 -76.3411 203.093 -89.5495 5.07757 0.349182 -113.696 -136470
22

CeO (1) 4.3x10' 28.6712 -64.3687 186.692 -97.1016 7.60645 0.375180 -87.1574 -241462(d)
2

Ce(g) 1.6x10- 50.1089 65.7121 -115.172 81.7907 2.59836 0.111546 7.40403 101000
CeO(g) 3x10-8 66.9638 -19.3996 53.1120 -22.9510 4.79202 0.196877 -30.5892 -32000

CeOH(g) 3.1x10- 83.4429 -9.44044 39.9905 -21.7671 9.34667 0.321666 -21.5147 -14682

Ce(OH)2(g) 2.82x10-3 120.087 19.0783 0 0 16.7890 0.536485 0 -124364

CeO (g) 2.0x10 74.2754 -42.9464 112.420 -50.3277 6.14530 0.289277 -61.5935 -1208832

-
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Table 36i

Parametric Values for Fits to the Free-Energy Functions (Continued)

Parameters (b)

Species x all) a(2) a(3) a(4) a(5) a(6) a(7) AH (298)g

Ce 02(g) 5.2x10 76.9729 -77.175d 205.971 -90.6391 4.72843 0.342614 -115.707 -153653-7
2

NbO (g) 2.6x10- 64.4885 -43.7615 121.204 -51.5121 3.98076 0.245786 -71.3163 -47800
2

Nb(g) 9x10- 65.3601 -16.0440 22.4500 -10.9175 8.02050 0.228398 -0.973984 175200

NbO(g) 1.0x10' 63.3709 -17.0485 49.3130 -18.6794 4.37165 0.187288 -31.1114 47500

NbOll(g ) 1x10~ 70.0761 7.21713 14.8616 4.30824 5.93032 0.22855 19.9070 66718

$ Nb(Oil) 2 (g ) 4.6x10 107.678 24.4035 0 0 14.5282 0.474994 0 -83964~3

I

NbO2(1) 2.06x10~ 114.017 461.821 997.702 657.465 26.2264 0.509684 283.557 -169902

Nb(1) 8x10~ 26.0792 -1.04656 18.4887 -22.7424 5.93399 0.179397 -0.774587 7107

NbO(1) 7.76x10 18.6966 116.245 323.192 248.226 3.89661 0.242232 - -94.9570 -80484-6

Nb O (1) 1.12x10~ 433.779 1226.78 -2544.86 1231.31 107.658 1.84416 1057.98 -437589
2g

(a) x . [tef(tabulated) - fef(calculated)]2/(N - 7) where N is the number of tabulated points used to pa r a me-
eterize the correlation. Typically 34 data points were used. The square root of x gives a crude
estimate of the magnitude of the average discrepancy between the values for the free-energy function
calculated with the correlation and the tabulated values.

2 + a(4)x3 + a(5)1n(m) + a(6)/x + a(7) x In(x))(b) G(T) . Allg ( 298 ) T(a(1) + a(2)x + 2(3)x
where x = T/10000.

(c) Using structual and vibrational data from reference 318.

(d) Applicable only in range 298.15 to 3000 K.
(e) Parameter only; this is m the enthalpy of formation of the species.

i

_ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ . _ . . _ _ . _
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! 1. Composition of the melt that emerges from the reactor

] vessel.

! 2. Composition of the condensed products of concrete
| decomposition and melting.
;

i 3. Composition of reinforcing steel from the concrete
that is incorporated into the melt.

i The composition of the core debris that initiates attack
on the concrete is obtained from a model of the in-vessel
phases of core meltdown such as MARCH.3 Since models of the
particular aspects of severe reactor accidents that determine,

the composition of the core debris are undergoing some evolu-
! tion, it is a bit difficult to anticipate just what predic-
I tions of the core debris composition will be. The current
j implementation of the VANESA model was constructed to handle
'

core material having the compositions hypothesized for the
NRC's source term reassessment. An example of the core
debris composition anticipated by the VANESA model is shown
in Table 37. The composition is specified from the MARCH
and CORSOR largely in terms of elemental composition. The
physical and. chemical states of the core debris are not spec- '

ified, with two exceptions. Uranium is specified to be pre-
j sent as UO2 though it is dubious that the analyses done in

the MARCH and CORSOR codes are adequate to determine the'

urania to be exactly stoichiometric. A certain fraction of
the zirconium is estimated to have reacted and to be present
as ZrO2 On occasions, input specifications note the
presence of FeO. Ferrous oxide would be unstable if any

'

metallic zirconium is present in the melt.

'
From the input specifications and the partitioning cal-

culations discussed above, the initial core debris composi-
tion shown in Table 37 is produced for the VANESA model.

; Note that UO2 is specified as the stoichiometric compound
'

even though the analyses presented above indicate it may not
be.

Not all of the elements of interest in the analysis of
! core meltdown accidents are treated explicitly in the cur-

rent implementation of the VANESA model. For the NRC source
term reassessment, releases of some elements were treated by
analogies to the releases of other elements.' The analogies
were based on the chemistries of the elements and were
similar in principle to the analogies made in the Reactor3 Safety Study.1

Chemistry by analogy is at best a qualitative procedure
and depends very much on the chemical situation. For
instance, the treatment of the physical chemistries of Kr
and Xe as similar during reactor accidents is widely

-183-
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Table 37

Typical Initial Melt Compositions Obtained From the
MARCH and CORSOR Models

.

Pressurized Water Boiling Water
Reactor Reactor *

Amount Amount
Constituent (Ko) Constituent ..iK_g )

Cs 0.7 Cs 0.30
I O.1 I O.02
Te 16.4 Te 27.99
Ba 49.1 Ba 86.70

| Sn 152 Sn 557

Ru 103 Ru 171
UO2 79,630 UO2 159,908
Zr 6,690 Zr 41,070

ZrO2 13,210 ZrO2 32,990
Fe 34,140 Fe 70,160

FeO 5,000 FeO 625
Mo 140 Mo 209.1
Sr 43.7 Sr 58.4
Ag 1,460 Ag O
In 433 In 0 -

Sb O.31 Sb O
Rb O.1 Rb O.03
Y 22.9 Y 36.17
Te 36.7 Te 58.4
Rh 20.7 Rh 33.0

Pd 52 Pd 82.7
La 62.3 La 98.2
Ce 131 Ce 207.8
Pr 50.7 Pr 80.34
Nd 171 Ne 270.8

Sm 34 Sm 53.76
Pu 469 Pu 742.4
Cr 5411 Cr 11,100
Mn 157 Mn 1,208 4
Ni 3,006 Ni 6,164 |

Recently the MARCH Code has been modified to report also the,

inventory of B C which is about 900 kg.4

|

-184-
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accepted. This analogy between Kr and Xe would be wholly
inappropriate, however, in discussions of filtered venting
of reactor containments using activated-charcoal gettering.
Xenon is easily trapped on charcoal and krypton is not.
Chemical analogies are best done after the detailed chem-
istry for the situation of interest has been carefully
examined. Needless to say, it is preferable to treat each
element individually. Sometimes the available time and1

resources are not sufficient to do this.

The analogies drawn for the source term assessments were
as follows:

1. Indium was assumed to vaporize as does silver.

2. Cadmium was assumed to vaporize as does Cs20.

3. Ru, Pd, Pt, and Tc were assumed to vaporize in iden-
tical fashions.

4. Ce, Pu, and Np were assumed to vaporize in analogous
manners.

5. La, Y, Pr, Nd, Pm, Sm, Eu, and Gd were assumed iden- :

tical in their vaporization behavior.

Conventional ideal solution analyses of silver and indium
vaporization under accident conditions support the first of
these analogies. More accurate considerations of the vapori-
zation of silver-indium alloys 180 suggest that this analogy
may overestimate the rate of indium vaporization. The dis-
cussion in Section III A-2 suggests, however, that the treat-
ment of activity coefficients adopted in the VANESA model may

| underestimate the rate of silver vaporization. The analogy
drawn to account for cadmium vaporization may appear myste-
rious. It is, however, no more mysterious than how cadmium
co"ld pos'sibly be a major constituent of a core melt which
had reached temperatures in excess of 2000 K! Careful analy-

1ses of cadmium vaporization 80 have shown quantitative cad-
mium vaporization is to be expected during the early stages
of a core melt down accident when the reactor control rods
rupture. The analogy was drawn simply as a means of
assuring reasonably rapid cadmium vaporization. There is no
justification for modifying the VANESA model to explicitly
treat cadmium vaporization since upgraded models of the
in-vessel accident processes will show cadmium is not a
significant constituent of any melt that emerges from the
reactor vessel.

In the Reactor Safety Study, the elements Mo, Ru, Pd, Pt,
and Tc were assumed to vaporize in similar manners. The
VANESA model provides explicit and distinct treatment of the

-185-
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vaporization of the early transition element molybdenum and
the platinoid ruthenium. However, time constraints mandated
that treatments for Pt, Pd, and Tc vaporization be done by
analogy. There is little to fault the analogy between Ru
vaporization and the vaporization of Pd and Pt. Inclusion
of Tc in this analogy has been criticized by the authors of
the VANESA model.9 An analogy with either Mo or Mn
vaporization might be more justifiable--at least to the
extent chemistry by analogy can ever be justified.

The analogy drawn for the vaporization of the trivalent
rare-earths seems unexceptional. Data available on the
vaporization rates for the pure oxides are shown in'

Table 38.181 From these results, it is apparent that the
analogy can involve errors of a factor of 10 in either direc-
tion. Release of yttrium, for instance, is overpredicted.
On the other hand, release of europium is underpredicted.

The analogy drawn between plutonium release and cerium
release is useful. More is said on the technical basis for

] the analogy in Appendix A to this document.

I~
i Concrete ablated by the molten core material is assumed

in the VANESA model to be composed of:

| 1. CaO.
!

I 2. Al 032

3. K 0.2

4. Na2O.

5. SiO2-

6. FeO.

7. Reinforcing steel.
:

The reinforcing steel is assumed to be iron in the
metallic state and to be incorporated into the metal phase
of the core melt. It is assumed 0.149 grams of steel is
added to the core melt for each gram of molten oxidic,

material produced from the concrete by ablation. Some
actual steel compositions are shown in Table 39. Clearly,

I reinforcing steel is predominantly iron, but it does contain
some manganese. One result of the model analyses of aerosol
production during core debris / concrete interactions is that
manganese is an important contributor to the release.
Consequently, inclusion of manganese from the reinforcing
steel might improve the model.
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- -- . . _ . - . - . . . - - _ - - . - - - _

. _ _ _



- , - - - - -

Table 38

Comparison of the Vaporization Rates
of Pure Rare Earth Oxides

Relative Vaporization
Species Rate of Pure Species

2000 K 2500 K

La2 3 1.0 1.0O

Nd O3 1.6 0.72

Sm2O3 0.2 0.5

Eu2O3 20 32

Gd O3 0.02 0.12

Dy2O3 0.05 1.0

YO3 0.01 O.022

.

Table 39

Chemical Compositions of Concrete Reinforcing
Steel From Several Reactors 182

Percent by weight in steel from
Element WPPSS #1 Bellefonte Susquehanna Waterford

Cr O.11 0.16 0.16 0.09
,

Mn 1.30 0.90 0.77 0.94

Fe 98.0 98.0 98.0 98.5

Co 0.012 0.0085 0.012 -

Ni O.126 0.113 0.120 0.059

Mo 0.019 0.026 0.026 0.016

Cu O.276 0.320 0.253 0.355

|
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The actual composition of concretes used in the con-
struction of nuclear reactors is often difficult to ' deter-
mine. The chemical composition of the concrete is not
required as part of the plant documentation. Chemical
compositions are not routinely determined in the conduct of ;

standard concrete construction practice.
!

Powers and Arellanol7 have surveyed available data on
concrete found in existing nuclear power plants. From this
survey, they defined and characterized three concretes that i

; approximately span the range of materials found in the
plants they examined. Their survey was directed toward the

,

'

study of the ablation of concrete by core debris and not the
vaporization that accompanies core debris / concrete interac-;

tions. Nevertheless, the concretes they characterized pro-
vide a useful indication of the types of concrete that might
arise in analyses of accidents. The compositions for those
three concretes are shown in Table 40. These concretes are,

the default concretes incorporated into the CORCON code.5,6
They are-also the basis for concrete compositions utilized
in the INTER subroutine 3,57 of the MARCH model. The INTER
subroutine is a very simple model of core debris / concrete

| interactions that utilizes very simple concrete composi-

| tions. In particular, the model does not consider the ,

KO contributors to the concrete composition.! Na2O and 2
KO are the most volatile constituents ofSince Na2O and 2

concrete and have been observed to make major contributions
to the aerosol produced during melt / concrete interactions,

i they really should not be omitted from the analyses done
with the VANESA model.

The conversion of the concrete compositions listed in
,

Table 40 to the compositions of molten material utilized by
the VANESA model yields the results shown in Table 41. To

j formulate these compositions, the H 0, CO2, and SO22
' are assumed to vaporize during the pyrolysis of concrete that

precedes melting. MgO is combined on a molar basis with
CaO. TiO2 is combined with A1 O3 and Mno is combined with2
FeO which is derived from the reported Fe2O3 content of the
concrete.

,

11. Some Discussion of the Physical Properties of Core Melts

The melt produced by the degradation of reactor fuel is
quite complicated. Descriptions of this melt derived from
models such as MARCH and used as input to the VANESA model,
little reflect the chemical complexity. Indeed, the neces-.

sary investigations of reactor core melts have only recently
been undertaken.49,80 Discoveries that alter- radically
cur renti perceptions concerning the chemical nature of the
molten material that streams from the reactor vessel in an
accident may well occur as these investigations develop.

;

:

|

|
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Table 40

Compositions of Some Concretesl7

Weight sercent in

Limestone /
Basaltic Common Sand Limestone

Constituent Concrete Concrete Concrete

Fe2O3 6.25 1.44 1.2

MnO - 0.03 0.01

TiO2 1.05 0.18 0.12

KO 5.38 1.22 0.682

Na2O 1.8 0.82 0.08

Ca0 8.8 31.2 45.4

MgO 6.2 0.48 5.67

SiO2 54.73 35.7 3.6

Al 03 8.3 3.6 1.62

CO2 1.5 22.0 35.7
.

HO 5.0 4.8 4.12

SO2 0.2 0.2 0.02

i

i

I

i

-189-

. - . , . _ . - _ _ . _ _ _ _ . . _ _ . . . _ . . , ,



Table 41

Approximate Compositions of the
Condensed Products of Concrete Decomposition

Weicht Percent in

Limestone /
Basaltic Common Sand Limestone

Constituent Concrete Concrete Concrete

Ca0 16.40 42.99 87.52

Al 0 9.80 4.87 2.95
2 3

Na O 1.97 0.11 0.14
2

KO 5.88 1.65 1.17
2

SiO 59.84 48.43 6.17
2

FeO 6.11 1.95 2.05

.

|

|

!

,
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The crude descriptions that are now available portray
the reactor core melt as a metallic phase and an oxide
phase. The metallic phase consists of steel With added

, amounts of control rod materials, zircaloy cladding, and the
! like. The oxide phase consists primarily of the urania fuel

and the products of steam oxidation of zirconium and steel.
The oxide phase is further complicated as ex-vessel interac-
tions of the melt with concrete progress. During these
interactions, the condensed products of concrete decomposi-

,

tion, which are themselves quite complicated mixtures, are
incorporated into the melt.

Especially for the kinetic analyses described below, it
is necessary to have at least a semiquantitative sense of
the physical properties of reactor core melts. The density,

,
viscosity, and surface tension of each melt phase arise in
the kinetic analyses. Most of these properties of melts'

encountered in the analyses of ex-vessel core debris inter-
actions have not been measured. Fortunately, procedures
exist for estimating such properties of the melts. Data for
simplified melts and procedures for extrapolating these data
to more realistic and consequently more complex melts are
described briefly below. The objectives of these discus-
sions are to provide the needed " order-of-magnitude" sense

| of the properties and to rationalize the approximate values
for the properties used in the current implementation of the,

| VANESA model.
!

a. Melt Densities

The volume of a mixture of two or more melt constituents
will not be, in general, the sum of the volumes of the pure
constituents. The volume change of mixing, however, tends
to be small in most cases. Consequently, additivity of con-
stituent volumes is a useful approximation. The Hull equa-
tion for mixture densities:82

) 1 [ x(i)
| Amix I #III

where p(i) = molar density of the ith mixture constituent,
i

x(i) = mole fraction of the ith constituent in
the mixture, and

Paix = mixture molar density

is a useful implementation of the idea of volume additivity.
Kim83 has found this procedure of use for predicting the
densities of liquefied stainless steels to be:

.
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Type 304 stainless steel (18-20 w/o Cr, 8-11 w/o Ni,
,

bal. Fe) l

3p(liquid = 7.5512 - 0.11167(T/1000) - 0.15063(T/lOOO)2 g/cm .

Type 316 stainless steel (16-18 w/o Cr, 10-14 w/o Ni,
1.75-2.5 w/o Mo, bal. Fe)

t

p(liquid) = 7.4327 + 0.039338(T/lOOO)

3- O.18007(T/1000)2 g/cm .

Some approximate formulae for the densities of constituents
of the metallic phase of core melts are shown in Table 42.

Notice that because of the colligative properties of
mixtures, the mixture can remain fully liquid at tempera-
tures below the normal melting points of some or all of the
constituents. It is necessary then to extrapolate data for
the pure constituents to obtain mixture densities at low
temperatures. The extrapolation for metals is usually not
especially severe. The extrapolations for oxides can be
much more dramatic.

Density data for molten UO2 have been reviewed by Fink
et al.84 These authors recommend the relationship

8.699p(UO liquid) 9/ "= *

[1 + 9.3x10_5(T-3120)]2

This relationship was developed from data that indicate the
volume change upon fusion of uranium dioxide is 10.5 percent.

Data on the density of liquid ZrO2 were not found.
Thermal expansion data suggest the density of solid ZrO2
above the monoclinic to tetragonal phase change is given
by:74

p(g/cm3) 5.89/(1+a)3=

where a - -0.00314 + 0.01304(T/1000) - 0.009092(T/1000)2
.

+ 0.OO4084(T/1000)3I .

|
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Table 42

Liquid Densities of Some Metals 79

Chromium
p(g/cm3) 6.924 - 0.30(T/1000)=

Indium,

3p(g/cm ) = 7.315 - 0.6798(T/1000)

Iron
3p(g/cm ) = 8.612 - 0.883(T/1000)

Mancanese
3 6.790 - 0.7(T/1000)p(g/cm ) =

Molybdenum
' ~o(g/cm3) 9.34=

Nickel
p(g/cm3) = 9.908 - 1.16(T/1000)

Silver
3 10.465 - 0.907(T/1000) Ip(g/cm ) =

Tin
3p(g/cm ) = 7.309 - 0.6127(T/1000)

!

- Uranium
'

,

3 19.350 - 1.031(T/1000) jp(g/cm ) =

,

Zirconium
3 5.8p(g/cm ) =

1

! l

! !
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Data for this correlation are available only to about
1800 K. Linear extrapolation of the data from 1700 K to the
ZrO2 melting. point (2950 K) indicates that the density of the

3solid at the melting point is 5.30 g/cm . If the change in

volumeoffusionisagproximately10 percent, then the liquid
density is 4.86 g/cm . A temperature-dependent expression
for the density of liquid ZrO2 is:

3 4.86
,

p(g/cm ) = ,

[l + 5.8x10- (T-2950)]

Bottinga and Weill86 have examined data for a large
number of molten, siliceous mixtures similar to the molten
- products of concrete decomposition. They formulated a model
of melt densities based on partial molar volumes:

Exwgg
i

#"Exvgg
i

where xi = mole fraction of the ith constituent of
the melt,

wi = molecular weight of the ith constituent,
and

; vi = partial molar volume of the ith constituent in
in the melt.4

,

Expressions for the partial molar volumes of several species
used in the Bottinga-Weill correlation are shown in
Table 43. Powers and Frazier67 have found the correlation
predicts densities of complex melts of geological interest

i

to within +1 percent.'

| The current implementation of the VANESA model uses esti-
mated, temperature-independent densities of the melt consti-i

tuents and assumes the volumes are additive in accordance
with the Hull equation. The estimated densities of pure
liquid species are shown in Table 44. The densities of
oxides were estimated to be 88 percent of the room
temperature densities of the corresponding solids.

; b. Surface Tensions *

*

Surface tension is a thermodynamic property. Values for
the surface tensions of pure materials of interest here are
shown in Table 45. Two consistent patterns are observed from
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Table 43

Partial Molar Volumes for Use in
the Bottinga-Weill Correlation of Density

Constituent Partial Molar Volume (cm / mole)
.

SiO2 16.15 + 0.0054(T/1000)

FeO 12.89 + 0.144(T/1000)

MnO 8.67 + 0.144(T/1000)

Ca0 10.12 + 0.108(T/lOOO)
.

Na2O 17.65 + 0.144(T/lOOO)

KO 28.01 + 0.181(T/1000)2

A1 03 22.89 + 0.Ol6(T/1000)2

i

1
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Table 44

Estimated Liquid Phase Densities of the Melt Constituents

Constituent Estimated Density (g/cm3)

Fe 6.917

FeO 5.016

Cr 6.33

Cr O *

2 3
Ni 7.83

NiO 5.87

Mo 8.98

Ru 10.74

Sn 6.42-

Sb 5.82

Te 5.49

Ag 9.24

Mn 6.54

MnO 4.80

Ca0 2.90

A1 0 3.49
2 3

Na O 1.998
2

KO 2.042
2

SiO 2.332
2

UO 9.65
2

ZrO 4.93
2

Cs O 3.74
2

BaO 5.034

SrO 4.136

La O 3*

2 3
CeO 6.276

2
Nb0 6.518

CsI 3.969

-196-

, _ _ , . - _ - _ ._ .-. _ _



,_ -

A

i

Table 45

7Surface Tensions of Some Liquid Metals 9
and Pure Oxides

Chromium
o(dyne /cm) = 2387 - 0.32 T

Indium
o(dyne /cm) = 595 - 0.09 T

Iron
,

a(dyne /cm) 2758 - O.49 T=
,

Manganese
o(dyne /cm) 1393 - 0.2 T=

Molybdenum
o(dyne /cm) 3114 - 0.3 T=

Nickel
a(dyne /cm) = 2434 - O.38 T

Silver
a(dyne /cm) 1100 - O.16 T=

Tin
a(dyne /cm) = 579 - 0.07 T

Uranium
o(dyne /cm) = 1749 - 0.14 T

Zirconium
1 o(dyne /cm) = 1905 - 0.2 T
!

Uranium Dioxide
o(dyne /cm) = 450 at 3120 K84

Ferrous Oxide
585 at 1693 K156o(dyne /cm) =

Silicon Dioxide
o(dyne /cm) = 307 at 1800 K157 I

i
i

l

l

l
l
4
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these data. The first is that metals typically have higher
surface tensions than do oxides. Metallic surface tensions
usually fall in the range of 1200-1800 dyne /cm whereas sur-
face tensions of oxides are 200-600 dyne /cm. The second
pattern is that surface tension is not strongly temperature-
dependent. The surface tension of a pure material should
approach zero as temperatures rise toward the critical point
of the material. For most of the materials of interest here,
their critical temperatures are much higher than even the4

high temperatures encountered in core debris interactions,

with concrete. Consequently, strong variations in the sur-'

face tension with temperatures are not expected and are not
observed.

Surface tensions are not easily measured with great
:

accuracy. Contaminants, which are present at very low con-i

centrations, can preferentially inhabit the surface of the
material and radically alter its surface properties. Con-
sider the effects of oxygen dissolved in ircn. At an oxygen
concentration of 0.001 w/o, the surface tension of iron is

i 1700 dyne /cm. Increasing the oxygen concentration to
| O.10 w/o, reduces the surface tension of iron to
'

1000 dyne /cm.153

The method of deforming the surface to obtain an indica-
tion of the surface tension, too, seems to affect the result

150 found that surface tensionsobtained. Boni and Derge
obtained for sodium silicate by four methods differed by a
factor of three although the precision of each method was
quite high.

,

As for most properties, surface tension data are not
abundant for mixtures in general and are especially scant
for mixtures of interest here. The radical alterations of
surface tension caused by some low-level contaminants,

' mentioned above makes this lack of data disturbing. Fortu-
nately, most mixture constituents do not cause radical
changes in the surface properties. If a mixture can be;

! taken to be an ideal solution, then the surface tension of
the mixture can be derived from:88:

!
!
! exp[-Bo(mix)/T] = EX(i) exp(-Bo(i)/T)

i

;

'

.
where o(mix) = surface tension of the mixture.

!

I o(i) = surface tension of the pure ith constituent
of the mixture, and

X(i) = mole fraction of the ith constituent in the
mixture.
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| The parameter B is the area occupied by a molecule of a mix-
! ture constituent on the surface of the mixture divided by the

gas constant. The assumption of ideality implies that each,

I constituent of the mixture has the same size so the parameter
may be estimated from:

8 = 1.105 (V(mix))2/3
:

g

where V(mix) is the molar volume (cm3) of the mixture.
This type of model seems adequate for estimating the surface
tension of molten stainless steel and iron / chromium

! alloys.154 Zirconium, manganese, molybdenum, platinum,
palladium, vanadium, as well as chromium and nickel do not
seem surface active when dissolved in iron.63 Consequently,
the surface tensions of alloys of these metals can be esti-
mated using the ideal solution model. Interestingly, carbon,
which interacts with iron in a highly nonideal manner, does
not appear to cause radical changes in the surface tension of
iron.154 Some data for iron-carbon alloys are shown below:

*
,

Surface tension
Iron / Carbon at 1873 K

A11ov (dyne /cm)

0.03 w/o C 1627 1 20
0.45 1660

1.23 1660

1.84 1643

2.66 1647

I Apparently, the effects of carbon addition on the surface
tension of iron are not much greater than the uncertainty in
the surface tension measuremente.

Some solutes, which behave in strongly nonideal ways, do
;cause radical changes in the surface tension of iron.

Unfortunately, the consequences of nonideality on surface
tension even when this nonideality is well-described by
regular solution models have not been well-explored.89

i

Consequently, the quantitat.ve description of the effects ofi

surface active agents on surface tension .are depicted
usually with a more empirical formula:

!

!
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aa(mix) = - 0.226 Tu"(i)
8x(i)

|

whe're u"(Te) = 27 x 103,

u"(Sn) = 700,

u"(Sb) 2400,=

2.8,
'

u"(Cr) =

u"(Ni) = 0.1, and

u"(C) = 0.7.

Note that this model only applies to infinitely dilute
solutions. It is apparent though that tellurium is a melt
constituent that is very surface active. Tellurium will
reduce the surface tension of iron by 600 dyne /cm when
Present at a concentration of only 0.04 a/o.19

In the field of oxide and glass melts, empirical models
of surface tension have evolved. The most popular of these
are the factor formulas:150-152

a(mix) = E P X(i)g .

i

Some values for Fi are shown in Table 46. Surface ten-
sions at 1800 and 2400 K calculated for molten concrete
composilons listed in Table 41 are:

Concrete Surface Tension (dyne /cm) at
Type 1800 K 2400 K

i
Basaltic 370 333

Limestone /
Common Sand 392 327

Limestone 554 432

For the current implementation of the VANF.SA model, the
surface tensions of the metallic and the oxidic phases of
core debris were taken to be 1200 and 400 dyne /cm, respec-
tively.

1

i
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Table 46

Factors for Estimating Surface Tensions
of Complex Melts

Constituent F(i) Note

|

KO 357 - 0.12 T (a)2

Na2O 481 - 0.11 T (a)
1

Ba0 366 (a)
Cao 976 - 0.22 T (a)
MnO 854 - 0.12 T (a)
FeO 861 - 0.17 T (a)

Al 03 807 - 0.10 T (a)2

ZrO2 470 (a);

ZrO2 825.5 - 0.13 T (b)

SiO2 286 (a,c)

SiO2 200 (a,d)

UO2 855.6 - 0.13 T (b)

Notes:

(a) Fit of data from Reference 150 to a function linear in
temperature

!
(b) Suggested temperature dependence from Reference 155.

(c) For melts containing 83-50 mole percent SiO 2-

(d) For melts containing 50-33 mole percent SiO2-

|
1
l
1
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c. Viscosity

some expressions for .the viscosity of pure metals are
shown in Table 47. Fink et al.149 recommend that the vis-
cosity of UO2 be obtained from the expression:

p(poise) = 0.00988 exp [4620/T] .

Data obtained at temperatures below the melting point of UO2
and therefore data for nonstoichiometric urania suggest vis-
cosities a factor of 10 higher than would be indicated by
this equation for stoichiometric urania.158,159 An alter-
nate correlation for the viscosity of urania is then

y(poise) 4.7 x 10-9 exp[55,682/T]= .

Inspection of the viscosity correlations for metals and
UO2 shows that the viscosities are low--a few centipoises.
The viscosities of molten concrete and siliceous melts, in
general, are much higher. Powers and Arellano160 estimated
viscosities of molten concrete produced in their tests of
molten steel / concrete interactions to be 10-150 poises.

The problem of combining viscosity data for pure species
to obtain viscosity estimates for mixtures has been much dis-
cussed.161 The CORCON model uses the Kendell Monroe equa-
tion 162 for low silica content melts:

N
[ p(i)l/3 X(i)p(mix) =

i=1

i
'

where p(mix) = viscosity of the mixture,

y(i) = viscosity of the pure ith constituent
of the mixture, and

X(i) = mole fraction of the ith constituent.
The pure species viscosities used with the Kendell Monroe
equation are

p(UO2) = y(ZrO2) = 0.00098 exp[4620/T]

3 x 10-5 exp[17,560/T]p(Cr2O) " M(Al O )3 2 3 =
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Table 47

Viscosities of Some Liquid Metals 79

Indium
u(poise) = 0.00302 exp [800/T],

Iron
u(poise) = 0.003699 exp [4980/T]

Nickel
u(poise) = 0.001663 exp [6038/T]

Silver
u(poise) = 0.004532 exp [2670/T]

Tin
u(poise) = 0.0185 at T = 505 K

Uranium
u(poise) = 0.004848 exp [3656/T]

'

Zirconium
g(poise) = 0.08 at T = 2123 K

i

|
1

6
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u(CaO) = 3 x 10-4 exp[10,700/T]

p(FeO) = 1 x 10-4 exp[14,070/T] .

Bottinga and Weill163 have devised a correlation for
the viscosities of silica-rich melts that is:

Enu = E Dg(T,X(SiO2))Afi)
i

where the Di(T,X(SiO )) coefficients are dependent on both2
temperature and the mole fraction of SiO2 The Bottinga-
Weill correlation is used in CORCON mod 1,. but has beer.
replaced by a simpler correlation developed by Shawl 64 in
CORCON mod 2.

The high viscosities of molten concrete mean that as
core debris interactions with concrete progress, the exide
phase will undergo radical changes in viscosity. Explicit
modeling of the melt viscosities is not attempted in the cur-
rent implementation of the VANESA model. Rather, the model
has been devised assuming the melt phase to have a viscosity
of 5 centipoises and the oxide phase to have a viscosity of
10 poises.

I 12. Heat Effects Associated with Vaporization

Vaporization is a very endothermic process. Enthalpies
| of vaporization of the more volatile consituents of the core
! debris may be as low as 20000 cal / mole. The enthalpy of

vaporization of more refractory oxides can be as high as'

: 150,000 cal / mole. The enthalpies of vaporization of struc-
i tural metals are about 85,000 cal / mole.

; The current implementation of the VANESA model does not
i consider the possibility that heat may pose a rate limita-

tion to vapor production. Clearly, such a limitation is
conceptually possible in light of the very endothermic nature
of vaporization prccesses. It is useful then to consider the
relative magnitudes of heat effects on the core debris to
ascertain if a limitation due to heating ought to be
included in the core debris.

; From the discussions above, it is eviden* chat concrete
! can be the dominant contributor to the aerosol evolved

| during core debris interactions with concrete. If the
: vaporization of Ca0 is taken to be representative of the
l aerosol, then the enthalpic cost of vaporization can be

estimated to be

-204-
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AH = 2460 6 calories /sy

where 6 = aerosol generation rate in grams per second.
.'

Decay heat rates in the core debris amount to 7.2 x 106
,

to 4.8 x 106 cal /s. Then, the enthalpic cost of vaporiza-
! tion can be expressed in terms of the available decay heat

as:
3

4

| AHy < 5.1 x 10-46 fraction of decay heat .

i

!

Thus, at an aerosol production rate of 100 g/s, vaporization
consumes only about 5 percent of the decay heat. Vaporiza-

j tion is not, then, a major source of heat loss from the core ,
debris.

j Melt / concrete interactions are predicted 6 to rapidly
assume a steady state character. That is, heat losses
from the core debris match the generation of heat by radio-
active decay and by chemical reaction. A steady state
temperature of the core debris is achieved. Most calcula-

| tions of this steady-state temperature are based on analyses
j that neglect the heat loss due to vaporization.6,26,43 It

is of use to ascertain the magnitude of porturbation in
steady state temperature that is likely to be caused by
vaporization.

:

The heat capacity of a large core melt will be about>

| 2 x 107 cal /K. The rate of temperature change caused
i by vaporization from a core melt which is calculated
i to have a steady temperature when vaporization is neglected

is:

-24606E=C = -1.2 x 106dt *

P(melt)
|
;
!

Thus, at an aerosol production rate of 100 g/s, the core
debris temperature will fall at the rate of 0.012 K/s. Ini

'

view of the many phenomenological uncertainties that affect
predicted melt temperatures during core debris interactions,

! with concrete,9 the effect of vaporization on the core
} debris temperature appears negligible.
i
| Vaporization and aerosol production in general removes

radionuclides from the core debris. Since the decay of
the radionuclides is the source of significant heat for the
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core debris (chemical reaction is the other major source),
vaporization ought to be recognized in models of core debris
interactions with concrete. The effect will be important
only if significant fractional releases of radionuclides are
predicted. The VANESA model will predict, in general, large
fractions of the tellurium are released from the core
debris. In some situations large fractions of other radio-
nuclides are predicted to escape the debris. When such
large releases are predicted, it should be recognized this
will affect core debris behavior, especially late in the
course of interactions with concrete. These effects are not
recognized in most models of core debris / concrete inter-
actions.

B. Kinetics of Vaporization

The thermochemistry of vaporization defines one limit
to the rate at which materials are released from core debris

i interacting with concrete. The vapor concentrations in the
gases sparging through the molten core debris will not

' exceed the limit defined by the chemical thermodynamics of
the system. An upper bound estimate of the rate of mate-
rial release from core debris by vaporization can be found
by assuming that the sparging gases are saturated as they
pass through the melt. Then by specifying the rate of gas
production from the interaction of core debris with con-
crete, an upper bound on the rate of vapor production is

| determined.
.

| The limit to vaporization defined by thermodynamics is
never violated. There are, however, other limitations that'

can prevent vapor concentrations in the sparging gases from
reaching saturation. These other limitations are the kinet-
ic features of the vaporization process that are of interest
here.

Vaporization processes involve the transfer of a volatile
constituent to the vapor phase. Spontaneous nucleation of
vapor in a condensed phase is a very difficult process.
Equilibrium vapor pressures must, at the very minimum, be

; equal to the ambient pressure (atmospheric pressure plus any
hydrostatic head). In fact, pressures must actually exceed
this equilibrium pressure to overcome the surface tension
energy penalty and pressure-volume work of forming free

! surfaces:218

4wra+hrAG = (P - p)g

where r = radius of a vapor bubble,

o = liquid surface tension,
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.

Pamb = ambient pressure,!

p - pressure within the bubble, and
i

AG = excess free-energy required for homogeneous
nucleation.

Consequently, spontaneous nucleation of vapor by volatiles in
the condensed phase is a relatively unimportant process in
steady-state situations.

,

A more facile way.for condensed-to-vapor transitions to
proceed is at a pre-existing free surface. The first limita-

| tion encountered in this type of vaporization process is, of
course, the availability of ~ free surfaces. This limitation
is more a matter of geometry than any intrinsic feature of,

i the condensed phase or its volatile constituents. Once free
surfaces are available, several additional actions must

j occur for vaporization to progress:

! 1. The volatile constituent of the condensed phase must
migrate to the free surface,

,

'
2. Once the constituent reaches the free surface, it

| must transform into a vapor, and

j 3. Vapors at a surface must be conducted away Crom the
; surface lest the gas phase become locally saturated
I and net vaporization ceases.

I In a sense, pre-existing free surfaces catalyze the vapori-
zation process. That is, with' free surfaces available, the
energy intensive, spontaneous, nucleation route to vapor
formation can be avoided at the expense of progressing,

through several lower energy steps.

Each of the above steps is a kinetic process that
requires time. Because the steps are serially related any
one of them can become rate-limiting. These steps are the
rate processes considered in the VANESA model.

The above list of processes does not exhaust the possi-
ble rate limitations to vaporization. Condensed-to-vapor
phase changes are endothermic. Consequently, the availabil-
ity of heat could be rate-limiting. (The availability of
heat will become rate-limiting in vaporization processes
driven by sufficient disequilibrium to cause spontaneous
nucleation of vapor.) Also, the condensed-to-vapor phase
change can be prompted by chemical reaction. The intrinsic

| chemical kinetics of the reaction could be rate-limiting.
| Or, if reactants other than the volatile of interest are

|
:
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1
involved in-the chemical reaction, transport of these reac-

I tants to the free surface could be rate-limiting. No con-
siderations of these other possible rate limitations are
incorporated into the VANESA model. The rationale for their
neglect will be mentioned in the discussions below.

I Conventional, formal, rate expressions for the processes
considered in the VANESA model are:

| 1. Transport of the ith volatile constituent of the con-
densed phase to a free surface:'

i

| f f"" = K(i,m)pmolar[x(i, bulk) - x(i surface)]
.

!

dN(i.m) molar rate at which the i volatilewhere' =
dt constituent of the condensed phase is

conducted to the free surface,

A = free surface area,

' rate constant for the condensed phaseK(i,m) =

| mass transport of the ith consti-
tuent of the condensed phase,

p = molar density of the condensed phase,

x(1, bulk) = mole fraction of the ith constitu-
ent in the' bulk condensed phase, and

x(i, surface) = mole fraction of the ith constitu-
ent in the condensed phase at the
interface with the free surface.

2. Conversion of the ith constituent of the condensed
phase into the ith constituent of the vapor phase:

.s)f Ky(i.j)[Peq(j, surface) - P(), surface)).
=

.

dN(i.i.s) th
where = molar rate at which the i con-

dt densed phase species is converted
I to the jth vapor phase species
i at the surface,

Ky(1,j) = vaporization rate. constant,

|
'
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Peq(j, surface) = equilibrium partial pressure of the
; jth constituent of the vapor

phase over a condensed phase of
composition x(1, surface), and

P() surface) = actual partial pressure of the
jth constituent of the vapor phase
at the free surface.

3. Gas phase mass transport of the ith constituent away
from the vicinity of the surface:

fdN
.c) [P(), surface) - P(j, bulk)]=

dN(i.q)

vapor species away from the surface,jthwhere dt molar rate of transport of the=

Kg(j) gas phase mass transport coefficient of .
=

the jth vapor species, and

partial pressure of the jth vapor spe-P(), bulk) e

cios in the bulk gas phase.

Solution of these rate equations for a completely general
case is a formidable chore. There are two well-recognized
simplifications that facilitate solution.188 One of these is
to assume vaporization at the surface produces an invariant
partial pressure of volatile species so that

dN(i.i.s) =0 .dt

The other method of solution is to assume vaporization is in
a quasi-steady state. The steady-state assumption is made in
the VANESA model for reasons that will be discussed in con-
nection with the determination of Ky(i,j).

| Before the s teady- s ta te assumption can be profitably
'

employed, the condensed phase mass transport equation must
be modified. As formulated, this equation describes the

| transport of the ith condensed constituent to the surface.
The remaining rate expressions describe movements of the

'

jth vapor species. From the discussions of vapor phase
speciation it is apparent that a general constituent of the
condensed phase can be removed from the surface as any one

!

|
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of a number of vapor species. If the steady-state assump-
tion were invoked based on the flux of the condensed species
to the interface, then

dN(i.m) dN(i.i,s)
" *

dt dt

This would pose some difficulty in evaluation though this
difficulty is not insurmountable. To avoid this problem, the
steady-state assumption is invoked for the vapor species.
The condensed phase transport is then evaluated for that
portion of the flux of the ith constituent that becomes
the jth vapor species. That is, the ith constituent migrates

,

to the surface. Any ith constituent at the surface instantly'

transforms into surface species having the stoichiometries of
the vapor species. The proportion of these surface species
having the' stoichiometry of the jth vapor species is

exactly the same as the proportion of the jth vapor at
equilibrium over a condensed phase with the composition
x(1, surface). Note that this is a construct to simplify
the mathematics and has nothing to do with actual molecular
behavior.

From the discussions of thermochemistry of vaporization,
it is apparent that:

Pea (), bulk)ea(), surface)P

Y(1, surface)x(1, surface) " Y(i. bulk)x(i, bulk) *

Then

f = K(i,m)p,gy x(1, bulk)'"

~Y(1, bulk) Pea (), surface)'f{I -
Y(i, surface)Peq(j, bulk) (I

!
d I '"Iwhere = rate at which the i condensed constitu-'

dt ent is transported to the surface to become
the jth vapor species.

!
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If the activity coefficient of the ith constituent of the
condensed phase is 1,

J

( ""}Emolar*( " }l dN(1,i.m) *

"

eq(1, bulk)A dt P

eq(1, bulk) - P,q(1, surface)P .

From the quasi-steady state assumption:

1 dN(i.i.m) 1 dN(i i.s),

A dt A dt

, 1 dN(i q) , 1 dN(i)
,

A dt A dt

Then,

1 dN(i) ea( ) - ( }* '

E dt P,q(j, bulk) 1 RT
"

K(i m)p,gg x(1, bulk) +Ky(1,j) +K (j)

or

f = K(j,eff)[Peq(), bulk) - P(j, bulk)]l

hwhere = molar rate the j vapor species is injec-
ted into the gas phase and

K(),eff) effective rate constant for thea

formation of the jth vapor species.

This is the rate expression used in VANESA.

Before discussing the parameterization and use of the
; rate expression, it is useful to examine some of its fea-
| tures. First, note that by using this description, vaporiza-

tion is described as a reversible process because of the
thermodynamic driving force

supersak(u)r,a ted
term. P bulk) - P(), bulk).e

Should the vapor phase become in the vapor
species j, vaporization would actually become deposition.
The system is attempting to achieve equilibrium and will do
so given sufficient time. In the absence of sudden changes
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in the conditions leading to vaporization (sudden changes in
P the system temperature or pressure), vapor pressures predic-

ted with this rate expression will not exceed the equilibrium
vapor pressure.

i This explicit inclusion of the equilibrium limit to the
i vaporization is most important. Thermodynamic' equilibrium

is a very strong limit to the vaporization from core debris.
To the author's knowledge, no other, commonly used, model of,

release during severe accidents has this feature. Without.

it, very unusual, very unrealistic results can be obtained.'

|
If the volume of the gas phase is V(gas), the rate

expression can be rewritten as:

} 9""}) 1 dN(i) RT K(i.eff) ea( '

' " - ( *

A dt V(gas) RT

Then, if K(),eff) is independent of N(j) and the extent of
vaporization is sufficiently small that the effect of vapori-'

zation on V(gas) can be neglected, the rate expression is
first order. (It would not be first order, in general, if

,

j the intrinsic chemical kinetics of vapor formation were

!
included as a rate-limiting process.) The approach to equi- '

librium by the first-order process is shown in nondimensional
;

4 form * in Figure 24. The rate is most rapid initially and
j slows continuously as equilibrium is approached.
!

The actual rate of vaporization depends first on the
available free surface area per unit volume of gas. Second,

f it depends on the value of K(),eff) which is the result of
; three processes. Because three processes determine the value
i of K(j,eff), no one process will be rate controlling over the

whole range of possible vaporization conditions. Also, the

!
rate of reaction will not have, in general, an Arrhenius
temperature dependence over a large range of temperatures.
As temperatures increase, so too will the rate of vaporiza-;

i tion increase. But, at some point there will be a change in
{ the ' process that has the dominant influence on the _ rate.
1 Since each of the processes reflected in K(j,eff) has a dif-
i ferent dependence on temperature, the temperature dependence

of K(j,eff) will be more complex than the simple Arrhenius
dependence.

.

*If time and N(j) are the only variable quantities the rate
:

! expression has an analytic solution: -

!

fP "(), bulk) V(gas) f'
RT

1 - eXp V( as) RT K(),e W \N(j) = .

,

,

i -212-
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It is readily apparent from the rate expression what
needs to be known to characterize the kinetics of vaporiza-'

| tion. The equilibrium vapor pressures. Peq(), bulk), has been
i discussed at length in the previous section in connection

with thermodynamics of vaporization. The remaining quanti-
ties to be determined are the . surf ace area available for,

vaporization, the condensed phase mass transport coeffi-
cient, K(1,m), the rate constant for surface vaporiza-
tion, Ky(i,j), and the rate of gas phase mass transport,

;

Kg(j). These parameters are discussed in the subsections
,

below.
I

l l' . The Behavior of Gas Bubbles in Core Melts

The sparging of molten core debris by gases liberated
from the concrete is a key element of aerosol production-
during core debris / concrete interactions. Clearly, any model

,

of vaporization kinetics must address the nature of gas
;

; sparging of the core melt. Experimental evidence shows that
after an initial transient when molten material first con-

| tacts the concrete, gases sparge the melt as bubbles. The
behavior of gas bubbles rising through the core melt must be
considered in a vaporization kinetics model in order to,

establish:

! 1. The surface area available for vaporization that is
j created by the sparging gases,
1

! 2. The time available for vaporization through the
i surface,

3. The efficiency of mass transport of a volatile
| constituent of the condensed phase to the surface,
j and

; 4. The efficiency of mass transport of vapors away from
the surface. |

;

- A substantial technology exists to establish these fea-
| tures of the system. The technology of bubble behavior has
| been developed in terms of many dimensionless parameters.
' Several of these parameters are described in Table 48. The
j physical properties used in the definition of the dimension-

less numbers are also shown in the table. Approximate values
! of these properties for both the metallic and-oxidic phases
; of the core debris are shown as are the ranges for the dimen-
| sionless numbers derived from these property values. Because
; the oxide and the metal phases are physically so different,

rather broad ranges for the dimensionless numbers need to be
considered.
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Table 48

Dimensionless Numbers and Physical Properties That Arise
in the Analysis of Bubble Behavior

PotentialQuantity Definition Meaning Range

Dimensionless Numbers

Eotvos 2 Gravitational force 0.02 ;= 9(p -p M/Number o g g 1 Surface tension force to 1300
,

Morton 4 2M = qu (p -p )/p g3 Gravitational force x viscous force 3x10-13
Number 1 1 g i i Surface tension force to 25x103

i Peclet Pe = dU/D Mass transfer by bulk motion 2x104
Number 1 Mass transfer by diffusion to 1x107!

b Rayleigh Ra = d3(p -p ig/y D nye ve mass transfer 163
5 Number 1 g i1 Mass transfer by diffusion to 2x1012I

: Reynolds ne a e 0.03Re = Up d/u
Number 1 1 Viscous force to 25x103'

Schmidt men um usion 50Sc = y /p D
Number i 11 Molecular diffusion to 6x106

'

Sherwood Sh = K"d/D Total mass transport
Number i Mass transport by diffusion

_

q

i

Takada Ta = ReMO.23 Used for empirical correlation of 4x10-5
Number ellipsoidal bubble shapes to 2.6x105

Weber 2 Inertial force 0.13** # #Number 1 1 Surface tension force to 160

Maximum bubble width
i Maximum bubble height

-

!

!
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Table 48 (Continued)
Dimensionless Numbers and Physical Properties That Arise

in the Analysis of Bubble Behavior .

f
Potential

i Ouantity Definition Meaning Range

>

; Properties
'

d Diameter of a spherical bubble with 0.1'

the same volume to 5 cm'

Dg Diffusion coefficient in the liquid 1x10-4
phase to 1x10-5

2cm /s

| g Gravitational constant 980 cm/s2,

1

'

b pg Density of the liquid 2.5 to
3 |" 10 mg/cm

e<

. I
' Density of the gas 1x10-5pg to 1x10-3'

g/cm3
!
f

Surface tension of the liquid 200 to 1200I og
dynes /cm

i

ing Viscosity of the liquid 0.05 to 150;

poises

!

l
-

U Rise velocity of the bubble ~25 cm/s

Km Mass transport coefficient*

i
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a. B_ubble Shaye

Gas bubbles rising through a liquid can assume a number
of geometries. The geometry of a bubble would be expected to
affect significantly the behavior of the bubble during its
transit through the liquid. Grace and coworkers 90,91 have
found that they can correlate the shapes assumed by gas
bubbles in terms of the Reynolds. Eotvos, and Morton dimon-
sionless numbers. Note that correlation in terms of those-

dimensionless numbers indicates that the shape of a bubble
in determined by the physical properties of the liquid and
not those of the gas. The graphical correlation developed
by Grace and coworkers is shown in Figure 25.

Obviously, as greater precision is required, a rather
large number of shape categories could be defined. For the
purposes here, it should be sufficient to consider only three
categories:

1. " Spherical" bubbles,

2. "El1ipsoidal" bubbles, and

3. " Spherical cap" bubbles.

The labels attached to those categories ought not be inter-
preted too literally. Gas bubble shapes do not, in general,
have the symmetry that might be attributed to the simple
geometries recalled by these labels. In particular, symmetry
fore and aft is nearly never present. Also, the dividing
lines between shape categories are not sharp. It is conven-
ient to characterize the bubble shape in terms of a parameter
E defined by:

maximum width of the bubble in the horizontal plane
*
maximum height of the bubble in the vertical plane *

|

Then, arbitrary boundaries for the shape categories can be
defined as

1. Spherical: 0.9 <E< l.1,

|
| 2. Ellipsoidal: 1.1 < E< 3.5, and
1

3. Spherical cap: E>= 3.5.

These categories have been widely adopted.92,93,94

The spherical bubble, so familiar from experiences with
carbonated beverages, is relatively unusual. It is e nc ou n--
tored only for small Reynolds numbers (Re < 1000)--that is,
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conditions where the bubble is small or moving at low veloc-
ities. Within the spherical bubble category, two types of
behavior are encountered. Very small bubbles appear tos

behave as Irigid spherical bodies. The gases within these
.

; small bubbles are not coupled hydrodynamically to the motion
j of the liquid phase and apparently do not circulate. On the
; other hand, gases within larger spherical bubbles have been
i observed to circulate.92,95,96 The boundary between internal
! gas circulation behavior and stagnant internal gas behavior
| is not well defined. Bond and Newton 97 have suggested
j that internal circulation of the gas phase begins as Eo
i exceeds 4. This suggestion has not been endorsed univer-
| sally.92 Others have suggested internal circulation is a

characteristic of the regime for Re > 400.65

| Internal circulation of gas is predicted by classic anal-
liquid.92,99; yses of the motion of fluid spheres through a

| The ample evidence that such circulation does not occur in

smallbubbleshaspromptedmanyattem{00ts to refine the hydro-.

1 dynamic analyses of bubble motion. A most convincing
j case has been made, however, that failure to observe internal

gas motion is the result of accumulation of surface active<

! agents at the bubble / liquid interface.101.102 Accumulation
of surface active agents at the interface would be expected

I on the basis of thermodynamic arguments.103 Because of the
] high sur f ace- to-volume ratio of small bubbles, surface active

contaminants, even at very low concentrations with respect to
the bulk liquid, can affect apparently the motion of the gas
in the bubble. Investigations with very ' pure water 104 and

102i mercury have suggested that circulation of gases will
! develop in small bubbles if the liquid is free of surface
! active agents.

Investigations of bubble behavior in high temperature
j systems have not been so thorough as those of aqueous sys-
| tems. As a result, questions of internal gas circulation and
i the effects of surface active agents in high temperature
! melts are not well- resolved. Powers et al.189 showed that
! gases do circulate within small spherical bubbles rising in

glass melts free of obvious surface active agents. Oxidic
! molto encountered in reactor accidents will be more complex
- and may contain surface active agents. Cooper and Kitch-

190 showed P 05 to be surface active in molten FeO and toner 2
some extent in calcium silicate. P05 may be present in core2
moltu since phos is a common impurity in steel.r> wisher and McCabeghorous91 showed the Cr203 will stabilize foams
in some silicate melts as a result of its surface active
properties. Cr2O3 will be present in core melts when stain-
less steel is oxidized by gases from the concrete. The pre-
vious discussions of surface tension show that tellurium is
surface active in metallic melts. Tellurium is, of course,
an important radionuclide expected to be ' present in core
debris during ex-vessel phases of a severe accident. There
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is evidence from studies of nitrogen dissolution in molten
steel that sulfur, too, is surface active.105 Sulfur wo'uld

. be injected into core debris as a result of concrete abla-
| tion. It is not known if these surface active materials

'

expected to be present in core debris will exert an effect
sufficient to' inhibit circulation of gases within-spherical )

'

! bubbles rising through the debris.
I |

| As the Reynolds number of a bubble rising in a liquid I

! exceeds - about 1000, the bubble distorts considerably from
I spherical. A correlation of the eccentricity of the dis-

| torted, ellipsoidal, bubbles is:92 ,

I
;

O.23
(f) = 1 for Ta a rem < y

i

[0.8140.206 tanh(2(0.8-log Ta)}[| =
10

!

| for 1 1 Ta 1 39.8
;

(h a 0.24 f o r Ta ;> 3 9. 8
,

.

1

Plots of the eccentricity, E, against the bubble Reynolds
i

! number for various Morton numbers are shown in Figure 26. To
j prepare this figure, the Morton number was defined to be

approximately:

4

I 4 3
j M = gug/p ogg .

i

! The density and the viscosit of metallic melt phases in core

! debris will be about 7 g/cm and 0.05 poises, respectively.
Surface tensions will be between 1200 and 600 dynes /cm. Con-

j sequently, Morton numbers for the metallic phase will be.
! between 5 x 10-13 and' 4 x 10-12 The oxidic melt phase in
! core debris will have a density similar to the metal phase,

but typically a higher viscosity (~1-10 poise) and a . lower i'

'

: surface tension (~400 dyne /cm). The Morton number for' the
oxide phase will be then between 3 x 10--9 and 200.

It is apparent that as the melt surface tension falls,
i bubbles distort more easily. Bubbles in oxide melts can be
j distorted from spherical even at rather low Reynolds num.
! bers. The ellipsoidal regime is rather narrow for such

| bubbles. In fact, the bubble distortion at these lower

!
! .
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d

t.

Reynolds numbers will be to a shape often termed " elliptical
cap" rather than to the more ideal spherical cap shape.*

Bubbles in the metallic melt resist distortion since the sur-
face tension forces are so much greater than the viscous!

forces. The ellipsoidal regime is rather more extensive for
bubbles in the metallic melt.

Ellipsoidal bubbles need not be stable in their rise
through a liquid. " Wobbling" of ellipsoidal bubbles is

undoubtedly caused by shedding of vortices in the wake of the
,

|

bubble. The natural vibrational frequency of a bubble can be-

estimated to be:81

!
- 1/ 2'

***
'.

f = c
2 3

2w d
- e # c.

natural vibrational frequency. The frequencywhere fN =

of vortex shedding can be estimated to be:234'

:
J

'
O.30 UT

"

d <E>lW
e

i

frequency of vortex shedding andwhere fu a

time averaged value of E for the bubble.<E> =

Then if it is assumed the bubble oscillates like a harmonic
oscillator driven by an impulse from the vortex shedding:

1 1 w+fn\
[w(f,+ fn) I5|(t) ~ <E> f ,-f "w n) ] cos" "

n

|

where E(t) is the instantaneous eccentricity of the bubble.
i Because the vibration amplitude is f requency modulated, the

| bubble motion can appear quite chaotic.

i
With further increases in the Reynolds number, bubbles,

| adopt the spherical cap configuration. Spherical cap bub-
| bles are conveniently characterized by a wake angle defined

as shown in Figure 27. For Eotvos numbers in excess of 40,
wake angles are correlated by the expression:92

0 = 50 + 190 exp[-0.62 Re0.4] Re > 1.2

-222-
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Figure 27. Definition of Wake Angle for a Spherical Cap Bubble
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where 0 is in degrees. Thus, for spherical cap bubbles of
interest here 0 a 50*. The limiting value of 0 corresponds
to E = 4.29.

Very frequently correlations for bubble properties are
given in terms of the diameter of the sphere with the same
volume as the bubble. For ellipsoidal bubbles, this equiva-
lent sphere diameter, de, is given by

)1/3d 2a=
e

where 2a is the maximum dimension of the bubble in the hori-
zontal plane. The bubble surface area is:

i

1/2l

"" *
A= 2wa + 9. n .

1/2 1/2
E E -1 _E - E -1 _

For spherical cap bubbles, the equivalent sphere diameter is:

'

1/31/3 -

3
, d, = 2sin 0 .

- 3 cos 0 + cos 0,2

i

where, again, 2a is the maximum bubble dimension in the hori-
zontal plane. For 0 - 50*,

d a 0.572(2a) .

e

The surface area of the spherical cap bubble

2 nabi-cos0) . ,,2A(0) =
2

sin 0

and

i

l A(50) = 3.825a + wa I.

|

Note . that the curved and the flat surface areas have been
'

distinguished in these formulae. The two types of surfaces

!
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I

1

I |
|

: |

1

in a spherical cap bubble affect transport properties dif-
ferently.

,

!

Spherical cap bubbles themselves can be deformed. The>

! deformation can be viewed as the development of " skirts" on
'

the bubble or as the bubble base developing curvature. This
deformation develops when the Reynolds number is greater than

| nine:92
1
i

!

N > 2.32 +Re (Re-9)O.7
i

!

where We - Weber number = U d,p /a .g gT
f
i b. Traiectories and Rise Velocities

: The rise velocity of a bubble will determine how long a
'

bubble resides in a liquid and consequently how much time is
i available for it to absorb vapors given off by the fluid. |The rise of single bubbles need not be, however, along linear '

j paths. Some data 92,106 on the paths taken by bubbles in
j water are listed in Table 49. Very small and very large bub-
! bles rise to the surface along straight line paths. The
j larger bubbles may be affected by secondary motions so they !

appear to " rock" as they rise. Intermediate-sized bubbles4

j can follow rather complicated pathways. These paths can be a
! " zig-zag" motion along a plane--sensibly an exaggeration of
| the rocking motion of large bubbles. This zig-zag motion can .

I evolve into a helical pattern. Or, a helical pattern of
I motion can be established immediately. The complexities of
! motion for intermediate-sized bubbles are not easily
| described by analytical models.107-109 The complex

motions must surely affect mass transport to and within the
'

gas bubbles. There may be, however, little'need to consider
in detail the complexities of bubble motion. Both the rise
velocities and the mass transport coefficients can be corre-
lated in an overall sense without explicitly recognizing the
details of motion. Further, the complex motions of single
bubbles do not necessarily arise when the bubbles become part
of a swarm such as when gases sparge a melt of core debris.

The overall rise velocity of a spherical bubble depends
on whether gases within a bubble circulate. When these gases
do not circulate, the bubble behaves like a rigid sphere and
its rise velocity is given by " Stokes Law":

2
UT = gd p /18pgg

,

!

-225-
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Table 49
.

Trajectories of Single Bubbles

d, (cm) Re E Path

<0.13 <565 <l.25 linear

0.13 - 0.2 565 - 880 2 - 1.25 helical

h

O.2 - 0.36 880 - 1350 2 - 2.78 plane zig-zag'

l then helical-

;

! 0.36 - 0.42 1350 - 1510 2.78 - 3.57 plane zig-zag

O.42 - 1.7 1510 - 4700 3.57 - 4.35 linear-rocking'

I

;

i

I

|

r

)

1
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2

i

where UT is the terminal velocity of the bubble. When the
gases do circulate, the rise velocity obtained from classic

! hydrodynamic analyses 92,99 is:

i

UT = gd p /12Wgg .

l
; That is, the circulation of gases leads to an increase in the
: bubble rise velocity by as much as 50 percent. Experimental

{ data show good agreement with one or the other of these
; expressions for the terminal velocity depending on whether
! or not the liquid phase is free of surface active contami-
1 nants that could retard internal circulation of gases.
J

'

Two correlations for the rise velocity of ellipsoidal
bubbles are also available. When internal circulation of
gas is possible, data for the terminal velocity of ellip-

i soldal bubbles can be correlated by92,110,lll

2

f2.14 o ) 1/ 2g
U * 9T* * *p d, eg

I
|

!

| Grace 91 has developed a fairly complex correlation for rise
; velocities in liquids which are contaminated with surface
*

active agents:

I

M-0.149(J-0.857)UT=
|

; where J = 0.94HO.757 for 2 i H 1 59.3,

! J = 3.42HO.441 for H > 59.3,
i
'

H = 0.6895EoM-0.149(pg)-0.14,

M < 10-3,

Eo < 40, and

Re > 0.1.

| -227-
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The discontinuity in the definition of the dimensionless
'

group J occurs at about the point ellipsoidal bubbles trans-;

form into the so-called " wobbly ellipsoid" bubbles. That is,
the correlation recognizes that secondary motions affect rise
velocities.

|.
For spherical cap bubbles the conventional correlation

for rise velocities is given by the Davies-Taylor formula 112
\

!

T=0.721/gd,afggaU
j

where 2a is the maximum horizontal-dimension of the bubble.
For greater precision, the terminal velocity can be given as
a function of wake angle '

,

12
2 1-cos(O)

| T " 3v'N *

2
sin 0

:

j For ellipsoidal bubbles that approach the shape of spherical
caps:ll3'

UT = f(E) /(ga/E)
|

|

sin-1 f2 ] - /E _7 {
2

E
where f(E) ' *=

2(E -1)3/2 - E - E ,
2 l

|

The terminal velocities of bubbles in the oxide and metal
phases of the core debris are shown in Figure 28 as functions
of de. To prepare this figure the metal phase was assumed to

3
j have a density of 7 g/cm , a viscosity of 0.05 poises, and

surface tension between 1000 and 1200 dynes /cm. The oxide
r

| phase was assumed to have a density of 7 g/cm3, a surface
tension of 400 dynes /cm and a viscosity between 1 and'

100 poises. The terminal rise velocities were calculated|' from the equation

|
'

l
Eo ' 2

" Re C1/2 9
M

-228-
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l

where Co, the drag coefficient, was found as the maximum
from the equations listed in Table 50. Velocities in the
figure show that once bubbles are larger than a few centi-
meters their velocities are insensitive to the properties of
the melt. In this insensitive region the bubbles have the
' spherical cap shape. When bubbles are too small to achieve

,

i this shape, the viscosity of the liquid is the most impor-
tant determinant of the rise velocity. The rise velocity of
very small, spherical bubbles depends strongly on both vis-
cosity and bubble size. Once bubbles begin to distort from

,

'

spherical to elliptical, the rise velocity is relatively
insensitive to size or surface tension but still sensitive
to viscosity.

4

f
These results for rise velocity have been obtained for

single bubbles. In bubble swarms, it is possible for a given
;

bubble to rise faster than would be predicted for an isolated'

bubble of the same size. Bubbles in a swarm are affected by
,

their neighbors and predecessors.

) In a bubble swarm, the rise velocity of a bubble is
i given by

V,
T"a

!

where V, - superficial gas velocity and
i

|
v lume f bubbles

a = gas holdup = volume of gas / liquid mixture ,

|
:

I

; Several equations are available for a. A conventional corre-
j lation of hold up is:338
|
|
i

1.148
a=1- 0.146

| y,y
!

s

j where V has units of cm/s and is greater than 3 cm/s.
Blottner 28 suggests:'

s# b| a=

{
l + V /Us b

i

i
i
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Table 50 '

Definitions of Drag Coefficients Used
" ' . To' Prepare; Figure 417- 5

i

Spherical Bubble With No Internal Gas Circulation: 9- na

I I-< * w : r, mn: g,3 .

1/2 1.5
CD = 576 K /Eo

| _,, 7
i :: $d a ,. ,f .1

'

m ,

Spherical Bubble With Internal Gas Circulation:

0.3033 0.959
CD = 83.8 M /E0 6 ' o h''

1 ' ~
s. g .c< ..<

Elliptical Bubble in a Fluid With No Surface Active-Acents:
_

i
'

4

!,

, C ... . .n

D= Eo/(2.14:a
, - ,,

! + 0.505Eo) ,_,,Eo >,0.2r,>4 --. , . .'- - - - -

4

Spherical Cap Bubble:; . , . ,
,

i. J

Cp = 8/3

a .s o ! 1 2c ; p uit, > , .

*, i.; - , t,
;- o. > ,,,

l'# 4' '
if :}I ,;p <.{!' ',

.lD.51
a

.),g ' 3 0j . 4 9 1 *

' '
I'. '.) '. !!I I .5 (,' ._.' i )

*

'}.i' ' ' '
i 1' 'r: ; f; 4, ,

*
i> i ); t ., r: ,l'*4 *

I ~l '|C' *
i

i P'i j y #. "j j s

.

,

| k

i + 1 y -.
'

,

t' I' ~ ' '
p i 7

! i,

: i
,f ' ,|

'
1

|
t

1
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where Ub is the rise velocity of a single bubble. Yoshida
! and Akital29 provide a correlation of data that can be fit
'

to the equation:

|
<

in(a) = -3.4723 + 0.9537 in(V ) - 0.05541 (in(V ))2s s1

,

where Vs has units of cm/s.
j Calderbankil4 cites an equation:

I
! 1 .-

in = 0.185F + 0.15_,

|

where F = Vn /pg
3pg = density of the gas (g/cm )

Vs = superficial gas velocity (cm/s).

192 offers a correlation in graphic formG. A. Hughmark
of holdup in terms of the variable

~ 1#38 - V, (1/pg)(72/c ) .g

Hughmark's correlation is quite interesting since it is
derived from data taken in columns up to 106 cm in diameter.

; The curve given by Hughmark can be reproduced by the equa-
tion:

'

in(a) = -3.5349 + 0.93587 in(B) - 0.06553[1n(B)]2 ,

Hughmark's correlation is attractive because it includes
i terms containing properties of the liquid phase. Other cor-

relations for gas holdup have been devised to reflect the <

| properties of the liquid. Kataoka202 has derived from
j experimental data the correlation:

i - 2/3 -2/9- y p

(@gp)
. a = 0.67 '

fog (p-pq) / gg g

! \ #' /
._

,

! -232-
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-1/6 -1/3D \ p
{ g g_

* | Pt1 p

k 9(Ag-Pg)/

where DH is the hydraulic diameter of the vessel con-
taining the liquid phase. Wilson 185 has offered a similar
correlation:

-O.62
) 0.1

-0.14"

V
-

AD[ Hs q
a = 0.68

1|0
*

-' a q(p -p ) \ a p -pg gq

2 9(Ag-Pg)
9 .-

Sterman186 has presented the correlation:

-O.8 -0.25 -0.23~

y
/ D

a = 1.07 [ H h es n
1|0 1 o 1a g(p -pq) g (p -p ) *

qg q

\ 9(# -99)2 1
9- .

These various correlations have been developed from data
for aqueous systems. They are compared for aqueous systems
in Figure 29. The correlations agree well for superficial
gas velocities of less than 15 cm/s. The predicted holdups

! diverge for higher superficial gas velocities. With the
j exception of ' Blottner 's correlation the correlations are

empirical and do not reflect the change in flow pattern thatr

occurs at a holdup of about 0.4. At high superficial gas
; velocities, flow is termed " churn-turbulent" and will not
i produce such high gas holdups as are predicted by extrapo-

lating the empirical correlations.

The current implementation of the VANESA model uses
terminal velocities for isolated bubbles and does not
consider the swarm effects on holdup.

c. Initial Bubble Size and Bubble Growth During Rise

, Gas is formed during the attack on concrete'by high tem-
perature melts at locations in the concrete below the inter-

! face with the melt. These garies migrate up through the
still-solid products of concrete decomposition. The gases
can then enter the melt as bubbles. This mechanism of bubble

-233-
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formation is very much like bubble formation at the base of a
liquid column caused by forcing gas through a porous plate.
It is also quite similar to the formation of bubbles during
the " carbon boil" phase of steel manufacture. It is unlike
the formation of bubbles at an orifice below the liquid. An
immediate problem with this mechanism of bubble formation is
determining the size of the gas bubble that eventually breaks
free of the interface and rises through the liquid.

Fritzl37 hac used a force balance to determine that this
initial bubble size will be

1/2d, = 0.0105 0 c/g(p -pg)g

where 0 = the contact angle in degrees between the melt
and concrete,

3pg = density of the melt (g/cm ),

3pg = density of the gas (g/cm ), and

og = surface tension (dyne /cm).

For metallic melts of the type of interest here pg = 7g/cm3, Oa 120*, and og might be between 1200 and
800 (dyne /cm). The Fritz equation would yield, then, esti-
mates of the initial bubble size of 0.53-0.43 cm.

Studies of porous plate bubblers have shown that two flow
regimes may develop. In the first regime, usually depicted
as developing for superficial gas velocities of less than
7 cm/s, individual bubbles are formed at various locations
over the surface of the plate. In this regime, the Fritz
formula is applicable. At higher superficial gas velocities,
a continuous gas film forms over the surface of the porous
plate. The Fritz equation is not applicable in this regime.

The gas film that forms at high superficial gas veloc-
ities has assumed a significant role in the analysis of core,

debris / concrete interactions. In at least two of the major
'

models of these interactions 6,26 it has been assumed that
such a gas film develops at the interface between core debris
and concrete. This film is assumed, further, to be the domi-
nant source of resistance to heat transfer from core debris
to concrete. The film has never been directly observed
during core debris interactions with concrete 18 and there
is some doubt that such a film would be the dominant resis-
tance to heat transfer.

Several analyses of gas film formation have been under-
taken.138 194 A product of these analyses is a prediction
of the diameter of bubbles formed from the film:
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1/2
d, = 2C c/g(p -pg) ,g

The various analyses differ only in the choice of the param-
eter, C, which is given values of 2.2 to 2.72. Again, for
metallic melts, bubble diameters are estimated with this
film equation to be 2.3-1.5 cm which are 6-3 times as large
as is predicted by the Fritz equation. Because the existence
of a gas film during melt / concrete interactions is in doubt,
this range of initial bubble diameters obtained with the
Fritz equation and the gas film equations creates signifi-
cant uncertainty in the initial bubble diameter to be used
for analysis of vaporization.

The Davidson and Schuler equations 195,196 for the vol-
une of a bubble are:

Low Viscosity Liquids:

V.21ud e s
" " *(bubble) 6 O.6g

Hich Viscosity Lioulds:

3
| ud fY# \e s1

"

(bubble) E916

These equations were derived for orifices, but properties of
the orifice and the surface tension of the liquid cancel out
of the correlations for the limiting viscosity cases. The
low viscosity correlation would be expected to apply for
bubbles formed in steel melts. For superficial gas veloc-
ities of 120 to 10 cm/s, the Davidson and Schuler equation
may be used to predict spherical equivalent bubble diameters
of 2.1 to 0.9 cm.

Predictions of the various models for the diameters of
bubbles are shown in Figure 30. It is apparent from this
figure that the Fritz f o r.nula and the gas film model repre-
sent some sort of limiting equations for the low viscosity
formula by Davidson and Schuler.

1
l Regardless of the initial value of the bubble diameter,

the bubble will grow as it rises through the core debris
pool. Growth will occur for three reasons:
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1. Dissociation of gases in the bubble will increase
the molar density within the bubble which will be
relieved by bubble growth,

2. Vaporization of melt constituents into the bubble
will also increase molar densities, and

3. As the bubble rises the hydrostatic head decreases,
which will permit the bubble to grow.

Only the third of these reasons for bubble growth is espec-
ially significant. Were typical melt constituents to
vaporize sufficiently to double the volume of a bubble, or
increase the bubble diameter by 25 percent, aerosol concen-
trations in the evolved gas would be about 4000 g/m3 1 This
is, of course, a much greater aerosol concentration than
could ever be expected. On the other hand, the volume of a
bubble could double due to loss of hydrostatic head as the
bubble rose through a core debris pool.

To analyze the growth of a bubble as it rises, consider
a spherical bubble at a location X = 0 at t =0 at the base
of a pool of height H. Assume the initial radius of the
bubble is R(0). Let the ambient atmospheric pressure be
P (atms). Then, the continuity equation for liquid flow
around the bubble is:

2
rU = R(t) for R(t) ir1=r

where U is the radial velocity in the liquid caused byr
bubble expansion. The equation of luotion is

r r 1 BP(r) r
+ "-

8t r Br pi Br
~

2
*

Br;

!

l
Assume that the viscous term is negligible. Then solution of

| the continuity equation and the equation of motion yields:

1- R2(t) R(t)
- L dP(r)+ 2R(t)| - ,

r
.

at A i4 Pg d(r)2
'

_ r

Integration of this equation between the limits
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r== where P = P(m,x) and

r - R(t) where P = P(R,x)

where x is the distance above the bottom of the pool yields:

'
R(t) +l ' ~ """

= .

#8t 1'

(Note that pressures used here are in rational units.) Since
the vapor in the bubble is assumed to be an ideal gas:

(
R(t) +1 L- '"

- P(=,x)=
2 2 , at j .p8t _t R (t)

,

.

P(m,x) is the pressure at a distance far from the bubble
and is:

P, + gpg(H-x) = P(m,x).

!

8 R(t) 3 BR(t) 1 R (O)
2 * 2R(t) at " p R(t)g _R3(t)8t

{
~

[P +gp H] - P, - gpg(H-x) lg .

.

This differential equation shows that the pressure within
the gas bubble is higher than the pressure imposed on the
fluid by an amount that depends on the rate of bubble expan-
sion. Plots of the relative correction to bubble volume as
a result of the pressure difference are shown in Figure 31.
Obviously, this correction is significant only for very low
ambient pressures.139

| Since the pressure differential can be neglected at ambi-
i ent atmospheric pressures of interest here, the terms of the

left-hand side of the equation of motion may be neglected.
The growth of a bubble as it rises through the fluid is then
given by
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P, + gp H = P, + gpg(H-x)g
R (t)

where dx/dt -UT-
Gas bubbles rising through a liquid cannot grow to be

arbitrarily large. Eventually, Rayleigh-Taylor instability
will cause a growing bubble to be unstable and to shatter.
Sketches drawn from photographs of an unstable bubble shat-
tering are shown in Figure 32. As can be seen in these

i Photographs, the shattering process is initiated by a dis-
turbance in the gas / liquid interface at the top of the
bubble. The disturbance grows until it is similar in size
to the bubble dimension.

A frequently cited criterion for bubble instability is
that deduced by Levich.102 This criterion is based on the
dynamic pressure created by circulation of gases within the
bubble. Once this dynamic pressure exceeds the surface ten-
sion forces, the bubble is unstable. Levich suggests the
maximum bubble size will be:

#
1

d(bubble) 1/3
1.8= *

f

[g#1

For core melt / concrete interactions, the Levich criterion
suggests that bubbles on the order of 3 to 4 cm in diameter
would be unstable. j

A more " pleasing," but algebraically " messy" analysis of
the instability of bubbles proceeds from examination of the
growth of disturbances at an interface.199,200 Surface
tension will resist the growth of short wavelength distur-
bances. An estimate of the critical wavelength for a dis-
turbance to overcome the effects of surface tension is*

|

|
K = 2 yp g/ag )c g .

I

Very large disturbances are, in fact, just complete deforma- |
tions or translati.ons of the entire bubble. Such distur-
bances are better considered to be " secondary" motions of
the bubble since they do not result in the bubble shatter-
ing. A somewhat arbitrary upper limit to the wavelength of
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interfacial disturbances of interest to questions of bubble
shattering is

ud(bubble)K = *2

Disturbances with wavelengths between Ac and K Will! ui grow. At the same time, such disturbances are swept across
the interface as the bubble rises. The time available for
the disturbance to grow is given approximately by

d(bubble)
t(a) in cot X/4d(bubble)

=

where t(a) = time available for disturbance growth,

U= rise velocity of the bubble which is a
function of the bubble size and the
liquid phase properties, and

d(bubble) = diameter of the sphere with the same
volume as the bubble.

Disturbances grow with time as does exp(at) where a is a
parameter characteristic of the system and the disturbance
wavelength. The analysis of interfacial motions to deter-
mine a is algebraically complex. Fortunately, for gas /
liquid systems, the viscosity and the density of the gas are
negligible in comparison to the physical properties of the
liquid. For this special case, the parameter a can be
determined from:

-2 -

2
--

"# 4 2

(X , %}/
2ni 1 / 11 1 2n apg

2 \ uVg ) gg
_

g_
_

- -1/2 2\!/2K\ "#1 # 9#1- (#)2n
1+ + a-

(2w)2)1=
02{

_ "1 _ 2ny
.

g

Plots of t(a)n against the disturbance wavelength for vari-
ous sized bubbles rising through a steel melt are shown in

!
;

I
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[ Figure 33. Surface tension forces resist interfacial motion
j for small wavelength motions and keep t(a)a small. Simi-

larly, t(a)a is small for long wavelength disturbances'

because viscous forces damp interfacial motions. Between
these extremes t(a)a as a function of the disturbance

: wavelength passes through a maximum. If the product

a(maximum)t(a) is large enough the bubble will shatter.
Empirical evidence suggests that for gas bubbles rising in a
liquid the product must exceed about 3.8 for a bubble to be,

unstable.

Figures 34 and 35 show the unstable regime for gas bub-
bles rising in metallic and oxidic core debris phases,4

respectively. In these figures, the unstable regimes are
shaded. The limits of the shaded regions were found by
determining when a(maximum)t(a) just equaled 3.8. Bubbles
rising in the metallic phase become unstable when their diam-
eters exceed about 7 cm. Bubbles are unstable in the oxide
phase when their diameters exceed about 6 cm. These unstable

,

: dimensions exceed those derived with the Levich criterion by
about a factor of two. In part, larger bubbles are predicted'

because the kinetics of disturbance growth is recognized in
this development.

j

If bubbles of gas at the melt / concrete interface are
2-3 cm in diameter, then for most situations these bubbles
will not grow sufficiently during their rise through the
core debris to become unstable. This, however, is true only
for single, isolated bubbles. There is evidence that in

i bubble swarms, factors not considered in the above analysis
I conspire to keep bubbles small,
t

i 2. Mass Transport in the Condensed Phase to a BupM e

The development of the vaporization kinetics equation
above included the rate of mass transport to a bubble in
terms of a mass transport coefficient. This type of empiri-
cal description implies that a Sherwood number relationship
for bubbles rising in a liquid is to be developed. There
are, however, several factors to be considered in developing
such relationships. It is apparent from the preceding dis-
cussions that bubble shape and the flow regime will affect
mass transport. In addition, it is likely that- bubbles
flowing through a melt in a swarm will behave differently
with respect to mass transport than single, isolated bub-
bles. It is also true that bubbles entering a liquid
experience a transient period of mass transfer which may
differ from the mass transfer that occurs when bubbles are
well-established in a liquid. It might be expected that
mass transfer rates would be higher immediately following a
step change in the ambient conditions of a bubble than well

,
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after this change has occurred. As a result the Sherwood
number may be a function of time until this trancient has
been damped.

In this subsection, mass transport to single bubbles of
various shapes will be discussed. This will be followed by
a discussion of the effects of sudden changes in the ambient
environment on mass transport to single bubbles. Finally,
the effects of bubble swarms on mass transfer will be !

described.

a. Single Bubble Correlations

Gas bubbles of interest here are axisymmetric bodies.
Consider the geometry and coordinate system of such an axi-
symmetric body shown in Figure 36. The continuity equation
for this body is given by

BUR 8VR
=08X BY

where U = u/UTe

V = v/UT.

X = x/Re,

Y = y/Re,

R= r/R ande,

Re = 0.5de.
Then using the thin boundary layer approximation

=L C
U 8X+V By Pe 2

BY

! |
'

1

where C is the dimensionless concentration of the volatile |
constituent of interest and is defined by C(X,Y)/C(bulk), I

where C(bulk) is the concentration at a point far away from
the bubble. If Sc >> 1, which it is for the conditions of;

interest here, then the dimensionless tangential fluid veloc-I

ity around the body can be expressed as a Taylor expansion
referenced to the velocity at the gas-liquid interface
(Y = 0):

1
1
1
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U(Y) = U(O) + Y = U(O) + U'(0)Y .Y=0

The thin boundary layer equation is then

-f
'

(U(O)+U'(0)Y) U(O)Y + R

2
2_ 8 C

, Pe 2
* '

37

This equation can be solved in the two limiting situa-
tions:201

a. The interface between the gas and the liquid is rigid so
that U(O) - O.

Then the differential equation becomes:

I IBC 1 8 U'(O)Y R BC 2 8C
( E ~ R 8X 2 j

.

E"E 2
BY

I This equation transforms to:

2aC 8C
N"g 2

where n = Y(U'(0)R)1/2 and

d$ = 2(U'(0)R) 0**
Pe U'(0)

The solution of this differential equation is i

C
fexpt-z3) dz

" ~

I'( 4 / 3 )
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where { = n/(9$)1/3 and
P(4/3) = gamma function of 4/3 m O.893.

Then

- -

2 X 2/3

Sh = 0.6411 f(U'(0)R)*
R dx Pe

*
- -

where A is the actual surface area of the axisymmetric body
and d is the diameter of the sphere with the same volumee
as the axisymmetric body.

b. The interface between the gas and the liquid is mobile
and moves rapidly relative to the translation velocity
of the bubble.

Then,

U(O) >> 1/2 U'(0)Y

and the differential equation becomes:

-fh(U(O)YR) =hU(O) .

This differential equation can be transformed to:

+ BC 8( = 02g

where ( = n/2 $,

n = YU(O)R, and

2(U(O)R)
" **

PeU(O)

j The solution to the differential equation is

|
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2C= 1- f exp(-z ) dz .

O

Then,

. .

1/2 1td,
[U(O)R

2 dx PeSh . = .

\g
0

_ .

Solution of the integral for the case of rigid spheres
yields:

Sh = 0.99 Pe for Re < 1

Sh = 0.62 Re Sc for Re > 1 .

The coefficient for the correlation at high Reynolds number
is obtainedll4 by neglecting flow separation at the
sphere's surface. In fact, separation will occur at higher
Reynolds numbers. If separation is assumed to occur at an
angle of 108* to the direction of flow,* then the coeffi-
cient in the correlation is reduced to 0.56. In view of the
general uncertainty in bubble behavior and values of Re and
Sc in the correlation, the uncertainty in questions of flow

|
separation are not significant.

|

I Clift et al.92 suggest that available numerical anal-
yses of mass transfer to a rigid sphere can be correlated by

! the expression

13
(Sh-1) 1 0.41

*
Sc /3 + ReScl

|

|
*Some correlations for the angle of flow separation are:92

0 = 180 - 42.5[9.n(Re/20)]O.483 20 < Re < 400

0 = 78 + 275 Re-0.37 400 < Re < 3 x 105

!
!
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| for 1 1 Re 1 400 and 0.25 i Sc 1 100.
Solution of the above integral for fluid spheres yields

Sh = 0.65 Pe for Re < 1

''
Sh = 1.13 1- Pe 100 1 Re 1 40012 .

( Re /

Others115,116 have obtained

Sh = 1.128|[1 2.89
Pe /2l

Re /21
(

using boundary layer theory. As a totic solutions by other
numerical methods for Sc * = are: 1

0.6667
-

p,l/2Sh = 1.128 1-
,J

,

/
_

1 + |O.1415 Re /3|i-
2

( s
-

l A solution for the mass transfer to ellipsoidal bubbles
that do not oscillate is given by:115

Sh - 1.128 Pe g(E)/f(E)

1/2
-

8(E -1)3/22
where g(E) =

2 *

- (E _1)l/2lO/33E sin-1 (E _yy /2/E2 l

, - -

E -

and

1 E+ (E -1)f(E) =1+ t"
2E(E -1)1/2 _E - (E -1)1/22 2

_

where the Sherwood and the Peclet numbers are defined using |

d rather than 2a as the characteristic dimension.e

! l

!
,
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Some attempts have been made to define the mass trans-
port coefficients for ellipsoidal particles that do oscil-
late.92 Unfortunately, solution of the resulting equations
requires information such as the frequency of oscillation and
the ratio of the maximum to the minimum surface area during
an oscillation cycle. Such detailed information would be

i most difficult to determine for gas bubbles sparging through
a core melt. A simple estimate of the mass transport to an

;

oscillating bubble is:92

Sh = 2.41
d,f

D

where f= (fN + fw)/2,

fN = natural vibration frequency, and

fw = frequency of vortex shedding.

For spherical cap bubbles, mass transfer to the curved
and the flat surfaces must be considered. Mass transfer to
the curved surface is, however, much more efficient. The
conventional mass transport correlation:ll4

Sh = 1.28 Pel/2

where both the Sh and the Pe numbers are based on de is,
in fact, an equation just for mass transfer to the curved
surface. Szekeley65 suggests that mass transport will be,

( about 20 percent greater if the flat surface is considered
i even though the area of the flat surface is almost equal to

the area of the curved surface.

Combining the above mass transfer correlation with the
Davies-Taylor formula for the rise velocity of spherical cap
bubbles, yields

K, = 1.08g D d, .

This equation may be compared to an equation developed by
Baird:118

0.9750 D
m" 1/4 !

|
O

e

-254-

. - - _ _ _ _ . _ _ - . - - . - - - _ ._ _ _ -- __ . _ . _ .



-_

|

which accounts for mass transfer to the flat surface of
the spherical cap bubble. The VANESA model uses the Baird
formula.

b. Effects of Sudden Chances in Composition

At two points in the sparging process bubbles injected
into molten core debris experience sudden changes in the
ambient composition:

1. When bubbles are first formed in the melt, and

2. When bubbles cross the metallic / oxide phase boundary.

Following these sudden changes in the ambient composition,
transient effects should make mass transport coefficients for
the bubble time-dependent. Detailed analyses of this effect
have only been reported for spheres. These results should
give an indication of the effects for other bubble shapes.

For rigid bubbles, following a step change in ambient
conditions, the asymptotic solution for Pe 4 m and Re < 1
is121

-1 3 [1Sh = Pe 0.956 + Pe

where T = 4Dt/d2 A similar equation for spheres with inter-
nal gas circulation is119,120

Sh = Pe 0.117 +
Pe

For the case of bubbles with internal gas circulation, the
Sherwood number has evolved to within 10 percent of the
steady-state value after a time, t, given by:

I

|

t=0 d
,

T

That is, the bubble needs to rise only about one diameter to
be in a condition of nearly steady-state mass transfer.

i
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For spheres with internal gas circulation and Re > 70,
the time-dependent Sherwood number is given by:

Sh = Pe 1.829 + e

Again, it is apparent that transient effects caused by the
sudden changes are dissipated after the bubble has moved a !

few diameters.

c. Effects of Bubble Swarms

The preceding discussions of mass transfer to bubbles
have considered single, isolated bubbles. Intuition might
suggest that swarms of bubbles would behave differently.

122 have examined experimental dataCalderbank and Moo-Young
for bubble swarms produced in sieve and sintered plate col-
umns. They found two correlations that represented these
data well:

1. For de < 0.25 cm

1/3

Sh = 0.31Ra or K Sc = 0.311 .

ft }
"

f 2. For de > 0.25 cm

1/3

Sh = 0.42Sc # Gr or K Sc = 0. 42|
*

YL }"

A comparison of the Baird formula for mass transfer to sphe-
rical cap bubbles, the Calderbank and Moo-Young correlation !
for bubbles larger than 0.25 cm in swarms, and data for

dissolution from bubble 122 is shown in Figure 37.CO2
The Baird formula and the Calderbank and Moo-Young correla-
tion bracket these data. Using the Baird formula, then, may
lead to an underestimate of the condensed phase mass trans-
port to the bubbles. |

|

LeClair and Hamielec have derived theoretical equations
for the mass transfer to swarms of bubbles.284 Their cor-
relations are:
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where a is the gas holdup.

Calderbankll4 claims that the mass transport coeffi-
cients for large bubbles decrease with pool height and
bubble residence time. In pools of sufficient depth, the
mass transport coefficients approach values that would be
obtained from the correlation for small bubbles. The data
available to Calderbank were, however, largely for aqueous
systems in which contamination by surface active agents might,

have occurred. His observation concerning the effects of
pool height and residence time, which have been noted by
others,123.124 may reflect the accumulation of surface
active agents at the bubble surface and the concomitant'

retardation of internal gas circulation.

Calderbankll4 also suggested that the mass transport
coefficients may be affected by the gas flow rate. As gas
flows become high, hindered motions of the bubbles causes
mass transport rates to fall to values predicted with the
small bubble correlations. He characterized gas flow rates
in terms of Crozier's F-factor which is a dimensional quan-
tity defined by

F = V f#gs

where Vs = superficial gas velocity in ft/sec and

pg = density of the gas in 1b/ft3
Calderbank found that mass transport coefficients for large
bubbles approached values found from his small bubble corre-
lation when F > 1.5 or when superficial gas velocities were
about 5 ft/sec (152 cm/s). If these observations can be
translated from aqueous systems to high temperature melt
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systems, then the gas flow effects on mass transfer will be
important only during very early stages in the core debris /
concrete interaction.

3. Internal Resistance to Mass Transport

The equation for vaporization kinetics described above
was developed including a resistance to mass transport
within the vapor phase. This resistance was expressed in
terms of a mass transport coefficient, K Little workg.
has been done on the resistance to mass transport of vapors
within rising bubbles. This is probably because such resis-
tance is exceptionally difficult to measure and not, typi-
cally, of great importance.

Based on simple dimensional analysis it would be expected
that

K =a +bg

where DAB is the diffusion coefficient of the vapor spe-
cies in question in the gas within the bubble. The param-
eters a and b could, of course, vary with details of bubble
behavior.

Newman125 has analyzed the classic diffusion problem
for a stagnant sphere which yields:

co
2eXp[-n ,T)Kd 2oe 2w n=1

[ exp[-n wt]AB
nn=1

| Where T = 4DABt/dj and

t = time.

For long times this result simplifies to

2D 8D.2w AB AB
g" 3 d, d,

" *

|
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For short times,

K = 2A /w - 1. D *

g AB AB

Koenig and Erink126 have analyzed the mass transport within a j
a sphere when gases are circulating. For long timos,

K = 17.66 D *

g AB e

Calderbankll4 recommends for short contact times,

1.7(D
/tK = .

AB

Comparison of the Koenig-Brink results with those obtained by
Newman suggest that the rather mild gas circulation within
spherical gas bubbles causes an effective increase in the gas
diffusion coefficient of about a factor of 2.25 above the
molecular value.

Oscillations within the bubble can produce, presumably,;
higher effective gas mass transport within a bubble. Hondlos
and Baron 253 analyzed this problem theoretically and
obtainedi

|

K = 0.00375 U *T

This surprising result that the gas phase mass transfer is
independent at the gas phase diffusion coefficient has not
been universally accepted. Cliff, Grace, and Weber 92
suggest:

oe 2.41 d, fd

DA,M A,M

where f= (fN + fw)/2,

fy = natural vibration frequency of the bubble, .

|
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!

i.
:
! fw = frequency of vortex shedding, and

DA,M = diffusion coefficient of the gas.

The VANESA model'uses the gas phase mass transport coef-;

ficient K 2 DAB /de. Based on the above discussions, it is
;

clear thatg he model does not overestimate gas phase masst

; transport.

j 4. Condensed Phase Diffusion Coefficients

To utilize the various mass transport correlations
derived above, it is necessary to know the diffusion coeffi-'

cient for the species of interest. Such liquid phase diffu-
sion coefficients are seldom measured for high temperature
systems and certainly have never been measured for melts of
the type of interest here.

Theoretical considerations have suggested that 'a sphe-
. rical solute of molecular radius rA in a solvent of vis-
! cositY VB will have a diffusion coefficient given by130

'
D r

i AB 6ny fBA
i

!

| This simple equation cannot be expected to apply to real
situations significantly different than those assumed for
its derivation. But, it has established a framework for j
empirical correlation of diffusion coefficient data:

;

ABD I

| =f (s lute and solvent sizes)T .

!

I
'

Most of the data available for correlation are for relatively
low temperature, organic systems. As a result, many of the
correlations involve data that are not readily obtained for
condensed phase constituents of interest here.131 Some,

; empirical correlations that appear attractive are:
I

1. Wilke-Chang Correlation:132
I

b)l/2-10D *AB " *

b [y jO.6\'A/

:
1

1
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where MB = molecular weight of the solvent,

VB = viscosity of the solvent (poise), and

VA = molar volume of the solute
and $ is a parameter to describe association of the sol-
vent molecules. Here, however, $ can be used to adjust
the model to accommodate the unfamiliar circumstances of
higher temperatures.

2. Scheibel Modification of the Wilke-Chang Correla-
tion:133

(3V
8.2 x 10- 1+ TnDAB = y BA

- -

where VB = molar volume of the solvent.
3. Reddy Doraiswamy Correlation:134

1/2KM TB
AB "

AB)1/3MB

-'
'l x 10 for i 1.5

A<

where K=<

-10
.8.5 x 10 for 1 1.5.

A

It must be emphasized that these correlations were developed
from data for systems radically different than those of !

interest here. A likely consequence of .this is that the
coefficients for the correlations may be inappropriate.
Some data for systems that more closely approximate those of
interest here are:62

1
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AB(cabs)Solvent Solute T (K)

Fe + 2.5 w/o C Fe 1673 9 x 10-5
1

f Fe + 3.5 w/o C C 1823 6 x 10-5
i 40 w/o CaO, 20 w/o A1 O3, SiO2 1703 1 x 10-72

40 w/o SiO2

| 43 w/o CaO, 22 w/o Al 0 , FeO 1773 0.3 x 10-523
35 w/o SiO2'

. 61 w/o FeO, 39 w/o SiO2 Fe 1548 9.6 x 10-6'

i

The Scheibel modification of the Wilke-Chang correlation pre-
dicts these observed diffusion coefficients to within about a
factor of ten.

After obtaining expressions for binary diffusion coef-3
'

ficients, one is immediately confronted with a difficulty.
The melts of interest here are far from binary melts. Con-
sequently, what is needed is not a binary diffusion coeffi-

. cient, but an effective binary diffusion coefficient for a
'

multicomponent mixture. Such effective binary diffusion
coefficients, D m, are readily defined:A

i

1/p,g D
Aj/ \ j A- A j/

1 i=1,

D# molar Am
N -X N

A ),y jA

Dj = binary diffusion coefficients for constituentwhere A
A in pure constituent j,

Amolar - molar density of the mixture,

N = number of constituents in the mixture,

X3 = mole fraction of constituent j in the mixture,
and

N3 = molar flux of constituent 3 in the mixture.
Obviously, this equation would be quite difficult to solve
for the circumstances of core debris interacting with
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concrete. Fortunately, the equation simplifies for certain
situations:

1. When the mixture consists of a major constituent B
and all other constituents are at low concentrations

Am = Djg .

2. When all Dij are nearly the same
i

D,=D)g g .

3. When all species save A move at similar velocities

1-X N Kg g
*

D)f Am jA g

i

The second of these special situations seems particularly
likely to apply approximately to the core melt situation.

! 5. Gas Phase Diffusion Coefficients

Theoretical and experimental studies of binary qas dif-
fusion coefficients have been extensive indeed.143 Most
theoretical developments produce expressions of the type

-3 3/2
(M +"B) AB1.858 x 10 T A

A PoAB D

AB = characteristic dimension of molecular inter-where O
actions in the gas phase and

Op = diffusion collision integral.

The nature of the diffusion collision integral, Op, and
oAB depend on the nature of the interatomic forces thought to
exist between molecules. When interactions are of the

| I
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dispersive type and a Lennard-Jones potential is used to
describe these interactions:

O A_ + C E G
+ +

D=TB exp(DT ) eXP(FTR) eXP(HTR)R
R-

where TR = kT/ CAB.

k - Boltzmann's constant,

CAB * (CACB)1 +

cA, cB = Parameters characteristic of molecular
interactions in pure A or pure B, and

A = 1.06036 B = 0.15610 C = 0.1930

D = 0.47635 E= 1.03587 F = 1.52996

AB " (#A+#B)G= 1.76474 H = 3.89411 c *

|

The theoretical treatments of the diffusion coefficient
are appropriate for nonpolar gases. Treatments of polar

,

gases are usually developed as a perturbation to the treat- '

ment of nonpolar gases. The collision integral for polar
gaccc in taken to be:131

0.1O (Polar) = O (nonpolar) + 6I

D D AB

where 6AB " I A B) *

3
63 = 1.94x10 u /v T 'A bb

MA = dipole moment of gas species A in Debyes,

V (A) = molar volume of pure, condensed A at itsb
normal boiling point, Tb(A), and

#f = 1.18
2

(1 + 1.3 6 )Th(A)*
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The collision cross-section is taken to be the geometric
average:

.

AB - (6 6 I6 3B

~ 1.585Vb(A) ~
where 63- 2.1+1.13 6 A
rather than usual arithmetic average of the pure species
cross-sections.

These equations have been quite successful for predicting
diffusion coefficients at pressures less than 10 atmospheres.
But, the equations rely on knowing characteristics of the
pure gases that will not be available for many gas phase spe-
cies that arise during core debris interactions with con-
crete. Even approximation expressions such as

1/3g = 1.18 V c/k = 1.15 To b

do not help since the boiling points of many gas phase
species that do not exist as condensed species are not

| easily defined.

The absence of suitable data needed to use expressions
for the binary diffusion coefficients derived from theories
of molecular interactions leads to the use of empirical
correlations. Many such correlations exist and they have
functional forms reminiscent of the theoretical expressions.
These correlations have been derived, of course, using data
for gases and vapors quite different than those of interest
here.

j One of the earliest empirical correlations is the

| Gilliland equation:144 |

1/2
0.0043 T A

^ I 1/3 1/3) AB/
P VA B /

The Andrusow correlation 145 has enjoyed some success:146
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0.OOOM5 M 1+NbADAB = T2 *

PV1/3 y /3j /M b1
AA B j

Recently, Singh and Singhl47 have proposed the equation:

i

i 1/2
A.0.00279 T
Ab ,

D =

P V +V

The difficulty with diffusion in multicomponent mixtures
encountered with diffusion in liquids is also encountered

i with diffusion in gases. The gases in bubbles rising through 1

core debris will be predominantly CO and H. These gases2
are, of course, relatively light. A suitable approximation
for estimating the diffusion coefficients of vapors in multi-
component mixtures is:

- A/ T P
CO T 2

D DA,a A,CO A.H2
|

where DA,m is the diffusion coefficient of A in the mixture,
Pi (i =H2 or CO) is the partial pressure of the ith consti-
tuent of the gas, and PT is the total pressure. Molecularvolumes of CO and H2 are about 30.7 and 14.3 cm3,
respectively.

:

6. Surface Vaporization
,

,

Once a volatile constituent of the condensed phase
reaches a free surface, it will contribute to the vapor only
after it has undergone a transformation from a condensed
species to a vapor species. Two possibilities can be envis-
aged for this transformation. On the one hand, the volatile ,

i

constituent of the condensed phase may have the same molec-
j ular stoichiometry as the gas phase species in question. The

transformation to a vapor species is then merely a matter of
I overcoming the attractive interactions of the condensed phase ,

|

species with its neighbors on the surface. On the other
hand, the molecular stoichiometry of the surface species may

|
,
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i

not be similar to that of the vapor species. Then, the
stoichiometry must change at some point in the vaporization
process. Exactly how and when the alteration in molecular .

stoichiometry occurs is not readily determined. One possi- |
'

bility is that the alteration occurs at the surface. Then
the altered species undergoes the condensed-to-vapor phase
transition.

The alteration of the stoichiometry of a surface species
can be the' result of a series of chemical reactions. Con-
sider the hypothesized chemical kinetics scheme for the

transformation of surface ruthenium to surface RuO:
,

O

Ru(surface) * Ru*(surface)

1;

surface site + H O(v) * H O(surface)*2 2

K_1
,

2
surface site + H O(surface) * H(surface) + OH(surface)2

i

3

Ru*(surface) + OH(surface) * RuO(surface) + H(surface)

K
4

2H(surface) -+ H (surf ace) + surface site,

K_4
i

|
5

H (surface) * H (v) + surface site .
*2 2

K
-5

! Overall:
' .

Ru(surface ) + H O -+ RuO(surf ace) +H *

2 2

|

In this scheme, Ru*(surface) denotes an activated surface
ruthenium atom capable of reacting with a surface hydroxyl
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group. Rate constants for the elementary steps in the
kinetic scheme are denoted by K1 An overall rate expres-
sion for the transformation could be formulated from this
scheme. But, quantitative evaluation of the rate would be
quite difficult since, in general, there .are not data,

i suitable for the evaluation of the rate constants in the
kinetic scheme. Depending on the values of the rate con-

! stants, this transformation process could be limited by any
| of a variety of factors. The activation of surface ruthe-
[- nium, the availability of surface sites for H O adsorption,2'

the vapor phase concentration of H 0, as well as the kinetic2
rate of ruthenium reaction with hydroxyl could limit the rate
of transformation. A further complexity in the evaluation of;

; the kinetic scheme comes about because the concentration of
surface sites arises explicitly in the rate expressions.
This means that this kinetic scheme is coupled with kinetic
schemes for surface transformations of all other chemical,

i species. Quantitative evaluation of the kinetic network is'
then a very formidable task, indeed.

I

Were interests in the vaporization of radionuclides from
solid surfaces, the evaluation of surface kinetic networks
of the type shown for the Ru to RuO transformation would be
difficult to avoid. Here, interests are in the vaporization
from high temperature liquids. Chemical reaction rates,
steam adsorption rates, and hydrogen desorption rates are
fast, typically, at the temperatures of interest here. Fur-
ther, surfaces are continuously renewed in the liquid systems
of interest so contamination and " poisoning" of surfaces that,

' often interfere in reactions on solids are not major con-
! cerns. The expedient of asserting chemical transformations
! are too fast to limit the rate of vaporization seems to be
t reasonable on an intuitive basis. Transport of reactants to '

the surface to participate in the chemical transformation
could still be rate limiting. These transport processes are !

j considered elsewhere in this document. I
IThe VANESA model considers, then, only the kinetic limi-
!t tations at the gas / liquid interface that arise from desorp-

i tion of a surface species into the gas:

M (surface) * M (gas)
;

i

! where M designates a molecular entity. A surface speciesinteracts with its neighbors in an attractive sense. This
i

) interaction can be as weak as simple dispersive or ~ van der
Waals attractions. On the other extreme, actual bonding of,

| the surface species to its neighbors can arise. These'

attractive interactions are stronger than the mean thermal

,
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energy of the surface species. Consequently, the surface
species acquires sufficient energy to overcome these inter-
actions only as a result of fluctuations about the mean

,

energy. Such fluctuations arise only sporadically in time

| and consequently vaporization of a surface species can
proceed only at a finite rate.

| An expression for the net rate of surface species vapor-
ization is:

1 dN(i) ("i) s( **S v(
"

dt; (2wM(i)R) / T, /Ty

,

1 dWi) = molar flux of the i species from thewhere A dt surface,

f ai = condensation coefficient for the ith spe-
cies,

M(i) = molecular weight of the ith species,

R = gas constant,

equilibrium partial pressure of the ithPs(i.eq) =

species over a condensed phase at the
surface concentration and temperature
Ts.

actual partial pressure of the ith spe-Py(i) =

cies in the vapor phase, and

Ty = vapor phase temperature.

The condensation coefficient, ai, is the probability that
when a molecule of the ith species strikes a surface, it.

will stick to that surface. The nature of the fu'.ction
f(ai) distinguishes various forms of this surface vaporiza-
tion rate expression.

ai and Ts - Ty, the surface vaporizationWhen f(ai) =

rate expression is the familiar Hertz-Knudsen . equation.69
This form of the vaporization rate equation is derived by
assuming that vapor molecules have Maxwell-Boltzmann veloc-
ity distributions in the vicinity of the surface:

2
N(V)dV = 4wN eXP V dV

A ) . -

|
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where N(V) = number of molecules with velocities in the
interval of V to V + dV and

NA = Avogadro's number.

; That is, the Hertz-Knudsen vaporization rate is obtained when
the velocity distribution of the vapor phase molecules is
assumed to be symmetrically disposed about zero.

Quite clearly, for net vaporization to occur, the veloc-
ity distribution of vapor phase species near the surface
must not be disposed, symmetrically, about zero. The veloc-
ity distribution must be biased toward velocities directed
away from the surface. Applying a biased velocity distribu-
tion yields the rate equation:70

_ -

1 dN(i) "i (4-w) s( ''9} v( )"
dt 2-a /g /2nM(i)R /(Ts) /(T )y

'
When Ts - Ty, the rate of vaporization obtained with this
equation with ni =1 is about 1.78 times that obtained with
the Hertz-Knudsen equation.

Derivation of the rate equation with a biased velocity
distribution assumes that the vapor species have velocity
distributions characteristic of the vapor phase tempera-
ture. This, of course, will not be true, in general. The !

net flux of vapor species away from the surface is the sum
of evaporated molecules and molecules that strike the surface
but do not adhere to the surface. The reflected molecules
will have velocity distributions characteristic, in general,
of neither the surface nor the vapor temperatures. Correc-
tion for this yields:69,71

g(a +1) (Ps(i.eq) -P y(i))Ba1 dN(i) g
"

dt 2

_
g _ (2nM(i)RTSa -4a +8

s

| where it has been assumed Ts = Ty and that the thermal
j accommodation coefficient is 1. '

i
'

The various expressions for f(ai) obtained treating
| vaporization at various levels of sophistication are plotted

against ni in Figure 38. At low values of at there is littledifference among the expressions of f(ai). As ai approaches ;1, the variation in the values of f(ai) approaches about 1.78, '

|
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The values of ai that have been reported for conventional
liquids exhibit, in many cases, far greater variability than
would be obtained using various expressions for f(ai). There
seems to be a fair base of data to sup ort the contention
that ni for pure liquid metals is 1. 2 Certainly many
studies of alloy vaporization have been predicated on the
assumption that ni = 1 and that the Hertz-Knudsen equation
applies.73,74,75 For more complex liquids, such as water,
reported values of ai span a greater range. Ziemniak69
cites values of ai for water that vary between 1 and 10-3

Theoretical analyses of vaporization of molecular com-
pounds have focused on the restriction of molecular rotation
on the surface in comparison to the vapor state.76 Such
analyses have suggested that ni should be the ratio of
the inhibited rotational partition function of the surface
species to the rotational partition function of the vapor
phase molecule. This would suggest that, in general, ai

. for species other than monatomic metals would be less than 1.
!

Baranaev77 has taken note of the time-dependence of the
surface tension of freshly-formed liquid surfaces. He has
argued that surface molecules must adjust their orientation
to an energetically more favorable configuration than that
they adopt in the bulk liquid. As a result, ai values
for freshly-formed surfaces are likely to be nearer unity
than are surfaces which have aged. Such arguments have been
used to explain the higher values of ai obtained with liquid
jets than those obtained with stagnant liquid pools.78
This would seem pertinent to vaporization during core debris /
concrete interactions since a bubble rising through the core
debris continuously creates fresh surfaces.

1

For the current implementation of the VANESA model, sur-
|face vaporization is taken to occur at a rate described by

the Hertz-Knudsen equation with ai - 1 for all species. 'I
,

1
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V. MECHANICAL GENERATION OF AEROSOLS

The previous chapter described the release of materials
from the core ' debris as a result of vaporization. The
sparging of the core debris by gases liberated from the con-

! crete was a key aspect of the vaporization release mecha-
nism. Gas sparging of the molten core debris also gives

,

rise to another release mechanism--mechanical generation of j

| aerosols. Forces on the liquid debris created by sparging '

i gases are sufficient to comminute melt into droplets suffi-
| ciently small that they will be borne into the containment
'

atmosphere as an aerosol.

The mechanical aerosol generation process can occur in
two ways--bursting of bubbles at a melt surface and melt

. entrainment. When gas generation rates are low, gases pass
I through the melt as discrete bubbles. At the surface of the

molten core debris the bubbles burst. The breaking of bub-
bles is known to create some of the highest material accel-
erations readily obtained on earth--over 10,000 times the
earth's gravity for small bubbles.280 Not surprisingly,
these high accelerations lead to melt material being thrown

'

upward in droplets of small dimension. As the rate of gas
i generation rises, more profound disruption of the melt sur-
i face can occur. Gas velocities can be reached that are suf-

ficient to entrain droplets of melt. Much of the entrained
melt is in the form of droplets too large to remain suspend-
ed in the flowing gas. These larger drops will fall back

i into the melt pocT . Some material entrained by the gas flow
) will be droplets sufficiently small to remain entrained in

the flow and cor ribute to the aerosol mass evolved from the

f core debris.

Mechanical production of aerosols when gases sparge lig-
'

uids is a commonly encountered phenomenon. Generation of
small droplets of liquid when carbonated beverages degas is
well-known and is an example of the production of droplets'

by discrete bubbles. Salt deposits found near ocean coasts
are also the result of mechanical aerosol production. Waves
breaking at shore lines or even at sea, create bubbles that
rise to the surface, break, and throw off water droplets.
The droplets evaporate (Kelvin curvature effects can lead to
droplet evaporation even at high ambient humidity). The re-
sidual salt left aft.er evaporation is in the form of fine
particles that can be carried long distances by the prevail-
ing breezes. Evidence is accumulating to show that these
surface phenomena have a very important effect on the nature
of the ocean surface as well as the corrosion of man's crea-
tions near the sea.

A less familiar, but perhaps more pertinent example of
mechanical aerosol production is the formation of aerosols
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during the carbon " boil phase" of steel manufacture. As
noted in Chapter IV the " boil" is the occasion of carbon,

removal from molten steel. Carbon is lost from the melt as
*

| CO gas formed when oxygen is dissolved in the melt. The
! oxygen is provided by a lance that directs a stream of gas
3 at the -melt surface. The carbon loss rates can be quite
i high during the early stages of the boil. The evolved car-
I bon monoxide is accompanied by formidable aerosol concentra-
! tions. Some typical data for aerosol concentrations during

lancing of melts in 10 ton and 100 ton steel converters are.

shown in Figure 39. The concentrations of aerosols amount,

to hundreds of grams per cubic meter. These rates of pro-
duction of aerosol are encountered for superficial gas,

I velocities of 0-300 cm/s. Such superficial gas velocities
j are similar to those encountered during early stages of core'

debris interactions with concrete.
t

. The exact cause of the aerosol production during a " car-
! bon boil" has been the subject of some debate.281 At one

time, it was thought production of aerosol was the result of
vaporization processes entirely analogous to those discussed

I in Chapter IV. It is now established that mechanical aero-
! sol production is dominant early in the decarburization proc-
] ess when the rates of carbon monoxide evolution are high.

Vaporization becomes more important later in the process
when most of the carbon has been removed and the gas genera-
tion rate is slower.

Aerosols produced by mechanical processes will be dif-
ferent from those produced by vaporization. Of particular

<

i interest for reactor source term considerations will be dif-
} ferences in the aerosol compositions. Ellis and Glover 2O
j have examined the effects of the mechanism of aerosol produc-
i tion on the composition of aerosols formed over manganese-

iron alloys. Examples of their results are shown in
Table 51. Manganese is the more volatile constituent of the,

! alloys examined by Ellis and Glover. When vaporization fol-
loved by condensation is the dominant mechanism of aerosol
formation, the aerosol is enriched in manganese by about a

. factor of 20 relative to the bulk melt. Aerosols. produced
! during melt decarburization, when mechanical processes are
i the dominant formation mechanisms, have compositions little
; different than the bulk melt phase. Also noteworthy in the
i results obtained by Ellis and Glover is how much mechanical
! Processes enhanced aerosol production during decarburiza-
; tion. Typically, the rate of aerosol formation was about
j 20 times higher during decarburization than during simple
| vaporization.

Data for aerosol production during steel manufacture are
quite interesting because the melt masses are similar to
those anticipated in core debris / concrete interactions, melt

1
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i Table 51
'

Data on Aerosol Composition Obtained by
Ellis and Glover

Relative
Wt t Wt t Rate of

Mn Mn in Aerosol
Processes in Melt Aerosol Production

Decarburization* 4.43 4.05 33.4

Decarburization* 4.65 3.72 73.4

| Vaporization 4.12 77.8 1.8

Vaporization 4.22 79.3 2.9

:

i

j * Mechanical processes are the dominant mechanism of aerosol
formation though some vaporization does occur.

!

i
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temperatures are similar, and certainly the melt chemistry
is at least analogous. The data and their interpretations"

i suggest strongly that aerosol production during core debris /
concrete interactions will involve a mechanical mechanism as'

well as the obvious vaporization process.

Clearly, aerosols produced by vaporization during core
debris / concrete interactions can be enriched in volatile

i constituents. Of particular interest are situations when
i the aerosols are enriched in radionuclides. Mechanically

1
produced-aerosols, on the other hand, will have compositions
similar to those of the bulk condensed phase.* In particu-
lar, the mechanically-generated aerosols will reflect thei

composition of the top-most phase of the core debris.
Within the approximations of the current implementation of
the VANESA model this is the oxidic melt. Radionuclides in
the mechanically generated aerosols will be no more concen-
trated than in the oxide phase. The radionuclide concentra-
tions in the oxide phase are continuously reduced throughout

;

the core debris / concrete interactions as ablated concrete
.

and oxides produced by gas-metal reactions are incorporated
i into the phase. Since the fractional loss of core debris by

aerosolization will be small, mechanical aerosol generation
processes will not produce large fractional releases of the,

I radionuclide inventory of the core debris.

!
on the other hand, the mechanically generated aerosol is

3

not negligible. The additional mass of suspended particu-'

| late injected into the containment atmosphere as a result of
j mechanical aerosol generation will have an effect on the
! agglomeration and settling of all particulate including aer-
! osol particles containing high concentrations of radionu-

clides. Thus, the mechanical aerosol generation during core'

!
debris interactions with concrete will have a bearing on the

! radioactivity available for release from the containment.
I This effect might be quite important if mechanical aerosol

generation occurs to the extent observed in carbon boils.

Even the modest radioactivity releases associated with
mechanical aerosol generation may be nonnegligible. Late in
the course of core debris interactions with concrete, the
temperatures of the core debris will be low. Eventually,

|
I

*Some enrichment of the mechanically-produced aerosols can f| '

occur if the melt contains surface active agents.
i Enrichment of the surface relative to the bulk has proved

important for the interpretation of the compositions of

aerosols produced mechanically at sea. This effect is
ignored here largely because of uncertainties in the
surface properties of core debris constituents. See, how-
ever, Section IV A-8.
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the temperatures will be so low that they will not spawn sig-
nificant vaporization of radionuclides from the debris. Even
when core debris temperatures are low, they will still be
sufficient to cause significant pyrolysis of concrete and
thus significant gas generation. The generation of aerosols
by mechanical processes is most sensitive to the generation
of gas and much less sensitive to melt temperatures. Conse-
quently, late in the course of core debris interactions with
concrete, mechanical processes may be the dominant source of
aerosols. The radioactivity of these mechanically generated
aerosols will provide a continuing, low intensity source to
the containment atmosphere and to the plant environment if
the containment is breached. Mechanical aerosol formation,

can define a limit to the extent of source term reduction
'

possible because of delaying containment failure.

Other differences between aerosol produced mechanically
and vaporization can arise in connection with size. Aerosol
particles formed by vaporization and condensation are typi-
cally submicron in size though the individual particles can
agglomerate to form larger structures. Aerosol particles
produced by mechanical processes are found typically to be
larger than 1 micron. The size of the aerosol particle can
have an enormous bearing on the subsequent behavior of the
particle.

Quite clearly any realistic model of aerosol generation
during core debris interactions with concrete must include a
description of aerosol production by mechanical processes.
The characterization of mechanically-produced aerosols must
consist of three elements:

1. Aerosol composition,

2. Aerosol generation rate, and

I 3. Particle size distribution of the aerosols.
The first of these tasks is fairly simple since the aerosols
have the bulk composition of the upper stratum of the core
debris. The technology available for predicting the second
and third of these characteristics of mechanically generated,

aerosols and the approach toward the mechanical processes'

adopted in the current implementation of the VANESA model
; are reviewed in the next two subsections of this report.

A. Aerosol Generation Rates by Mechanical Processes5

|
'

The mechanical aerosol generation caused by gas sparging
is usefully distinguished according to gas flow regimes.
One regime involves discrete gas bubbles rising through the

.
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I melt and bursting at the surface. This flow regime is often
I termed " bubbly flow." The other flow regime of interest

involves gas sparging rate sufficiently high that liquid
melt is entrained in the flow. This regime is often called
" churn turbulent" flow. The extent of aerosol production

i possible in each of these flow regimes is described in the
subsections below.

| 1. Aerosol Production by Bubble Bursting

Aerosol production during bubbly flow is caused by the'

accelerations experienced by liquid when the film defining
i
'

the bubble bursts. This bubble bursting process has been
examined several times in studies of aqueous systems. Two
types of behavior have been observed. As shown schematic-

i ally in Figure 40 very small bubbles produce aerosol
droplets upon bursting as a result of rarefaction of the!

surrounding liquid. Rapid flow to fill the void created by
1 a bursting bubble creates a jet of liquid. This jet disin-

tegrates into droplets which are fairly large (on the order
of 100 microns) in comparison to the sizes of aerosols of
interest in reactor accident analyses.r

Bubbles larger than about 2 mm do not yield aerosol par--
ticles as a result of liquid jet disintegration. Rather,
aerosols produced when large bubbles burst are the result of
accelerations experienced by liquid films during the burst-
ing process. There is evidence that when large bubbles

,

i burst, they inject small (<1 mm) bubbles into the liquid.
j The bubbles could then rise, burst, and inject mass into the

} gas flow by the jet disintegration process. The aerosols
produced by the acceleration of liquid films can be small'

! (<10 ym). It is the bursting of these larger bubbles that
is of primary interest for accident analyses.

Ginsberg204,205 has reviewed the literature on the

: amount of aerosol created by the bursting of relatively large
I bubbles. He cites two possible models. Toba211 has
I attempted to determine the volume of liquid that constitutes

the film defining the bubble at a liquid surface. Utilizing
Toba's results and assuming that all the film - is rendered
into aerosols makes the ratio of the volume of aerosols to
the volume of the bubble

-|

6e| V(aerosol)/V(bubble) =

I

where 6e is the average film thickness in centimeters.
The film thickness varies with time since liquid will drain
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out of the film. The time available for this draining
; depends on the stability of the bubble which in turn depends

on the surface tension of the liquid. Ginsberg suggests
i

| |
,

10-5 1 6e i 10-3 cm .
i

Azbel et al.212 have considered the aerosolization process
f rom nearly an identical point of view and have arrived at
the equation:

i

V(aerosol) 3Kpg y

p V(bubble) " 2np D(bubble)"

g g

l _ D(bubble) 9__ D(bubble)4 1/2
- 1
D(bubble)

2K 16
_

|

j 2 K
-

2 I
- 2 -

D(bubble) 9 D(bubble) i| 3 D(bubble)
- -

2K + 16 2
+

4 K
1 2

-
2 K

-

j
I

2q

!

where K1 = 1.15 wag /c2,

6 og/g(pg-pg),K2 =

I
bubble diameter,D(bubble)' =

c = speed of sound in the gas
= 1.08 x 104 /T/M, and

M = mean molecular weight of the gas.

(Note that typographical errors in Azbel's equation as cited
in reference 205 have been corrected in reference 204.)

Predictions obtained from the Azbel et al. model are
shown as a function of bubble diameter in Figure 41. The
ratio of aerosolized mass to gas mass rises to a maximum for
bubble sizes of slightly less than 1 cm. The ratio then
varies slowly about 10-4 for larger bubbles. For the

'

10-4 corresponds to iexample problem, a value of E =

10-9 Comparison of this value || V(aerosol)/ V(bubble) a
to that predicted using the Toba estimate of the film volume
indicates not all the film is aerosolized. I

Tomaides and Whitbyll3 examined aerosol formation when
0.55 cm bubbles burst at the surface of an aqueous solution |

|

!
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of 0.1 percent Nacl. They found about 200 droplets were
formed per bubble burst. They reported the size distribu-
tion of the droplets to be multimodal with a mean size of
about 5.1 ym. This mean size implies

|

V(aerosol)/V(bubble) ~ 2 x 10-71 .

} This result is somewhat larger than would be predicted with
i the Azbel et al. model. It is much smaller than would be

predicted with the Toba analysis. Again, it appears not all4

j of the liquid film is converted to aerosols during bubble
bursting. Tomaides and Whitby argued that the mass of aero-

i sol formed during bubble bursting would not vary with bubble
size once a critical bubble size is reached. This conclu-;

sion is not too different than the prediction of the Azbel
j

et al. model which shows a mild decline in aerosol produc-'

! tion with bubble size.

Garner et al.214 examined aerosols formed by bubbles
3

| 0.6 to 1.2 cm in diameter bursting in a variety of liquids.
Their results indicate

! V(aerosol)/V(bubble) = 2 x 10-5 ,

I

| This result is much larger than what would be predicted with
the Azbel et al. model. ,

Ginsberg204 also examined data by Cipriano and
Blanchard215 and concluded with the aid of the Azbel
et al. model that these data indicated:

!

|

| V(aerosol)/V(bubble) - 4 x 10-6
|

I
~ for 1.0 cm bubbles and 10 ya aerosol particles.

1
,

| Obviously, the data and models available for the amount
! of aerosol formed when bubbles burst are not yet well recon-

ciled. It appears probable that the model formulated by
Azbel et al. may be useful if some multiplicative correction
were made. Similarly, a model based on Toba's results could
be useful if a correction was made so that not all~ of the
bubble film was aerosolized.

Such a correction factor is implied by Ginsberg in the
F(() multiplier he applits to the Azbel model. The term
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F(C) is defined as the droplet mass fraction below the
critical size C where ( is the largest particle which
may be transported by the gas flow. If the actual distri-
bution of droplets produced by the bubble burst is known,
then the factor P(C) is easily calculated.

This factor may also be determined by experimental meas-
urement of V(aerosol)/V(bubble). This method, however, would
yield a factor which would include both F(() and addi-
tional adjustments to correct errors in the model. A more
detailed discussion of droplet distributions and transport
size limitations is included in the section on liquid en-

i trainment by churn turbulent flow.

2. Aerosol Production by Entrainment

As the rate of gas sparging of the melt during inter-
actions with concrete increases, the flow through the melt
is expected to pass from the bubbly regime to the churn-
turbulent regime. In the churn-turbulent regime gas
velocities are sufficiently high to entrain melt in the
flow. There are two instances in the course of core debris
interactions with concrete when gas flows are expected to be
particularly high and liquid entrainment is particularly
likely:

a. When melt is first deposited on the concrete,

b. When decarburization of the melt occurs.

Powers and Arellanol7,18 have reported that gas gener-
ation rates when melt first contacts concrete are sufficientto levitate even large-scale (200 kg) melts. They observed
with x-rays that small melts (~2 kg) upon first contact
with concrete were violently disrupted into long filaments.
The extensive disruptions of the melt were observed in exper-

t

iments with relatively dry concrete. Presumably even higher
! gas generation and more extensive melt disruption would have
, occurred if the concrete were fully hydrated or had standing
i water been present as might be expected in a reactor

accident.
.

Decarburization of the melt was discussed extensively in
Chapter 4. The decarburization is in essence the same
process that occurs during the carbon boil phase of steel
manufacture. Gas generation rates are high during decarbur-

i ization of core melts because gases from the concrete are
'

reacting with carbon in the melt to form carbon monoxide:

| HO+ [C] * H2 + CO2

CO2+ [C] + 2CO .
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;

These reactions can double the volumetric flow of gas through
the melt.

Theentrainmentofliquidbg2,parginggaseshasbeenablys
reviewed by Kataoka and Ishii2 203 and by Ginsberg.204,205

|
Only a summary discussion of this topic is presented here.

,

The discussion will rely on several unfamiliar dimensionless*

groups. These groups are' defined in Table 52.

)
i Kataoka and Ishii claim that gas flows through liquids
! are in the churn-turbulent regime and can cause noticeable

entrainment when:;

1/2 1/4
,

# (98
g)l}g > 0.325{(d

' .
or V > 0.3251; .

s- (pgj(#g<

;

Thus, for core melt / concrete interactions entrainment is

; likely when superficial gas velocities exceed 10-15 cm/s.
; This critical superficial gas velocity is usually exceeded

throughout the first 10 hours of core debris / concrete inter-
! actions.
i

| Entrainment by the gas flow occurs near the surface of
- the melt where gas velocities are quite high. Much of the

entrained melt is too large in size to remain in the gas flow
once the gas velocities drop after emerging from the melt.

| Then the overly large droplets of entrained material will
| fall back into the liquid pool. Only the material suffi-
| ciently small to have terminal velocities less than the
i superficial gas velocity can be carried long distances from

) the pool by the gas flow. As a result of the entrainment
: and deentrainment, Kataoka and Ishii found that correlations

of the amount of material entrained had to be categorized in'

terms of distance from the liquid surface. They defined
three regions:

!
1. Near Surface Recion: All entrained material in the'

! near surface region has a velocity vector pointed
i away from the liquid surface.

{ 2. Momentum Controlled Recion: Over this region
i entrained droplets too large to remain suspended in

the flow fall back toward the pool,

t 3. Far Field Region: Only droplets of entrained mate-
j rial small enough to remain suspended by the gas flow

are present in this region. Loss of this material
can still occur as a result of deposition on con-
straining walls of the system of interest.
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Table 52

Dimensionless Groups Used in the Discussion
of Aerosol Formation by Entrainment

i

i Group Name Symbol Definition

. - -1/4
95# -#c}Dimensionless "1 1

Gas Flux )g, y
s 2

-
9

-

! Dimensionless - - 1/ 2o
Height Above the h* h

9I# -#g)Pool Surface 1
_ _

4
-

Ao
- 1/21.5

Dimensionless g g
Gas Viscosity N(u ) ug g

1/2(Ag-Ag)1/29
, . .

!

1.5 - 1/2.

Dimensionless #811
Liquid Viscosity IMt) Mt

1/2(Ag-A )1/29 g
. -

I - -1/2'

Dimensionless #
1DVessel Diameter H H g(p -pg)g

!
. _

Entrainment IIE*Parameter pV
s

Where h = height above the pool surface, DH = hydraulicdiameter of the molten pool, jg = volumetric flux ofentrained melt.

,

1

t

|
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i

! Obviously, the amount of material entrained and present in
j any region depends on the flux of gas through the melt. The

boundaries between the regions, too, are dependent on the gas*

flux through the liquid pool. Kataoka and Ishii could
;

| develop single correlations for the amount of entrained
| material present in the near surface and the far-field

regions. They found, however, that correlations for the'

material present in the momentum-controlled region had to be
categorized in terms of the magnitude of the gas flux. They
developed correlations for low flux and intermediate flux
flow regimes in the momentum-controlled region. They could
find no correlation for the amount of material present in'

,

this region once flux exceeded a critical level. They
;

j suggested that the amount present could be bounded by the
|

correlation for the near surface region. This near surface

i correlation is distance-independent so that when it is

1 applied to the moment um-controlled region it is very much an
upper bound.'

:

! The correlations and the boundaries between the regions
and regimes for entrainment are shown in Table 53. The cor-i

relations shown in the table are not precisely those defined
i by Kataoka and Ishii. The boundary between the intermediate
! flux and the high flux regime in the momentum-controlled

region has been altered to avoid a discontinuity in thei

! entrainment at this boundary. Also, a limit has been

} imposed to the high flux entrainment and the entrainment in
; the near surface region to reflect work reported by Rozen et

al.206.207 in which E* reached a maximum of four and was
independent of gas flux.

The far-field correlation found by Kataoka and Ishii
;

l includes a term to describe the loss of entrained par-
ticulate as a result of deposition on the system walls--
exp(-0.205 h/D ). For most reactor accident analyses,H
release of aerosols from core debris and the subsequent
behavior of the aerosols are treated in distinct models.
Consequently, the alternato correlation suggested by Kataoka
and Ishii which does not include deposition is probably pre-
ferable for release models.

Rozen et al.206 have suggested a correlation for the ,

far field entrainment: |

* .2
E - 7.6 x 10~ j (N(v )]l/6 + 4870 )g

b i> p1-p r1/ 2
(N(v )]O.7 a L exp(-0.23 h/D I *Hg p

I g i

|

|
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! Table 53

Correlations of Entrainment Found by Kataoka and Ishii

' NEAR SURFACE

O1h*<lO38)g[N(yg)]l/2[Dg]O.42 gp f(p _p )3 230
g g

0.00484(p -pq)g
E* 14-

,

9

MOMENTUM CONTROLLED

O.23

g)]l/2lO38)*[N(y < 1 19 O[N(pg)]0.23
[Dg] pg

i

Low Gas Flux:

j* 1 6.39 x 10- h*

- -0.31

9)]l.5[Db]
"E* - 2.213[N(y *

p h*
- 9 .

I_rltermediate Gas Flux:
i

-0.23-

# -p

6.39x10- h* < j* $_ 9.6315x10h*N(yg)-1/2(Dg)-0.4167 1 q

. 9 -

3
6E* = 5.417xlO E IMg) (Dg)1* [(p -p )/pg]O.n |3 g g

(

l

Hioh Gas Flux:

0.00484(pt-P )aE* a 14p
9

I

:
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Table 53 (Continued)

Correlations of Entrainment Found by Kataoka and Ishii

!

FAR FIELD

g)]O.33[Dg]O.42[p j(p _pg))0.23h* 1 1970[N(p g g

,

Considerino Deposition:

E* = 7.13xlO- (jg)3[N(v)]1 " exp[-0.205h/D I
g H

9s

.

Without Deposition:

IE -Pq))EE* = 0.002(j*)3(N(v )]1/2
,g p

9,

i
.

|>

| |

|

|

|
,
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This correlation differs from that suggested by Kataoka and
; Ishii primarily in that it predicts more entrainment at the
i lower gas fluxes.

It should be noted that all of the correlations described
here refer to isothermal systems. They do not reflect the,

effects a temperature gradient above the pool might have.'

j Such a temperature gradient would be expected above melts
interacting with concrete.

! To utilize the correlations, it is necessary to know the
density and viscosity of the gas. Correlations for the vis-
cosities of the pure gases that are the principle constitu-
ents of gas sparging the melts in core debris / concrete

4 interactions are:
1
1

O.70 m 21.5769 T
M( 2) (1 - 3.378/T)

micropoises"

''*0.950 Tu(H O) micropoises=
2 (1 + 207.219/T)

01214.151 T .

; w(CO) mier Poises=

(1 + ll7.178/T)

O.49721215.957 TW(CO ) mi r Poises2 " (1 + 246.744/T) .

;

Plots of the viscosities predicted with these correlations
and data 208 used in the derivation of the correlations are

, shown in Figure 42. Predictions of the viscosities of mix-
) tures from viscosity data for pure constituents have a long'

and checkered history. A variety of procedures has been
i developed to make these predictions. One of the simplest of
j these procedures is the Herning-Zipperer equation:209

P(i)y(i)M(i)l/2
I"1

| g(mixture) - ,
E P(i)M(i)1

i=1

where N = the number of constituents in the mixture,

P(i) = partial pressure of the ith constituent,
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u(i) = viscosity of the ith constituent when pure,
and

M(i) = molecular weight of the ith constituent.

The Herning-Zipperer equation is applicable, in truth,
only for nonpolar gases. As with most gas property correla-
tions, generalization of the equation to low molecular weight
gases where quantum effects are significant has to be sus-
pect. Predictions with the Herning-Zipperer equation may be
most erroneous then for mixtures of CO, a polar gas, and
H2, a " quantum gas," at low temperatures. A comparison of
the predicted viscosities of CO/H2 mixtures at 298 K with
viscosities of such mixtures recommended in the literature
is shown in Figure 43. The discrepancy between predicted and
recommended viscosity is greatest in the compositional regime
where mixture effects would be expected to be most manifest--
approximately equal concentrations of the constituents. The
maximum discrepancy is, however, not especially large. It
would be expected that the small discrepancy at 298 K would
become even smaller at higher temperatures as thermal ener-
gies of the gas molecules overwhelmed dipole and quantum
effects. If these small errors in the predicted mixture
viscosities obtained with the Herning-Zipperer equation are
objectionable, many, more sophisticated, approaches are
available for making such predictions.209

Entrainment predicted with the correlations is shown in
Figure 44 as a function of superficial gas velocity for sev-
eral locations above a melt pool. The calculations of
entrainment were made assuming the sparging gas was an equi- !

molar mixture of H2 and CO at 2000 K. Other quantities |
used for the calculation were

J
|

pg = 7 grams /cm3 i

og = 400 dynes /cm

DH = 400 cm .

At an elevation of 500 cm above the pool, the far-field cor-
relations apply. The Kataoka and Ishii correlation indicates
that entrainment rises from truly negligible levels to
E* ~ 10-3 as the superficial gas velocity varies between
1 and 300 cm/s. The most rapid variations in the predicted
values of E* are in the superficial gas velocity range typi-
cally encountered in core debris / concrete interactions. For
typical situations, E* values of 10-3 to 10-4 will
amount to aerosol concentrations of 0.1 to 1 gram /m3 (STP)
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1

in the gases evolved during core debris / concrete interac- |

tions. The Kataoka and Ishii correlation predicts entrain-
ment contributions to the aerosol production reach such
levels when gas velocities exceed about 70 cm/s.

,

i

! The Rozen correlation for the far-field entrainment shows
a very steep dependence on gas velocity at low gas veloci-
ties. Values of E* are in the 10-4 to 10-3 range when
superficial gas velocities exceed about 20 cm/s. Increasing

i
the superficial gas velocity above about 80 cm/s has a rela-

| tively weak effect on the predicted entrainment.

Both the Rozen correlation and the Kataoka and Ishii
; correlation show that predicted entrainment in the churn- '

turbulent flow regime does not converge smoothly with the'

entrainment described above for the bubbly flow regime.
Surprisingly, the far-field estimates for entrainment at low
gas fluxes are lower than what would be predicted for aerosol
generation by bubble bursting. A satisfactory explanation
has not been advanced for this discontinuity in mechanical
aerosol production. A rationalization that the result is
indicative of the effects of bubble coalescence and surface 1

'

disruption has been offered.204
,

!

The far-field correlations provide an estimate for the
amount of mechanically generated material that could enter
the reactor containment as an aerosol. The materials
entrained in the near surface and momentum-controlled regions
are not negligible. The curves in Figure 44 for locations
100 cm and closer to the liquid surface describe the
entrained mass in the momentum-controlled region. The
entrainment 10 cm above the pool surface shows the transi-
tion between the low flux flow regime to the intermediate
flux flow regime that takes place as the superficial gas
velocity through the melt increases. The curve for 1 cm
above the pool surface shows the transition from the inter-
mediate flux to high flux regime. Clearly, most of the
material present in the flow at these lower elevations falls ;

eventually back into the pool. For instance, more than |

90 percent of the entrained material at the 100 cm evolution
must reenter the pool before the flow reaches the 500 cm
elevation. But, before the material falls back into the
pool it can affect the condensation of vapors if there is
any significant temperature gradient along the flow path.
Vapors, if cooled, can condense on the available surfaces ,

rather than nucleating aerosol particles. Vapors that
condense on entrained droplets that fall back into the pool
will have to be revaporized to contribute to the particulate
mass evolved into the reactor containment atmosphere.

The effects 'of temporarily entrained material on the
behavior of vapors may not be great. The fact that so much
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high temperature melt gets levitated above the pool assures
that temperature gradients above the pool will not be par-
ticularly steep. Consequently, temperatures low enough to
cause vapor condensation may not be reached until the flow
has passed out of the momentum-controlled region.

B. Sizes of Aerosol Particles Produced by Mechanical Proc-
esses

<

1. Aerosols from Bubble Bursting

Very small bubbles, when they burst, produce relatively
large droplets. Tomaides and Whitby213 suggest the number
and size of droplets produced by liquid jets formed when
small bubbles burst can be found from:

5 ''N - 0.095/D(bubble)
P

;

dp = 0.1546 D(bubble)l 3

where all dimensions are in centimeters, N) is the number ofp
" jet" droplets, and d is the mean diameter of these
droplets. These correlations suggest that jet droplets are
not produced once bubbles are larger than about 0.4 cm.

Small bubbles also produce finer droplets by the film
rupture mechanism. Results obtained by Toba,211 Whitby
and Tomaides,213 and by Day 16 suggest1

.

'
f 1/2p ,3
p

T

where N = number of fine droplets and

A = the area of the film forming the bubble.

Tomaides and Whitby indicate that the fine droplets have a
size greater than 5 ym.

Correlations for the size of droplets produced when bub- '

bles larger than about 0.6 cm burst have not been devel-
oped. Garner el al.214 indicate a mass weighted mean size
of about 12 um for aerosol droplets produced by bursting

|
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!

O.7 cm bubbles. Tomaides and Whitby indicate the mass
weighted mean size is about 5 ym. The number frequency1

data obtained in the two investigations are compared in
!Figure 45. In light of the differences in the procedures

and conditions, the results are in close agreement. ;

i 2. Aerosols Produced by Entrainment !

Kataoka and Ishii202,203 have attempted to character-
ize the size distribution of droplets entrained by gases

,

sparging liquids. They obtained a frequency distribution
function for droplets in the so-called "near surface" region

1.5 6 /D for D 1 D,,,
,

dF(D<D) ,g[g,j* ,,
i aD ( g j

O for D > D,,g
,

.

where F(D<5) fraction of the mass of entrained droplets=
'

with sizes less than D,

j D = entrained droplet size, and

!# 1 W
D,,, = 7.24 .

N(p_,)Y
,

9 g5
,

9

In deriving this distribution function, Kataoka and Ishii
relied heavily on the entrainment data for aqueous systems
obtained by Garner et al.'214

The size distribution function applies only to a very
narrow region adjacent. to the liquid surface where all
entrained droplets have nonnegative upward velocity vectors.
As the two-phase flow mixture moves upward, gas velocities

| are insufficient to keep the larger entrained droplets sus-
pended. These larger droplets fall back into the liquid
pool being sparged by gas. This loss of large-sized
entrained droplets continues throughout the region called
the " momentum-controlled" region by Kataoka and Ishii.
Beyond this region only droplets with terminal velocities
less than or equal to the superficial gas ' velocity are
entrained in the flow.

When larger droplets fall back into the liquid pool, they
will sweep smaller droplets out of the flow. The efficiency

| with which a larger droplet impacts a smaller droplet is a
!

-298-

.- _ _ . _ . _ .._.. _ ___ _ . ~ . _ _ _ _ _ _ - , _ . _ _ _ _ _ _



_ _ _ _ _ _

_. .

, . . .
,

. . . . . . . . .

-

.

O Garmer et al.,0.7 cm bubbles

E Tomaides a whitby 0.ss em bubbies -

-

-

-

.

0.1 -

-
_

.
-

.

> -

.

0 -

Z -

w -

3
.

0 -

m
.

C -

1 . ;

Z 1

m
as
2

.

-

3
2

0.G1 -
,

-

-
-

-

.

-

.

.

-

.

.

.

1 -

1 .

.

.

I,,, |''- i i . . . , , , , ,

100 60 40 20 10 8 6 4 3 2 1

DROPLET SIZE ( m)

Figure 45. Comparison of Droplet Number Frequency Data for
0.55 cm Bubbles and for O.7 cm Bubbles. Lines
connecting data points are only intended to be
visual aids.

-299-



1

complex function of both the diameter of the large droplet |
and the diameter of the small droplet as well as the veloci- !
ties involved. This problem is somewhat analogous to the
treatment of aerosol sweepout by water spray droplets. For
the time scales of interest the mechanisms of sweepout of
interest are impaction, interception, and diffusion. For an
account of the difficulties of analysis of these processes
see reference 174.

If the collection of small droplets by the falling drops
is ignored, the Kataoka and Ishii distribution function can
be used to find the size distribution of droplets entrained
in the flow far away from the liquid pool. (To the extent
Kataoka and Ishii use experimental data to define the size
distribution, some account is taken of sweep out by falling
droplets.) This is done simply by finding the maximum drop-
let size that will have a terminal velocity equal to the
superficial gas velocity. This limiting droplet size in
found by solving:92 s

3
4Pg(Pg-#q)g d2

Re f(Re) - 2
=0

3p
g

where Re = Reynolds number = p V do/Wgegs

f(Re) = drag coefficient =

3/16 + 24/Re for Re < 0.01i

(24/Re [1 + 0.1315 ReZ] for 0.01 1 Re 1 20
Z = 0.82 - 0.05 (logloRe)2, and

do = upper limit droplet size.

(Note an alternate definition of f(Re) is 0.2924 [1 + 9.06/
Re]2 This definition, offered by Abraham,198 does not
have a discontinuity at Re = 0.01 as does the definition
presented above.)

If deposition of droplets on the constraining walls of
the system is ignored, then the weight fraction'of entrained
droplets having sizes less than d is given by:o

)3/2

=(D ,

d

F(D<dg) *

max)
!

!
!
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F(D<do) will not equal, in general, the ratio E*(far field)/
E*(near surface) specified'by Kataoka and Ishii--which is a

; deficiency of their model. But, an approximate distribution
function for the sizes of droplets entrained in the flow far,

' from the pool can be defined as:
i

f

f- 3/2
I for D < d

9
_ | 0.

Fgg(D<D) =<
f I

_

l 1 for D > d, g
i (
i

where Fgg(D<D) is the fra_ction of the entrained mass with
droplet sizes less than D. This cumulative distribution
function is plotted against droplet size for several super-
ficial gas velocities in Figure 46. In preparing this-figure
it was assumed og = 400 dyne /cm, pg = 7 g/cm3, and that the,

sparging gas was an equal parts mixture of CO and H2 at
| 2200 K. From the figure it is apparent that the limiting
! size of entrained droplets decreases from about 130 um when
i the superficial gas velocity is 100 cm/s to about 40 um
! when the gas velocity is 10 cm/s. The mass weighted size

distribution is sharply peaked near the limiting size. The
entrained droplets for this example are somewhat larger than '

what is typically considered an aerosol. Their residence
time within a reactor containment will be short.9
C. Some Experimental Results and the Approach Taken in the

VANESA Model Toward Mechanical Aerosol Generation '
i

1

A fairly sophisticated formalism exists for predicting
aerosol generation by entrainment. A cruder data base exists
for aerosol generation by bubble bursting. In all cases
these models and data have been obtained in studies of

,

aqueous systems or conventional liquids. Naturally, there
arises the question of applicability to molten core debris.

There are differences between conventional liquids and
molten core debris having to do with physical properties.
The molten oxide phase of core debris will have density and
surface tension 3 to 8 times the density and surface tension
of water. The viscosity of the molten core debris could be
more than 105 times the viscosity of water. That liquid
viscosity has not appeared in the models and correlations of

!

mechanical aerosol generation may reflect the fact that most
of the work to date has focused on very low viscosity fluids.

Arellano and Brockmann339 have undertaken an investi-
gation of mechanical aerosol generation when gases sparge

!
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1

.

high temperature liquids. This work has just begun. Early
results do indicate some similarities between' high tempera-
ture fluids and aqueous systems. A photomicrograph of aero-,

sol particles produced by gas bubbles bursting in molten
; concrete is shown in Figure 47. The particles are approxi-

mately spheres. Their sizes seem to be less than about4

i 2 um which is somewhat smaller than might be expected from
data for aqueous systems.

!

High temperature liquid systems can form solidified sur-
1

i face crusts. Crust formation is particularly likely when a
water pool overlies molten core debris interacting with con-
crete. Whether mechanical aerosol generation will occur when
there is a solidified crust over a liquid is not known. The

, disposition of the crust relative to the underlying liquid
1 may have a bearing on this issue. Crusts floating on the

liquid may inhibit mechanical aerosol formation. Crusts
separated from the liquid by a gas space may affect the,

; transport but not the generation of aerosols. Blose et al.
have undertaken some examinations of thesa questions in con-
nection with their studies of combined core debris / concrete /
coolant interactions.39,40

.

The questions of mechanical aerosol generation were con-' sidered highly uncertain during the development of the cur-
rent implementation of the VANESA model. Consequently, a,

simple relationship between the number of gas bubbles emerg-
ing from the molten core debris and the amount of mechani-
cally generated aerosol is incorporated into the model.
Each bubble is hypothesized to produce a number of particles
of specified size. For most of the calculations done to
date, a bursting bubble was assumed to form 2000 particles

a each of which was 1 um in diameter. This is a quite low
1

mechanical aerosol generation rate. It will produce, typi-
cally, an aerosol concentration of about 0.2 grams per cubic
meter (STP) of evolved gas.

i

1

,

5

;

|

\
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VI. VAPOR CONDENSATION AND THE FORMATION OF AEROSOLS

To this . point in the discussion of the VANESA model,
vapor generation and the mechanical formation of aerosol
particulate have been described. As the mixture of gas,
vapor, and particulate rises, it will cool. Estimation of
the quantitative details of the cooling process is not sim-
ple and is not a part of the current inrplementation of the,

VANESA model. It can be assured that at some point tempera-
tures in the mixture will become low enough that the vapors
will condense. The nature of the condensation process will
affect the physical characteristics of the particulate matter
injected into the containment atmosphere as a result of core
debris interactions with concrete. These physical charac-
teristics have a very significant bearing on the behavior of
the particulate in the containment and, as a result, a sig-

; nificant bearing on the radionuclide release possible from a
i nuclear plant during a severe accident.

The condensation process can involve many processes.
Assume, for the moment, that the mixture of gas, vapor, and
mechanically generated aerosol has cooled uniformly to the
point that the vapors are supersaturated. Then,

1. Vapors could homogeneously nucleate particles,

2. Vapors could heterogeneous 1y nucleate particles,

3. Vapors could condense on the surfaces of the mechan-
ically generated particulate or on the nucleated
particles,

4. Particles could coagulate.
!

These are, of course, competitive processes. Nucleation,
whether it is homogeneous or heterogeneous nucleation, cre-
ates very fine particles. Condensation leads to growth of
particles which may already be quite large. Coagulation of
particles reduces the surface area available for condensation
and enlarges particles produced by nucleation. The technol-
ogy available for predicting the rates of these various
processes is outlined in the subsections below,

i

i

A. Homoceneous Nucleation of Particles '

|
'Once a vapor is sufficiently supersaturated, it can

spontaneously form condensed phase particles. A substantial
body of literature exists to describe the conditions and
rates of homogeneous nucleation of condensed phase materials
from supersaturated vapor.217-220 The several models
that have been developed to describe the process attempt to
predict the rate of formation of a particle of a size that
will grow faster than it reevaporates.
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Five of the available homogeneous nucleation rate
expressions are summarized in Table 54. Of particular
interest is the Loethe-Pound rate expression as modified by
Feder. This rate expression acknowledges the heat effects
of condensation and the presence of a noncondensible carrier
gas.

The nucleation rate of tin at 2000 K is shown as a func-
.

tion of the saturation ratio in Figure 48. (Note that it is
! the base 10 logarithm of the nucleation rate that is plotted

in this figure.) Typically, nucleation is assumed to occur
3when the nucleation rate is 1 nuclei /cm -s. When tin is

.

taken to have a surface tension of 439 dyne /cm (see Chap-
I ter IV), this rate is reached when the saturation ratio is

about 3.1. However, the rate of nucleation accelerates to4

I 1010 nuclei /cm -s by increasing the saturation ratio to3

just 4. Nucleation rate is obviously an extraordinarily
sensitive function of the vapor supersaturation and conse-
quently it is a sensitive function of temperaturet Accurate
prediction of homogeneous nucleation rate requires predic-

| tions of the actual partial pressures of vapors and equilib-
rium partial pressures of vapors that have an accuracy far
beyond what is likely to be achieved in the analysis of core
debris / concrete interactions.

The example calculation shows that nucleation does not
occur just when the vapor partial pressure reaches the satu-
ration partial pressure. Some additional cooling is re-
quired. For the example calculation, nucleation did not
begin until the vapor had cooled to a temperature about 131 K
less than the temperature at which the vapor was saturated.

,

I Cooling of the vapor is accomplished as the mixture moves
| along the temperature gradient. The time required for this

cooling to take place offers an opportunity for other vapor
processes such as heterogeneous nucleation and vapor conden-
sation on surfaces to take place. If efficient, these other
processes can relieve the supersaturation of the vapor and
prevent homogeneous nucleation conditions from arising.

A simple estimate of the time required to achieve super-
saturations necessary to cause homogeneous nucleation can be
made as follows. The boundaries of a reactor cavity are
concrete. These boundaries are typically 1-2 meters away
from the pool surface. They are heated by radiation and
convection. A lower bound estimate of the thermal gradient
above the melt pool can be constructed by assuming the bound-
aries are at the concrete solidus and that temperatures fall

|

l at a constant rate over the distance from the pool surface
to the farthest visible boundary. Then a gradient of about
3 K/cm is usually found. (Powers and Arellanol7 reported
gradients above molten steel interacting with concrete of ,

about 15 K/ca.) Then to achieve the 131 K cooling necessary
.
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Table 54

Homogeneous Nucleation Rate Expressions

Becker-Dorino Theory 221

.

I2 ec)12 125.54 x 10 S |M /(d) 3 2T / -17.553o MJ= gxp
i T(p Tin (S)]2;g

r*
2.405cM

PgTin(S)

Loethe-Pound Nonisothermal Theory 222,223

30.088p k / 2 )
-4" 8

P T (a(r*) exp"

(2nm)1/2h b +q
6 2 2j y

2cm
-

3kT
~

r* - 1
#1

_ 2no(r*)2_
"

2 2i b Cy(vapor) + kT Cy(carrier) + }kT= +g

q=L-

C

(2nm )C

P(vapor)
3 ,

(2nn kT)1/2#
y

Reiss-Katz-Cohen udder Bound Theory 224

- 1/ 2
J= P (O 1+ exp g - ig' - YE3y
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Table 54 (Continued)
|
|Homogeneous Nucleation Rate Expressions

7.465RTp g
9= - in(S) + 1/2 iniMP(eg)

s' = h
- -1/3

1 36wm Lg. ,_ ,

2 2 kT
2i p

. -

Reiss-Katz-Cohen Lower Bound Theory 224

- 1/ 2
2 c yga

p7 y+ eXp g _ g, _J =
3

+ fin (s)g = 0.97

15
g' =

gn , -1.5
i

I

Reiss Nucleation Theory 225
!
|

|

-1/2 1
-

4/3
_ Yx /3

-2
p /o 1 + 9i Gn| 1 2 2 ggp g _ gg,J =

3 v

2Y
9" - in(S)_1733x

2Y 8Yg,,ge =
3 #3

9i 27i

where J = nuclei formed per unit volume per unit time,

i
' S = saturation ratio = P(vapor)/P(equilibrium),

!
-308-

._ .. . - -



!
'

Table 54 (Continued)
Homogeneous Nucleation Rate Expressions

P(eq) = P(equilibrium) = equilibrium partial pressure
of vapor,

M = molecular weight of vapor,
i

a = surface tension of condensed vapor,

pg = density of condensed vapor,

r* = radius of nuclei,

h = Planck's constant,

m = mass of a vapor molecule,

py = vapor density - MP(eq)/RT,

R = gas constant,

k - Boltzmann's constant,

Cy(vapor) = constant volume heat capacity of vapor,

Cy(carrier) = constant volume heat capacity of noncondensing
gas,

PC = Partial pressure of noncondensing gas, and
|

i = average number of vapor molecules in the criti-
cal nuclei which is found from

|

N 8
,

"g *

,

1

|

|
t

I
'
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to initilate homogeneous nucleation, the vapor must travel
about 44 cm. The vapor would have to travel an additional

| 12.5 cm for the rate to reach 1010 nuclei /cm3-s. At low
superficial gas velocities many seconds would be available

i for competitive processes to relieve the supersaturation of
: the vapor. But, at superficial gas velocities on the order

of 100 cm/s, it would be difficult for the competitive proc-'

estes to prevent homogeneous nucleation.

The tin nucleation example also illustrates another
Problem encountered in the estimation of homogeneous nuclea-
tion rates. The rates are quite sensitive to the surface

i tension of the condensed vapor. Varying the surface tension
of tin by a factor of about 125 percent changes the super-
saturation necessary to initiate homogeneous nucleation from
2.1 to more than 4.5. The sensitivity of nucleation rates
to surface tension is such that a 22 percent variation in
surface tension of tin would produce greater variations in

' the rates than the variation in predictions of five models
i shown in Table 54.

There are at least two difficulties raised by the influ-
,

ence of surface tension on the predictions of the homogene-
ous nucleation rate. The first is that it is unclear whether
conventional surface tensions should be used in the rate

; expressions. Conventional surface tensions are properties
of macroscopic, flat, surfaces. They are being applied to

| nuclei of very small dimensions and, consequently, very high
curvatures. It is known that curvature has an effect on

'

surface tension 226 and that a value substantially higher
'

than that obtained for bulk liquids should apply to the
nuclei. Some arguments have been made that using surface,

i tensions appropriate for bulk liquids compensates for some
of the approximations in the nucleation rate models.220'

!

A second problem is that nucleation during reactor acci-
dents will not involve just a single vapor. Many species
will nucleate simultaneously. The surface tension of a mul- 1

| ticomponent liquid will not be the same as that of any of
'

its constituents when pure. In fact, the rate expressions
shown in Table 54 are not really applicable to multicomponent I

condensation. Even for simultaneous condensation of just two
vapors, the rate expressions can be vastly more complex.217

B. Heteroceneous Nucleation on Ions

Ionized species in the gas phase will polarize adjacent,
;

neutral, vapor species. The induced dipoles in these neutral
species will cause the species to form a shell around the

| ionized constituent of !be vapor. The effect is to reduce
I the free-energy of the V-por by reducing the charge density

associated with the gas phase ion. These assemblages of an

|

l
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ion surrounded by polarized vapor species are embryonic forms
of nucleated droplets. Fluctuations in the number of vapor

| species polarized by the ion can make ti e structure large
enough that it grows spontaneously when vapor concentrations
are supersaturated. Note, the ion responsible for formation

,

i of the assemblage need not be derived from the condensing
vapor.

Icns in the gas phase can then lead to vapor nuclea-
2tion. Volmer and Weber 26 developed an expression (cr the

rate of vapor nucleation on ions following the _ame sort of
logic employed in developing the Becker-Doring theory of
homogeneous nucleation. Two molecular dimensions are needed )

in this theory. One of these dimensions is the radius of
the nuclei that will grow spontaneously in the supersaturated

|

vapor--rk. The other dimension is the radius of the ion
; and surrounding cluster of polarized vapor species -ra-

These dimensions are the roots of the equation:

2e Cy_yfc)y2V,o m
-kTin(S) + =0

r 4
8ur

where s = P(vapor)/P(equilibrium),
I

f Vm = molecular volume of the vapor
(M/N) 1/pt,-

a = surface tension of the condensed vapor,

e = charge on an electron = 4.803 x 10-10i

statcoulombs,

c = dielectric constant for the condensed vapor,

r = radius, and

N = Avogadro's number.

The two pertinent roots of this equation are on either side
of r where |x

|
l

g y_yj,[ 1/32
e

" *

X (wG
1

l

The critical nucleus radius is greater than rx and the
ionized cluster radius is less than r. The roots arex

|
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readily found by the Newton-Raphson method for low supersat-
urations. As supersaturation increases, ra increases until
ra = Ex. At this point the model is no longer valid. (Typi-
cally, supersaturations high enough for ra=cx promote
homogeneous nucleation.) Once the necessary dimensions are
found, the nucleation rate can be computed from:

;

J(nuclei /cm -s) =

1/2 l
2

4wr SP(eq) 4wr o - e /rk) GIEk) N.k
"

2 ( eXp -

kT 1 "
(2nakT)1/2 9nkTn I - ~k

where m = mass of a vapor molecule,

nk = number of molecules in a critical nucleus =

3 34/3nr 4/3nr Np g
= =y , ,

,

2eG(r ) = r -r - _ _ _ .k

P(eg) - equilibrium partial pressure of the vapor
2in units of dynes /cm , and

Nion = number of ions per unit volume.

The rate of nucleation is seen to be proportional to the
concentration of ions in the gas phase. Heterogeneous
nucleation on ions can be important in melt / concrete inter-
actions because temperatures are high enough to induce ther-
mal ionization of gas species:<

M * M+ + e- .

Thermal ionization of alkali metals such as sodium and
potassium from the concrete or the radionuclide cesium can
be sufficiently extensive to facilitate heterogeneous nucle-
ation. Consider the ionization of sodium vapors. At 1000 K
and a sodium partial pressure of 1 x 10-6 atmospheres, the
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partial pressure of Na+ in the gas phase is about 3 x 10-16
3atmospheres which corresponds to only 3 x 103 ions /cm .

When temperatures rise to 2000 K, the partial pressure of
Na+ rises to about 2 x 10-9 atmospheres and the ion con-

3centration is about 1 x 1010 ions /cm . Such high ion
concentrations will promote nucleation.

During core debris interactions with concrete, there is
another source of ions. This addi tional source is the result

: of intense gamma irradiation of the gases passing through the
! core debris. Ions produced by irradiation will, of course,

discharge rapidly if their concentrations exceed that dic-
tated by the thermal equilibrium. v.i t , because the irradia-
tion is continuous, a metastable concetration of ions in
excess of the thermal equilibrium concentration can develop.

Russell 227 has developed a rate expression for nuclea-,

| tion on ions that follows the 1cgic used to derive the
Loethe-Pound model of homogeneous nucleation. The rate
expression is:

3J(nuclei /cm _,) ,

4wr P(eq)S(4wr # - * ## (1-1/c) - 18kTk k3

2
(2nskT) 9wkTnk

+fe (1-1/c) -12 o r -r
r k a/d expb-| xN ,

ion r [ kT
a .J

used in this rate expressionThe dimensions rk and ra
are found from:

-4" * 12W
kTin(S) + Buro - (1-1/c) - r

=0 . ,V 2
m 2r

l

Results obtained with Russell's model are usually quite sim-
ilar to those obtained with the Volmer and Weber model.

Nucleation rates for tin at 2000 K are shown as func-
tions of supersaturation for various ion concentrations in
Figure 49. Though ions promote nucleation, the effects for
high temperature vapors of the type of interest in connec-
tion with core debris / concrete interactions is not strong.

!
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In fact, some critical ion concentration must be present for
the heterogeneous process to surpass in rate homogeneous
nucleation. It is difficult to imagine that the effect could
be readily distinguished f rom homogeneous ' nucleation in ac-
cident analyses.

C. Particle Growth

Whether nucleation of particles * from the vapor occurs
or not, the flow stream produced by core debris interactions
with concrete will consist of gas, vapor, and particles. If

nucleation by the homogeneous or heterogeneous mechanisms
has occurred, vapor concentrationn will still exceed satura-
tion because of the Kelvin effect on the vapor pressure over
surfaces of nonzero curvature. If nucleation does not occur,
particles of condensed phase will be present in the flow as
a result of entrainment from the melt or bursting of gas
bubbles at the surface of the melt.

Because condensible vapor is still present in the flow
stream, the characterization of the source term from core
debris / concrete interactions is not complete at this stage
of the analysis. This principle missing component of the
characterization is a description of the physical character-
istics of the aerosol particles passing out of the reactor
cavity into the reactor containment. Numerous studies of
the models employed in the analyses of severe accident phe-
nomena in che reactor containment have shown how important
are the descriptions of the size distribution of aerosols
produced by melt / concrete interactions.

Safety systems such as containment sprays, ice condenser
beds, and the steam suppression pools found in boiling water
reactors can attenuate significantly the release of radio-
activity from a plant during an accident. The attenuation
comes about because the systems trap aerosols produced during
fuel release processes, including aerosols produced during
melt / concrete interactions. The efficiency with which
aerosols are captured depends significantly on the aerosol
particle size. As an example of this sensitivity in per-
formance to the aerosol particle size consider the decon-
tamination of aerosol-laden gases as they pass through a
suppression pool. The decontamination is shown as a func-
tion of particle size in Figure 50. Clearly, very coarse

*The terms " droplet" and " particle" are used interchangeably
in this section. This is done simpl'y to follow the
terminology of the field and does not constitute an
indication of the physical state of condensed material in
the flow stream. Eventually, of course, any liquids in
this flow will freeze.
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and very fine aerosol particles will be efficiently trapped
in the suppression pool. Earticles of an intermediate size
will be little affected during passage through the sup-

pression pool.

Two processes are responsible for the development of the
aerosol size distribution:

1. Condensation of vapors on surfaces, and

2. Coagulation of particles formed or entrained in the
flow stream.

There has been much debate in the literature on the nature
of processes that affect the size distribution of aerosols
produced by high-temperature processes. The aerosols pro-
duced by electrical arcs and flame combustion of metals have
been studied. Granquist and Buhrman240 have found that
arc melting A1, Fe, Co, and Sp yields aerosols having a log-
normal size distribution with a geometric standard deviation
of 1.5 irrespective of the conditions employed. Fuchs and
Sutugin241 suggest such a result would be obtained in a
system in which coagulation little affects the size distri-
bution because of rapid quenching and dilution of vapors.
Hermsen and R. Dunlap242 have argued that nucleation and
condensation have the dominant influence on the size
distribution of aerosole produced by flame combustion.
Ulrich243 disputes this contention and argues that coagu-
lation by Brownian motion is the most important determinator

244 have foundof the size distribution. Senior and Flagan
it satisfactory to consider only nucleation and condensation
for estimating the size distribution cf aerosols formed dur-
ing combustion of coal particles. Several investigators
have called attention to the effects of cooling rate and
dilution on the relative importance of coagulation and con-
densation on aerosol particle size distribution.245-248

It is apparent from the survey of available literature
on aerosol production from high-temperature systems that no
absolute definition cf the dominant factors affecting the
aerosol size distribution can be made. Though it is apparent
that coagulation and condensation are the important proc-
esses, the relative contributions of these processes are
dependent on the cooling rate of the vapor and the dilution
of the vapor and particle mixture. Thus, the particle size
distribution of aerosols formed during core ' debris inter-
actions with concrete will depend on the velocity of gas
flow through the reactor cavity, the nature of core debris
attack on the concrete, ard the natures of both vaporization
and entrainment as release mechanisms. An absolute pre-
scription of the size distribution that is generically
applicable probably cannot be formulated. It is necessary
then to delve further into the details of the coagulation
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! and condensation processes that influence the size distribu-
tion of aerosols injected into the reactor containment as a
result'of core debris / concrete interactions. These processes
are discussed further below.

i

| 1. Vapor Condes. ion

When vapor .centrations exceed saturation, the vapors
j can condense on ourfaces. The surfaces available for vapor

condensation are:

1. Structural surfaces in the reactor cavity,

2. Surfaces of material entrained in the flow stream,
and '

i 3. Surfaces of nucleated particles.

! Condensation of vapors on structural surfaces is neglected
here. The surface area presented by structures in reactor
gevities is not large in comparison to surface areas of con-
f;tfmed materials suspended in the gas. The flow pathways
avnloble to the effluent produced by melt / concrete inter-

|.
actions are broad so that there is a considerable difficulty
in transporting vapors to the structure surfaces. Attentions

1 here are focused then on the condensation of vapors on par-
i ticles entrained or nucleated in the flow stream.
i

! Mass transport of the vapors to the surfaces is an omni-
! present limitation to the rate of condensation. Two regimes
! for vapor mass transport can be distinguished. In the first

of these regimes the particles are large in comparison to
the mean free path of vapor molecules.* Then. the flux of
vapor molecules to the surface of the particles is found
from:

= f dn
a"J(moles /cm -S) [P(bulk)-P(eq)]=
t

where k is a gas phase mass transport coefficient.g

! *The concept of a "mean free path" for gas phase molecules
can be readily understood if the gas molecules are
considered to be hard spheres with no mutual attraction.
The concept of a mean free path is neither useful nor used
when dispersive attractions among gas molecules are recog-
nized. Fortunately, at high temperatures the importance of
dispersive forces wanes in the face of the high thermal
energies of gas molecules and a mean free path for gas
molecules is a useful approximation.
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The second regime arises when the particles are very
small relative to the mean free path of the vapor mole-
cules. Then, the surface is subjected to molecular bombard-
ment. The flux of vapors to the surface, that remain at the
surface, is given by:

aZ[P(bulk) - P(eg,d,)]2J(moles /cm -S) =

(2wakT) U 2Ng
,

where n = condensation coefficient discussed in
connection with surface vaporization in
Chapter 4

Z= factor for converting the units of
pressure,

m = mass of a vapor molecule,

NA = Avogadro's number, and

P(eg,dp) = the vapor pressure in equilibrium with aj

surface of a sphere having the diameter
of the particle, dp.

. Note that this rate expression recognizes the elevation in
I the vapor pressure over very small particles. The pressure

at such particles is given by:

P(eg,d,). oM

,
"_ P(eq)

, pgg" d p N kT

-

where pg is the density of the condensed liquid. It can
be seen then that fine particles such as those produced by
nucleation are unstable. Small increases in d or de-
creases in P(eg), say as the result of cooling, will drive
vapor to condense on the particles.

Davis et al.249 have suggested a formula for interpo-
lating between the two regimes of vapor mass transport.

Consider now the condensation of vapors on particulate
entrained in'the flow. As the effluent produced by the core
debris / concrete interaction cools,. the condensation of vapors
on the entrained particles directly competes with nucleation
as a mechanism for relieving supersaturation of the' vapor.
The results of condensation on entrained particulate and
nucleation of vapor are not equivalent. Nucleation will
produce very fine particles which are easily maintained in

-320-
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|

suspension in the flow stream. Within the region termed by
Kotaoka and Ishii the " momentum-controlled" region vapors
can condense on entrained particles that fall eventually
back into the core debris pool. Even in the so-called "far-
field" region, condensation of vapors will cause particles
that are already large to grow further. Whether growth of
these particles will be sufficient to cause them to fall out
of suspension is problematical. What is clear is that growth
of these entrained particles will affect the subsequent be-
havior of the particles in the containment atmosphere.

,

The entrained particles are reasonably approximated as
spheres. As long as the particles are not too large, they
may be considered rigid. Then, if there is a significant
differential velocity between the particles and the bulk

i flow, the mass transport coefficient, k is found from:g,

Sh = 1 + 1 + ReSc e r i e1 00
- -

where Sh = k d / DAB.gp

Re = AUd ea/Vge |p

AU = differential velocity between the flow and the
particle, and

Sc = p /p Dg AB-g

When the differential velocity between the flow and the par-
ticle is negligible, then the mass transport of vapor to the
particle surface is the result of molecular diffusion and

; natural convection. The mass transport coefficient is then
found from:250

I

l J2 + 0.569 (GrSc)1 for GrSc < 10

2 + 0.0254 (GrSc)1/2 Sc for GrSc > 10
0.244

P gd,3
-

ap,
-

i a
i where Gr = P(vapor).2 '8P M WV -g -

A lower bound on the mass transport coefficient is found
by considering only molecular diffusion and ignoring both

; natural and forced convection:

i
'

-321-

'

_ - _ - - . _ _ _ _ __ . _ - - _ _ _ _ _ _ . _ _ _ - - . _ . _ . . _ . - _ _ _



- - . _ - . . . .-

i

Sh = 2

or

2DABk = *g d
P

Then, the molar rate of gas condensation on an entrained !

particle is:

h=2nd D (*S)( -}i RT AB

where S is the saturation ratio, P(vapor)/P(eg). The effect
of condensation on entrained particles on the saturation

! ratio is given by:

i

E
P P AB(S-1)

= 2wd N D
dt

COND

where N is the number of entrained particles per unit
volume. p The rate at which supersaturation is relieved by
condensation can be compared to the rate at w.tich homogene-
ous nucleation relieves supersaturation (Becker-Doring
theory):

.d_S. , 2.65 x 10 3 P(ea)M /2,7/2 ~-17.553o ,2 -11 2 3
exp *

NUCL p T [1n(S)]3 p T [in(S)]2_3 2 3
g _g

! The ratio of dS/dtlCOND to dS/dt|NUCL for tin vapor at
2000 K is shown in Figure 51 as a function of'the saturation
ratio and for several sizes of entrained particles. The

3 in pre-amount of entrained mass was taken to be 1 gram /m
paring this figure. It is apparent from the results in the
figure that the importance of condensation increases as the )
particle size decreases and there is more ' surface area

: available for condensation. The importance of condensation
as a mechanism for relieving supersaturation of the vapor is!

overwhelmingly dependent on the saturation ratio. Condensa-
tion on entrained particles will be the dominant means for

; relieving supersaturation if the saturation ratio is low.
As the supersaturation increases nucleation becomes progres-
sively more important.
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The saturation ratio of the vapor depends, of course, on
; the. cooling experienced by the effluent produced from the
i melt / concrete interaction. When flow rates are slow and the

'

temperature gradient above the melt is small, vapor conden-
! sation on entrained particles may be sufficiently rapid to

prevent nucleation of particles in the flow stream. When j

gas production by the melt attack on concrete is high so
that flow velocities are high and the effluent stream can,

j rapidly cool, nucleation of particles will be the first
i important step in relieving supersaturation of the gas.

Even though condensation on entrained particles will occur,
the extent of condensation under high flow conditions will
be too low to prevent the development of saturation ratios

; necessary to promote extensive nucleation.

Nucleation alone cannot relieve totally the supersatura-
tion of the gas phase. The small particles produced by
nucleation exist only if the vapor concentration is elevated

j relative to the equilibrium vapor pressure over bulk con-
' densed phase. The results obtained in the analyses of con-

| densation on entrained particles suggest, however, that once
nucleation begins, continued reduction in the vapor concen-4

i tration would occur by condensation on the nuclei.
.

| Analysis of the nucleation of particles followed by vapor
condensation on the particles is complicated by the behavior-

of the particles. The particles will coagulate. Coagula-
tion, of course, changes the sizes of the particles and the
surface area available for condensation. There is then a
coupled problem of condensation and particle coagulation to
be solved.

2. Coagulation and Condensation

The equations necessary to describe a system involving
simultaneous coagulation and condensation are written rela-
tively easily. Let n(i) be the number of particles per unit
volume that are each composed of i condensed vapor mole-
cules. Let B(i.j) be the coagulation rate constant between
particles containing i and j condensed vapor molecules. Then
from continuity considerations:

k-kg ,

d (),k-j)n(})n(k-j) - E B(k.j)n(k)n(j)-
d j=k j=k

g g

+ B(1,k-1)n(1)n(k-1) - [B(1,k) + q(k)]n(k)

g(t)6(k ) for k 2.k+ q(k+1)n(k+1) +r g g
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where q(k) is the rate at which a vapor molecule escapes a
particle containing k condensed vapor molecules. The first
two terms on the right-hand side of this equation describe
the coagulation process. The next three terms account for
the possibility that vapor evaporates from the particles.
The final term accounts for the possibility that particles
may continue to be nucleated at a rate ro(t) from the
vapor. Nucleated particles will contain a critical number
of condensed vapor molecules here denoted by ko.

The size spectrum of particles to be produced by coagu-
lation and condensation can be huge. Consequently, it is
convenient to replace the summations by integrals. Let
n(V,t)dV be the number of particles per unit volume that
have volumes within the interval of V to V + dV . Let
Vo = ko6V where AV is the molecular volume assumed
by a vapor molecule when it condenses. Then the equation
becomes

V-V
f

=fJU "

8(V-x,x)n(V-x,t)n(x,t)dx

V,

- 8(x,V)n(V,t)n(x,t)dx-ha,(V)n(V,t)
o

28
2 "l(V)n(V,t) g(t)6(V,)+ +r

BV,

where a (V) = AV 8(V)n -q(V),g g

(b
a (V) 2(V)n +q(V), and=y g

n = number density of vapor molecules.g

| The second derivative term involves the diffusion of parti-
cles, which is slow relative to vapor diffusion. Conse-,

j quently, this second derivative term can be neglected.228
The nucleation of particles is assumed in this discussion to'

have occurred, so that for the ensuing analysis of the system
r (t) is set to zero. Finally, the lower limits of inte-o
gration can be extended to zero rather than V becauseon(V,t) will always be zero for V<V. The equation iso
then
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V.

= f B(V-x,x)n(V-x,t)n(x,t)dx" "

! o
s

- B(V,7)n(x,t)n(V,t)dy - h a,(V)n(V,t)
o

i

subject to the initial condition that

n(V,0) = n (V)g

and the boundary condition that

n(0 t) =0 .

There is, in addition, the equation for vapor concentration
to consider. Here, however, it is convenient to consider
the vapor to be at a fixed concentration.i

Having written the equation, there then comes the prob-
j

lem of solving it. Casual examination of the equation shows4

! that it would'be a numerical nightmare to solve in the gen-
eral case. Only recently have there been numerical solutions
of some limiting forms of the equation.229-230

Fortunately, analytic solutions to the equations exist
for situations that approximate real conditions.231 Three

;

j such analytic solutions are examined here. The situations
] to be addressed are:

1. Pure coagulation of particles with no vapor conden- |

sation, |

2. Pure condensation of vapor with no coagulation of
particles, and

3. Simultaneous coagulation of particles and condensate
of vapors with simplified rate expressions.

', The objective of the consideration of these situations is to
gain some understanding of how particle coagulation and vapor!

i condensation affect the particle size distribution. It may
then be possible to ascertain how careful a solution to the
problem needs to be included in the VANESA model.

|
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The first of the special cases ia pure coagulation.
Particles can coagulate as a result of being brought into
contact by any of a variety of processes.* Brownian motion
is the predominant mechanism of particle collisions for the
systems of interest here. Turbulent diffusion and laminar
shear may augment Brownian motion as causes of particle-
particle collisions.

The agglomeration of a monodisperse aerosol as a result
of Brownian motion is a problem first solved by Smolu-
chowski.232,233 The differential equation considered by
Smoluchowski is:

[n(t)]2=
d

where n(t) is the total number of particles in the system at
time t and Bo is a coagulation coefficient which is taken
to be independent of the size of the particles. Smoluchow-
ski's solution is

"I ) " *o 2+SNtg o

The number of particles present in the size range of kVo
to (k+1)Vo is

- (b1)-

g
-

gy7

I o) "
o 2+8Nt 2+BNt

_
9 g

_ o_

where No is the total number of particles present at time
zero. Smoluchowski took the coagulation coefficient to bet

*It is common in the analysis of particle coagulation to pre-
sume that particles adhere 100 percent of the time when they
contact. The suitability of this assumption probably rests
upon the approximate cancellation of the effects of recoil
and dispersive attractions of particles.

tSometimes the coagulation coefficient is defined to include
the factor 1/2 shown in the above definition of the
coagulation rate. When this is done, the coagulation
coefficient is half the value used here.

|

-327-

._ - - - -.- -..- .. - - - - . .-. . _ ._ -- - . - . - . - - -



8kT
No " 3p *

g

This coagulation coefficient is appropriate when the parti-
cle diameters are large in comparison to the mean free path
of the gas molecules. At elevated temperature the mean free
path of a gas molecule can become large (at 2000 K and a
pressure of 1 atmosphere the mean free path is on the order |

'

'

of 0.3 va). An expression for the coagulation coefficient
that accounts for small particle sizes is:

3 , 8kT 2CI[
o 3p y,d

g ,

where i= = mean free path of the gas,
2(2nd ng

dg = diameter of a gas molecule,

ng = number density of gas molecules, and
C = Cunningham slip correction =

27 / - 0 . S 5 d ,"
1 + p (1. 257 + 0. 4 exp __

.=

P\ _ 1 .

Fuchs41 has suggested that the coagulation coefficient
should be corrected by multiplication by a factor f given by:

e

f# L <d
21, p p

1+dp
| f=<
! /2d" for i >d,g p p,

p
s

where 1 = .

P 2
/2nd n(t)

Such modifications of the coagulation coefficient would com-
plicate substantially Smoluchowski's solution.
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! Smoluchowski's solution for the time variations of n(t)in systems containing 1015 to 108 particles /cm3 coagulating
at 2000 K are shown in Figure 52. This figure illustrates a
most important point. Particle coagulation will rapidly
reduce number densities. Typical values of the coagulation;

; coefficient result in predictions that coagulation slows
significantl once number concentrations are between 107and 10 /cm3.y9

Plots of the dimensionless quantity V N(V )/V Nop p o
where V is the volume of the aerosol particle and Vo isp

) the volume of the nucleated particle as a function of the
particle diameter are shown in Figure 53. In preparing this
figure, it was assumed that all particles were spheres.
These plots show how agglomeration of the particles changes
the volume-weighted * mean particle size. Agtin, the rapid
agglomeration effects for systems with high initial number
concentrations are apparent. A system which initially con-

i tains 1012 particles /cm3 will agglomerate to have a vol-
ume-weighted mean size of about 1 x 10-6 cm in about
10 seconds. It would require about 10,000 seconds for
aerosols having an initial concentration of 109 parti-
cles/cm3 to agglomerate to such a size.

The Smoluchowski solution provides useful insights into |
the coagulation behavior of aerosols. It is, however, dif-
ficult to ascribe quantitative accuracy to the solution for
real systems. It would be expected that coagulation of par-
ticles would be more rapid than predicted if the gas phase'

i were flowing or the particles were not spherical.234,239
The predicted linear variation in the quantity 1/n(t) - 1/No,

' with time has been observed in many high-temperature
systems.235-237 It is often found, however, that
theoretically derived coagulation coefficients do not pre-

,

dict the experimental data well.238 i

Further discussions of pure coagulation of particles
as well as simultaneous coagulation of particles and
condensation on particles are presented below. For these
discussions it is useful to relieve the assumption of an
initially monodisperse aerosol used in the Smoluchowski
problem. Instead the aerosol is presumed to have initially
a number concentration that is continuous over the entire
spectrum of aerosol sizes. A gamma distribution is used
here:

* Volume weighting is chosen here because the resulting,

i distribution has a close relationship to the aerosol size
'

distributions obtained with conventional cascade impactors.
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A plot of V N(Vp)/No derived from this distribution isp
of V N(V )/Noshown in Figure 54. Also shown is the nature p p

obtained from the monodisperse distribution.
a

Solutions for the pure coagulation problem obtained with
this initial distribution, and a constant coagulation coef-
ficient, are:

2- -

[n(t)1 1
n(V,t) =

_ n(t)j /21VN /oo
4 7

_A
N / _g

,

h "
sinh 1 -exp - y-

o_ o. y-o. q

where n(t) =N *

o2 + Ntg

Qualitative results obtained with this solution are very
similar to those obtained with the Smoluchowski solution.

Consider now the special case of pure condensation of
vapor. For a mass transport limited circumstance, the rate

1/3
i of particle growth will be proportional to V Then,.p
i

|

I#3caV n(V,t)an(V.t)
" ~

BVat

I-
|
'

where o is the mass transport rate constant. The solution
to the partial differential equation, given that n(V,0) is
the gamma function, is

O for V - 2/30t < 0

; n(V,t) =<

31 -

f rV - 2/30t > 0,n(V,0) 3V
,
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where 9 = [V - 2/3at]3/22/3
,

Plots of V n(Vp,t)/No against particle diameter forp
various values of at are shown in Figure 55. These
results show that condensation can sharpen the volume-
weighted size distribution of an aerosol at the same time it
increases the mean particle size. Note that the number of
aerosol particles is not altered by the condensation proc-
ess, so n(t) = No for all t.

Mass transport need not be the rate-controlling step for
the condensation of vapors on very fine particles. Hermsen

i and Dunlap242 have argued that chemical reaction within
! the condensed phase may be the rate-controlling step in the

formation of A1 O3 particles from aluminum vapor. This2
can be understood as follows. Initial nuclei formed from
the vapor are composed of aluminum. Condensation of vapor
on these nuclei is inhibited by their high vapor pressure.
This vapor pressure is reduced dramatically, however, if the
condensed phase is converted to Al 03 The condensed2
phase can be oxidized readily even by trace concentrations
of oxidant.

Chemical reaction-controlled condensation may be of par-
ticular interest in connection with core debris / concrete
interactions. Condensation of Ba(g), lao (g), Na(g), and
similar vapors may be controlled by chemical transformations
of the condensed phase.

If condensation is limited by chemical reaction within
' the condensed particle, the rate of particle growth will be

proportional to the particle volume. Then,

an(V.t) avn(V.t)
" -#

at BV

where o is the rate constant for particle growth. The
solution to this differential equation is:

n(Vp,t) n(V,o) exp[-ot]=

where E = V exp(-at). Plots of V n(V ,t)/No againstp p
the particle diameter for various values of at are shown
in Figure 56. When particle growth is proportional to the
particle volume, the shape of the size distribution is not
altered by condensation when plotted on the logarithmic
scale. Note that the rate of particle growth becomes very
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|

| rapid once diameters in excess of about 10-6 cm are
achieved. Again, the number of particles is not altered by
the condensation process.

| Condensation of vapor provides a means for the growth of
! particles once they have nucleated. The extent to which

condensation on particles will relieve supersaturation of
the vapors depends, of course, on the amount of particle
surface area available for condensation. The available sur-'

! face area is increased by nucleation of particles and by
.

growth of these particles by condensation. The surface area
! is reduced by coagulation of particles. Thus, to model the

vapor-particle mixture evolved during core debris attack on4

concrete, it is necessary to consider the simultaneous and
,

competitive influences of particle coagulation and vapor
'

condensation.

! An analytic solution to the problem of simultaneous
coagulation and vapor condensation is possible when particle
growth by vapor condensation is proportional to the particle

] volume and the rate of particle coagulation is independent
' of particle volume.231 The particle concentration distri-
! bution is then given by:

" '~ - 2V
1

n(t)
2 N[n(til ,_V, exp(ot)

, g _
"

P eXP(ot)1 - n(t)/N oo
9

. .

f exp - y e P(at)o
. .

!

I where n(t) = No(2/(2+8aN t)). Note that the number ofo
! particles present in the system is determined by coagulation

and that the number of particles varies just as predicted by
the Smoluchowski solution.

| To illustrate the nature of combined coagulation and
! condensation, the behavior of a mixture of tin vapor and tin
j nuclei at 2000 K is considered. The coagulation coefficient

is calculated from:

g , 8kT
o 3p

where the viscosity of the gas is calculated for a mixture
of hydrogen and carbon monoxide. A dimensionless parameter.
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i

K, can be used to characterize the relative rates of par-
ticle growth by condensation and coagulation:

'

a
"SN *

1 oo
4

Results of calculations with X = 0.1, 0.01, and 10-6 are
| shown in Figures 57 to 59. These results demonstrate the ,

pervasive influence of condensation on the size of the yar-
! ticles. The value of X must fall to a level of 10-3 to
! 10-6 before the evolution in the particle size distribu-

tion begins to assume the characteristics of a pure coagula- -i
~

'

j tion system. For larger values of 1, the particle size is *

- determined _largely by conder tion. The number of particles
is, of course, determined by coagulation.

;

i

j When condensation is taking place efficiently the evolu-
i tion in the particle size distribetion is rapid. The calcu-
i lated results show that for K between 10-2 and 10-1,

the nuclei diameters increase from about 10-7 cm to
j 10-4 cm over a period of less than 1 second. Unless the

15/cm3),j initial number of particles is very large (~10
i coagulation cannot produce such rapid growth. It appears,
i then, that the final size of the particles is very likely to

be controlled more by the availability of vapor to condense*

! than by the details of either condensation kinetics or to
! coagulation kinetics.
4

! Based on the analyses of combined coagulation and con-
densation a qualitative description can be constructed of
the evolution of the particle and vapor mixture evolved dur-
ing core debris / concrete interactions. This mixture flows
upward and cools until a critical supersaturation of' the
vapor is reached. There is a burst of particle nucleation

j from the vapor. The number of particles nucleated in the
vapor depends on the details of the cooling rate. As the4

| particles form, vapor condensation can begin and the rate of
| vapor condensation accelerates as more nuclei are formed.
|

'
Similarly, as more particles are formed the rate of coagula-
tion increases and tends to decelerate vapor condensation.;

! Quite quickly, however, supersaturation of the vapor is

i reduced to levels too small to spawn nuclei. Continued
| relief of the vapor supersaturation is the result of vapor

condensation. The particle number density in the vapor is
then controlled by coagulation.

D. Approach Adopted in the Current Implementation of the
i VANESA Model
:
'

The discussions of the preceding section show that it is
possible to construct at least a qualitatively correct model
of the behavior of the effluent stream of vapors, particles,
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and gases produced during core debris / conc re t.e interac-
tions. To do so, however, would require detailed models.of

j the rate of cooling of the vapor stream evolved from the
melt. Current models of core debris / concrete interactionsi

i do not provide a sophisticated treatment of the temperature
gradient experienced by the flowing mixture. Construction

.

of a model of cooling would not be easily done and could not

| be done without recognizing the nucleation and condensation
i of' vapor. Latent heat liberated during the phano change of
i the vapor would provide heat to the flowing gas. Nucleated
! particles would inhibit the radiation cooling of the

j particle-vapor mixture.
1

i Further, a mechanistic model of nucleation and condensa-
tion would require quite a lot of detailed descriptions of
condensation thermodynamics and reaction kinetics. The con-;

j densation thermodynamics is, at least conceptually, tracta-

i ble. But, the complex condensed phase species known from
! melt / concrete experiments to form in the aerosols suggest
! that any analysis would be challenging. The kinetic

analysis appears even more formidable simply because of the
,

j lack of data. Technical debates arise even for simple vapor
; condensation problems. The multicomponent system
i encountered in core debris / concrete interactions would

assuredly elicit more debate.;

These considerations of the difficulties of a mech-
| anistic analysis, as well as the limitations on the time
,

available for model development, led to a more empirical
! description of the vapor condensation problem in the current
i implementation of the VANESA model. The logic for the

! development of this empirical model stems from the analyses
! described in the previous section. It was presumed that
| nucleation of the vapors would occur over the core debris
i pool. The number of particles nucleated from the vapor
i could not be predicted confidently. But, coagulation would
! assure that the number concentration of particles would fall
| rapidly to 109 to 107 3 The coagulation ofper cm .

| particles would have a relatively small effect on the parti-
! cle size. Particle size would be dictated instead by ' the

| condensation of vapors on 'he particle aggregates. Since
| the particles eventually reach rather low temperatures
j (~400 K), sensibly all of the vapors will condense. Then,
i

!

- - 1/ 36A
i 'd .
i P wpn(t)
;

- .

i
where A is the mass concentration of the condensing vapors'

initially. A variety of aerosol samples taken during high

| temperature melt / concrete interactions have shown that the

!
i
!

:
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partic'le size is on the order of 1.2 ymj mass-weighted mean
; when the condensing vapor concentrations are 50-150 g/mJ.
'

This experimental result implies n(t) is about 108 parti-
cles/cm3 Analyses of the coagulation of particles
presented above shows that at concentrations of 108 parti-
cles/cm3 further coagulation of the aerosol will be quite
slow relative to the flow velocity of gas evolved during
melt attack on concrete. Then, from these experimental-

results,

- 1/ 3Ad = 0.266p f_

i where d is the particle diameter in units of um, A in
3units of g/m , and p is aerosol material density in

3units of grams /cm . (The mixture of units in this equa-
tion has been accepted simply to accommodate the common
practice for reporting the pertinent quantities.) On those
occasions when the actual size distribution of aerosol par-,

ticles is of use, the distribution is recommended to be log-
normal with a geometric standard deviation of 2.3. This
recommendation is based on the available experimental data
for aerosol produced by high-temperature melt interactions

I with concrete.

This empirical model has some attractive features.* The
size of aerosol particles should depend on both the amount
of vapor available for condensation and the density of the
condensed vapor. The model will, of course, predict results
of many high-temperature melt / concrete interaction tests. *

It is important, too, to remember how much is lost by
adopting this empirical model. The chemical form of the
condensed aerosol is not predicted. In fact, for the cur-
rent implementation of the VANESA model, vapors are presumed
to revert to the chemical form they had in the melt. That
is, vapors of Ba(g) or BaOH(g) condense as BaO, etc.

The sensitivity of the aerosol size distribution to
details of vapor cooling are lost when the empirical model
is used. This may not be a serious deficiency for melt /
concrete interactions taking place without a water pool

*It is interesting to note that almost identical logic was
used in developing a model for the initial aerosol size in
the TRAP-MELT code.282 For this code, however, a number

; density of particles was derived based on experimental data
! for the particle size.
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present. Such interactions will be quite similar to tests
used for parameterization of the model. The sudden quenching
of vapors when a water pool is present, on the other hand,
is likely to yield a rather different size distribution.
Such a distribution would be expected to be dominated by the
effects of nucleation and not vapor condensation. As will
be discussed below, the details of the aerosol size distrib- '

ution has an important bearing on how efficiently aerosols
evolved during core debris / concrete interactions are trapped
by the water pool.

The empirical model cannot predict a size-dependence of
the aerosol composition. Some data on the compositions of
various size particles of aerosol produced during a "corium" I

melt / concrete interaction test are shown in Table 55. These
data suggest that the more volatile constituents'of a high- |

temperature melt are concentrated preferentially in the finer
portions of the aerosol size distribution. Such behavior can
be understood on mechanistic grounds and has been observed
for multicomponent aerosols produced by other high-tempera-
ture processes.283 Such size-dependent aerosol composi-
tions may be pertinent to the estimation of radioactivity
release from the reactor containment and the consequences
posed by the release.

Finally, the empirical formulation poses a barrier to
the prediction of aerosol shape factors using models such as
that formulated by Brockmann.9

L

|
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Table 55

Aerosol Composition Data for Particles
of Various Sizes

Composition (w/o) in Samples
| of Particle Size in the Range

25-15um 2-lum 0.6-Oum

UO2 1.0 0.5 0.015

CeO2 0.5 0.5 0.0003

La203 0.5 0.1 0.0008

Al 03 0.13 0.025 0.0132

SiO2 1.0 1.0 0.21,

Cs2O O.39 0.5 0.5

Sn 0.29 1.0 1.0

Mo 0.17 0.11 0.50

4

!

l

|

r
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.
VII. EFFECTS OF AN OVERLYING WATER POOL

i

In'some reactor accidents, water will be in the reactor
cavity while the core melt attacks concrete. The final step

i in the VANESA treatment is estimating how an overlying water
4 pool affects the aerosol generation and radionuclide release

during melt / concrete interactions.

! One of the obvious - ways that an overlying water pool
could affect core debris / concrete interactions is to cool'

the debris. Any reduction in the core debris temperature
would have a significant effect on aerosol production. The

1 VANESA model does not attempt to predict core debris temper-
atures. Such temperatures are provided as input to the
model. The model predictions of aerosol generation will
reflect the cooling of the core debris by a water pool only

! if the core debris . temperatures input to the model reflect

f this cooling.

f Cooling provided by an overlying water pool may induce a
sclidified crust to form on the core debris. Because of the
volumetric heating of core debris by radioactive decay, this-

crust can grow to only a finite thickness--typically one to
a few centimeters during the first few hours of an accident.

,

Nevertheless, the crust could affect aerosol production.'

The crust could inhibit or even eliminate aerosol generation
,

; by mechanical processes. This is quite likely if the crust
remains in contact with the molten core debris. The crust

]
. could also affect aerosol formation from vapors liberated by
! the core debris. In some experiments crusts have been

allowed to form on core debris attacking concrete. These
crusts are quite porous and they are easily penetrated by

,

gases produced during melt attack on concrete. It is pos-'

sible for vapors to pass through the crusts. But, the con-

|
voluted, narrow passages through the crust provide large

; amounts of relatively cool surface onto which vapors could
condense and be removed at least temporarily from the mix-

J ture emerging from the core debris. Also, the thermal

: gradient across a crust should be much sharper than the
i variation in temperature above core debris without'a water
! pool present. The sharp temperature drop within the crust

must affect the nucleation and growth of particles from the

| vapor. The size distribution of aerosol particles emerging ,

from the crust could be quite different than that predicted I'

with the empirical model which is based on data from tests
i with neither an overlying water pool nor a solidified crust.

| No attempt is made in the current implementation of the
! VANESA model to account for the effects on aerosol emissions
! caused by a solidified crust.
1

i

,'

1
,

.
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Finally, a water pool overlying the core debris can trap
aerosol particles evolved by the core debris. Attentions in
the current implementation of the VANESA codel focus on this.

effect of an overlying water pool. Scrubbing of aerosols
from gases rising through the overlying water pool is analo-
gous to the scrubbing of aerosols by a steam suppression

i pool in a boiling water reactor. Scrubbing of aerosols by
suppression pools is a subject that has received much exper-
imental and analytic attention lately.8,42,251,,252 At
least three rather sophisticated models have been developed
though debate persists on the adequacy of these models.254

Water pools overlying core debris will be, typically,
'

shallower than steam suppression pools. The overlying water
pools are unlikely to be subcooled, or at least they will
not remain subcooled for long periods of time. Injection of
aerosol laden gases into overlying water pools will occur at
an enormous number of locations all over the core debris
surface rather than at a few, fixed locations as in a steam
suppression pool. These features of overlying water pools

'

obviate some of the more contentious aspects of the analysis
'

of scrubbing by steam suppression pools. A simpler analysis
than that used for steam suppression pools may be adequate

i for predicting the effects on aerosol emissions caused by a
! pool of water overlying core debris attacking concrete.
i

i To calculate the aerosol scrubbing by a water pool in
the VANESA model, it is presumed that the mixture of gas and
vapor evolved from the core debris emerges into the steam3

j film that develops between the water pool and the crust.
This mixture and the steam thermally equilibrate. Bubbles
form by Taylor instability and rise through the pool.,

'

Decontamination occurs by three mechanisms:

; 1. Sedimentation of aerosol particles within the bubble,

2. Impaction of particles on the bubble walls, and

i 3. Diffusion of particles to the walls.

No decontamination by diffusiophoretic processes is con-
sidered. Gas evolved from concrete will contain little con- :,

1 densable steam. Even if steam from the film between the |
4 debris and the water pool is mixed with the evolved gases,

{the gas in the bubbles will be unsaturated, Consequently,
i steam diffusion to and condensation on the bubble walls will i

,

not be a mechanism to drive aerosol trapping. |

i Several other mechanisms for trapping aerosols are not
i treated. Interception of aerosols by the bubble walls as a
! result of secondary motions of a rising bubble is neglected.

!
|

|
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The thermal equilibration that occurs before bubble forma-
tion assures that thermophoretic aerosol motions can be
neglected. Finally, transient processes associated with
bubble formation are presumed not to cauce aerosol
entrapment by the pool.

The description of aerosol capture by sedimentation,
diffusion, and impaction is based on a model formulated by
Fuchs.41 The rate of aerosol removal is given by:

dm(dp,x)
= - a(S,dp) + a(I,dp) + a(D,dp) m(dp,x)dx

the mass of particulate having particlewhere m(dp,x) =

diameters d at an elevation x abovethecoredeb!issurface,

a(S,dp) = coefficient describing particle removal by
sedimentation,,

coefficient describing particle removal bya(I,dp) =

! impaction, and

a(D,dp) = coefficient describing particle removal by
diffusion.

The sedimentation coefficient is given by:41

a(S,dp) = 1.5J(dp)/D(bubble)V(rise)
,

!

i

=gpdfC/18pg,where J(dp) p

pp = material density of the aerosol par-
ticle,

2A ( -0.55d,I
1 + |(g -)|C= 1 1.257 + 0.4 exp '

,

( p/ ( /

1x= ,
2

V2 ud NA(P/82.06T)
i

,

dg = diameter of gas molecule, ),

: |

| NA = Avogadro's number,

Ii D(bubble) bubble diameter,=
i

'
.
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!

V(rise) = rise velocity of the bubble, and

dp = particle size.

Sedimentation is calcula'ted ignoring the possibility that
water vapor may condense on particle surfaces. Were water
vapor to condense on the particles, it would cause an
increase in the appropriate particle diameter to use in the
equation for the sedimentation coefficient. Inspection of
the definition of the sedimentation coefficient shows that
increasing the particle diameter should increase the rate of
sedimentation. To some extent the effects of an increased

,

Particle diameter would be compensated by a reduction in the
! overall particle density.

! The bubble rise velocity appearing in the definition of
i the sedimentation coefficient depends on the diameter of the '

bubble. The correlations discussed above in connection with
bubble rise in molten core debris are applicable also to
bubble rise in the water pool. Single bubble rise velocity

! correlations are probably useful until gas holdup reaches
! about 10 percent. For holdups much above 10 percent, bubble
j swarm correlations may be better descriptions of the rise

velocity.'

,

The coefficient for particle diffusion is given by:41

|

ct ( D, dp) = 1.8[80/(V(rise)D3(bubble))]1/2

where 0 = kTC/(3ny dg p),

; k = Boltzmann's constant. and
i

| T= pool temperature.
:

: Diffusion would be retarded, of course, if there were a flux
{ of water vapor coming from the bubble walls. Such a flux

would be expected since the gases entering the pool are not,

steam saturated. The retardation of diffusion by a water<

vapor flux is neglected here.
1

1 '

; The impaction coefficient describes the loss of aerosol |
; particles from the gas because these particles cannot stay .

| in the flow of gases circulating within the bubble. As '

noted and discussed at some length in connection with bubble
,

; behavior in high temperature melts, circulation of gases
i within a bubble depends very much on the purity of the bub-
| ble surfaces. Surface active agents will -retard the circu-
; lation of gases within bubbles. Particles collected on the

bubble walls will interfere in the circulation of the gases;

i also. These interferences become more pronounced as the
i bubbles get smaller.
,

!
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The centrifugal force on a particle in the circulating
gas adjacent to the walls of a bubble is:

i

7,V2(tan)T
c

tangential velocity.where V(tan) =

Re = radius of curvature of the bubble wall,

=pdfC/18pg,T p

C = Cunningham slip correction,

dp = particle diameter,

pp = particle density, and

pg = viscosity of the gas.
Then, the number of particles deposited on the bubble walls
is

ff=fFnds= *" dS*

c

where n = particle concentration and the integration is over
the surface of the bubble. The number of particles depos-
ited per unit distance of bubble rise is

;

dn 1 V (tan)Tn
dx " V(rise) Rc

,

I The coefficient of aerosol impaction is the ratio of the
! particles deposited per unit rise distance to the total num-

ber of particles in the bubblet

V2(tan)tn/Rg c
"II'0 l " V(bubble)nV(rise)p

|

where V(bubble) = volume of the bubble.
i

I
'
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,

i

: For perfectly spherical bubbles rising at creeping flow
i rates (Re < 1) in pure water, the tangential velocity of gas
; within the bubble adjacent to the wall is found from the
| Hadamard-Rybcynski equations 99 to be:
i
.

! V(tan) = 0.5 V(rise) sine
i
i

i where e is the angle from the stagnation point on the top
i of the bubble. The tangential velocity of gases' for bubble
i rise in the potential flow regime is:

I
'

i
4 V(tan) = 1.5 V(rise) sin 0 .

,

'

|
' De'signate V(tan) = SV(rise) sine. Then for spheres:

I
8

i
'

l W
l 2tnB V2(rise) f[D(bubble)]2 f, sin Ode

a(1,d ) =

; D(bubble) f[D(bubble)]3nV(rise)
p

i

2
88 V(rise)T

= .

[D(bubble)]2
!

!

! Fuchs chose B = 1.5 for his analyses.41 Thus,
I

seha(I,d ) =
*p [D(bubble))2

'

i
|t

!
i ;

{ At higher Reynolds numbers bubbles distort into oblate
'

ellipsoids characterized by a semimajor axis, a, and a semi-
minor axis, b. Moody 251,255 has undertaken an analysis of
particle scrubbing from such distorted bubbles. The coeffi-
cient for sedimentation is altered to refect the smaller
distance between the leading and trailing edges of an ellip- ;

soldal bubble in comparison to a spherical bubble of the I
same volume. Thus,

a(S,dp) 1.5 J(dp)/b V(rise)=

3 J(dp) E2/3/V(rise)de )=
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diameter of the equivalent volume sphere andwhere de =

E = a/b.

The determination of the impaction coefficient in an
ellipsoidal bubble is more involved. The analyses are done
with confocal ellipsoidal coordinates 256 designated ( and n
where:

x = distance along axis coincident with the semi-
minor axis = C sin (()cos(n) and

w = distance along axis coincident with the semi-
major axis = C cosh (() sin (n).

The radius of curvature at a point on the bubble surface is.;

j by definition:

2 3/2ax g, 2 3/2 -

2
(E -1) g

R + cos n=
c 2 2 =2 3g, 3 , g, 3 x E E -1

Bn 3 2 an 3 2
- ~

where E = a/b. In the creeping flow regine:256

d2-V(rise)E E -1 1- tan- E -1 sin (n)
E -1

V(tan) = , .

g2 /E ~ y 22 -1 2-1 - E tan +csq
2

! .E - 1
1

i The tangential velocity in the potential flow regime is found
to be:

-V(rise)(E -1) sin (n)V(tan) = _ ,

! k 1 - E tan~1 2
E ~1 + C08 92

1
. .E 1-

i Expansion of tan-1(x) as x - x3/3 for x2 << 1 shows
that this formula converges to the formula for tangential
velocity on a sphere as E approaches 1. It also shows that
the tangential velocities adjacent to the bubble wall are
higher for the oblato ellipsold than for a sphere. At
n = w/2 where velocities are highest, the ratios of the

|
| -352-
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tangential velocities in ellipsoids with various aspect
ratios, E, to the tangential velocity in a sphere at
0 - w/2 are:

V(tan. ellipsoid)
E

V(tan, sphere)

| 1.01 1.004
| 1.1 1.040
i 3 1.828

5 2.672
,

Higher velocities will enhance, of course, particle deposi-
tion.4

The coefficient for particle impaction from a gas in an
j ellipsoidal bubble is then*

! i

I 'V''i''' ' ' - " ' ' 'at1.d 1- -

2
! -1 - E tan-1 )E -1[D(bubble)) E,

i /,
3sin gy)

da4

2i / 1 2 1
4 + cos q |

| |E( -1 [
,

I

where note has been taken of

I
2 -1/2I

dS = y [D(bubble)1 dE -1 12w 2(q) sin (q)dq1 + cos73 2E ,E -1
.

'

!

D(bubble) - diameter of the spherical bubble with the equiva-
lent volume

| = 2a/E /31
,

f Then,
i
i

!

i

; * Note typographical errors in Reference 255.
I

1

!
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6V(riseit
a[I,dp] =

(D(bubble)]

+(E-2 ~

E -1 tan E -1(E -1)E E -1

~1-1 - E tan E -1
. .

;

! 8V(riseit 2 8V(riseit V(rel)
-2~

V(rise)[D(bubble)] [D(bubble)] ,.

;

where D(bubble) is the diameter of the spherical bubble with
the same volume as the ellipsoidal bubble and 8 is a constant-

| dependent on the shape of the bubble. The constant 8 .is
chosen here to be identified as V(rel)/V(rise) where V(rel),

! is a fictitious relative velocity. V(rel)/V(rise), of

i course, has physical significance for perfectly spherical,
isolated bubbles rising in pure water. Otherwise, it isi

best considered an adjustable parameter. Some values of
this parameter for bubbles'of various aspect ratios are:

E = a/b 8 - V(rel)/V(rise).

! 1.001 1.501
j 1.01 1.510

1.1 1.600;

J 1.5 1.997
j 2.0 2.495

| 2.5 3.000
3.0 3.514

| 4.0 4.565
4.167 4.743,

i

I A value of E = 4.167 corresponds to a spherical cap bubble
(see Chapter IV of this document). Once a bubble is suffi-
ciently distorted to adopt the spherical cap shape, the
geometrical specifications used to derive the impaction

|; coefficient are no longer valid.

The form of the impaction coefficient for ellipsoidal
bubbles provides a method for dealing with both the distor-
tion of bubbles and possible retardation of gas circulation,

within a bubble. The impaction coefficient is defined as'

8V(riseit 2 8V(riseit 'V(rel) -2
a[I,dP] 3= ,

[D(bubble)] [D(bubble)] p(rise)
,

|
!

!
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t

and the ratio V(rel)/V(rise) is treated as a parameter.
Values of this parameter less than 1.5 can be used to
describe the impaction coefficient for particles in a bubble;

j in which gas circulation is retarded. Values greater than
! 1.5 can be used to reflect enhanced impaction brought on by

distortion of bubbles from spherical to ellipsoidal forms.

! The B parameter can also describe deviations from the
{ potential flow regime. This can be important for large bub-
i bles. Measurements 92 have shown 2 values increasing from
1 0.56 to 0.81 as Reynolds numbers vary between 2.5 and 42.
4

! The coefficient for particle scrubbing caused by parti-
; cle diffusion is only modestly affected by bubble distor-
! tion. A derivation of the altered description of diffusion
j is given in reference 255.
!
' The Fuchs model would have an obvious analytic solution
. were the coefficients not so strongly dependent on the bub-
{ ble size. The bubble size varies during the rise through
j the pool in a way adequately described by:
1

1

D(bubble.x) amb + p(wa er) 033.23" "3 P

D(bubble o) "Pamb + (H-x)p(water)/1033.23, ,

| '

!where D(bubble, x) = bubble diameter at an elevation x
; above the debris surface,
I

j Pamb = ambient pressure in atmospheres,
!
i H = total depth of the water pool in
j centimeters, and

p(water) = water density in g/cm3

The bubble cannot grow to an unlimited size, however. The
stability analysis described in connection with bubbles in

! the melt (see Section IV) can also be applied to bubbles in
! the pool. The results of such an analysis are shown in
i Figure 60. Apparently, bubbles that grow larger than about
; 5 cm will not be stable in the water pool.
1
; Disintegration of excessively large bubbles does not !
! take place by shattering, typically. Rather, small volumes '

I of the bubble (10-25 percent) cleave off. (This is some-
times called " calving.") Cleavage of a bubble is sometimes

: accompanied by the formation of very tiny bubbles (<1 mm) as
I well as the two larger bubbles,
i

i

l The behavior of bubbles that have grown too large to be
stable is difficult to predict because of the stochastic
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nature of cleavage. No attempt is made in the model to pre-
dict the disintegration of overly large bubbles.

Calderbankll4 has noted that in very deep water pools,
bubbles may coalesce. No attempt is made to include bubble
coalescence in this model of aerosol scrubbing by overlying
water pools.

To complete the description of the model, it is necessary.

1 to have a model for the initial bubble size. Many of the
models discussed in connection with the formation of bubbles
in molten core debris are applicable also to the formation
of bubbles in the overlying water pool. The Taylor insta-
bility modelsl38,194 for the equivalent sphere diameter

|are of the form:
;

g)]l/2d(bubble) = 2C [o /g(p -pg g

where C - 2.2 to 2.72 and yield predictions of initial bub-
ble sizes of 1.1 to 1.5 cm for conditions expected to arise
in water pools overlying core debris. The Davidson and
Schuler model195, 196 is

i

;
'

(6V 1.2)l/3
8d(bubble) =
.6

\"9 )
i

and predicts bubble sizes of 1-2 cm for superficial gas
i velocities likely to develop during core debris interactions

with concrete. During a test called TWT-0,256 Blose
observed 2 cm diameter bubbles at the surface of a 50-cm

| deep water pool overlying a thermitically generated melt.
This experimental result suggests that the bubbles initially
formed in the water pool were of sizes consistent with either
of the above correlations.

! The aerosol scrubbing achieved by an overlying water
| pool is conveniently described in terms of a so-called
' decontamination factor, DF. The decontamination factor is

defined as:

| Mass of aerosol enterino the water pool
* Mass of aerosol emerging from the water pool *

Plots of the decontamination factor calculated for aero-
sols 0-1.5 um in size and assuming that various combina-
tions of the aerosol scavenging process are operative are
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shown in Figure 61. In preparing this figure, it was assumed
that the water pool was 300 cm deep and that the bubbles
formed initially in the water pool were 1 cm in diameter.
The solid curve in the figure shows the decontamination that1

*
could be achieved if all aerosol scrubbing mechanisms were
operative. The curve labeled "no diffusion" indicates the
scrubbing that would occur if the flux of water vapor from i

the bubble walls blocked totally the diffusion of particles j
to the bubble walls. The curve marked "no impaction"
indicates the aerosol scrubbing that would occur if gases
within the bubble did not circulate sufficiently to cause
particle impaction on the bubble walls.

As shown by the dotted line, sedimentation alone is a
relatively inefficient mechanism for scrubbing aerosols from
bubbles.

Results shown in Figure 61 indicate that very small
aerosol particles (<0.1 pm) are entrapped by the water
pool because these particles diffuse quickly to the bubble
walls. Large aerosol particles (>0.5 pm) diffuse quite
slowly. Such large particles are efficiently scrubbed
because of the sedimentation and the impaction mechanisms.
As a consequence of the varying dependencies of the scrub-
bing mechanisms on particle size, the overall decontamination
is not a monotonic function of aerosol particle size.
Rather, there is some particle size for which the combined
effects of diffusion, impaction, and sedimentation yield a
minimum decontamination factor.

The minimum decontamination factor for an overlying water
pool is a strong function of the pool depth. Shown in,

Figure 62 are plots of the decontamination factor as a func-
tion of particle size for pools 100 to 700 cm deep. It is
apparent from this figure that a factor of 10 reduction in
the aerosol mass having particle sizes in the vicinity of

t the minimum decontamination can be achieved only by pools
j that are quite deep.

! The effects of circulation of gases within a bubble on
the decontamination factor are shown in Figure 63. For this
figure the pool depth was assumed to be 100 cm, the initial
bubble size was taken as 1 cm and the ratio V(rel)/V(rise)
was varied between 0.9 and 5. Values of the ratio that are ;i

i less than 1.5 are indicative of what happens to the decon-
'

tamination factor when contamination of the bubble walls,

inhibits the circulation of gases or rise velocities are
! insufficiently described by the potential flow approximation.

Values of V(rel)/V(rise) greater than 1.5 show the effects
'

of distortion of the bubble from an approximately spherical
shape. Obviously, the shape of the bubble and the nature of
gas circulation within the bubble have significant effects
on the decontamination achieved by an overlying water pool.
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i The effects of the initial bubble size on the decontami-
J nation factor are shown in Figure 64. The decontamination

factors shown in this figure demonstrate that it is of some
! importance to establish the initial bubble size to within at

least a factor of two if accurate predictions of the aerosol
decontamination are to be obtained.

The results of calculations with the aerosol scrubbing
model show that aerosol scrubbing is dependent strongly on

; the aerosol particle size. It can be assumed that aerosol
Particles produced by core debris interactions with concrete>

will have a distribution of sizes. The decontamination
! achieved as bubbles of gas laden with these aerosols will

not be uniform over the entire size spectrum. The variation ,
,

!in the particle size distribution as gas bubbles rise vari-
ous distances in a water pool is shown in Figure 65. The
scrubbing action of the water pool not only removes mass, it
also narrows the size distribution and changes the mean aer-
osol size. The variations in the mean size are, of course,
toward the size for which decontamination is a minimum.;

1 Thus, distributions with means that are initially less than
the minimum decontamination size are shifted to larger

;

j sizes. Initial distributions with large mean sizes are
shifted to smaller sizes by the scrubbing actions.

! The narrow, but attenuated, aerosol distribution that
emerges from the water pool passes into the containment and'

! out of the domain of interest for the VANESA model,
i

] This concludes the description of the VANESA model.
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VIII. AN IMPLEMENTATION OF THE VANESA MODEL

The VANESA model has been discussed in the previous
chapters of this document. The VANESA model is a descrip-
tion of the physical and chemical processes that result in
the release of radionuclides and the production of aerosols
during core debris interactions with concrete. The model
also describes those factors that influence the physical
characteristics of the aerosols and the attenuation of aero-

| sol emissions into the reactor containment by a water pool
| overlying the core debris.

Predictions of the source term of radionuclides and
aerosols during core debris interactions with concrete can
be obtained from the model by formulating the descriptions
into mathematical terms. The lengthy discussions in the
previous chapters demonstrate that there is a significant,

technological basis for the mathematical formulation of the
VANESA model. Many of the more important aspects of the
model can be treated in great detail. Even when the formu-
lations are done simply, there are so many processes affect-
ing the production of aerosols from core debris, that the
model formulations are evaluated efficiently only by using a
computer. Also, predictions obtained from simple formula-
tions of the VANESA model still outstrip the experimental
data base on radionuclide release and aerosol generation by
core debris interacting with concrete.

The evaluation of radionuclide release and aerosol pro-
duction during core debris / concrete interactions proved to
be an important aspect of the recent USNRC-sponsored, severe
accident source term reassessment.2 To service the need
of this effort, an implementation of the VANESA model as a
computer code was hurriedly assembled. Unlike other computer
codes used in the source term reassessment, this implementa-
tion of the VANESA model was not the product of a rigorous
code development effort. The code was formulated for the
convenience of the authors to meet their obligations to the
source term reassessment effort. There was never any inton-
tion of producing a computer code that could be generally
distributed and used for analyses widely different than
those arising in the source term reassessment. The computer
code devised by the authors evolved as the nature and the
scope of the source term reassessment work changed.

Interest has arisen apparently in the computer code
devised for the source term reassessment work. It is because
of this interest that a description of the code is included
in this document. Those who use this computer code are
cautioned that the code reflects its informal origins and
the very limited time available for its development. No
attempt has been made to streamline the calculations done in
the code or to observe the niceties of computer programming
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characteristic of codes developed in NRC-sponsored research
programs. Of more importance, perhaps, is that no attempt
has been made to incorporate restrictions in the code to
assure it is used only for analysis of problems in an appli-
cable range.

A. An Overview of the Computer Code

A schematic diagram of the major elements of the computer
code is shown in Figure 66. The calculational procedures
can be divided into three steps. The first of these steps
is the receipt and processing of input data. Data are

received into the computer code by the DRIVER routine.
These data are received in the form usually provided in the
course of work for the NRC-sponsored, source term reassess-
ment. The data are manipulated into the form used in the
code calculations by calls to the subroutines BCLTOV, CVRMSI,
and CVGAS. The data are organized and thermodynamic data
for melt constituents are calculated in a call to the sub-
routine ASSEMB.

Once the necessary data are in hand, control of the cal-
culations passes to the VANESA routine. In the VANESA
routine, the release and the physical characteristics of the
released materials are calculated. Calls to the subroutines
SRG and SRPP provide oxygen potentials, fixed gas composi-
tions, and equilibrium partial pressures of volatile species.
Results of the calculations in the VANESA routine are peri-
odically printed by calls to the subroutine OUTPUT. At
these times, too, the boundary conditions for the VANESA
calculations are updated to reflect changes brought on by
the core debris interactions with concrete. *

The results of the VANESA calculations are the descrip-
tions of the radionuclide release and aerosol production by
core debris / concrete interactions. Any attenuation of the
source term by an overlying water pool is found by calcula-
tions done with the POOL subroutine. Attenuation of the
source term by an overlying water pool is presumed to be a
physical process that leaves unaltered the composition of
the released material calculated in the VANESA routine. The
POOL routine prints out revised physical characteristics of
the released materials separately from the printout of the
VANESA calculations.

The calculational sequence is terminated by a return

from the POOL subroutine to the VANESA routine.

B. Description of the Subroutines

i The DRIVER routine is simply an interface to the CORCON
code and allows the input data to be received by the computer
code. The subroutines do the actual calculations.
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Some of the more salient features of these subroutines are
described in the subsections below. The discussions are
organized alphabetically in terms of the subroutine name for
the convenience of user reference.

1. Subroutine ASSEMB (pl, p2, A1, A2, A3, .A4, AS, A6)

Parameters and arrays in the calling sequence for sub-
routine ASSEMB are:

p1 = problem name

p2 = number of data sets generated by CORCON

A1 = array of times after the start of melt attack on
concrete for which there are data sets

! A2 = array of molar rates of HO production from con-2
crete

A3 = array of molar rates of CO2 production from con-
crete. Note that CO2 which reacts to form carbon
in the melt is excluded from entries in the array.
Carbonaceous gases produced by decarburization of

'

the melt are included as though they were produced
directly from CO2 evolved from the concrete.

A4 = array of gas production rates in standard em3 per
second

2; AS .= array of floor areas exposed to melt (m )
!
' A6 = array of rates of concrete addition to the melt
| (kg/s).

The subroutine summarizes and prints the input data. It
computes thermodynamic data for the species considered in
the VANESA analyses. It converts entries in the floor area
array to units of square centimeters and concrete addition
rates to g/s. The input is then written on a disk for use

,

' by the VANESA routine.

2. Subroutine BCLTOV

Subroutine BCLTOV converts melt compositions from kilo-
grams mass of the elements to kilograms mass of metals,
oxides, and CsI as discussed in the description of the
input. It is also in subroutine BCLTOV that the groupings;

of elements are done. The groups are formed from:'

1. Cs and Rb
1 2. Ru, Tc, Rh, and Pd

! 3. La, Y, Pr, Nd, and Sm
4. Ce, Pu-

.
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|

1Grouping is done by molar addition. For some analyses, iti

I is necessary to include additional elements to the lanthanum
and the cerium groups. This is most conveniently done by

| adjusting the input. Thus, if a new element of mole weight
| M is to be added to the lanthanum group, the lanthanum
; inventory, La, is increased by

138.91 W(x)/M

where W(x) is the kilograms mass of the additional elementt

in the lanthanum group. For additions to the cerium group,
increase the input inventory of cerium by

] 140.12 W(x)/M .

3. Block Data BARRAY

The block data BARRAY contains parameters for the free-
energies of formation of the species considered in the anal-
yses as discussed in Chapter IIIA of this document. The
correlations are of the form:

B[I,J,1] + B[I,J,2]T = AGg(I,J) .

The key to the indexing system is shown in Table 56.

4. Subroutine CVGAS (pl. A1, A2, p2, A3, A4, A5)

Subroutine CVGAS determines the rates at which HO and2
CO2 liberated from the concrete pass through the melt.
The determination is done based on the cumulative masses of
CO, CO2, H 0, and H2 Predicted by CORCON to have been2 -

evolved during core debris interactions with concrete. This
procedure circumvents some questions about dealing with the
coking reaction without denying it occurs.

The parameters and the arrays in the calling sequence
for CVGAS are:

! p1 = time step between input data calculated by CORCON

A1 = array of cumulative masses (kg) of gas species
ordered as follows:

Al(1.p2) = mass CO
; A1(2.p2) = mass CO2

Al(3,p2) = mass H2
'

Al(4,p2) = mass H O2

'
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Table 56

Index to Array Number Sequences for an Array XM[I,J)
,

J= 1 2 3 4 5 6 7 8 9 10

2

I H O(g) H (g) H(g) OH(g) O(g) O (g) CD (g) CO(g) NU* NU*
; 2 y y 2

2 Fe(c) FeO(c) Fe(g) FeO(g) FeOH(g) Fe(OH)2(g) NU NU WU NU

j 3 Cr(c) Cr2 3(c) Cr(g) CrO(g) Cro (g) CrO (g) H CTO (g) CrOH Cr(OH)y WUy 3 2 4

| 4 N1(c) N10(c) N1(g) NU N10H N1(OH)y N1H NU NU NU

'
5 Mo(c) NU Mo(g) moo (g) moo 59I " 0 (9' "2" 0 (g) (H 0 )2 (H 0 )3 MOOH

2 3 4 3 3

6 Ru(c) NU Ru(g) RuO(g) RuO (g) RuO (g) Ruo (g) RuOH Ru(OH)2y 3 4

7 Sn(c) hU Sn(g) SnO(g) SnOH(g) Sn(OH)y(g) SnTe(g) SnX SnH Sn
4

8 Sb(c) NU Sb(g) NU SbOH(g) Sb(OH)2(g) Sb (g) Sb (g) SbTe(g) SbHy 4 3

9 Te(c) NU Te(g) TeO(g) TeO ( ) Te 0 (g) TeOH TeO(OH)2(9) T'2(g) H T*(9)^

2 22 2,

$ 10 Ag(c) WU Ag(g) AgO(g) AgOH(g) Ag(OH))(g) AgTe AgH Ag Agy 3

o
I

11 Mn(c) Mn(g) MnO(g) MnX HnOH(g) Mn(OH)2(g) NU NU WU

12 CaO(c) Nu Ca(g) CaO(g) CaOH(g) Ca(OH)3(g) CaH Ca NU NUy

2 2(g) Al(OH)2(g) A10(M )(g)
13 Al O (c) W Al(g) AIO(g) AlOH(g) A12 (9 2(9

0
y3,

14 Na O(c) NU Na(g) NaOH(g) NaO(g) Na (OH) (g) W4H(g) Na (9) NU WU
y 2 y

K (OH)2(g) KH(g) K (q) Nu MU15 K O(c) NU K(g) KOH(g) KO(g) y 2y
,

NU S1(g) S10(g) S10)(g) S10H(g) S1(OH)y(g) S1H S1H S1
i 16 S10)(c) 4 2

17 UO tc) NU U(g) UO(g) U 2(g) UO (g) H "U UOH U(OH)23 2 4i y
ErH NU NU

18 2r0 (c) kU 2r(g) 2rO(g) 3rO (g) 2rOH(9) 3r(OH)2(g)y

19 Cs O(c) NU Cs(g) CsOH(g) CsO(g) Cs (OH) (g) Cs O(g) Cs (g) CsH CsO'
y y 2y

bah NU NU NU
20 BaO(c) NU Ba(g) BaO(g) BaOH(g) Ba(OH)2(g)

i

21 Sto(c) NU Sr(g) SrO(g) STOH(g) Sr(OH)2(g) SrH NU NU NU

22 La O (c) WU La(g) lao (g) LaOH(9) La(OH)y(g) La O (lao)y NU NU
yy3

CeO (CeO)y NU NU
23 CeO (c) WU Ce(g) CeO(g) CeOH(g) Ce(OH)2(g) yy

i 24 NbO(c) NU Nb(g) EbO(g) NbOH(g) Nb(OH)y(g) MbO (9}2

25 CsI(c) NU Cst (g) 1(g) HI(g) 1 (g) 10 WU WU NU
2
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A2 = array of cumulative volumes (cubic centimeters at
298.15 K and 1 atmosphere) of gas species organized

- and structured as is array Al

! p2 = number of data sets

HO production (moles /A3 = array of molar ates of 2
second)

A4 = array of molar rates of CO2 Production (moles /
second)

A5 = array of volumetric gas generation rates at 298.15 K
and 1 atmosphere.

Rates are computed by central differences except for the
first and last entries in the rate arrays which are calcu-
lated by forward and backward differences respectively.

,

(Note: in newer versions of the code forward differences
are used to calculate the rates at all time steps.)

5. Subroutine CVRMSI (pl, A1, A2, A3, p2, p3, A4, A5)

Subroutine CVRMSI converts the maximum molten pool radius
and the cumulative SiO2 content of the molten pool calcu-
lated by CORCON into the area of the base of a cylinder and

; the rates at which molten concrete are added to the molten
pool. The parameters and arrays in the calling sequence are:

p1 = time step between results produced by CORCON

A1 = array of times in seconds after the start of melt
interactions with concrete for which input data
have been calculated

! A2 = array of maximum pool radii calculated by CORCON (m)

A3 = array of kilograms SiO2 in the molten pool calcu-
lated by CORCON

i

' p2 - number of data sets or array entries

p3 = weight fraction of SiO2 in the molten concrete

array of horizontal pool areas calculated by the; A4 =

routine (m2)
.

A5 = array of concrete mass addition rates (kg/s).

Calculation of the areas is trivial. Cumulative masses of
silica in the core melt are converted to the cumulative mass

! of molten concrete added to the melt by dividing by - the
weight fraction of SiO2 in molten concrete. The concrete
addition-rate is found by central differences for all of the
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data sets, save the first and the last. Forward and back-
ward differences are used to calculate the first and the
last concrete addition rates, respectively. (Note: in more
recent versions of the code forward differences are used to
calculate the concrete addition rates at all time steps.)

6. Subroutine DF (pl. p2, p3, 94, p5, 96, p7, p8)

The DF subroutine calculates dm(di,x)/dx for the proc-
ess of decontamination by an overlying water pool. The pa-
rameters in the calling sequence are:

characteristic aerosol particle size = dip1 =

p2 = ambient pressure

p3 = water pool depth

p4 = vater temperature

particle material densityp5 =

p6 = distance of the bubble from the bottom of the water
pool =x

p7 = aerosol mass in the size segment

dm(di,x)/dx.p8 =

The density of the water pool is calculated in the subrou-
tine as though the pool were pure water. The equation is:

,

pg(H O) = 0.920848 + 0.OOO917696T - 2.19011 x 10-6 T22 ,

The viscosity of the gas phase is calculated as though it
were pure water vapor using the equation:

i
''*

O.9499942 T -6
E x 10 poises

|
g" (1 + 207.219/T)

.

1
1

The mean free path of the gas phase is calculated as though |
only steam were present:

K = 0.0002058 T/P(atms) .

The bubble rise velocity is calculated from
|
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1/6

= 25|[V(x)
3 cm/sV(rise)

(bubblej;|
t

where V(x) is the volume of the bubble at an elevation of
bubble

tion of x centimeters above the bottom of the water pool.
This is a rise velocity appropriate for a spherical cap
bubble. The spherical cap shape is expected based on
results of tests in which water pools were formed over high
temperature melts attacking concrete. This definition of
the rise velocity can be replaced readily with any other
correlation of bubble rise velocity discussed above in

Section III of this document. The equations are labeled '
with comment cards in the subroutine listing.

Other equations evaluated in subroutine DF are described
in Section VII of this report. The subroutine returns a
value of

dm(dg,x) -

dx
.

-

g,x)"I8 d l + "li di] + a[D,dg] m(d"- .

i

7. Function Erf(x)

This is a function routine to calculate the value of

x
[ exp(-y )dy = erf(x) .

] The function routine is documented in Reference 260.

8. Subroutine INVERP (y,x)

This subroutine solves the equation

x

= ? o[ exp(-z2)dz
2

y = erf(x) --

for x given y. A Newton Raphson procedure is used. The
iszero order approximations for x are 0.5 and -0.5 when y (k)if xpositive and y is negative, respectively. Then,

is the kth approximation of x,

!
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*(k+1) * *(k) ferf(xI I) - v1
~ - exp[-(x(k))2]2

f

a solution is declared when

-6,(k+1) _ x(k) 1 10 ,

The loose convergence criterion has been chosen so that the
routine will operate on short word-length machines.

Subroutine INVERF will produce an error message if

lyl > 1.

9. Subroutine OUTPUT

Subroutine OUTPUT produces the output from the analyses
done in the VANESA routine. The output is produced each
time updated information on the boundary conditions concern-
ing the melt / concrete interactions are required. Note that
output reflecting the effects of an overlying water pool is
produced separately in the POOL subroutine.

10. Subroutine POOL (pl, A1, A2, A3, A4, AS, A6)

The subroutine POOL calculates the decontamination of
the aerosol-laden gases emerging from the core debris by an
overlying water pool. The calling sequence for the POOL
subroutine requires the following information:

p1 = number of data sets to be processed

A1 = array produced by the VANESA subroutine of mean
particle sizes for the aerosols

A2 = array produced by the VANESA subroutine of aerosol
mass generation rates

A3 = array produced by the VANESA subroutine of aerosol
material densities

A4 = array of water pool depths supplied by the user as
input to the code

A5 = array of ambient pressures supplied by the user as
input to the code

A6 = array of water pool temperatures supplied by the
user as input to the code.
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The number of data sets is, of course, the number of times
printed output is obtained from the VANESA subroutine. If
the number of data sets is set to zero, the POOL subroutine'

prints a message and stops. If a pool depth for a data set
is zero, the routine doe's no calculations of decontamina-
tion. It simply advances to the next data set. This makes
it permissable for the overlying water pool to completely
evaporate and then be reformed in the course of the accident.

The user should exercise some caution in the interpreta-
tion of results obtained in the cases involving complete
evaporation of the water pool. Radionuclides and other
material trapped in the water pool are assumed to be perma- )
nently removed from consideration. Thus, should the water
pool evaporate completely, trapped radionuclides are not
added back into the core melt and are not made available for
re-release.

Calculations with the pool subroutine may be omitted
altogether. See the discussion of card group 7 in the
description of the format of the input--section VIII-E.

The subroutine reads from the input file operational
parameters:

1. Number of size segments to be used to describe the
aerosol size distribution entering the water pool.i

2. The assumed geometric standard deviation for the
aerosol size distribution which is assumed to be
lognormal in shape,

3. Flags indicating whether the diffusion and impac-
tion mechanisms of aerosol entrapment are operative,

4. The size of the gas bubbles forming at the bottom
of the water pool, and

5. The circulation velocity of gases within the bub-i

| bles relative to the bubble rise velocity.

If the number of segments used to describe the aerosol size
distribution is less than four, an error message is printed
and the calculation stops. If more than 50 size segments
are specified, a warning statement is printed and 50 size
segments are used.

The input data to the POOL subroutine is printed prior
to the start of calculations.

The calculational sequence in the POOL . subroutine is
repeated for each data set with a positive pool depth. The
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first step in this sequence is the segmentation of the aero-
sol size distribution into size ranges containing equal
fractions of the mass. The Ith size segment is character-
ized by the limiting sizes D[I] and D[I+1] where D[1] =0
and D[N+1] = 1029 where N is the number of segments speci-
fled by the user. The limiting size D[I+1] is found for
I+1=2 to N by a call to the subroutine SUBSIZ to solve
the equation: .

I- " + "
N = 0.5 1 + erf

( , [2 En(o) ,/

where u = mean particle size predicted for the data set by
the VANESA routine, and

a = assumed geometric standard deviation for the
size distribution.

.

The characteristic sizes *or the size segments, RSIZ[I]
for I = 1 to N, are chosen such that half the mass within
the segment is composed of particles of smaller diameter.
The selection of the characteristic sizes is done by calls
to the subroutine SUBSIZ to solve the equation:

I + 0.5 " I"
= 0.5 1 + erf .

2 in(o) ,jN \ ,

For these calls to SUBSIZ the zero order approximation to
RSIZ[I] is taken to be

RSIZ[I]( ) =f(D[I] + D[I+1]) .

A fourth order Runge-Kutta method is then used to solve
for each size segment:

dM[I,x]/M MII OT +

* -("E * 3 + "E * 3 + "E * I} "

dx MT

where M[I,x] = aerosol mass in the Ith size segment at a
distance x from the bottom of the water
pool,

MT = total aerosol mass generation rate found
in calculations with the VANESA routine,

,

!
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coefficient for sedimentation of parti-a[S,I] =

cles of the diameter RSIZ[I),

a[i,I] coefficient for impaction of particles=

of the diameter RSIZ[I), and !

coefficient for diffusion of particlesa[D,I] =

of the diameter RSIZ[I).
Function evaluations required by the Runge-Kutta integration
are done by the subroutine DF. Stop sizes in the integra-tion are controlled to be greater than or equal to 10- cm
and such that the change in M[I,x] over one step is less
than the minimum of 0.01 grams and 0.05 M[I,x]/MT. Should
M[I,x]/MT fall below 10-6, M[I,x]/M is set equal to

"

10-6 and integration for the I th size segment is ter-
minated.

Results of the integration are printed as a table
showing:

1. The number of the data set,

2. The size classes,
|

3. The characteristic sizes for the classes,

4. The aerosol mass remaining in the size class after
passage through the water pool, and

5. The size class decontamination factor. DF[1], which
is

t T
Mass remaining in " E3 *

the I clacs

An overall decontamination factor,

TDF =
N I

M[I,H] ig
i=1

where H = pool depth, is printed along with the aerosol mass
,

per second emerging from the water pool. |
i

*-

*

|:
\

!
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The results of the integration are , fit by linear least
squares to a lognormal size distribution. This is done by
minimizing with respect to a and b

N-1E [y[i] - bx(i) - a]22
S -

| i=1

erf-l [22[i] - 1],where y[i] =

i

E M[j,H]/Mz[i] =
T'

j=1

x(i) in(D[i+1]).=

* /2 En(c') *

-in(u')

a = f2 in(c')*
revised geometric standard deviationc' =

for the size distribution of aerosols
emerging from the pool,

u' = revised mean size for the size
distribution of aerosols emerging from
the pool, and

' erf-1(x) inverse of the error function of x.=

The solution to this minimization is well known to be:258

N-1 N-1 N-1 N-1
2Ex 7y _ yx gxy

i=1 i=1 i=1 i=1
# *

N-1 (N-1 )22(N-1) Exg-1 Ex j

i=1 (1-1 g/

N-1 N-1 N-1
(N-1) Exy Exi=1 g g i=1 g E Yg

i=1
b= *

N-1
(N-1Ex}22(N-1) Exg-1

i=1 (1-1 g)

|

The revised values of the parameters for the size distribu- |
tion of the aerosols are then |

|

)
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p' = exp -

a' = exp(1/b 2) .

If the uncertainty in the parametric values a and b
derived by the least squares fitting is due entirely to
mislocation of the yi values, then the uncertainties * in a
and b are:

N-1 1/2.

2 2,E xix
1"1

6a = N-1 (N-1 122(N-1) Exg-1 Ex I

i=1 (i=1 y/
- -

~

x (N-1)6b =
N-1 / N-1 122

(N-1) Exg1 E x. I
1

i=1 \ i=1 /
-

.

r

I N-1 N-1

N3)ii=1
2 2 2y +a (N-1) +b y x , andwhere x "

_

1-1

N-1 N-1 N-1
- " Yi* *iYi - ab E xg .

i=1 i=1 i=1 1

The uncertainty in in(u') is then:
,

-1/2

( ) +(f)6(in(u')) in(u')=

)

|

and the uncertainty in in(c') is:

in(c') )6(in(c')) = .

|

*One standard deviation.

-379-

. . . _



Values of y' and o' would be expected, to a 67 percent confi-
dence level, to fall in the ranges

y' exp[-6(in(u'))] < y' < u' exp[6(in(u'))]
|

|c' exp[-6(in(c'))] < o' < c' exp[6(in(c'))] .

These ranges are included in the output from the POOL sub-
routine.

The size distribution of particles emerging from the
water pool do not, in general, fit perfectly a lognormal
size distribution. A linear correlation coefficient for the
least squares analysis is:

N-1 N-1 N-1
(N-1) Exy Ex Eyi"1 g g i"1 g g

i"1
R = -

N-1 (N-1 )2- N-1 [N-1 )2- 1/2
2 2

(N-1) Exy-l Ex (N-1) E yt - 1 Ey j

_
i=1 (1-1 g)| .

_
i=1 (i=1 g/ _

and is included in the output. Comparison of the printed
value to critical values for N-3 degrees of freedom provides
an indication of the probability that a set of N-1 randomly
selected points would produce such a large or larger value
of R2 Some critical values for N = 20 are:

Critical Value of R2 Probability

0.176 50 Percent
0.327 20 Percent
0.412 10 Percent
0.482 5 Percent
0.606 1 Percent
0.725 0.1 Percent

11. Subroutine SRG

Subroutine SRG calculates the oxidation of metals by
gases evolved from the concrete and the partial pressures of
permanent gases. The procedure utilized for these calcula-
tions is described in Chapter IV of this report. " Coking"
of the melt is not considered. The effect of coking will be
reflected in the results if it has been considered in the,

model of melt / concrete interactions used to compute inputI

for the VANESA code.
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12. Subroutine SRPP (A1 A2, pl, p2, A3)

Subroutine SRPP calculates the equilibrium partial pres-
sures of condensible vapors. The information in the calling
sequence is

A1 = array of moles of condensed material in the melt

A2 = array of species free energies

p1 = sum of moles in the oxide phase

p2 = sum of moles in the metal phase

A3 = array of species partial pressures.

The older version of the VANESA code required that the total
pressure be 1 atmosphere. There is no such constraint in
this version.

13. Function SRZ

The function SRZ calculates exp(-AG/RT) used in sub-
routine SRPP. It assures against underflow by setting the
exponential equal to zero if AG/RT < -40. This also
serves to eliminate from consideration vapor pressures that
are so small that the existence of the vapor species for the
conditions in question can be doubted.

14. Subroutine SUBSIZ (u, o, y, d(0), d)

The subroutine SUBSIZ solves the equation

~ ~

1 1n(d/u)
Y"2 _g in(o) ,j+*

for d, given y, y, and o. A zero order approximation of
d is provided in the calling sequence for the subroutine.
If d(k) is the kth order approximation of d, then

1

1 in(d( }/u)
'2 8#I _2 in(o) _ + 1) ~Y,d( +1) I) -

-- [(
=d

II IEn(d /u) 1 I. 1 2
I y p eXP 2 in(o) / I)d in(o) /

A solution is declared if
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|d I +1) 5}|1 -6-d 10 ,

The loose convergence criterion is employed in the released
version of the code so that it will operate on short word-
length machines.

Subroutine SUBSIZ will produce an error message if y > 1.

15. Subroutine VANESA

Subroutine VANESA does most of the computations of the
model except those related to the effects of an overlying
water pool. In particular, the subroutine formulates and
solves the kinetic rate expressions for vaporization from
the oxide and metal phases of the melt. The routine also
does the " bookkeeping" for the release from the melt.

16. Block Data XNDAR

The block data XNDAR contains an array of molecular
weights for the species of interest. It also contains an
array of densities for the condensed species. The number
sequence for these arrays is described in Table 56.

C. Options

There are few options in the use of the computer code.
All of these options are controlled by input. The major
optional features are:

1. The frequency with which results obtained for the
VANESA routine are printed and the frequency with
which boundary conditions for the VANESA routine
calculations are updated.

2. Whether source attenuation by an overlying water
pool is to be considered.

3. Whether particle diffusion and particle impaction
are to be considered as mechanisms of source atten-
uation by an overlying water pool.

The input information necessary to exercise these options is
discussed in greater detail below.

D. General Discussion of the Input Requirements

The input requirements for the computer code may be
categorized as:

1. Initial condition information obtained typically
from analyses of the in-vessel phases of a severe
reactor accident.
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2. Boundary condition information obtained typically
from models of core debris interactions with con-
crete.

,

!

3. Boundary condition information derived from the
descriptions of the particular nuclear plant in
question.

4. Operational parameters used in the computer code.
,

The most important initial condition information
required by the computer code is the initial composition of
the core debris when it emerges from the reactor vessel into
the reactor cavity. This information was derived in the,

source term reassessment . calculations 2 from the results of
, analyses with the ORIGEN,257 MARCH,3 and CORSOR43
| codes. ORIGEN is used to define the composition of the "

| reactor fuel at the time the accident starts. The MARCH and ,

CORSOR codes provide a description of the evolution of the
'

,

j core material composition as the accident progresses. The
j MARCH code treats reactor fuel as urania although it does
i not attempt to define the precise stoichiometry. It also
{ recognizes that zirconium will oxidize to form ZrO2-
: Otherwise, the ORIGEN, MARCH, and CORGOR codes deal with

core debris compositions in elemental terms with no attempt
! to determine the chemical forms of constituents in the core
j debris.

The VANESA computer code accepts elemental compositions
as provided by the MARCH and CORSOR codes. The speciation
of the debris is estimated within the code in subroutine

$ BCLTOV. Acceptance of elemental compositions is done to
; facilitate input checking.
'

The code will accept initial composition data for the
j following elements and oxides:
,

i

Composition Accepted as: Converted to:>

i

' Antimony (Sb) .S b
| Barium (Ba) Bao
| Cerium (Ce) CeO2
: Cesium (Cs) Cs1 and Cs2O

Chromium (Cr) Cr

Chromium oxide (Cr2O) Cr2O33'

Iodine (I) CsI,

Iron (Fe) Fe.

} Iron Oxide (FeO) FeO
' Krypton (Kr) --

Lanthanum (La) La203
i Manganese (Mn) Mn
| Molybdenum (Mo) Mo
| Neodymium (Nd) Nd 032,
1 -

!
I

I -383-
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Composition Accepted as: Converted to:

Nickel (Ni) Ni and NiO
Niobium (Nb) NbO
Palladium (Pd) Pd
Plutonium (Pu) PuO2
Praseodymium (Pr) Pr203
Rhodium (Rh) Rh
Rubidium (Rb) Rb 02
Ruthenium (Ru) Ru
Samarium (Sm) Sm2O3
Silver (Ag) Ag
Strontium (Sr) SrO
Technetium (Tc) Tc
Tellurium (Te) Te
Tin (Sn) Sn
Uranium dioxide (UO2) UO2
Xenon (Xe) --

Yttrium (Y) YO32
Zirconium (Zr) Zr

Zirconium dioxide (ZrO2) ZrO2

Also shown in this list are the chemical forms the current
implementation of the VANESA model assumes for the elements.

The code accepts input concerning the noble gas (Xe, Kr)
content of the core debris. The authors doubt, however,
that the core debris which has melted, slumped from the core
region, and penetrated the vessel would contain noble gases
at greater than trace levels. Nevertheless, for some acci-
dents, the MARCf! and CORSOR computer codes yield predictions
of nonnegligible amounts of noble gases to be in the debris.
It facilitates the checking of input to include these ele-
ments in the initial core debris composition. Once input
has been completed and regurgitated, the current implementa-
tion of the VANESA model assumes, without definition of a
mechanism, that any Xe or Kr in the melt is instantly
expunged and no further attention is directed toward these
elenents.

Speciation of Cs, Rb, and I in the condensed phase is
Rb 0. The speciationpresumed to be CsI, Cs20, RbI, and 2

is done on a mass balance basis. It is assumed, as is typi-
cally the case, that the sum of the molar amounts of Cs and
Rb exceeds the molar amount of I in the debris.

Not all of the elements accepted as input are treated2

explicitly in the calculations done by the current implemen-
tution of the VANESA model. A much shorter list of elements
was devised for the source term reassessment calculations.
As the source term reassessment progressed, reviewers and
sponsors of the work requested that more elements be treated
explicitly. Unfortunately, the pace of the reassessment,

| work was such that assembling needed data and making code
,
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changes to treat additional elements was not possible.
Throughout the code suite used for the reassessment work,
approximate methods were devised to examine the release and
behavior of the additional elements. The approximation made
in the CORSOR model of release during core degradation wasi

to assume that release rate coefficients for the additional
elements were identical to coefficients for one of the

i elements that was explicitly treated. The approximation
made in the current implementation of the VANESA model is
called " release grouping."

Release grouping amounts to associating elements whose
release chemistries are sufficiently similar that they can

i be treated as identical. Then, the release of all members
of the group is derived from the explicit treatment of one

; member of the group. To understand grouping further, con-
. sider N(G) elements whose chemistries are similar. Assume
! that there are M(i) for i=1 to N(G) moles of the ith
) member of the group in the melt. Let K be the subscript
| designating the representative member of the group. A

vaporization reaction for the kth member of the group'

! might be

[Mk(c)] -+ Mk(9) -
,

1

The rate of vaporization of the kth member of the group by
this process is then

3

dM(k)
= -A K(k,eff)[P(M ,eq) - P(M , bulk gas))dt k k

where A= free surface area available for
vaporization,

i

j K(k eff) = effective rate constant,
i

| P(Mk,eq) equilibrium partial pressure of=

Mk(g), and

j P(Mk, bulk gas) = actual partial pressure of M (9) ink
j the bulk gas.

I
i There will be no loss of generality in the ensuing discussion
I if P(M , bulk gas) is taken to be zero. The equilibriumk
! partial pressure of M (g) can be found from:k
,

P(Mk,eq) = X(k)exp[-6G(k)/RT]+

!
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where AG(k) is the standard-state free-energy change asso-
' ciated with the vaporization reaction and X(k) is the mole

fraction of the kth species in the melt.

| The molar rate of vaporization of all members of the
j group by the particular reaction is similarly given by:
i

; N(G)
| E M(i) - -

d ,d i= = -A K(i.eff)X(i)exp -Ohu- .

i=1 -
,

I,
Now assume that the chemistries (not the release) of the
elements in the group are the same as the chemistry of the
kth member of the group. Then

,

i
j
)

] N(G)
j

- _ E M(i)
j dM(G) - "

= -A K(k,eff)expdt RT M
- - T

t

where M(G) sum of molar amounts of member of the group=

i N(G)
' in the melt E M(i) and=

j i=1 !

MT= total number of moles of all constituentsj

j in the melt.
,

I Thus, the molar release of the group is approximated by
explicitly calculating the release of the kth member of,

| the group assuming the melt content of the kth member to
i be M(G) rather than M(k) . This approximation is subject to
i the constraints that the condensed phase be ideal and that

the molecularity of the vapor species and the condensed;

. species is the same. When grouping is done, the molar com-
| position of the released material is the same as the molar

{ make up of the group at the onset of vaporization.
i

! The grouping of elements was first introduced to the
reactor safety community by the Reactor Safety Studyl and

| has been used frequently since then. The chemical basis for
'

groupings and the feasibility of grouping has been discussed
| by Powers.259 In some cases, grouping is readily justi-
| fled. For instance, it is difficult to imagine that group-
t ing the release behavior of cesium and rubidium would

introduce significant error. In other cases, the justifica-
tion must be based on appeals to expediency or cost control.

1
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The groupings of elements considered in the current
implementation of the VANESA model are:

1. Cesium aroup: Cesium and rubidium are the members
of this group and the release of cesium is taken as
representative of the group behavior.

2. Ruthenium aroup: The members of the group are Ru,
Tc, Rh, and Pd. Ruthenium is taken as the repre-
sentative element.

3. Cerium aroup: Cerium, neptunium, and plutonium are
i the group members. Cerium is the representative

element.

4. Lanthanum aroup: Lanthanum, yttrium, samarium,i

! neodymium, and praseodymium constitute this group.
'

When a_d_ hoc addition of gadolinium, europium, and
: promethium are done, these elements are also members
I of the group. Lanthanum is the representative mem-
j ber of the group.

! The groupin of technetium with ruthenium has been criticized
by Powers. There does not appear to be a satisfactory
grouping for technetium. An alternative would be to group
it with manganese. Grouping with manganese will result in a

| higher and perhaps unrealistic release of technetium. As is
j always the case when grouping is done, it would be preferable
i to treat the element explicitly.

| Grouping of cerium, plutonium, and neptunium is discussed
; in an appendix to this document.
1 i

; The errors attendant with grouping the trivalent rare-
earths can be estimated by examining the vaporization rates

i

| for the pure oxides. The vaporization rates 181 for sev- j
i eral of these oxides relative to that of lanthanum are shown

in Table 38 for temperatures of 2000 and 2500 K. Clearly,| the vaporization rates are not identical as is assumed when>

~

grouping is done. The errors caused by grouping are appre-,

ciable, however, only for europium and yttrium. Grouping
; results in overprediction of yttrium release and underpre-
; diction of europium release.
!

| The most important boundary condition information for
] the calculations with the current implementation of the
1 VANESA model are obtained from the models of core debris
! interactions with concrete. The calculations have been done
| typically using information derived from results of calcula-
| tions by the CORCON code.5,6 Some calculations have been

done with results of calculations with the INTER subroutine
of MARCH ,57 and with IDCOR's DECOMP model.43 Experi-3

mental data have also been used as input to the code.

i

|
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.

The inputs concerning the nature of core debris interac-
tions with concrete are:

.

1. Core debris temperatures,

2. Gas generation rates,

3. Concrete ablation rates, and

4. Debris pool diameter.

The need for core debris temperatures is obvious. What
is used by the model is the bulk phase (oxide or metal) tem-
perature. When the CORCON code predicts there to be both
dense and light oxide phases present, the dense oxide phase
temperature is used by the current implementation of the
VANESA model.

The gas generation data accepted by the code are the
amounts of the gases emerging from the core debris including
any gas hypothesized in the model of the core debris / concrete
interactions to "by-pass" the molt. These gases--CO, CO2
H2, and II 0--are converted to CO2 and II 0 liberated2 2
from the concrete. That is, CO and 112 emerging from the
core melt are added on a molar basis to CO2 and 11 0 ,2
respectively, emerging from the melt. The code then recom-
putes the composition of the gases that develops as a result
of the reaction with the core debris. If melt " coking" is
hypothesized to occur in the model of core debris / concrete
interactions, any CO2 liberated from the concrete and con-
verted to carbon by reactions with the core debris does not
appear in the input data to the VANESA code. On the other
hand, carbon oxidized to CO during decarburization does
appear in the input and is considered in the analysis of
release.

Concrete ablated by the action of a high temperature
melt is incorporated into the oxide phase of the melt. It
is the condensed products of concrete ablation that are
added to the melt. An essential input to the code is then
the composition of these condensed products of concrete
decomposition rather than the composition of the concrete
itself. Compositions are specified in terms of the weight
fractions of CaO, SiO2 Al O3, Na20 K 0, and FeO.*2 2

* Concrete also contains reinforcing steel. The current
implementation of the model assumes 0.149 grams of iron is
added to the metallic melt phase per gram of ablated
concrete.
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Three concretes have been used typically in severe
reactor accident analyses. These concretes have been charac-
terized in terms appropriate for the analysis of melt inter-
actions with concrete.17 They are the default concretes
used in the CORCON code.5,6 The compositions for these
concretes accepted by the current implementation of the
VANESA model are shown in Table 57.

i
i All concretes contain at least some silica. If nothing

else, there is silica in the cement binder. Consequently,

j the inventory of silica in the core debris as reported by
; the melt / concrete interaction model is used to determine the
: amount of concrete that has been incorporated into the

melt. The amounts of incorporated concrete are then con-
verted in the CVRMSI routine into rates of concrete addition
to the melt.j

The debris pool radius is used together with the melt
volume to compute pool depths and, consequently, the times
available for vaporization into rising bubbles. The pool is

; considered to be a cylinder having the radius given by the
1 maxiumum pool radius for the depth calculations. This gives,
' of course, a lower bound on the true depth of the melt.
i

| E. Format of the Input

f The current implementation of the VANESA model is being
supplied as an appendage to the CORCON mod 2 code.6 The'

CORCON code prepares the input data concerning the nature of
j the core debris interactions with concrete. The balance of

the needed input data are described in Table 58.;

i

| Card group 1 consists of timing information. The first
input variable, ST1, controls the frequency of printed out-'

| put. This is also the time step between updates to the
boundary condition information (debris temperatures, gasi

! generation rates, debris geometry, and concrete ablation
rates) used in the VANESA calculations. The next time'

, increment, ST2, is a time step used within the VANESA model
! to update the chemical conditions that affect release. This
j time step must always be less than ST1. The code will stop
! if ST2 is greater than ST1. A recommended value for ST2 is
! 1/20 of ST1. If ST2 is larger than STl/20, a warning will

be printed, but computations will proceed.

Card group 2 consists of the weight fraction of SiO2
in the concrete. This variaale, FRACS, is used to convert
silica concentrations in the debris reported from CORCON

; into amounts of concrete incorporated in the core debris.

I Card group 3 is the specification of the melt composi-
{ tion. The input data are to be in kilograms of mass. The
; input order is shown in Table 58.
I
i

I
;
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Table 57

Composition of the Condensed
Products of Concrete Ablation

Weight Percent in Melted

Limestone /
Basaltic Common Sand Limestone

Constituent Concrete Concrete Concrete

Ca0 16.40 42.99 87.52
A1 03 9.08 4.87 2.952
SiO2 59.84 48.43 6.17

Na2O 1.97 0.11 0.14 |
KO 5.88 1.65 1.17 i2
FeO 6.83 1.95 2.05

>

!

! :

I

!
|

|
|

!
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Table 58

Input Instructions for the Code

Card
Group
Number Field Format Variable Name Description

1 1-10 F10.1 STl Time increment in seconds given in CORCON
input

11-20 F10.1 ST2 Computing time increment; recommended value
is less than ST1/20

2 1-10 F10.1 FRACS Weight fraction silicon dioxide in molten
concrete;

3 1-80 F10.1 CES, IOD, XEN. KRY Mass'in (Kg) of melt constituents
TE, BA, SN, RU

d, 1-80 F10.1 UO2, ZR, ZRO2
$ FE, FEO, MO, SR
i SB, Y. TC., RH, PD

LA, CE, PR, ND
,

1-80 F10.1 SM, PU, CR, MN, NI
AG, SB, NB

4 1-80 A Comment card

5 1-10 F10.1 WF(l) Weight fraction Ca0 in molten concrete

11-20 F10.1 WF(2) Weight fraction Al 03 in molten concrete2
i

21-30 FlO.1 WF(3) Weight fraction Na2O in molten concrete

31-40 F10.1 WF(4) Weight fraction K O in molten concrete2

41-50 F10.1 WF(5) Weight fraction SiO2 in molten concrete

51-60 F10.1 WF(6) Weight fraction Feo in molten concrete

6 1-80 A --- Comment card

- - _ _ _ _ _ - _ _
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Table 58 (continued)
Card
Group
Number Field Format Variable __ame DescriptionN

7 1-80 8P10.1 DEPTH (i) for Depth of the water pool overlying the molten core
i=1 to N* debris: N* = no. of result printouts sought '

i

8 1-80 A --- Comment card

9 1-80 8F10.1 PRESS (i) for Ambient pressure over the water pool
i=1 to N*

10 1-80 A --- Comment card

'

11 1-80 8F10.1 TEMP (i) for Temperature of the water pool
i=1 to N*

12 1-80 A --- Comment card
,

b 13 1-10 110 NOSC Number of size segments used to describe the aero-
e sol size distribution. Detaalt = 20.
N
I 11-20 F10.1 GSD Ceometric standard deviation of the size dis-

tribution of aerosols entering the water pool.
Default = 2.3.

1

21-30 110 IDMF Switch that allows the diffusion mechanism for
aerosol entrapment by a water pool to be turned
off. Default value is I which activates on the
diffusion mechanism.

31-40 110 IMPP Switch that allows the impaction mechanism for
aerosol entrapment by a water pool to be deacti-
vated. Default value is I which activates the
impaction mechanism, r

41-50 F10.1 BSIZI Diameter of gas bubbles at the base of the water
pool (cm). Default value = 1 cm.

51-60 F10.1 VROVR V(rel)/V(rise), the ratio of the gas velocity
within the bubble to the rise velocity of the bub-
ble. Default value = 1.

I
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Card group 4 is a comment card usually.used to describe
the input being provided in card group 5.

Card group 5 is the specification of the composition of
ablated concrete. The information is provided as the weight
fractions of the species indicated in Table 58. Note that
the silica content of the melted concrete has to be the same
as is specified in card group 2.

The remainder of the input information relates to cal-
! culating the effects of an overlying water pool. Card group

6 is a comment card. Card group 7 specifies the water pool
depth. The depths are specified for each time printed out-

,

i put is obtained from the VANESA routine. If no water pool

| is present, specify a zero depth. The pool routine will then
do no calculations for this time step.

I

l
Card group 7 may be omitted if the user chooses to by-,

f pass calculations of the aerosol scrubbing by an overlying
water pool.,

i

i Card 8 is a comment card. Card group 9 specifies the
ambient atmospheric pressure over the water pool. The
pressure is supplied in atmospheres for each time printed
output is to be obtained from the VANESA routine.

i Card 10 is a comment card usually used to label data
j provided in card group 11. Card group 11 specifies the tem-
t perature of the water pool. Again, water pool temperatures
| are specified at each time printed output is obtained from
3 the VANESA routine. There are no constraints on the water

pool temperatures that are received by the code. But, the
POOL routine is written assuming the pool to be saturated.
There is then an interplay between ambient pressure and the

| water pool temperature that should be recognized by the code
! user.
!

: Card 12 is a comment card usually used to label the
operational parameters for calculations with the POOL rou-
tine. These operational parameters are specified on card
group 13. Entering -1 (or -1.0) for any one of the param-

,

i eters on card 13 will result in a default value for that
parameter being used in the calculations,

j The first operational parameter, NOSC, is the number of
size segments to be used to describe the aerosol size dis-,

i tribution. The default value for NOSC is 20 and NOSC must
'

be greater than 3 and less than 51. Calculations have been
I done with NOSC as large as 50 and as small as 7. Since size
; segmentation is done in the code so that each size segment
! contains the same fraction of the aerosol mass, the overall

decontamination factor is not especially sensitive to NOSC.

i
|

|
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The accuracy with which the extremes of the aerosol size
distribution is treated is sensitive to NOSC.

The next operational parameter, GSD, is the geometric j
'standard deviation of the lognormal size distribution for

aerosols emerging from the debris mass. The default value
is 2.3. This default value was selected based on data
obtained in experiments that did not involve an overlying
water pool. It is possible that the size distribution of
aerosols emerging from core debris in the presence of a water
pool could be significantly narrower. It is unlikely, how-
ever, that the geometric standard deviation would be less
than 1.4. Of course, a value less than 1 is physically
meaningless. A value of exactly 1 (monodisperse aerosol)
will cause an overflow error in the POOL subroutine.

The next two operational parameters specify the physical
mechanisms that result in decontamination of aerosol-laden
gases passing through an overlying water pool. The first of
these parameters, IDMF, controls the mechanism of particle
diffusion to the bubble walls. The default condition for
this parameter is to have the diffusion mechanism opera-
tional. It is possible that a user may want to see what
effects might arise if Stephan forces on aerosol particles
prevent the particles from reaching the bubble walls. Enter-
ing zero for IDMF will eliminate diffusion as a mechanism for
aerosol entrapment by an overlying water pool.

The second physical parameter, IMPF, controls impaction
as a mechanism of aerosol entrapment by a water pool. The
default status of IMPF is to have impaction included as a
mechanism. There is, however, controversy over whether gases
within bubbles rising through an overlying water pool circu-
late. Contamination of the bubble surfaces might inhibit
such circulation of gases and eliminate impaction as a decon-
tamination mechanism. To assess the effects of not having

! impaction as an aerosol trapping mechanism, IMPF should be
set to zero. Impaction is such a potent mechanism of aerosol;

entrapment that additional control of this mechanism is
permitted by means of the parameter VROVR discussed below.

The next operational parameter is the size of the gas
bubble rising through the overlying water pool. A default
value of 1 cm is used for BSIZl. Any other size can be put
in for BSIZl. Bubbles larger than about 5 cm are probably
unstable and will shatter during rise through the pool though
the current implementation of the VANESA model does not con-
sider this possibility. Bubbles initially smaller than about
0.5 cm have not been observed in experiments.

The final operational parameter, VROVR, provides addi-
tional control over the impaction mechanism of decontamina-

,

tion. VROVR is the ratio of gas velocities within the rising 1
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: bubble to the rise velocity of. the bubble. The default
value for VROVR is 1. For spherical bubbles with uncontami-
nated surfaces rising sufficiently fast that potential flow
theory is applicable, the theoretical value of VROVR is
1.5. Any contamination of the bubble surfaces will reduce
VROVR. As bubbles distort from spherical, impaction becomes
a more efficient mechanism of aerosol entrapment--if gases
circulate within the bubble. Improvements in the efficiency

| of impaction can be taken into account in an effective man-
.ner by putting in values of VROVR greater than 1.5i

F. Output

The first outputs of the code are regurgitations of thej
input. (See sample problem Section H). The input provided
by the CORCON code is printed first. This output consists

j of the problem name, the listing of the time (in seconds)
! after the start of melt interactions with concrete, the tem-

i peratures of the metal phasa (TMETAL) and the oxide phase
(TOXIDE) in Kelvin, the maybaum core debris pool radius in

,

'
meters, and the amount of silica (in kg) in the oxide phase
of the core debris.

' The next regurgitation of CORCON-prepared input consists
of, again, the problem name and a listing of the cumulative,

j masses (in kg) of CO, CO2, H2, and H O that have emerged from2
the debris pool after indicated times (in seconds) following;

the start of core debris interactions with concrete.

! The inputs provided the code as described in Section E
( above are then printed.
i

i In some of the available versions of the VANESA code,
I there is then printed a variety of code inputs and the

results of the manipulations. These are vestiges of the
time the code was used in a stand-alone fashion. These
printouts have been eliminated in more recent releases of
the code and are discussed no further here.

The next set of outputs begins with a restatement of the
problem name. Then, the data used for the calculations are
listed. The listing begins with a mean value of the con-

2| densed phase diffusion coefficient (cm /s) for constitu-
ents in the melt. The diameter of bubbles (cm) rising
througn the melt is listed. The next two lines describe the
approximate treatment of mechanical aerosol generation. The
first of these lines states the number of aerosol particles
thrown off by a bursting bubble. It is assumed that all of
these particles are entrained in the gas flow from the core
debris. The next line states the assumed diameter of the
mechanically generated aerosol particles in micrometers.
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Users wanting to change any of the prescribed values
cited in the previous paragraph will find the appropriate
lines of code labelled in the DRIVER routine.

The composition of melted concrete is listed. Entries
in the table are weight fractions of the indicated con-
stituent.

The initial composition of the core debris and the
assumed chemical forms of the core debris constituents are
listed next. Compositions are specified in terms of the
kilograms of the constituent present in the debris. |

|
Finally, under the heading " STEP DATA," the assembled I

boundary condition information used in the analyses are
listed. For each time (seconds after the start of melt
attack on concrete), the following information is reproduced:

|

^

Label Meaning

3 at 1 atmosphere pressure andVGASR Volume of gas (cm
298 K) passing through the melt per second.

H 0M Moles of steam passing into the melt per second.2

CO M Moles of carbon dioxide passing into the melt per2
second.

TEMP Temperature of the oxide phase of the core de-
bris (K).

ADDRT Rate of concrete addition to the core debris (kg/s)

AREA Effective horizontal floor area covered by melt
2(m ),

,

The next section of output consists of results from the
VANESA routine. This output is repeated for each time step
(STl). A typical example of this output is shown in Fig-
ure 67. The output reproduced in this figure is annotated
with line numbers that are used to organize the discussion
below:

Line Description

1 "T" is the time (in seconds) after the start of
melt attack on concrete.

"T(K)" is the temperature of the oxide phase of the
core debris in Kelvin.
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Ts 0.0 T(KJs 2125.0
VAPOR = 7.58543E-06 Line 1
duRST= 1.e4388E-08 Line 2

Line 3AtROSOL(G/CC)-ANBIENT C0hDITIONS 7.60187E-06 Line 4AEROSOL (G/CC)-STANDARD STATE CONDITIONSz 5.42080E-05
GAS (G-MOLES /S): 1.16343E+00 Line 5
G/S= 1.54224E+00 Line 6
AEROSOL HH0s 5.3639 Line 7

AERUSOL C Line 8
SIZE = 5.74447E-01

Line 92 4.21120E+01 % Lin'e 103 7.5110bE-13 % Line 114 1.72707E-01 % Line 125 2.19819E-08 % Line 136 1.88530E-07 % Line 147 4.94049E-01 % Line 158 0.00000E+00 % Line 169 9.33255E-01 % Line 1710 0.00000E+00 % Line 1811 1.51235E+01 % Line 1912 0.00000E+00 % Line 2013 0.00000E+00 % Line 21

14 0.00000E+00 % Line 2215 0.00000E+00 % Line 2316 0.00000E+00 % Line 2417 3.22000E-01 % Line 2518 3.81770E-02 % Line 2619 1.64799E+01 % Line 2720 8.99959E+00 % Line 2821 7.4720ht+00 % Line 2922 1.7o497E-01 % Line 3023 5.35225E-01 %
Lin4e 3124 7.008b9E+00 % Line 3225 1.32195L-01 % Line 33

GAS C

1 1.37782E-03 % G/S= 2.8878bE-04 Lin-e 34
'

2 9.83477E+01 % G/S 2.30661E+00 Line 35
;

3 3.e1057E-01 % G/Ss 4.23425E-03 Line 364 4.13368E-15 % G/S: 8.17930E-16 Line 375 1.185b7E-08 % G/S: 2.20629E-09 Line 386 9.73390E-15 % G/Ss 3.62378E-15 Line 397 3.7e027E-06 % G/S: 1.92535E-Ob Line 408 1.28986E+00 % G/S 4.20342E-nt Lhie 41

Figure 67. Annotated Output From the VANESA Subroutine
!

i
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MELT C

2 7.01631E+04 KG Lin<e 42
3 1.11000E+04 KG Line 43
4 6.16400E+03 KG Lin<e 44
5 2.09100E+02 KG Lin.e 45
6 3.42198E+02 KG Lin'e 46
7 5.57000E+02 KG Lin'e 47
8 0.00000E+00 KG Line 48
9 2.79891E+01 KG Line 49

10 0.00000E+00 KG Line 50
11 1.23332E+03 KG Lin'e 51
12 1.06953E+01 KG Lin<e 52
13 3.bOS02E-01 KG Lin<e 53
14 1.71086E-02 KG Lin'e 54
15 1.42979E=01 KG Lin<e 55
16 7.54000E-01 KG Li n'e 56
17 1.59391E+05 KG Line 57
18 3.29943E+04 KG Line 58
19 3.30079E-01 KG Line 59
20 9.b7918E+01 KG Line 60
21 6.90569E+01 KG Line 61
22 9.63384E+02 KG Lin<e 62
23 8.17575E+02 KG Lin<e 63
24 6.14479E+00 KG Line 64
25 4.08236E-02 KG Line 65

202 8.25202E+02 KG Lin<e 66
302 1.97964E-06 KG Line 67

|

|
|
|

|

| Figure 67. Annotated Output From the VANESA Subroutine
(Continued)
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Line Description

2 " VAPOR" is the aerosol mass per cubic centimeter of
gas at the ambient pressure and the oxide phase
temperature that was created by vaporization.

3 " BURST" is the aerosol mass per cubic centimeter of
gas at the ambient pressure and the oxide phase
temperature that was created by mechanical proc-
esses.

4 " AEROSOL (G/CC) AMBIENT CONDITIONS" is the total
aerosol mass per cubic centimeter of gas at the
ambient pressure and the oxide phase temperature.

'

5 " AEROSOL (G/CC) STAllDARD STATE CONDITIONS" is the
total aerosol mass per cubic centimeter of gas at
1 atmosphere pressure and 298 K.

6 " GAS (G-MOLES /S)" is the gas flow through the core
debris in gram-moles per second.

7 "G/S" is the total grams of aerosol evolved from
the core debris per second.

8 " AEROSOL RHO" is the overall material density of
3the aerosolized material in grams /cm .

3

9 " SIZE" is the mean aerosol particle size in micro-
meters.

The aerosol composition is given in lines 10-33. Composi-
tions are given in terms of the weight percents of the
assumed constituents. These constituents are chosen to be
those conventionally used by assayers to report the bulk
chemical composition of a material. In no sense should the
indications of the melt constituents be taken as a prediction
of the chemical form of constituents of the aerosol. The
current implementation of the VANESA model does not attempt
to predict the chemical form of the aerosol.

The compositions listed for the aerosol do not neces-
sarily add to 100 percent. This is because the composition
is reported in terms of assayer's constituents. If, for
instance, manganese is vaporized as MnO(g) and condenses as
MnO(s), it is reported as Mn(s). Thus, the contribution of
oxygen to the mass is not considered in the assay report.

The labeling of the aerosol assay report is as follows:

1
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Line Meanina

10 "2" = weight % FeO
11 "3" = weight % Cr203
12 "4" = weight t Ni
13 "5" = weight t Mo
14 "6" = weight % Ru
15 "7" = weight t Sn
16 "8" = weight t Sb
17 "9" = weight % Te
18 "10" = weight t Ag
19 "f1" = weight %,Mn
20 "12" = weight t:Ca0

"13" =-weight S A1 0321 '

2
22 "14" = weight t Na2O
23 "16" = weight % K O*

2
24 "16" = weight % SiO2
25 "17" = weight t UO2
26 "18" = weight t ZrO2
27 "19" = weight % Cs2O

| 28 "20" = weight % Bao
,

29 "21" = weight t Sr0*

! 30 "22" = weight % La203
31 "23" = weight t CeO2
32 "24" = weight % Nbo
33 "25" = weight % CsI

The next set of output from theIcode is the composition
of the gases liberated during attack 'on concrete. (This
section is titled " GAS C.") The compositions in mole per-

the gas generationcent (or equivalently volume percent)
a nd,'arate in grams per second are listed.' Th labeling of this

output is as follows: (

i

Meaninq
~

Line '

l

34 "1" = volume % H O ,2
35 "2" y, volume % H2

,

36 "3" = volume % H
37 "4" = volume % OH
38 s "5" = volume t O
39 "6" -= vol ame % O2|
40 ' "7" = volume % CO2
41 "0" = volume % CO

,

'the composition of the melt -.is given under the heading
" MELT C." The entries are in kilograms. The labeling is as
follows:

' t <
,

,

k%
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Line Meanino

42 "2" = kilograms Fe
43 "3" = kilograms Cr
44 "4" = kilograms Ni

kilograms Mo! 45 "5" =

kilograms Ru46 "6" =

47 "7" = kilograms Sn
48 "8" = kilograms Sb

kilograms Te49 "9" =

kilograms Ag50 "10" =

kilograms Mn51 "11" =

j kilograms Ca052 "12" =

kilograms A1 03; 53 "13" 2=

kilograms Na2O! -54 "14" =

kilograms K O55 "15" 2=

56 "16" = kilograms SiO2
kilograms UO257 "17" =

58 "18" = kilograms ZrO2
kilograms Cs2O59 "19" =

kilograms BaO60 "20" =

kilograms SrO61 "21" =

kilograms La2O362 "22" =

63 "23" = kilograms CeO2
kilograms NbO ;64 "24" =

65 "25" = kilograms CsI
66 "202" = kilograms FeO

kilograms Cr20367 "302" =

Some versions of the code include an output labeled
" LOSS." This is a listing of the moles lost from the melt
over the time step. The labeling is the same as for the '

melt composition.

Once the output from the VANESA routine has been com-
pleted, the output from the POOL routine is printed. This
output is more thoroughly labeled than that from the VANESA
routine. Only some clarifications of the output are pro-
vided here.

Input used by the POOL model is reproduced at the begin-
ning of this section of the output. The selections concern-
ing operational parameters are listed first. Then, boundary
condition information concerning the water pool depth, the
water temperature, and the ambient atmospheric pressure is
printed next. Finally, the input data concerning the aero-
sols prepared by the VANESA subroutine is listed. The labels

. on this final listing are:
|
|

|
|

|
t
i
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Label Meanina

"Mean Size (UM)" Mean aerosol particle size in
micrometers.

" MASS /S (G/S)" Rate of aerosol mass production
; in grams per second.

"PART. DENSITY (G/CC)" Aerosol particle material den-
sity in grams per cubic centi-
meter.

This listing is concluded with an indication of the

: assumed geometric standard deviation of the aerosol particle
! size distribution.

The results of the calculations with the POOL routine
are then listed for each time step. The labels on the list-
ing of results are as follows:

Label Meanina

" SIZE RANGE" Interval in micrometers for a
segment of the size distribu-
tion chosen to have initially a
fraction of the mass equal to
1/NOSC.

" CHARACTERISTIC SIZE" The particle size in micrometers
chosen so that half the mass in
the indicated size range has
smaller sizes. This is the
particle size used to represent
the size segment.

" MASS IN RANGE" This amount of mass left in the
size range in the aerosol that
emerges from the water pool.

" DECONTAMINATION FACTOR" Mass in the size range that
enters the pool divided by the
mass within the size range that
emerges from the water pool.

At the end of this listing, the overall decontamination
factor is listed. This overall decontamination factor is
the total mass entering the water pool divided by the total'

{ mass emerging from the water pool. The mass emerging is
! also listed under the label " MASS OUT." The units on the

emerging mass are grams per second.

-402-
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The final printed result is the fit of the emerging par-
ticle size distribution to a lognormal distribution. The
mean and the geometric standard deviation found by the
least-squares fitting procedure are printed. Uncertainty
ranges for the mean aerosol particle size and the geometric
standard deviation of the particle size distribution are '

printed. These uncertainty ranges are found by incrementing
and reducing the log of the distribution by one standard
deviation as derived from a least squares fit of the results
from calculations done in the POOL subroutine.

A linear correlation coefficient for the fit is also
printed. The probability that a completely random data set

. would yield such a high value of the linear correlation
! coefficient can be found from appropriate probability tables

using NOSC-2 degrees of freedom.
;

i

; G. Program Listino and Sample Problem

i A listing of the code and a sample problem are provided
i in the microfiche attachment to this report.
1

! H. Operational Experience
i

i The most important use of the current implementation of
j the VANESA model has been in connection with the source term
j reassessment work sponsored by the U.S. Nuclear Regulatory

Commission. Results obtained with the model are reported in,

reference 2.

| There have been several sensitivity studies of the
; model. Results obtained in these sensitivity studies are
j reported in references 351-353. It is found usually that

results obtained with the model are strongly dependent on:

I (1) input obtained from the models of the in-vessel
! phase of the accident,
;

| (2) the boundary conditions specified by the input
| concerning the nature of the melt interactions with

concrete, and
,

(3) whether or not a water pool overlies the melt while,

! it attacks the concrete.

Of the inputs obtained from models of the in-vessel phase of
an accident, perhaps the most important is the amount of,

I zirconium clad that has not oxidized by the time melt comes
I into contact with concrete. The treatment of this metallic
I zirconium by models of the melt / concrete interactions will
! affect significantly the results obtained with the current

implementation of the VANESA model.
;

i

!

|
J

-403-4

. _ . ~ _ . . . _ _ _ . . , _ _ _ _ _ _ ~ _ _ . _ _ _ _ - _ . _ _ - _ _ . _ . _ . . , . _ _. _- .~



- - - - - _ .

Users of the model are urged to examine the sensitivity
studies of the model. These sensitivity studies will assist
the analysis and interpretation of results obtained with the

; model.

I. Ongoino Development
|

i The current implementation of the VANESA model is an
{ abbreviated, fast-running description of aerosol production

and radionuclide release during core debris interactions
I with concrete. It is most applicable to risk assessment

analyses of reactor accidents. Its predictions are being
compared to experimental results.354 It is being incor-

,

porated into systems level codes such as CONTAIN and MELCOR.
i

| Further developments of the VANESA model are following
i two paths. One of these paths is the full integration of

the model into the CORCON model of melt interactions with'

concrete. This integration will assure there is consistancy
| in the treatment of the melt interactions and the' release of
4 radionuclides. In particular the effects of release on

decay heat will be considered. The othat development path-'

I way is the preparation of a more detailed version of the
} model that provides an in-depth treatment of the.many facets
j of aerosol production and radionuclide release described in
t- Chapters III - VI in this document. It is anticipated that

this refined version of the model will be of most use for
i the analyses of experimental examinations of radionuclide

i release and aerosol production.
i
!

!

,

l

!

!
;

I

!

1
i

I

!

;

i

0

|
,

1
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APPENDIX

SIMILARITIES IN THE VAPORIZATION
THERMODYNAMICS OF CERIUM, PLUTONIUM

AND NEPTUNIUM OXIDES i

The concept of " grouping" releases of radionuclides into
classes represented by the behavior of particular members of each
class is discussed in Chapter 4 of the main text. Grouping is an
artifice used by most radionuclide release models, including the
VANESA model, to avoid the expense of explicitly treating the
release of all radionuclides. In the Reactor Safety Study (1)
only seven classes of radionuclides were considered. Since the
time of the Reactor Safety Study, larger numbers of radionuclide
classes have been employed. In some cases, grouping the releases
and behavior of a set of radionuclides is a transparent exercise
that entails little error. Grouping the behavior of xenon and
krypton is such an acceptable case. The grouping of other

grouping the noble gases. Theelements is not so obvious as
adequacy of the approximate treatment of such groups can be
evaluated only after explicit analyses have been made for each
radionuclide.

A particularly large class of radionuclides considered in the
Reactor Safety Study was one composed of the lanthanides, the
actinides and other miscellaneous elements. Such broadly based

an extensive range of chemicalgrouping which encompasses
behavior has been avoided in the VANESA model. Nevertheless,
yttrium and the lanthanides with the exceptica of cerium are
grouped. The merits of the lanthanide group have been discussed
in the main text of this document. In this appendix, detailed
examinations of the behaviors of cerium, plutonium and neptunium

presented and the merits of grouping the release behavior ofare
these radionuclides are discussed.

The attention devoted to this group really arises for two
reasons. The first reason is the high radioactivity of
neptunium. Because of the rapid decay of Np, this radionuclide
could make inordinately large contributions to the consequences
of radionuclide release (2). Estimates of its release behavior
that are more accurate than can be achieved by grouping might be
required. The second reason arises because of plutonium. The
inventory of this element in irradiated fuel is not especially

I large in current reactors. There is interest, however, in using
fuel to much higher burnups than is currently done. Increasing
fuel burnup can cause substantially higher inventories of

I
plutonium to be present. It might be necessary, then, to

| explicitly calculate the release behavior of plutonium rather

i than relying on an approximate treatment.
1

1
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A) Simplistic Analysis of the Vaporization of Pure,
Stoichiometric 0xides

Typical inventories of cerium, plutonium and neptunium in a
light-water reactor core for the purposes of reactor accident
analyses are (2).

Cerium 238 gram-atoms
Plutonium 1527 gram-atoms
Neptunium 33 gram-atoms

Within the approximations of the VANESA model, these elements
partition preferentially into the oxide melt. They are treated
as though they were Ce02 (/), pug 2(l) and Np02(f) dissolved in an
ideal solution. The release behavior for the group is based on
the behavior of Ce02 (l) -

Inspection of the models of radionuclide release kinetics
shows that little error should arise from grouping the behaviors
of cerium, plutonium, and neptunium because of kinetic
consideration. Significant errors associated with grouping are
more likely to be the result of differences in the thermodynamics
of vaporization of Ce0 , Pu02 and Np02 As a first approximation2
in the search for substantial errors, the vaporization of the
pure, liquid dioxides (which may be supercooled liquids) are
examined in this appendix.

The thermodynamic data necessary to calculate the vapor
pressure over Ce0 (1) have been discussed in Chapter 4 of the2
main text of this report. For the analyses presented here, the
only cerium-bearing vapor species to be considered are Ce(g),
Ce0(g) , and Ce0 (g) . This restriction is made because of2
limitations on the available data base for plutonium-bearing and
neptunium-bearing vapor species.

I

Data necessary to calculate the vaporization behavior of |Pu0 (f) are assembled in Table A-1. The sources of these data i2
are discussed below:

(1) Condensed Plutonium Dioxide

Green et al.(3) have recently surveyed the literature
concerning plutonium dioxide. These authors have prepared a
tabulation of single state data for pug 2 The data for the
solid,_ stoichiometric dioxide have been accepted here. Green et
al. have estimated the heat of fusion of the stoichiometric
dioxide to be 22540 cal / mole. This estimate was obtained by
surveying the entropies of fusion per gram-atom for those
materials listed in the JANAF Tables (4). The average value, 1.4
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times the gae constant, was then taken as the entropy of fusion
per gram-atom for pug 2 This cannot be considered a highly
reliable procedure. The melting point of stoichiometric Pu02 was
taken to be 270lK. The heat capacity of liquid Pu02 was taken to
be 22.94 cal / mole-K.

The estimates of the heat of fusion of pug 2 obtained by Green
et al. were accepted here, and the free-energy of liquid pug 2 was
found from:

Tm(Pu0 ;s) - T Sm Tm(Pu02;s) + AHm - TASmG (pug 2;l) = H 2

+ Cp(T - Tm) - TCp/n(T/Tm)

is thewhere Tm = 2701K, AHm is the enthalpy of fusion and ASm
entropy of fusion

1

Free-energies of formation were found using thermochemical data
for Pu in its reference state tabulated by Detting et al. (5) .

Data for 02 were from the JANAF Tables (4) .

(2) Pu(g)

; Thermochemical data for Pu(g) were taken from the tabulation
! by Oetting et al(5). These data were computed usinr: 1075 energy

levels up to 42823 cm-1

(3) pug (g)'

|

| Green et al.(6) have published tabulated thermodynamic data
for Pu0(g) as have Pedley and Marshall (7) . These tabulations are
not in good agreement. There are some differences in molecular
geometry and the Pu-O vibration frequency used by the two sets of
authors. The bigger sources of differences arise, however, from
the choices of the enthalpy of pug (g) formation and the treatment
of the electronic contributions to the thermodynamic properties
of pug (g). Pedley and Marshall took the enthalpy of formation of
pug (g) to be -29000 cal / mole. They calculated the thermodynamic
functions considering the ground electronic state to be a singlet
and neglecting any excited electronic states. Green, on the
other hand,.took the enthalpy of pug (g) formation to be -21800

,

| cal / mole and considered the possible presence of rather numerous
electronic states. Green assumed energy levels to be present at

-1en = 260 n cm

|

.
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| Table A-1. Free Energies of' Fonration of' Neptunium and Plutonium Compounds

oGf (cal / mole)

N 0 (s) N (8) N 0(g) Np0 (8)Pu0 (s) pug (t) Pu(g) pug (g) pug (8) Np0 (2)Temp PP2 P 22 2 2 2

500 -229374 -209568 68462 -32000 -111600 -234187 -214719 93667 -11437 -109273
600 -224618 -205645 66011 -33700 -111300 -229792 -211158 90465 -13205 -109275
700 -219909 -2018805 63632 -35400 -110800 -225329 -207530 87462 -14761 -109091
800 -215249 -198028 61319 -37000 -110400 -220888 -203923 84512 -16247 -108860
900 -210612 -194302 59055 -38600 -109900 -216411 -200281 81881 -17699 -108516

1000 -205975 -190577 56873 -40100 -1093C0 -211785 -196489 79078 -18702 -107942
1100 -201338 -186886 54724 -41500 -108800 -207150 -192689 76534 -19727 -107303

1200 -196773 -183236 52590 -42900 -108100 -202548 -188921 74026 -20694 -106623
1300 -192208 -179622 50468 -44300 -107500 -197962 -185170 71547 -21608 -105902
1400 -187820 -176041 48352 -45700 -106900 -193386 -181428 69095 -22473 -105143

1500 -183198 -172488 46239 -47000 -106200 -188849 -177726 66664 -23294 -104350
,
s 1600 -178752 -168965 44126 -48300 -105500 -184293 -174004 64252 -24072 -103526

k$ 1700 -174331 -165468 42010 -49500 -104900 -179782 -170328 61856 -24808 -102671
' 1800 -169933 -161995 39890 -50800 -104200 -175319 -166699 59474 -25509 -101787

1900 -185583 -158539 37764 -52000 -013400 -170832 -163047 57104 -26173 -100874

* 2000 -181233 -155108 35630 -53200 -102700 -166358 -159407 54743 -26802 -99935

2100 -156931 -151894 33488 -54400 -102000 -161941 -155825 52392 -27399 -98971

2200 -152629 -148299 31337 -55600 -101200 -157503 -152221 50047 -27967 -98981

2300 -148375 -144920 29176 -56800 -100500 -153147 -148700 47709 -28505 -96971

2400 -144144 -141568 27005 -57900 -99700 -148785 -145172 45376 -29014 -95936

2500 -139938 -138208 24825 -59100 -98900 -144469 -141691 43047 -29493 -94877

2600 -135755 -134873 22834 -60:00 -98100 -140172 -138228 40722 -29948 -93798

2700 -181597 -131555 20432 -61300 -97300 -135890 -134781 38399 -30378 -92700

2800 -127402 -128247 18220 -82400 -96500 -131660 -131294 36080 -30831 -91581

2000 -123220 -124952 15997 -83400 -95700 -127239 -127799 33762 -31164 -90443

3000 -121672 13783 -84500 -94900 -122953 -124347 31446 -31522 -89288

_______ _ _ _ _ _ _ . _ _ _ _ _ _ _



where n is an integer. The degeneracies of the energy levels
were found from

1

En " 1-0.9En/IP

where IP is the ionization potential which is 47000 cm-1

Green's motivation for the involved treatment of electronic
contributions to the thermodynamic functions of PuO(g) was
prompted by experimentally determined properties of pug (g)
obtained by Ackermann et al.(8):

AGf(PuO;g) = -28500 -9.7T for 1600 <T< 2150K

Green pref erred (9) this result based on second and third law
analyses of the data (4) to results obtained by Battles et
al . (10) :

AGf(PiO;g) = -16840 -10.25T
Some other experimental determinations of the free-energy of
formation of pug (g) reported in the literature are:

AG (PuO;g) = -17500 + 19.275T ref. 11
f

AGf(Puo;g) = -20600 - 18.4T ref. 12

For the work here thermodynamic properties tabulated by Green
have been used.

(3) Pu0 (E)2

Again, the data tabulated by Green (6) have been adopted for
pug (g). As with the data for pug (g), these tabulated data2
involve rather complex contributions from electronic excitations.
Energy levels were assumed to be at:

En = 670 n cm-1

and the degeneracies of the energy levels-are found from:

1
E"n 0.9e

1 75000
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The experimental results of Ackermann et al.(8)-
!

AGf(Pu0 ;g) = -112600 + 6.6T! 2

have been accepted in preference to those obtained by Battles et
al.(10):

AG (Pu0 ;g) = -111590 + 14.23T
f 2

or results cited by Detting(11):;

AGj(Pu0 ;g) = -114400 + 7.7T2

Substantially less data are available concerning the
neptunium oxides. The data that were used are summarized in
Table A-1. The sources of these data are described below:

(1) Condensed Neptunium Dioxide

Ackermann et al . (13) suggest the free-energy of formation of
Np02(s) can be estimated as the numerical average of the free-
energies of formation of Pu02(s) and UO2(s). They estimated the
free-energy of formation of Np02(s) in the temperature range _of
1850 to 2475K to be:

AGf(Np02;s) = -254100 + 40.5T cal / mole

Based on the suggestion of Ackermann et al., but using data for
pug 2(s) from reference 3 and data for UO2(s) from reference 15,
somewhat different values for the free-energy of formation of
Np02(s) were found here. The values in the temperature interval
of 1800 to 2500K could be correlated by

AGf(Np02;s) = -254562 + 44.078T cal / mole

The melting point of Np02 is 2833 * 50K(16) . Using
procedures similar to those employed for estimating thermodynamic
properties of melting Pu02, the entropy of fusion of Np02 was

! estimated to be 8.345 cal / mole-K and the enthalpy of fusion was
estimated to be 23640 cal / mole. The properties of Np0 (l) were2
then estimated using

2il) = G(Np0 ;s) + AHm -TASmG(Np0 2

i 2) Np (g)
i
; Data f rom the compilation assembled by Oetting et al . (5) were

used here for Np(g).

a
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-3) Np0 (g)

Data tabulated by Pedley and Marshall (7) were used.

4) Np09 (g)

Thermodynamic functions of Np02(g) were calculated assuming
this molecule had the same geometry and vibrational |

'

! characteristics as Pu02(g). The ground electronic state was
assumed to be a triplet and excited electronic states were
neglected. The enthalpy of formation was estimated to be -108000
cal / mole using the free-energy of Np02 sublimation ~in the
temperature range 1850-2475K found by Ackermann et al . (13) and
the data for Np02(s) estimated as described above.

1

The free-energy data for all of the plutonium and neptunium
compounds were correlated as described in Chapter 4 of the main
text. Results of the correlations are shown in Table A-2.

No data were available to the authors concerning hydrides of
plutonium and neptunium or for such species as Pu2(g), NP2 (E) ,

(Np0 )2(g). Jackson (17) has estimated data for the(Pu0)2(g) or 2
monohydroxides and dihydroxides of plutonium and neptunium.
There is little evidence these hydroxides are important species.
As a consequence, the vapor pressure calculations described here
are based on considering only-the metal-bearing species M(g),
M0(g) and M02(g) where M = Ce , Pu, and Np.

Vapor pressures of the pure stoichiometric liquids Ce02(l),
Np02(/) and Pu02(l) are functions of both temperature and the
ambient oxygen potentials. The calculated pressures of metal

* bearing vapors (P(M(g)) + P(M0(g)) + P(M02(g)) for temperatures
between 1500 and 3000K are shown in figures A-1 and A-2 for
P(H )/P(H O) = 1 and 104, respectively.2 2

i

I When P(H )/P(H O) = 1, cerium dioxide produces the highest2 2
pressure of metal-bearing species. The sum of the partial
pressures of Ce (g) , Ce0(g) , and Ce02(g) is greater by about a
factor of thirty than the corresponding sum of partial pressures
of plutonium-bearing species. The sum of the partial pressures
of the plutonium species is, in turn, about a factor of 5 greater
than the sum of the partial pressures of neptunium-bearing
species.

When the ratio P(H )/P(H O) is increased to 104, the sum of2 2
the partial pressures of Ce(g), Ce0(g), and Ce02(g) is only about
a factor of 3 greater than the sum for plutonium-bearing species.
The sum for cerium is, however, much greater than the sum for
neptunium-bearing species.

i

!
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Table A-2. Correlation of the Thermodynamic Properties of
Plutonium and Neptunium Species

.

Parameters.

Species x at a2 03 0 4 06 6 07 08

pug (s) 2.6 x 10-4 -189.547 -1068.71 2636.65 -1842.71 -41.6498 -0.103641 -870.206 -2527962

pug (R) 7 x 10-8 79.0625 1.00675 -2.40398 1.50936 23.0110 0.684990 0.888401 -2300132

Pu (g) 1.1 x 10-7 67.2102 91.4508 -149.698 64.6775 7.55133 0.161910 61.0424 82500

Pu0(g) 8 x 10-6 76.2459 1.21844 5.60209 6.68252 7.86304 0.268413 -13.8564 -21800

pug (g) 8 x 10-6 57.7505 -74.0127 193.233 -89.4502 4.11802 0.298147 -103.141 -1121002

; Np02(s) 9.0 x 10 5 -58.8124 -422.842 +1046.86 -856.425 -11.5158 25.8014 -387.249 0
h

Np0 (R) 9.1 x 10-5 -50.0787 -421.390 1043.47 -854.406 -11.4212 23.4384 -385.966 0-q 2
1

Np(g) 2.1 x 10-7 70.2202 62.5433 -107.299 48.0976 7.26330 0.164676 45.5513 111100

Np0 (g) 1.3 x 10-7 65.1694 -21.4974 57.3425 -25.4511 4.76224 0.197511 -31.9996 -1000

Np0 (g) 2.3 x 10-7 69.0206 -47.3709 125.054 -55.5514 6.02024 0.299473 -89.2915 -1080002

X + 03' +04' +05 ED(I) + 06/8 +0 7xRn(x)]+G(T) = a8 - T[ag + a2

where

x = T/10000
,

Fit only over the range 298-3000 K.
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When P(H )/P(H O) = 1, the dominant vapor species over all2 2
the pure, liquid dioxides is the vapor phase dioxide (see Figure
A-3). Relative to the corresponding monoxides and atomic vapors,
Np02(g) is more stable than either Ce02(g) or Pu02(g). Vapor
compositions over the pure liquids are, however, similar in
qualitative sense when P(H )/P(H O) = 1.2 2

When P(H )/P(H O) = 104, the qualitative similarity in the2 2
vapor compositions is no longer seen (see Figure A-4). Though
the relative contributions of dioxides, monoxides and atomic
species are similar for cerium and plutonium, these relative
contributions are quite different for neptunium over much of the
temperature range because of the apparently higher stability of
Np02(E)-

These results suggest that Ce02(/) may not be a good
representative of the vaporization of Np0 (l) . The results may,2
however, be more indicative of the poor quality of the
thermodynamic data for Np02 and the neptunium-bearing vapor
species than the errors attendant to " grouping" the vaporization
behavior of Ce02 and Np02 In any case, it is apparent that
using cerium as the representative of the group composed of
cerium, plutonium and neptunium will not lead to underprediction
of plutonium and neptunium vapor pressures.

B) Effects of Non-Stoichiometry

In the section above, it was assumed that the dioxides of
cerium, neptunium and plutonium were stoichiometric at all
temperatures and oxygen potentials. In fact, it is well-
established that cerium dioxide (18,19) and plutonium dioxide
(3,9,20) exhibit broad ranges of stoichiometry at elevated
temperatures. Above about lOOOK there are two compounds in the

2 as about 0.34 andCe-O system - Ce0 -x where x can be as large
Ce01.5-y where y is a function of temperature (19). Similarly,
there are two compounds in the Pu-O system - Pu0 -x where x can2
be as large as 0.39 and Pu01.5-

The authors are not aware of phase studies of the Np-0 system
that demonstrate the non-stoichiometry of Np02 The complexities
of fragmentary studies of the Np-0 system may well be evidence of
non-stoichiometry.

The stoichimetry of Ce0 -x or pug -x is a function of both2 2
temperature and the ambient oxygen potential. The stoichiometry
can affect the vaporization as can be seen from the following |

Igeneral reaction:
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M0 -x(s) 63 (1-x)M02(g) + xM0(g) |2

and

M0(g) + 1/2 02 tg M02 (g)

The thermodynamics of non-stoichiometric plutonium dioxide
have been extensively studied. (For a review see reference number
20.) To illustrate the effects of non-stoichiometry,
calculations including and neglecting this behavior were done and
the results are shown in Figure A-5. Data published by
Tetenbaum(9) on the free-energy of formation of Pu0 -x and the2

; partial molar free energy of atomic oxygen were used to calculate
the sum of the partial pressures of Pu(g), Puo(g) and Pu0 (g) as2
a function of the oxygen-to-metal ratio for the condensed phase.
Results are shown as a solid line in Figure A-5. Then, the sum
of the partial pressures were calculated for stoichiometric
plutonium dioxide taking as the ambient oxygen potential that
which would be in equilibrium with Puo2-x. Tetenbaum's data for
stoichiometric Pu02 were used in these calculations. The results;

are shown in Figure A-5 as a dashed line. Comparison of the)
results shows that neglecting non-stoichiometry of plutonium<

dioxide leads to over-prediction of the vapor pressure. For4

| modest non-stoichiometry the over-prediction is about a factor of
2. The over-prediction increases with the oxygen-to-metal ratio
so that for Pu01.69 the over-prediction amounts to about a factor
of ten.

The error in the vapor pressure caused by neglecting non-
stoichiometry may be compared to errors from other sources. For
instance, uncertainty in the free-energy of formation of Pu02
leads to uncertainty in the vapor pressure. The magnitude of
this uncertainty can be seen by considering the calculation of
vapor pressure over Pu02 using data provided by Tetenbaum(9) and
data provided by Greene et al . (3) . These data from Greene et al.
are recommended here. Results of calculations using the
Tetenbaum data are shown in Figure A-5 as the dashed line.
Results of calculations using the data from Greene et al. arei

! shown in this figure as the dash-dot line. The discrepancies in
! the results are not large (less than a f actor of two) and are

nearly constant over the range of non-stoichiometries shown in
Figure A-5.

Another source of error in the vapor pressure calculation is
the uncertainty in thermodynamic properties of gaseous,
plutonium-bearing, species. Typically, the limiting uncertainty
in the thermodynamic properties of gaseous species is the
enthalpy of formation. From Hultgren et al (21) the uncertainty

! in the enthalpy of formation of Pu(g) is * 500 cal / mole could be
;

,
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ascribed to these data. Pedley and Marshall (7), on the other
hand, considered the enthalpy of formation of pug (g) to be
uncertain by * 8000 cal / mole. Here the uncertainty is taken to
be * 4000 cal / mole. Greene et al. were not confident in the
thermodynamic properties of pug (g). An uncertainty of * 50002
cal / mole can be derived from second and third law analyses of;

| available data.

4 The effects of uncertainties in the thermodynamic properties
of gaseous species are shown by repeating the calculations of the
vapor pressure over Pu0 -x using data for the gases at the limits2
of the above uncertainty range. Again, Tetenbaum's data for non-

! stoichiometric plutonium dioxide were used for the calculations.
: Results are shown as dotted lines in Figure A-5. As can be seen,

the span in vapor pressures is about a factor of 10 over the4

entire range of non-stoichiometries shown in the figure. The

.

uncertainty in the vapor pressure caused by uncertainties in the
| vapor properties are consistent with uncertainties caused by

neglecting non-stoichiometry of the condensed phase.

Several analytic models of the non-stoichiometry of pug 2 have
i been developed. Bessman and Lindamer have prepared a
;i correlational model(20) . In this model the equilibrium partial

j pressure of oxygen over solid pug -x is given by:2
1

:

1.5xO-x/2)1/3'!

f-196224+40.2653-3RTlnRTlnP ,=

(1-2x)4/30
2

;
;

2
- (15170-11.80T))

* - **

| (1-h)
.

I
'

!

l

|
The free-energy of pug -x can be found from2

G (PuO2-x) = G(pug ) - G(0 ) E nP dx
2 2 O

o 2

This result, the equilibrium oxygen partial pressure, and
thermodynamic data for the vapor species are sufficient for the
calculation of vapor pressures over the non-stoichiometric solid.

t Green et al . (3) have described a somewhat more physical model
based on the equilibrium:

2Pu + + O - 67 2Pu3+ + 1/2 024 2

|
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TABLE A-3

Standard Free Energies of Formation of
pug -x and the Partial Molar2

Free Energy of Atomic 0xygen for
1600 < T < 2150KJ

AGf(pug -x) = A + BT AG(0) = A' + B'T2x
(cal / mole) (cal / mole)

A B A' B'

[A0 -249000 42.6 -204750 87.7

,

0.02 -246200 41.3 -181750 63.4

0.05 -242600 39.9 -178000 59

0.08 -239200 38.7 -173750 54.1

0.10 -237000 38 -171150 50.8

0.15 -231600 36.4 -164250 43.4

0.20 -226600 35.2 -157500 36.1

0.25 -222000 34.4 -151500 29.5

0.30 -217500 33.8 -149250 26.5

0.35 -213100 33.3 -150250 26.1

0.39 -209500 32.9 -153000 2S.9

i

!

I

l
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The model is restricted to regions for which O.005 < x < 0.1.
The equilibrium partial pressure of oxygen is given by

( ~ * 2/n(2-x) + fn K0 = 4fnnP +
2x s

where for solid pug -x2

fn Ks = 20.8 - 101600/T
The free-energy of pug -x is given by2

EI f-2(1-2x)/n(1-2x)G Pu0 =G Pu0 3 G 0 2L 2-x. 2. 2 2.

! + 4(1-x)/n(2) - 4x/n(x) - 2x - 2(2-x)fn(2-x)

+ x fn Kj s

This model is of interest because Green et al. als- provide
estimates of the effects of melting on the oxygen partial
pressure over Pu0 -x. They indicate that the range of2
applicability of the model can be extended by also considering
the equilibrium:

2Pu3+ + O - 67 2Pu + + 1/2 022 2

There are data in the literature (18) that could be used to
formulate models of the non-stoichiometry of Ce0 -x similar to2
the models developed for pug -x-2

C) Conclusions

It is apparent from the analyses presented in this Appendix
that releases of plutonium and neptunium are not underpredicted
by the grouping procedure and the use of Ce02 as the
representative of the group. To the contrary, it is apparent
that this approximation may lead to overprediction of these
releases. In the case of plutonium, the overprediction is of the
same order of magnitude as errors suggested by experimental data
for the treatment of the lanthanides as a group represented by
La2 3 The error in the predicted releases of neptunium can be0
much larger if the thermodynamic data cited here for Np0 (/) and2
neptunium-bearing vapor species are to be believed. Quite
frankly, the authors do not have confidence in these data.

|

The analyses presented in this appendix also show the need to
,

avoid any temptation to group releases if significance is to be '

attached to releases of elements not treated explicitly.
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Explicit treatment of the releases of refractory
radionuclides raises questions of.whether non-stoichiometry

1 should be ine'uded in the analyses. Results shown here for
plutonium di< .ide vaporization indicate that non-stoichiometry

| could af f ect aaporization. But, the effects are not especially
dramatic. Le complexities of reactor core melts may preclude
detailed, a priori treatment of non-stoichiometry. Effects of
non-stoichiometry may be treated adequately with empirically-
determined activity coefficients.

<

.

I

!
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!

i

!
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This document describes a model, call VAVSA, of the release of radionuclides !
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1 and generation of aerosol accompanying rea or cc e melt interactions with structural |
' concrete. The document also serves as a r's ual for an implementation of the
VANESA model as a computer code. 'Ihe tec ical ba s for the VANESA model are reviewed.
This review includes a description of the mod ics and kinetics of vaporization
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from melts sparged by gases evolving fro concrete. - thermochemistries of 25 '

; elements of interest in reactor accident . lyses are cribed. Limitations to the )rate of vaporization caused by condens . phase mass tr rt, surface processes, and I 1

gas phase mass transport are discussed. ' Limitations on t extent of vaporization
caused by the behavior of bubbles risi in a melt are tre ed. Mechanical generation
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'

considered. A description of these p ~ esses based on data gas-sparged water systems
is included in the VANESA model. Thef ocument concludes with description of a com-
puter code implementation of the VM model. This implementa n of the model was j,
used in recent assessments of the beF 'vior of radionuclides durir severe reactor
accidents. Comparisons of the predi :tions of radionuclide release -ing core debris / !

concrete interactions obtained with he VANESA model and with older els are
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presented. I
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