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EXECUTIVE SUMMARY

River Bend Station
NRC Inspection Report 50-458/97-015

This special inspection included a review of the circumstances surrounding the

September 13, 1997, unexpected increase in reactor coolant temperature which resulted in
an inadvertent Mode change from Cold Shutdown (Mode 4) to Hot Shutdown (Mode 3).
Additionally, it reviewed the October 4 loss of shutdown cooling that resulted in a reactor
coolant temperature rise of 3.4°F.

Qperations

On September 13, 1997, the plant was inadvertently allowed to transition from
Mode 4 to Mode 3 for approximately 30 minutes during a penod when 11 Technical
Specification (TS) Limiting Conditions for Operation (LCO) applicable to Mode 3
were not met (Section 01.2).

The Facility Review Committee (FRC) demonstrated weak performance by accepting
a postmodification test procedure that did not contain adequate contiols and
precautions for use during periods of high reactor decay heat rate (Section 01.2).

The inadvertent Mode change event of September 13, 1997, demonstrated
inadequate training of the operators pertaining to the meaning of reactor coolant
system temperature, (evel, and pressure indications monitored with ahernate
methods of reactor coolant circulation (Section 01.2).

The Shutdown Operations Protection Plan (SOPP) shutdown cooling guidelines and
contingency actions failed to adequately address the "time-to-boil” curves located in
Attachment 10 of Procedure OSP-0037, and specify which actions were to be
performed to ensure there was sufficient transition time betwesn shutdown cooling
method changes (Section 01.3).

Followup actions to Operating Event 94-25 were not comprehensive in that the
licensee missed an opportunity to establish a means to monitor reactor coolant bulk
temperature with no reactor recircuiation pumps in operation (Seztion 01.3).

Inadequate procedural controls over outage bus restoration contributed to an
inadvertent isolation and resu'tant loss of shutdown cooling for 17 minutes
(Section 01.4).

The operators involved 'n outage bus restoration and coordination demonstrated
poor performance in that, as a team, they failed to be knowledgeable of the impact
of breaker closures o, existing plant conditions (Section 01.4).

Operations procedures for establishing and controlling shutdown cooling did not
have sufficient instructions to protect key shutdown cooling paths, Instead, the
licensee relied upon sufficient operator knowledge of plant conditions to ensure
adequate shutdown cooling (Section O1.4).



. Poor judgement was exercised by control room supervision and the bus coordinator
by not taking the time to ensure there was a control room brief on the busses to be
restored. This denied control room personnel scrutiny over the actions to be taken
that could effect plant conditions (Section 01.4).

. Control room supervision failed to intervene and terminate bus restoration activities
upon a loss of shutdown cooling event until the cause was established to prevent a
recurrence. Consequently, the second valve closed inadvertently when the motor
operator was energized (Section 01.4).

Engineering

. Engineering failed to develop and implement a postmodification test procedure that
adequately addressed the applicable precautions associated with performing the
Alternate Decay Heat Removal (ADHR) System test during a time when decay heat
rates were high (Section 01.2).

. The licensee's shutdown equipment out of service (EOOS) monitoring program and
Outage Review Assessment Team (ORAT) risk review provided a comprehensive
assessment of steady state shutdown risk based on decay heat, decay heat removal
system availability, and vessel water level. However, the licensee's staff failed to
effectively integrate the plant's shutdown risk with actual plant conditions,
equipment configurations, and planned eolutions (Section 01.3).



Report Details

was sh

September 1 1997

in preparation for
QOutage nspection, the

on ¢ 1is 1 n, the plant wasg either in Mode 4

|, Operations

Conduct of Operations (71707)

Summar
w1¥) 1ary

f Inadvertent ';A‘ 1e ( ":\"J(' t»!" t

On September 13, 1997

with the plant in Mode 4, the
the ADHR functi

ensee commenced testin
n of the suppression

poo! cleanup syster

y n initially, reactor
ated 129°F at the shut

coolant temperatures 1ndi aowr oung heat exchanger
(RWCU) system regenerative heat exchanger
a.m., shutdown cooling was secured to permit placing ADHR in
RWCU temperature approached 160°F
vice, the ADHR heat ex

ambient to 210.7°F in 11

niet and at the reactor
Wet, At 11:47

water cleanug

SErvice At 1.24 p.m
placed ADHR in ser

When the operators

hanger iniet temperature Ing reased trom

minutes while the temperature at the RWCU system

increased to 168°¢F By 1:41 p.n the ADHR heat exchanger inlet temperature
gecreased 1o less than ZOU° f The h

censee subsequently

had

concluded that the plant
nadvertently entered } § r coolant average temperature greater than
200°F) tor appr imately nutes with a maximum average temperature of

¢ } At appr TaaY 1 [ ADHR indicated 14 F while RWCU indicated

t




of . | Fing

On September 12, at 1 a.m., River Bend Station entered Refueling Outage 7. At
4:30 p.m., reactor coolant temperature was 131°F as read at the RWCU
regenerative heat exchanger inlet. At this time, the licensee shifted shutdown
cooling from Residual Heat Removal (RHR) Pump B to RHR Pump A. During the
20-minute period when shutdown cooling was off, reactor coolant temperature
increased about 10°F, as indicated at the RWCU regenerative heat exchange inlet.
Reactor level increased by 100 inches. The licensee considered that with shutdown
cooling secured, reactor coolant temperature would increase at a rate of
approximately 10°F over a 30-minute period.

On September 13, at 1 a.m., maintenance personnel respanned the shutdown range
reactor vessel level transmitter and disconnected the reference leg from the
transmitter as a normal part of preparation for reactor vessel head removal. This
action caused the level transmitter to read direct water pressure for level indication
rather than differential pressure between the reference leg and variable leg. Any
pressure perturbation within the reactor vessel was then read as a level change.

At 4:50 a.m., the reactor head vents were tagged closed to support reactor vessel
head disassembly.

At 7:30 a1+ the FRC was convened to review and approve Post Modification Test
Procedure & “-0010-PMT-04, "ADHR System Initial Operation,” Revision 1. The
FRC had not tu .. «wed the original version of the procedure because it was only a
data gathering document. Revision 1 incorporated information from a draft system
operating procedure for the new ADHR system, which was needed to line up and
operate the systemn during the test. Because the procedure contained operational
instructions which would affect safety-related components, the licensee's
administrative controls required an FRC review. The inspectors reviewed the FRC
meeting minutes for Meeting 97-058, dated September 24, 1997, and noted that
although the FRC asked many questions, such as how, and to what limits,
temperatures would be monitored, the subject of "time to boil" was not addressed
during their discussion of the time it would take to transition from normal shutdown
cooling to ADHR. The FRC accepted the procedure on the basis that the test would
be aborted and normal shutdown cooling restored it reactor coolant temperature
reached 160 °F.

At 9 am., a shift briefing was held in the control room. Among other precautions,
the briefing addressed the 160°F limit imposed by the test procedure. At

11:35 a.m., another briefing was held by the test engineer, as documented in the
control room log.



At 11.47 a.m., the RHR A shutdown cooling heat exchanger inlet temperature was
compared with RWCU regenerative heat exchanger inlet temperaturc. They were
determined 'o be in agreement. The control ruom log noted that the reactor coolant
temperature was 129.2°F at this time. RHR Pump A was secured and the operators
commenced placing the new ADHR system in service. Ouring this pecriod, RWCU
was circulating and there were no reactor recirculatior  'mps running. Reactor
vessel water level was approximately 196 inchee, which was conducive for natural
circulation within the vessel. The minimum level for natural circulation was 7€
inches.

At 12:47 p.m., RWCU was indicating 138°F. The operators were monitoring
temperature frequently as RWCU temperature approached the 160°F prcoedural
limit. Subsequently, as the operators were opening the ADHR path to the reactor
vessel, which was the RHR Pump C injection valve, reactor vessel level increased
from 196 inches to 220 inches over a 13-minute period and tripped the high level
annunciator. Operators responded by taking action to reduce ievel to ensure that
reactor coolant was not flowing into the reactor cavity. Additionally, refueling
personnel were questioned as to what they were doing at that time. The operators
did not recognize that the 24-inch level increase was due to the level instrument
reference leg being disconnected and vented as discussed earlier. The 24-inch level
increace was later determined to be the level instrument's response to slight
pressurization of the reactor vessel (i.e., approximately 0.9 psig).

At 1:24 p.m., as the RWCU temperature approached 160°F, the ADHR system was
placed in service. At 1:?5 p.m., the reactor core isolation cooling spray injection
line flange was disconnected from the reactor vessel by refueling personnel. This
provided a larger verit path for the reactor vessel, and what started as a small
amount of vapor became a cloud of vapor. This activated smoke detecting frre
alarms in the area. The radiation protection supervisor on the refueling floor
evacuated the area at 1:31 p.m. Air samples taken during this event showed a
slight increase in iodine, particulate, and noble gases. The area was properly
controlled by radiation protection personnel.

By 1:35 p.m., 11 minutes after ADHR was placed in service, the temperature of
reactor coolant entering the ADHR heat exchanger had increased from ambient to
210.7°F. In addition, RWCU was indicating 168°F.

At 1:41 p.m., the ADHR inlet temperature decreased below 200°F, and by

2:31 p.m., the temperature was 158.3"F. Although this temperature was recorded
as being above 200°F for 12 minutes, the licensee recognized that this was a
mixture of stratified water which reflected higher temperatures in the core area for a
longer period of time. Engineering evaluations deterrained that the «/erage reactor
coolant temperature reached approximately 205 F, and remained above 200 F for
approximately 30 minutes.



During the wpproximately 30-minute period in which the average reactor coolant
temperature was greater than 200°F, the plant was in Mode 3, as defined in 78 1.1.
At this time, 11 TS LCOs applicable to Mode 3 were not met. For example, primary
and secondary containment and drywell integrities were not set, the Divisions { and
Il emergency diesel generators were inoperable, and the Division | safety-related
battery was inoperable. TS 3.0.4 states, in part, that when an LCO is not met,
entry into a mode or other specified condition in the applicability shall not be made.
Entering Mode 3 without satisfying the applicable LCNs is an apparent violation of
18 3.0.4 (50-458/97015-01).

The inspeciors noted that there was a significant difference between the flow path
for AUMR and the flow path for normal RHR shutdown cooling and RWCU. Both
ADMHR and RHR tzke a suction from the reacior down comer annulus; however,
normal RHR shutdown cooling return is via the feedwater sparger, which is also in
the down comer annuli's, ADHR return is via the RHR C injection line through the
core shrouc directly into the reactor ccre. With ADHR operating at 2300 gpm and
RHR operating at 5000 gpm, good mixing and circulation occurs with or without the
reactor racirculating pumps cperating. RWCU takes & si:ction from three points,

the bottom head drain and each of the recirculation luvops. Without forced
circulation, however, a cooler mix of reactor coolanrt could be delivered to the
RWCU regenerative heat exchang i inlet, where the temperature was monitored as
the average reactor coolant temperature, during reduced flow conditions. General
Electric Service Information Letter 357, d=ted June 1981, discussed that while in
the coid shutdown mode with both recirculation loops off, it is possible to have
vessel water thermal stratification with the RHR shutdown cooling syster operating
in a throttied mode. The letter also stated that without sufficient circulation, the
RWCU system oottom drain and recirculation system thermocouples would register
significantly lower than the temperature at the surface of the water. This was
experienced in this event.

The inspectors noted during the review of Procedure MR-95-0010-PMT-04, that
there were no precai:tions related to performing the test soon after shutdown when
decay heat rates were high, nor did the procedure address the "time-to-boil" curves,
which were avai'atle to the operators. The inspectors concluded that the procedure
W 's .nadequate to the safe implementation of the ADHR test, and as such, is an
apparent violation of TS 5.4.1.a (50-458/97015-02).

During the vourse of this inspection, the inspectors reviewed Procedures OSP-0041,
"Alternate Decay Heat Removal,” Revision 1, Abnormal Operating

Procedure AOP-0051, “Loss of Decay Heat Removal," Revision 7, and System
Operating Procedure SOP-0140, "Suppression Pool Cleanup and ADHR," Revision 2.
The inspectc. s noted that these procedures did not address precautions associated
with transitioning to ADHR when decay heat rates were high, and that
representative reactor coolant temperature monitoring was ensured. As an



improvement item, the inspectors noted that the SERT recommended that the
licensee consider incorporating precautions or instructions to address these

concerns.

The SERT performed a root cause analysis of the event. Three categories o' root
causes consisting principally of the following were ident:fied:

(1) Ineffective Change Management of Complex Systems

Risks and potential consequences involved in cond >ting the £NHR
test shortly after shutdown were not adequately addressed, in view of
the additional time required to transition from normal snutdown
cooling to the ADHR configuration.

Operators believed that RWCU provided a representative sampling .
average reactor coolant temperature based on past experiences.

The impact of changing the reac.or vessel shutdown level instrument
to a direct reading pressure instrumeni ‘was not recognized.

(2) Inadequate Management Oversight

Personnel did not adequately evaluate the ADHR modification and
testing processes to determine the impact of performing the ADHR
test early in the refueling outage.

The FRC review of the proposed ADHR test did not identify the wnpact
of the test on the plant,

(3) Inadequate Use of Available Knowledge Resources

Previous industry operating experience was not effectively utilized to
prevent problems.

Use of "time-to-boil" curves to predict and monitor reactor vessel
heatup was not recognized as an available information sour 2=,

The SERT developed corrective actions that addressed the causes identified. Briefly,
they are summarized as follows:

. Training of operators, engineers, and outage m ~aigement.

b Evaluate remaining outage activities for similar impact.

Revise the appropriate procedures w'th lessons learned from this event.



. Issue an industry operating experience notice on this event.
. Evaluate the postmodification tect development process controls.
. Commission a Quality Action Team or Natural Work Team to address the

process of outage risk assessment.

The licensee issued License2 Event Report 50-458/97-006 on October 14, 1997,
which addressed this event.

The SERT found that the actual safety consequences were negligible. The duration
of steamii.g on September 13 was approximately 15 minutes, and airborne radiation
levels in the area of the reactor were marginally above the levels requiring the area
to be posted as an airborne radiation area. Surveys at the entrances to the primary
containment indicated that there was no release to the environment; thus, potential
safety consequences were minimal. With no operator actions, ad no alternate
shutdown cooling assumed, core uncovery would not have occurred for 7 hours.
Within 20 minutes, the operators could have restored either division of normal
shutdown cooling, or placed any of the five coolant injection/spray pumps into
service to provide makeup water and core cooling.

Conclusions

On September 13, the plant was inadvertently allowed to transition “‘om Mode 4 to
Mode 3 for approximately 30 minutes during a period when 11 TS LCOs apolicable
to Mode 3 were not met. An apparent violation was identified for failure to comply
with TS 3.0.4

The inspectors found that the operators' assumption that reactor coolant
temperature would only increase at 10°F in a 30-minute period was iivalid and
should have been closer to 10°F in a 15- to 20-minute period.

Engineering failed to develop and impiement a postmodification test procedure that
adequately addressed the applicable precautions associated with performing the
ADHR test during a tima when decay heat rates were high. An apparent violation
was identified for failure to maintain an adequate procedure.

In view of the high reactor decay heat rate, the FRC demonstrated poor performance
by accepting a postmodification test procedure that did not contain adequate
controls and precautions.

This event demonstrated inadequate training of the operators on the meaning of
reactor coolant system temperature, level, and pressure indications when alternate
methods of reactor coolant circulation are in place.



0.3 Shutdown Risk Beview
v Inspection Scope

The inspectors reviewed the licensee's shutdown risk assessment processes
including the shutdown EOOS monitoring program and its implementation, the ORAT
activities, and the SOPP.

- : | Find

The shutdown EOOS monitoring program we * used to previde a steady state risk
assessment for reactor coolant system boiling and core damage. Shutdown EOOS
training was provided to the uperators during requalification trairing in 1997, This
nutage was the first time the shutdown EQOS was used.

The licensee's shutdown EOOS model assessed three levels uf decay heat (high,
medium, and low) and considerad the vessel wate. level (reactor flange or greater
than 23 feet). This provided different time to boiling estimates and core damage
frequencies based on decay heat, water inventory, and system or component
availability, The model considered the decay heat removal systems that were
available but di.d not account for the time required to place a system in service, to
rotate equipment, to test, or to place backup systems in operation.

Different sucress paths to prevent bo'ling and core damage were assessed. For
example, RWCU would not prevent core boiling in high or medium decay heat
periods but provided a success path during a low decay period. Additional aecay
heat removal success paths, such as decay heat removal system operation by
circulating reactor coolant through the refueling pool, were accounted for when the
w-ter leve, was above 23 feet.

The shutdown EOOS model was capable of evaluating transition periods by
reviewing each period separately; however, it considered the systems that were
available but not, necessarily, those that were running. For example, during the -
hour and 37-minute period on September 13, 1997, (high decay hoat and vessel
level at the flange) the licensee had rno decay heat removal system in operation;
however, the systems were available and would have shown a shutdown safety
function defense in depth color code of green (highest level of safety and defense in
depth). A transitional risk assessment with no cecay heat removal system in service
and the systems unavailable because of the time required to align them for decay
heat removal, would have shown the shutdown safety function defense in depth
color code red (failure to meet an adequate level of safety and defense in depth).

Prior to Refueling Outage 7 the licensee performed an integrated review of the
Level li outage schedule using the shutdown EOOS monitoring program. An ORAT
reviewed the outage risk profile and contingency actions to be put in place for "high



risk activities (orange).” The ORAT review included decay heat removal, inventory
control, AC power control, and reactivity control. The ORAT identified that the
placement of the ADHR system in service had the patentia! to drain the reactor
vessel under certain conditions. Therefore, a contingency plan was developed to
address this concern. The ORAT also considered the higher decay heat lcads which
would exist during the refueling outage, and the limitations on the use of ADHR
methods (i.e , use of RWCU). However, the impact of the time needed to place a
decay heat removal or alternate decay removal system in service was not
specifically considered.

Procedure OSP-0037, "Shutdown Operations Protection Plan,” Revision 5, provided
steady function color states for available systems, different decay heat levels, and
vessel level. Thermohydraulic curves (“time to boil" based on vessel level and days
following reactor shutdown) were provided in Attachment 10; however, these "time-
to-boil" curves were not tied directly to the shutdown cooling guidelines

(Section 4.2) or the contingency plans (Section 5.1). The SOPP shutdown cooling
guidelines and contingency actions were demonstrated to be inadequate to ensure
the transition of available and operating decay heat removal systems prior to the
reactor entering Mode 3. The time required to transition the ADHR system from
being available to being in operation was not integrated with the time to boil.
During the transition from normal shutdown cooling to the ADHR system (no decay
removal systems were in operation), the reactor entered Mode 3. The inspectors
determined that tnese sections of the SOPP procedure were inadequate to ensure
that there was sufficient transition time between securing or inadvertently losing
normal shutdown cooling, and establishing suitable alternate shutdown cooling to
prevent lost of reactor coolant temperature control, or inadvertently, entering a
mode change when the applicable LCOs were not met. This is another example of
an apparent violation of TS 5.4.1.a (50-458/97015-02).

The inspectors reviewed the licensee's actions taken for Operating Event 94-25,
"Hope Creek RHR Shutdown Cooling Bypass Event.” The licensee's representative
had recommended, in part, that the event specifics and lessons learned be Jdiscussed
with all operations personnel prior to Refueling Outage 6 (i.e., the significance of
maintaining 75 inch reactor pressure vessel water level when no recirculation pumps
were running and how this impacted where to specifically monitor oulk coolant
temperature). The operating experience tracking log identified that the Hope Creek
event was covered during Operator Requalification Training, which was completed
October 27, 1995. The inspectors reviewed this lesson plan and noted that the
event review had not included a discussion of wt are to monitor bulk coolant
temperature.



01.4

Conglusions

The inspectors found thai the shutdown EOOS monitoring program and the ORAT
risk review previded a comprehensive assessment of steady state shutdown risk
based on decay heat, decay heat removal system availability, and vessel water level.
However, the licensee had not integrated into the shutdown risk model the impact
of decay heat removal systems being "unavailable” because of the time required to
reangn or reestablish these systems. The SOPP did not integiate the availability of
decay heat removal systems during transition periods with the thermcnydraulic
curves.

The SOPP shutdown cooling guidelines and contingency actions failed to adequately
address the "time-to-boil" curves located in Attachment 10 in the procedure, and
specify actions needed to ensure there was sufficient transition time between
shutdown rooling method changes. An apparent violation was identified for failure
to maintain an adequate procedure.

Followup #ctions to Operating Event 94-25 wery .0t comprehensive. The
inspectors determined that the licensee missed an opportunity to estubiish a means
to monitor reactor coolent bulk temperature when no reactor recirculation pumps
were in operation.

Loss of Shutdown Cooling Event of October 4, 1997
Inspection Scope

The inspectors reviewed the circumstances surrounding the October 4, 1997, loss
of shutdown cooling caused by an inadvertent isolation of the shutdown cooling
suction path. Key personnel were interviewed, and control room logs, procedures,
and the licensee's root cause analysis activities were reviewed.

On October 4, 1997, the Division |l electrical busses were being restored from
outage activities. A "Bus Coordinator,” who was a licensed operator, was
designated to coordinate the restoration between the operators assigned to perform
the breaker and switch lineups and the control room. The resto: ation was to be
performed in accordance with Procedure OSP-0018, "Electrical Bus Outages,”
Revision 5. This procedure implemented a switch and breaker lineup database,
which was printed in the format of standard lineup sheets. The lineup sheet
(Attachment 24 to Procedure OSP-0019) for the restoration of Motor Control
Center EHS-MCC2K was already marked with the requirec restoration positions by
the previcus shift bus coordinator, and the associated precautions were attached as
Enclosure 24 to Procedure OSP-00189.



The bus coordinator atterrpted to discuss the upcoming bus restoration tasks with
the Operations Shift Superintendent; however, the Uperations Shift Superintendent
was involved in many other tasks and could not be engaged in the discussion. The
bus coordinator then held a briefing with the operators that were assigned to
perform the lineups. The breakers addressed on the Enclosure 24 sheet were
discussed, (i.e., for certain breakers, ensure that isolation signals were reset before
closing the breakers). The operators were also cautioned to watch for danger tans
or administrative hold tags.

During the restoration of the electrical breakers in Motor Control

Center EHS-MCC2K, an operator came to Breaker 4A, which controls

Valve E12-MOVF009 (inboard suction for normal shutdown cooling). The operator
found no tags on the breaker, or precautions on Enclosure 24, so he closed the
breaker in accordance with the lineup sheet, however, a leak detection isolation
signal was present because the leak detection panel was deenergized for the outage.
When power was restored to Valve E12-MOVF009, the valve automatically closed.
AHR Pump A then tripped on the loss of suction source logic, and shutdown cooling
was lost.

Because the isolation signal v. - d not be reset in a timely manner, the operator was
instructec to open Breaker 4A, and another operator was dispatched to manually
open Valve E12-MOVF009. Shutdown cooling was restored within 17 minutes after
the loss: as a result, reactor coolant temperatuie increased from 97°F to 100.4°F,

Following resumption of shutdown cooling, the operator continued with bus
restoration activities. Approximately 1 hour later, the reactor coolant rejection to

- dwaste Valve E12-MOVF049 stroked closed because of the same leak detection
isolation signal. Again, the control room directed the breaker to be opened, and the
valve was manually opened within 6 minutes. Valve E12-MOVF049 was in the
drain path for reactor vessel water level control.

The inspectors revie. 1 Enclosure 24 of Procedure OSP-0019, and found
incomplete breaker designations, possibly indicating that the database printout was
missing information that could be critical to safe restoration. Neither the bus
coordinator nor the operators questioned the incomplete breaker des:gnations. In
addition, the enclosure did not recommend verifying the position of Breaker 4A to
ensure that isolation signals were reset during restoration. Because the procedure
listed specific breakers for which the isolation reset should be verified, the operators
could have been led to believe that Breaker 4A was not applicable. As such, the
inspectors concluded that Procedure OSP-0019 was inadequate. This is another
example of an apparent violation of TS 5.4.1.a (50-458/97015-02).

The inspectors also reviewed System Operating Procedure SOP-0031, "Residual
Heat Remova!,” Revision 21, and Technical Section Procedure TSP-0052,
"Shutdown Cooling Reliability During Cold Shutdown or Refueling Outage,”
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. Procedures were revised to incorporate administrative controls over protected
shutdown cooling components,

. Errors and omissions in Procedure OSP-0019 enclosures were corrected.
. Task descriptions for operations outage task coordinators were developed.

The licensee has indicated that a licensee event report would be submitted as
required by 10 CFR 50.73.

The safety consequences of the above loss of shutdown cooling were minimal. The
plant had been shut down for 29 days, and the approximate time to boil was

4 hours at the time. Shutdown cooling was restored in 17 minutes witl, a resultant
3.4°F increase in reactor coolant temperature. The inadvertent clusure of

Valve E12-MOVF049 constituted a 6-minute loss of the reactor water reject flow
path, which was an operational inconvenience.

Conglusions

Inadequate procedural controls for bus restoration contributed to the loss of
shutdown cooling for 17 minutes. An apparent violation was identified for the
failure to maintain adequate procedures.

The operators involved in bus restoration ard coordination demonstrated poor
performance in that, as a team, they failed to be knowledgeable nf the impact of
breaker closures for the existing plant conditions. They further demonstrated a lack
of attention to detail in accepting a bus restoration lineup sheet with an incomplete
printout of precautions to be taken.

Poor judgement was exercised by control room supervision and the °. is coordinator
by not taking the time to ensure there was a control room brief pertaining to the
busses which were to be restored, thus denying control room personnel scrutiny
over the actions to be taken that could effect plant conditions.

Control room supervision failed to intervene and terminate bus restoration activities
upon loss of shutdown cooling until the cause was established to prevent a
recurrence. Consequently, a second valve closed inadvertently when the motor
operator was energized.

Operations procedures associated with the establishment and maintenance of
shutdown cooling did not have complete positive instructions to administratively
protect key shutdown cooling paths, but, rather, the licensee relied upon nperators
to be sufticiently knowledgeable of plant conditions and to take appropriate actions
to protect the integrity of shutdown cooling.



V. Management Meetings

X1 Exit Meeting Summary

The inspectors presented the inspection results to member- of licensee management at the

onclusion of the inspection on October 17, 1997, The liccnsee acknowledged the findings

presented

The inspectors asked the licensee whether any materiais examined during the inspection

should be considered proprietary. NO proprietary information was dentitied
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LIST OF ACRONYMS USED

ADHR
EOOS
4
FRC

LCO
ORAT
PDR
psig
RHRA
RWCU
SERT
SOPP
18

alternate decay heat removal
equipmert out of service

de rees, fahrenheit

Facility Review Committee
gallons per minute

limiting condition for operation
Outage heview Asiessment Team
publiz document room

pounds per square inch gage
residual heat removal

reactor water cleanup

Significant Event Response Team
Shutdown Operations Protection Plan

Technical Specification



