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ABSTRACT

This three-volume report contains papers presented at the Twenty-Sixth Water
Reactor Safety Information Meeting held at the Bethesda Marriott Hotel, Bethesda,
Maryland, October 26-28, 1998. The papers are printed in the order of their
presentation in each session and describe progress and results ofprograms in nuclear
safety research conducted in this country and abroad. Foreign participation in the
meeting included papers presented by researchers from France, Germany, Italy,
Japan, Norway, Russia, Sweden and Switzerland. The titles of the papers and the
names of the authors have been updated and may differ from those that appeared in
the final program of the meeting. -
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ISSUES IN THE DESIGN OF HUMAN-SYSTEMS INTERFACES TO DIGITAL SYSTEMS

John O'Hara and William Stubler
Brookhaven National Laboratory

Upton, New York |

Joel Kramer
U.S. Nuclear Regulatory Commission

Washington, DC

The U.S. Nuclear Regulatory Commission's (NRC) human factors engineering (HFE) design review
guidance is described in:

NUREG-0800, Chapter 18 of the Standard Review Plan (NRC,1996),*

NUREG-0711, Human Factors Engineering Program Review Model (O'Hara, Higgins, Stubler,*

Goodman, Eckenrode, Bongarra, and Galletti,1994), and

NUREG-0700, Revision 1, Human-System laterface Design Review Guideline (O'Hara , Brown,*

Stubler, Wachtel, and Persensky,1996).

While the NUREGs -0800 and -0711 mainly address the process aspects of HFE considerations,
NUREG-0700 addresses the detailed implementation of a human-system interface (HS1) design.

In the development of NUREG-0700, Rev 1, several topics were identified as " gaps" because there was
an insufficient technical basis upon which to develop guidance (O'Hara,1994). One gap was hybrid
HSIs; i.e., HSIs that result from the combination of digital and tradition HSI technologies. New
demands may be imposed on personnel for the operation and maintenance of these systems. These
demands may result from many factors including: characteristics of the new technologies, characteristics
of the mixture of new and traditional technologies, the process by which the hybrid HS1 is developed and
implemented, and the way in which personnel are prepared to use the hybrid HSI.

The NRC is currently sponsoring research to (1) better define the effects of hybrid HSIs on personnel
performance and plant safety; and (2) develop HFE guidance to support safety reviews in the event that a
review of plant modifications involving a safety-significant aspect of HSIs is necessary. This guidance
will be integrated into existing regulatory guidance documents and will be used to provide the NRC staff
with the technical basis to help ensure that the modifications or HSI designs do not compromise safety.

HSI technology changes and their potential effects on personnel performance were identified based upon
published literature, interviews with designers and subject matter experts, and plant visits (O'Hara,
Stuble , and Higgins,1996). The topics were evaluated with respect to their potential safety significance
(Stubl er, Higgins, and O'Hara,1996). One topic found to be potentially significant to safety and selected
for t% development of HFE guidance was Design Analysis, Evaluation, and Implementation of Hybrid |

H61s.

I
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This topic addresses analyses and evaluations conducted during the design of upgrades and the way
upgrades are introduced into the HSI and incorporated into plant operating practices. Important
considerations included the effects upon personnel of temporary and changing HSI configurations, which
result from the installation of HSI upgrades. Additional considerations include training ad personnel
acceptance of HS1 changes. Thus, the topic addresses the life cycle of an HSI upgmde from initial
planning through design, evaluation, and installation. i

With regard to its application to hybrid HSIs in the context of plant modifications, the existing guidance i

Iis also limited in an additional way. While the guidance provides for tailoring of the review methods and
criteria to the unique circumstances of an individual review, no guidance is available to assist in the
identification of the process elements and criteria that are necessary. The extent of plant modifications
can range significantly, e.g., for a replacement "in-kind" of a single HSI component to an extensive
control room modification from analog to digital technology. Thus, when and where to apply that
guidance that is available needs to be addressed.

The objective of the phase of the research that is reported in this paper was to develop human factors
review guidance addressing the process by which hybrid HSIs are developed, implemented, and
integrated into plant operations. To support this objective, several tasks were performed including:

)
Development of a technical basis using human performance research and analyses that are relevant to*

upgrades,

Development of HFE review guidelines in a format that is consistent with existing NRC review*

guidance, and

Identification of remaining i; sues for which research results were insufficient to support the.

development of NRC reviev guidance. j
|
I

The status of each will be briefly addressed below (see Stubler, O'Hara, and Higgins, in preparation, for

additional detail).

Technical information related to system development and n.odification was reviewed in order to identify
the effects of upgrades on personnel performance. The technical information included basic HFE
literature, HFE literature pertaining to complex human-machine systems, and industry experience gained
from site visits, interviews, and literature. In addition to performance effects, the types of knowledge and 1

skills that are needed to adapted to an upgrade were identified.

This information was used to develop a characterization framework for describing key characteristics of
hybrid HSis that are important to HFE reviews. This information also served as the technical basis upon
which design review guidelines were developed. The NUREG-0700 guidance development
methodology was used to convert this technical basis into technically valid review guidance (O'Hara,
Brown, and Nasta,1996).

2



The guidance addressed the design process and was organized according to the 10 review element of the
NUREG-0711i

. HFE Program Management (Element 1)*

Operating Experience Review (OER) (Element 2)*
*

Functional Requirements Analysis And Allocation (Element 3)*

Task Analysis (Element 4)*

Staffing (Element 5)*

' * Human Reliability Analysis (Element 6)
Human-System Interface Design (Element 7)*

Procedure Development (Element 8) ,

*

Training Program Development (Elcment 9)*

* . Human Factors Verification And Validation (Element 10).

Within each element, the guidance was further organized into four categories. The first category
described the conditions under which the particular NUREG-0711 element is relevant to the review of
upgrades. The second category included guidance from the NUREG-0711 that was modified to focus on
characteristic.s and considerations that are relevant upgrades. The third category included guidance that
was specifically relevant to upgrades but did not currently appear in the NUREG-0711. The fourth
category included considerations that have potential applications beyond upgrades and are possible
additions to the more general guidance of the NUREG-0711. |

I
In the course of the guidance development process, several human performance issues associated with
upgrades were identified that could not be addressed with the available technical basis. They represent
topics for which further research is, necessary. These issues include:

The role of HS1 consistency as applied to traditional and digital HSIs*

The effects of HSI design on crew coordination and cooperation*

The role of training in HS1 skills*

The effects of the installation process for HS1 upgrades upon personnel performance*

Personnel acceptance of upgrades.*

In conclusion, design review guidance addressing the design, evaluation, and implementation
considerations of HS! upgrades has been developed. This guidance complements the design review
guidance that was already developed in other phases of the project to address the characteristics
associated with specific tecnnologies such as soft controls (Stubler and O'Hara, in preparation), advanced
information systems (O'Hara and Higgins, in preparation), computer-based procedures (O'Hara, Higgins,
and Stubler, in preparation), and digital system maintenance (Stubler and Higgins, in preparation).

All of the guidance was peer reviewed and revised accordingly. The guidance documents are expected
to be published in 1999.

|
|
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Abstract: Fault coverage is an important parameter in measuring system dependability. It can be derived
via analytic models or statistical estimation. The analytical models represent the fault behavior and are
embedded within the overall system model, and generally solved using behavioral description. Statistical
estimators use data collected from physical models to derive coverage estimates. The estimates are derived
using variance reduction techniques that require a priori knowledge of the distribution of the system's fault
data. If the assumed distribution differs from the actual distribution for the fault data. then the accuracy of
the coverage estimate is questionable.

1. Introduction

The sensitivity of dependability metrics to slight variations in fault coverage is well documented
[6], [16], [19]. Specifically, a small change in coverage can result in great variations in these metrics.
Therefore, it is imperative that an accurate estimate of fault coverage be made. It is the purpose of this
paper to survey the various methods that are cun ently used to model and to estimate fault coverage.

There are both mathematical and qualitative expressions for fault coverage. The mathematical
definition is that fault coverage C, is the conditional probability that a system recovers given that a fault
has occurred [6]. It is written as

C = P(fault processed correctly | fault existence) (1)
Qualitatively, coverage is a measure of the system's ability to detect, locate, contain and recover from the
presence of a fault. There are four primary types of fault coverage available: (1) fault detection coverage:
(2) fault location coverage (3) fault containment coverage: and (4) fault recovery coverage. Thus, the term
faultprocessed correctly implies at least one of the four coverage types. A more detailed description oithe
fault coverage types follows.

.

Fault detection coverage is the system's ability to detect a fault. For example, a typical system
requirement is that a certain percentage of all faults must be detected. The fault detection coverage is then
a measure of the ,ystem's ability to meet the desired fault detection requiremere. Fault location coverage
measures a system's ability to locate the cause of faults. A typical system requirement is that faults within
replaceable components must be located. Hence, fault location coverage is a measure of the success with
which such faults are located. Fault containment coverage measures a system's ability to contain faults
within a predefined boundary. For examp'e, if a fault in a sub-system is detected and located, then
preventing the effects of the fault from propagating in the system is a measure of fault containment
coverage. Finally, fault recovery coverage measures the system's ability to automatically recover from i
faults and to maintain the correct operation. If a system is required to possess a high fault recovery
coverage, then it must also possess high fault detection, fault location and fault containment coverages
[19].

The type of coverage required is highly application specific. For example, fail-safe systems require
specific knowledge of the fault detection coverage. Conversely, highly-reliable systems that use sparing
techniques (19] require knowledge of the fault recovery coverage. Regardless of the type of coverage
information that is required by a system, the methodology used to estimate the coverage parameter is the
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same. Throughout the remainder of this paper, fault coverage is defm* ed to mean any of the four fault
coverage categories that are required for a given application.

Fault coverage is examined in two distinct ways: (1) coverage modeling and (2) parameter
estimation. As its name implies, fault coverage modeling is a development of a model for the response of a
component to the occurrence of a fault. Parameter estimation is needed for values that are required by
coverage models. The parameters can be estimated by inserting faults into a given system prototype /model
and collecting the required data. There are three primary types of models used in examining coverage [7]:

(1) ariomatic models: analytical models used to model structure and the dependability and/or
performance behavior of a system [3].

(2) empirical models: statistical models used to model complex and detailed descriptions of a
system's parameter (s) using data collected from physical models.

(3) physical models: prototypes that actually implement the hardware and/or the software of an
actual system.

These models allow for different levels of abstraction to be identified during testing as shown in
Figure 1. The axiomatic models measure the dependability metrics. In these models, the behavior of a )

Axiomatic Models

!
Dependability Metrics

I \
Parameter Estimation

i
i i i | |

Analytical Expert Worst Empirical Models Physical Models
Models Opinion Case l | )

Statistical Prototype
Analysis-

I
| Data |i i

Traditional VRT
,

Figure 1. Coverage modeling hierarchy

faulty component is represented and fault coverage is a parameter. The parameter values used are
approximations derived from expert opinion, other high level analytical models or they are estimated using
empirical and physical models. An overview of axiomatic coverage models is presented in section 2. If

!statistical estimation is employed, then empirical models derive parameter estimates, including fault
coverage. from data collected from physical models. The process used for parameter estimation is shown
in Figure 2. Such empirical approaches are discussed in section 3. The parameter values are obtained via
fault injection [3], [5], [15), [33] performed on physical models, which are discussed in Section 4.

2. Axiomatic Models of Fault Coverage

Axiomatic modeling of fault coverage is a behavioral representation of a system's response to
faults. These models are embedded in the overall system model, and the actual number of coverage models
required is a function of the system under test. There have been numerous refinements to the axiomatic
fault coverage models and the various models that have been developed are presented in the following
sections. These models are categorized into two sections: error handling without time limitation and error
handling with time limitations..

2.1 Error Handling Without Time 1. imitations

The initial iteration of fault coverage models ignores any type of interference that could occur
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Figure 2. Parameter estimation hierarchy

during error handling, and typically consist of various forms of Markov and semi-Markov models. In these
models, it is assumed that the time spent in states handling errors is negligible with respect to the time
spent in states where errors are not present.

2.1.1 Permanent Effective Error Model [16]

The model, shown in Figure 3. depicts the effect of a fault and its resulting error. The fault

# ' ' Coverage i

Detect = Locate = Recover O
Success

i1-c,f
1-cd V 1-ce er

i

Coverage me
Failure

Figure 3, Permanent effective error model (16]

coverage for the system is given by
edx c,f x c,, (2)C=c

where c d s the error detection probability, c,f s the error location probability, and c,,is the error recoveryi i
e

probability. Since this model only handles permanent faults and ignores transient faults, it has very limited
applicability to real systems.

2.1.2 CAST Fault Coverage Model [8]

CAST, shown in Figure 4, combines transient fault restoration and permanent fault recovery.
Faults occur at a rate A + T. wnich is the sum of the permanent and the transient fault rates respectively.

I
.
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Once a fault occurs, the detection state is entered with an error detection probability of c d. If the errors aree

not detected, then system failure occurs. However if the errors are detected, then transient recovery is
attempted. The transient recovery probability is 1 -l, where I is the transient leakage. If the transient
recovery fails, then permanent recovery is attempted. In permanent recovery, the fault cause is located with
probability cp and the system recovers with probability c,,. If permanent recovery is successful, then N-1
modules remain. If it is unsuccessful, then system failure occurs. The n subscript associated with all of the
system parameters simply denotes the number of active components.

N A+T
l - c,d" > FailureModules > Detection

A

1-i 'ed., 1 ~ 'A'snn

T

C #
Transient I Permanent A 3 r. N-1n

# > Modules
Recovery Recovery

Figure 4. CAST fault coserage model [16]

2.1.3 CARE III Fault Coverage Model[36]

The CARE III single-error model, shown in Figure 5, is a generalized fault model realizing
intermittent or permanent faults. In this model, state A represents the activation of an error. State B
represents the error latency, where a and are the transition rates between states A and B. State Ps a
represents the effects of the error polluting the system and occurs from state A at rate p. State D represents
error detection, which can only occur if the error is active (state A) or it is polluting the system (state P).
The rate at which an active error is detected before it can become latent or pollute the system is o, and the
rate at which an error that is polluting the system becomes detected is c deg. If the error that is polluting thee

system is not detected, the error results in a failure, which is state F. at a rate of(1 - c d)ed rom state P. Thefe

probability of exit from state A to State D is given by
<

edP O + #edP3 c
(3)C=A+p A+p a+p

+ =

in order to model permanent errors, a and must be set to zero, which is the rate at which an effective
s a

error goes latent and vice versa; else, this model represents intermittent errors.

2.2 Error Handling With Time Limitations

In order for coverage models to be robust, consideration must be given to the lifetime of the fault
and/or error. If the transient lifetime is considered, which in reality is a major concern, the models
described in section 2.1 have very little applicability in developing accurate fault coverage estimation. The
following models consider transient lifetime. ,

1
2.2.1 ARIES Fault Coverage Model [25]

The ARIES model, shown in Figure 6. includes permanent, transient and intermittent faults. In this i

model, there are three possible exits: (1) system crash; (2) normal processing; and (3) permanent fault
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Figure 5. CARE III single-error fault model (16]
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Figure 6. ARIES fault model [16]

recovery. Obviously, the system crash exit occurs when the error introduced by a fault causes system
failure. The probability of a fault resulting in immediate system failure is 1 -c,,, The fault recognition

and attempted recovery probability is f r,i. where i denotes the recovery phase. The number of allowablef
recovery phases is fixed. If during a given recovery phase the system fails. then the system crash exit is
taken with probability .PFj. If during a recovery phase the system recovers from a transient error, then the
normal processing exit is taken with probability PRj. Finally, if all recovery phases are entered and
successful. then the permanent fault recovery exit is taken.
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The ARIES fault coverage probability is

C = transient restoration probability + permanent error recovery
NP

(4)
{ PR + c,, x (Coverage of Permanent Recovery Procedure)= j

i=1

If the transient lifetime is long, then successful recovery may not have a fixed probability and the
expression for PR must be modified.f

If the transient lifetimes are exponentially distributed random variables (rv) and the duration of
each recovery phase is a constant, the expression for transient restoration becomes

PR, = Pr[ Phase i entered] x Pr[ Phase i successful] j

x Pr[ transient gone before phase i begins] (5) |

x ER, x (1 - exp(-(T + T + ... + T;_ i)/D))= c,, i 2

where the transient error lifetimes have a mean D with various durations. Tj, and ER is the probability off
an effective recovery procedure for phase i. This expression can be generalized for non-exponentially ;

distributed error lifetimes as j

x ER, x F ( T + T + . . + T, _ i ) (6) jPR = c,,f o i 2

where Fo represents the generalized distribution. If required, this type of generalization can be applied to
the recovery phase. I

I
2.2.2 Modified CARE III Model [36]

In [36], a transient error model is discussed in which transient lifetimes are assumed to be
exponentially distributed. The duration of each recovery phase is assumed to be independent and |

identically distributed (iid), which is more restrictive than the ARIES model. However, it allows a random )
number of recovery phases, and like ARIES, it accommodates general distributions for the recovery phase. '

i

| The CARE III model has been further refined to include transient, intermittent or permanent faults (errors),
the effect of transient lifetimes and it can be solved for both the Markov and the semi-Markov case.'

2.2.3 Extended Stochartic Petri Net (ESPN) Fault Coverage Model[16], [39]

The ESPN model combines both local and global timing. This model includes the limited recovery
time associated with real systems, and the ability to determine the effects of near-coincident errors [26] that
can occur during attempted recovery. The only near-coincident errors of interest are those whose
occurrence can interfere with the current recovery. It is conservatively assumed that the occurTence of a |
near-coincident fault will result in system failure.

Since a stochastic Petri net is used, the various fault distributions can be generalized. If all faults
are exponentially distributed rv, then the Petri net can be converted to a Markov model and solved
accordingly. If the failure rates are not exponentially distributed, then in some cases the resulting model is
semi-Markov and in other cases simulation is required.

| 2.3 Limitations of Axiomatic Coverage Models
|

As the development of axiomatic coverage models evolved, their ability to accurately model'

complex failure recovery mechanisms, such as the duration of an error with consideration given to its
lifetime, expanded. In all of these models, however, there is one common thread: the model transition
probabilities are unknowns. But these models are useful in determining which parameters are important, so
that those gathering data know what data to collect.

It is impossible to know without actually testing a system the values of the various transition
probabilities. In some circumstances, it may be impossible to ascertain the exact values. If feasible, a series
of fault injection experiments can be performed on a physical model to try to obtain estimates for some of

10
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these transition probabilities. Since testing the system for all possible faults is intractable, some type of
sampling of the complete fault set for a system is required. Unless some empirical analysis is performed.
such an estimation cannot be made. Expert opinion can be used to generate an abridged fault set, but it )
impossible to demonstrate that such a fault set is complete to guarantee an accurate coverage estimate.
Similarly, expert opinion can be used to simply predict the various model recovery and failure rates and the
accuracy of such predictions is highly subjective. Additionally, each fault detection and recovery
mechanism that resides in the system can require its own fault coverage model. Hence, the size and the
complexity of a given axiomatic model increases relative to the size and the complexity of the system
under test.

l

3. Empirical Models for Fault Coverage Parameter Estimation

The use of empirical models for fault coverage estimation requires detailed statistical analysis that
must address four imponant questions [32]:

(1) How can the fault coverage value be accurately estimated?
(2) How can any error in the estimate be quantified?
(3) How are fault samples selected?
(4) How can accurate estimates for fault coverage be obtained in a reasonable time?

As previously discussed, empirical models are used to estimate parameters used by axiomatic
model. Empirical modeling relaxes many of the assumptions and restrictions, such as parameter
estimation, present in axiomatic models. Parameter estimation requires that the system fault space be
sampled in some random fashion to provide a representative sample of the entire fault set. Using the data
collected from this sampled set, statistical analysis is performed to analyze the accuracy of the resulting
estimated parameters. It is shown in [4] that this technique can be used for predicting the system's expected
fault coverage. There are numerous sampling strategies available, including techniques that attempt to
reduce the variance of the estimate. This type of sampling is referred to as a variance reduction technique
(VRT).

The purpose of VRTs is to increase the accuracy of the parameter estimate so that the required
number of sample points can be further reduced. VRTs exploit some attribute of the system to increase the
accuracy of the parameter estimate (s). Importance sampling, multi-stage sampling, stratified sampling and
regression analysis are all examples of VRTs [9], [17]. |

3.1 Fault Coverage [12], [31], [32], [34), [35], [41]

The mathematical model used to describe a fault processing event is

C = P(fault processed correctly \ fault existence)

= Py|x(y|x)

Fx, y(x, y)
=

p (x)y

where X mfaults existence. and Y sfault processed correctly. Since coverage is based upon a series
of fault occurrences, that is a fault existence and its subsequent correct processing, the conditional
probability in (7) can be considered to represent a series of discrete events. Hence, the expected value of
the conditional probability for coverage can be modeled as

E( Y|X= x] = X y . P( Y = yV= x)
x. y e Q (8) I

1
1E y .py;x(y|x)=

x, yea 1

where Q is the system's complete fault space. Typically, a fault processing event is considered as a
|
l
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Bernoulli rv defined as

' 1 V covered faults with probability py;x(y|x)
'y=< (9)

O V uncovered faults with probability l- pyg(y|x)
During testing, there is a possibility of no-reply, which is the inability to obtain measures from some
elements in a sample [9]. Such problems arise when certain faults remain hidden when introduced to a
system or it may be impossible to introduce a specific fault. In the preceding model, no-reply faults are not
included. To remove this source of possible statistical error, the indicator function given in (9) is redefined
as:

1V covered faults

yi = c(A ) = ' O V uncovered faults (10)i
, 3 V no-reply

and the analysis either counts the faults as covered, uncovered or discards the experiment. Substituting the
expression for y found in (9) into (8) yields

E[Y|X= x)= 1ypyg(y|x)
x, .y E Q ([})

= pyg(y|x)
=C

Similarly, the variance of the conditional probability for coverage is

Var [Y|X= x) = E{[|X= x]-(E[Y|X= x]) (12)
= C(1 - C)

Obviously, neither the pmf associated with a fault's existence nor the joint pmf associated with a fault's
existence and recovery is known a priori. As a result, a fault coverage experiment is necessary to
determine a coverage value.

Theoretically, coverage can be determined by injecting the entire sample of N faults, which are
assumed to be independent, from the fault space into a given system and calculating the ratio of properly
handled faults, d, against the number of injected faults; that is [15],

d
C = g, (13)

The expression d, is analogous to that found in (9); that is, the number of properly handled faults in a fault
injection experiment can be modeled as a summation of a series of Bernoulli trials. Hence.

N

d= 1 y; (14)

i=1

where yj is the Bernoulli rv as defined in (9) for the i''' fault injection experiment and (13) can be rewritten
as

N |

C=f,Zy; (15)

i=1.

Since it is impractical to inject every fault into a system, an experiment must be developed to provide an
unbiased estimate of coverage by limiting the number of fault injection experiments.

i
|
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By limiting the number of fault injection experiments to n, the coverage point estimate is

Cy, = 1 "
-

E yf (16)

imI
which is an unbiased estimator if the equally likely constraint is valid (17]. Assuming that a large sample
size exists, the central limit theorem (CLT) can be applied to approximate the estimator. Assuming that the
estimator is Gaussian, it can be shown that its variance is

20
Var { Cy,} = c1 =l (17)

"Cr, j
Since the fault coverage and the variance of y are unknown, the point estimate Cy, and the variance

-,

estimate o , are used in (17) [36] to yieldy
-, .--

-2 Gi Cy,(l - Cy )
(18)c- = -=

Cr, n n
Under these conditions. a two-sided 100y% confidence interval can be defined. The lower bound of the
confidence interval, which is the most conservative estimate of fault coverage, is of most interest and is
defined in [29] as

-, . -

G Cv,(1 - Cy ) i
- ^ y -,

'

(19) 4Cy,1- = Cy, - (, n , = 0; - (,,- n

where (y is the confidence coefficient for a Gaussian distribution.
This statistical approach is the basis for many empirical models, which are reviewed in

subsequent sections. In these models. VRTs are applied to provide variance reduction via various sampling
techniques.

3.2 Powell et al Empirical Models [31], [32]

Since exhaustive testing to determine coverage is seldom possible, fault coverage estimation is
performed on a representative sample of the entire fault space. There are two approaches for performing
this random sampling: sampling from the complete fault space, and sampling from subspace panitions/
classes of the complete fault list, which is commonly referred to as stratified sampling.

' 3.2.1 Non partitioned Space Sampling

Representative sampling (24] consists of sampling with replacement from a group of n faults and
is applicable to non-partitioned sampling. Its unbiased coverage estimator and variance are

n
1 Fx' y(X . 7f)- iCv = - Z yj (20)

px(x;)- n
i=1

r - 2 ,3
.-

Var { Cy } = n11 y,Px y(X , yi)i -C- (21)
px(x;) y

u, e n . _ >
I

y(x , yj), then the estimate for the mean found in |If the sample selection is chosen such that py(xj) = p j

(20) is equivalent to the point estimate found in (16). Similarly, the variance for this estimate is given by !

(17) and the lower side of the confidence interval is given by (19).
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3.2.2 Partitioned Space Sampling (Stratified Sampling)
|

Rather than sampling from the entire fault list. the sampling can occur from partitioned classes [9].
[17], [24]. By definition, the classes form M disjoint subsets such that ,

M

E = v E such that for every i,j, i *j, E nE = 0 (22)j j j

j=1
where E is the entire fault list. The coverage factor as expressed in (8) can be rewritten as

M

C= f X y pygx(y|x)
j , g x, y e E,

M

[ [ y ' Py|x,(y|Xj) * Px,|x(x |x)=
j

j = g x, y e E,
M

EPx,|x(X|x) E y * Py|x,(y|xj)=
j

j=| x. y e E,

M

[ px,x(x |x)c(X ) where c(X ) = f y p ;x,(y|xj)=
j j j y

j=1 x ye Ej

Using this partitioned sampling space, two different sampling techniques can be implemented: the naive
estimator and stratified sampling.

The naive estimator samples an equal number of faults from each class. For each sample, the
coverage estimate for each class iis

M

Cna = 1 Ed=d
-

j - (24)
n n
in1

The estimator's variance is
M

1

Var { Cna} = gf [ (c(X )-c (X )) (25)j j
'

j=1
If all fault occurrences are not equally probable, then this estimator is biased. It can be shown that

M
1-

.

E{ Cna } = c(X ) = pf E c(X ) (26)j j

j=1
hence this technique provides a naive estimator. j

The covariance between the coverage. C ,, and the fault occurrence probability, px(X ) , forE j

each class is
M |

1 (c(X )-c(X ))-(py, x(x jx)-ff) (27)Scp = j j j
f

j=1
from which it can be proven that

(28)c(X ) = C- MScpj

Depending on the sign of the covariance, the fault coverage estimator can be either pessimistic or

14



optimistic. This result is proven with actual examples in [31], [32].
In stratified sampling [9],[17], [24), a number of samples, nj, for each class, E , is pre-selected andj

a representative sample of size ng = nj s taken for each class. The coverage factor now applies to the classi
: rather that the complete sample space and is expressed as

d.-

Co, = J (29)
A i

The coverage and variance estimates are
M

bsrc= 1 Py4x(X |X) e(X ) (30)i i
/=1

M

Var { Cst,} = 1 pygy(x jx) Var {c(X )} (31)j f

i=1
Similarly, the variance of the class coverage estimator is given by

1

ng- 1(E(X )-h (X;))Var {2(X )} = (32)ff

From these variance expressions,it can be seen that the variance depends upon the class sample

size. To minimize the system coverage factor's variance, Var { C,r } , each class' sample size must beo

defined as

nj = pygy(x |x)n (33)j

This type of sample size allocation is referred to as a stratified sample with representative allocation.
Using the expressions found in (33), (29) and (30), the system coverage estimator can be expressed as

d-

Csta = - (34)
n

iwhich is equivalent to that for the naive estimator. The variance, however, differs. If the expression nj s
substituted into (31) and (32), the resulting variance is 1

M )
'

Var { bsin } = -C - 1 Ep1 2
ygy(x |x)c (X ) (35)f f

i=1
Hence, the precision of representative stratification is not sensitive to the covariance between the coverage

,

and the fault / activity occurrence probability for each class. As a result, there is an appreciable gain in
precision for coverage estimation and this is substantiated with examples from [31], [32]. This gain in
precision is demonstrated via the improvement in the confidence interval obtained by using the variance
provided by (35) in (19). However, the fault / activity occurrence probability is an unknown, and as a result,
it is difficult for representative stratification to be used accurately.

3.2.3 No Reply Problem
|To accommodate the no-reply problem, a posteriori stratification is introduced. This method uses

available system information in considering different stratification techniques. Since structural information
is circuit dependent, the selected stratification technique is viable only for the circuit under test. Hence, this
methodology cannot be extended to a general application. j

3.3 Cukier et al Model [14]
1The Cukier et al model is an extension of the work performed by Powell et al. In this work, fault
i
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coverage is modeled in terms of the uncovered faults.This non-coverage estimate, b, using representative
sampling is

il'

C=N (36)-

where 3 are the number of uncovered faults and N is the number of fault injection experiments performed. j
The expression for non-coverage shown in (36) is analogous to the expression for coverage shown in (13).
Similarly, the coverage expression for partitioned space sampling, which is shown in (23), can be
expressed in terms of non-coverage as |

'M

C= E pyjy(xjx)c(X ) (37)j

j=1
Two distinct approaches for non-coverage estimation can be made using either classical statistical methods
or Bayesian techniques.

3.3.1 ClassicalStatistical Approach

The upper 100y% confidence limit estimator for C is de6ned as
_ ._ _

P[C5 Cy(X)|C) = y (38) ;

In modeling non-coverage for an ultra-dependable system, it is showr. in [30] that approximated )
estimations using the classical statistical approach are not valid. Hence, approximations cannot be used

*

when developing non-coverage estimators based upon (38).
To allow for the multiple classes during the fault injection experiments and to minimize (37), the

upper 100y% confidence limit estimator for C for M classes is given by the solution of
M' x >

i , , ' ,

cf/(1 - cf)"< 'i Vi e { 1, ..., M}, cf e !0,1] (39){{ l- E
.

-

,

i=1s x|=0'x" j

3.3.2 Bayesian Approach

In Bayesian theory, non-coverage C, and the class non-coverages, Cj, are considered as rv. The
upper 100y% confidence limit is defined by the distribution of the rv; that is

- _

P[C s Cy(X)|X] = y = x (40)
.

In order to obtain the confidence limit defined in (40), the posterior distribution of C is required. For l
representative sampling, this posterior distribution is J

f-(c|X = x) (41) j

and for stratified sampling, the posterior distribution of the non-coverage classes is simply

/ (cf|X = x;) (42)f

In order to solve for the posterior distribution, an appropriate choice of the prior distribution for the non- I

coverage classes is required.
A beta prior distribution is used for two primary reasons: (1) the number of uncovered faults in

each panition is binomially distributed and a beta prior distribution ensures that the prior and the posterior
distributions are both from the same family; and (2) when the parameters of the beta distribution equal one,
the obtained distribution is uniform over the interval [0,1), which means that all values of cj have the
same weight. The beta prior distributions for C are ,f

l
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cT - I(1 - cf)'' fA -I
.

fg(cj)= for 0 $ ej s 1, k; > 0, i > 0 (43) i

f

where (kj,lj) is a beta function with parameters k and I [1].f f
Since the number of uncovered faults in each partition, X , is binomially distributed, thenf

- (n .' \
'

'fy,(x |Ci= ci)= cf'(1 - ci)"' ^ (44)
^

f
\ 8)

and the posterior distribution for f is [2]f

37 -l(1_ c,)f - 10 i
.

/g(ci|X = x )= (45)j j f,,

where k| = x + k/ and || = n;-x; + l .j f

The posterior distribution for C is found by combining the posterior distributions of the various C .f
In [13], it is shown that an analytical expression fo_r the posterior of f is too complicated for more than
three classes. Thus, the posterior distribution for C can only be obtained using approximation. When a
distribution cannot be exactly calculated, it is possible to theoretically exhibit all of the propenies of a
distribution in terms of its moments [37]. Similarly, distributions that have a f' ite number of lower orderm
moments in common approximate each other [37]. The calculation of moments can be achieved using
either the moment generating fun: tion [29], [37] or assuming independence among the classes. Once the
moments have been calculated, the posterior distribution can be determined from the Pearson distribution
system [21].

3.3.2.1 Calculation of Moments

The moment generating function of f , assuming s Beta distribution Q(k'j,l'j). isf

$g = -f(k/;k '+ I/;t) (46)j

where f( A/;k[+ l';t) is the confluent hypergeometric function [48] andj

6-= F(k/;k/ + l/;pj ) (47) |t
P, i r

Since the moment generating function of a sum of rv is equivalent to the product of the moment generating
function of the various rv [20], then

M

o-(t) = Q F(k[:k[+l[;pf ) (48)
'

t

i=1

which is derived based upon (23). The n'h derivative of the rnoment generating function of C for t = 0
ddef' es the n ' moment of C. Assuming that the powers of C are independent, then simpler expressions form f

the moments of C can be obtained. The r-th central moment of the beta distribution. (k'j,l'f), using this

independence assumption is
Q(k'f + r,l'j) k'j(k'f + 1 ). .(k'f + r - 1 )

E[(X- pX),] = (49)=
(k'; + r )(k'j + f + 1). .(k'j + f + r - 1)(k'f, f ) j j ff

3.3.2.2 Pearson Distribution System [21] for Use as a Posterior Distribution

The Pearson distribution system is a family of seven distributions and are summarized in Table 1.
The seven distributions are represented in a planar plot of their skewness and kurtosis coefficients. From
this planar plot, the family to which a given data set belongs is determined. The Pearson distribution pdf,

|
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Table 1: Pearson Distribution System [21]

Type I beta distribution Type V inverse Gaussian distribution

Type 11 symmetrical form of the function Type VI cumulative Pareto distribution
defined in Type I representing income

Type III gamma distribution Type VII t distribution

Type IV no common statistical distributions
are of this type; the values required
for the CDF are intractable

f(x), satisfies a differential equation of the form

1 d_/ = -_ va + x (so)
fdx p 0,pg , ,p 2,2y g

The shape of the distribution is dependent on the values of the four parameters, which can be determined
by the first four moments of the distributionf(x). For a detailed summary of this relationship, the reader is
advised to see [1], [2], [13],[14], [21],[30], [37].

3.3.3 Comparison of Approaches

The classical statistical and the Bayesian approacn are compared for two hypothetical systems.
system I and system 2 [14], using stratification and simple sampling. It is assumed that the prior
distribution for the Bayesian estimation is uniform; that is, the parameters of the beta distribution are equal
to one. Initially, the moments used for the Bayesian analysis are calculated using both moment generating
functions and the independence assumption.

The initial testing uses homogenous allocation, which requires sampling a predetermined number i
from each class, and representative allocation, which requires sampling the same number of faults from
each class. During this testing the number of fault injection experiments that are performed is varied to
determine the validity of the Bayesian approach and to compare it to the classical statistical approach.

During testing, it is shown that only the moment generating function when used with
representative allocation produces valid results for system 1; that is, the posterior distribution is of Type I.
Both estimation methods are valid for system 2 when used with representative sampling. Hence, the
comparison is performed using the Bayesian method is derived via moment generating functions and using
representative zampling. When simple sampling is considered, the Bayesian estimations are more i

conservative. Using stratification, it is shown that the Bayesian estimation is less conservative than the
classical statistical methods. However, this conservatism decreases as the number of fault injection
expenments mereases.

3,4 Fault Expansion Model [34],[35]

Another method for sampling the complete fault space is fault expansion. In fault expansion, the
fault space is subdivided into mutually exclusive subsets def~ ed asm

E= xj i, xj7, . . . , x,.g (51)-j
L | Il .

where E; is the i-th equivalent fault set, xjj s the j-th element of the i-th fault set and |Ejj is the seti

cardinality. All equivalent fault sets are disjoint and their union is the complete fault set.
The fault expansion process consists of randomly selecting a fault and determining the set of

equivalent faults. All members of E are removed from the fault space and fault injection is perfonnedf
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f

using only one fault. The evaluation of the xjt ault is described mathematically asf

1 Vcovered faults
'. = c(x ) = (52)ji 0Vuncovered faults

dwhere :j is the i ' sample of the : rv which describes the result of the fault injectian experiment for the
equivalent fault set Ej. The expected value for coverage is

IE] |Ej

E{Z|X} = 1 : py;y(:|x) = 1 E :fj zix(:jjjxj) = C (53)p

x.: G E j = gj , I
which is similar to (8). There have been two VRTs developed using fault expansion and they are the Wang
et al empirical model [41] and the Smith et al empirical model [35].

3.4.1 Wang et al Ernpirical Model [30]

If fault sampling occurs for the entire fault space, the total number of covered faults after m
injections is simply

m

C,= 1Xj (54)

i=1
Using the binomial distribution for C , the 100y7c one-sided confidence interval [9], [38] for the coverage
estimate is

m

P(C,2 cdde ) = 1 dch( 1 - dc )* 'l = 1 - y (55)c e

)=s,
where y is the confidence coefficient and de, is the desired coverage value. It is very difficult to solve (55)
for de given an arbitrary value of m.c

For a system with coverage near one, a Poisson distribution is a good approximation to the
binomial distribution. In this case, it can be shown that de is given by [38]c

1 '

% (56)de, = 1 3 deg;l-y

P(Y > x[g;; _7) = 1 -yXhg. _7 and Y is chi-square distributed withsatisfieswhere

deg = 2(k - s, + 1) degrees of freedom. In testing, it is determined that for coverages approaching one,'

the value of c is extremely close if not equal to m. To ensure that the lower limit for the confidencem
interval is met or exceeded, the value of m must be extremely large. To reduce the required sample size and
to meet the lower confidence interval requirement, fault expansion [34], [35] is used

In sampling using fault expansion, there are two cases of interest: the infinite and the finite fault
population. For the infinite population, it is shown in [34] that the best estimate for fault coverage occurs
when all fault classes are of equal size. The resulting lower one-sided confidence interval for this coverage
estimate is identical to that found in (55). Since there is no appreciable variance reduction, fault expansion
is not recommended. However, fault expansion is very helpful for the finite population case.

Assuming that the fault population is finite the exact coverage factor is given by (13). Since it is
impractical to inject all N faults, the value for D must be estimated. It is proven that the one-sided
confidence interval for the lower limit on the estimate of D, that is D . using the binomial distribution isf

r(def + 1)F-fi + 1)
1 -y (57)P(C 2 cfj|DF ) = =

fj f

r(dc,g-fz+iXr+i)3
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where b is the equivalence class size, N is the finite fault population size, fi is the total number of
injections, def s the lower limit on coverage and y is the confidence coefficient.i

From (57), it can be determined that def s a function of b/N andfi. In analyzing this equation, it isi

proven that the size of the population classes greatly affects the analysis. If the equivalence classes are
significantly large. the impact of fault expansion is n aximized. This result imphes that unlike in the
infinite population case, the size of the fault classes need not be equivalent;instead,it is desirable that the
equivalent fault classes for covered faulis should be considerably larger than those for uncovered faults.

3.4.2 Smith et al Empirical Model [34], [35]

If all sample measurements are covered, then the variance found in (18) is zero. Hence, no
confidence interval can be calculated. To overcome this limitation, a more conservative variance estimate
is needed. By converting one covered fault injection experiment into an uncovered experiment, the
variance estimate is always non-zero and more conservative in nature; that is, the calculated variance will
exceed the actual value. This modified variance estimate of y is

(58) |
"~b', , = ,

n- |
and the resulting confidence interval for the lower bound is

~

-,

c's"
Cy,'~ = 1 - Gn - =1-(,,n-1
-

(59) ;

n n

where (y is selected depending upon the desired confidence level. This lower bound is consistent with

other analyses of the all covered case [27].

The point estimate mean for C:, is
n

E i|E;| ,
. . 3
C:, = ' ",' = - f :;|E;| (60)

'*'
E |E;|
i=1

where
n

Z |Ej (61)m= j

i=1
Assuming that the sample size is sufficiently large, then the CLT can be applied, and the resulting point

estimate for C:, is
n

C:, = 1 :j j (62)p

i=1

1P=1 and p is the probability that a fault lies in class i. The resultingwhere p = |E j/m, i jg j
i=1

variance is
n

., - ,

c( = 1 (:j - C:,) pj (63)

i=1
Similarly, the variance reduction is derived assuming there exists one uncovered fault set,

l
1

|20

_ . .. . . . .

.
. .

. ..



Assuming that the first class E is uncovered, the uncovered probability pj is
.

f

Pg=|m|
E i

(64)

and the point estimate as described in (62) becomes
"

m -|E;|b:,=IP + 1 ;ii= Mi P ,

i=2
and the variance becomes

O!, = |E |(m-|E |)
., i

(66),

m-
By assuming that the covered and the uncovered probabilities are of the following form

1

Pc = m-- 1 |E,)
is covered faults

(67)

p - = m- 1 |E| = -|Ed
1

c f ,

m
ie uncovered faults

(66) can be rewritten as

og = |Ej(m-|Ed)
>

.,

(68),
m-

As long as |Ey < (um)/n , where if is the number of uncovered fsult injection experiments, the variance is
reduced. If the average uncovered fault class size is smaller than the average set size, then fault expansion
provides variance reduction.

As is true for the random sampling case, a conservative estimation must be made for the all
covered case. It is again conservatively estimated that one of the covered fault injection experiments is
assumed to be uncovered to prevent a zero variance. To minimize the increase in variance, |Ejl in (68) is set
equal to one. The resulting variance estimate is

'n '

6'j, = * , V< Etj =n (69)
m-

gt = l )
.

)

The variance reduction ratio for b:, as it relates to the original by, point estimate is

|Ed(m-|Ey)
6j. n (|Ed(m-|E-|))2 ,,mv' = - (70)

'b 'n \' > f '' >n n n

"Y {Yi n- [yg??! {FIH~

sl = i >< l=l sl = 1 >< i=1 >i

2n

which is a measure of statistical improvement that results from utilizing fault expansion. For the all
covered case, the resulting variance reduction ratio is

b'f,, (m - 1)n n.2
,

- if(m > 1)and(n 1) (71)v,= - = (n - 1)m, = mog
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3.5 Constantinescu Empirical Model [12]

In this model, multi-stage, stratified and combined multi-stage / stratified random sampling [9] are
used. Multi-stage sampling allows the use of a multidimensional event space. The number of dimensions is
equivalent to the number of factors that affect coverage. This event space consists of the cross products of
all possible fault locations, types, times of occurrence. durations and system workloads. Due to practical
considerations, a 3-D space is used consisting of the cross products of three 1-D subspaces. These
subspaces include fault location, fault occurrence times and system input values. The population is divided
into consecutive subunits, and random sampling is performed on these newly created subunits. The
coverage model found in (16) is re-wr tten to accommodate a multi-dimensional sample space asi

|E:| |E,|

1 1 V(i.i> ,idi

C = '' " ' #" ] 3 (72)

J J |E jj

i=n
Obviously, the number of fault locations is finite by nature. Faults can occur at any time, but time

can be subdivided into a finite number of small intervals. The input space, however, is not as easily
defined. As system complexity increases, the number of input values becomes extremely large. To
overcome this problem, stratification is used to manage the vast input space by subdividing it into smaller,
more manageable subspaces called strata. The sum of the strata equals the original population. Each
stratum is sampled s-independently. By combining both multi-stage and stratified sampling techniques, the
effectiveness of sampling increases [9], [40].

3.5.1 Multi-Stage Sampling for a 3-D Space

Multi-stage sampling requires random selection of members from the original population followed
by consecutive random sampling from the Munits. The three sampling stages for simulated fault injection
and for physical fault injection performcc in 3 D space are found in Table 2. Regardless of the sampling

Table 2: Fault Injection Sampling Stages

Simulated Fault Injection Physical Fault Injection

Stage 1 Select several input values at random Randomly select the locations for fault
from the 1-D input space injection for all previously selected inputs

and injection times

Stage 2 Select several fault injection times at Select several input values at random
random from the 1-D fault occurrence from the 1-D input space
time space for each input

Stage 3 Randomly select the locations for fault Select several fault injection times at
injection for all previously selected inputs random from the 1-D fault occurrence
and injection times time space for each input

order that is used, the formulae for coverage and general multi-stage sampling are applicable. Unbiased
estimates for the mean and variance [11] are
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b ' E 7(i ,i,. 1. )i

b = '' " ' '' * I (73)

b |#j!
j= 1

and

l%! / l%l '2
e , ,{'l%|r ~k- 1 3

b - |g b 7(i , is, ,i)~ 7(i ., i , ,i )i iy

.k' = 1 ' p, l = | i, = i ( i,, = 1 ;

Var (b) = {<
i

g ,n-I , (74)
"

O |W '| D |w | (|w !-I)A j n
A' " Is /( .i = 1 . >

w here |wil is the sample size and |E(| is the population size at stage k for n sampling stages. The confidence
level is as defined in (19) and the indicator function is modeled in terms of a multi-dimensional space.
Theorem proofs for these estimates can be found in [10].

3.5.2 Stratified Sampling

In many situations, the amount of system input data needed is too large to explicitly input all data
combinations. By using stratification to divide the input space into strata, the maximum number of possible
inputs is greatly reduced. Typically, the maximum number ofinputs grouped in a stratum is determined by
the largest random number that can be practically generated, and by the type of inputs, binary or analog.
For the 3-D event space for coverage. the original event space, E, is subdivided into several smaller
subspaces.

Assuming the point estimate is Gaussian, the unit population, E, be subdivided into m
subpopulations. If independent random sampling is performed in every stratum, then the unbiased estimate
of the mean is

FP!

C'sT E/j(##)E I
,

i=1 (75)

EST
PE,(SI) 5 E

where ST stands for stratified. An unbiased variance estimate is

^

P , (SI) ' Y '( i) }Var (cst) = E

i=1

Theorem proofs for these estimates can be found in [10).

3.5.3 Combined Multi-Stage and Stratified Sampling .

Coverage estimator equations for combined multi-stage and stratified sampling are obtained from
the simpler expressions found in theorems 1-6 and corollary 1 in [12]. For example, the appropriate
sampling order for simulated fault injection is stratification followed by multi-stage sampling. The weight

.
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of stratumj is
N

[]ES T,

fg,(st) = j" for i = 1,2, .,n (77)

[ {'} E ,ST

j a lia |

The resulting confidence limits on the coverage can be found by substituting (76) using the stratum
weights derived in (77)into (19).

3.6 Limitations of Empirical Models for Coverage Estimation

Empirical models approach coverage estimation by implementing various VRTs. In the Powell et
al method, the variance reduction is achieved using stratified sampling and two-stage sampling. However,
the conditional probabilities that are required for this estimate need to be measured. These measurements
can be extremely difficult, if not impossible, and the problems associated with estimating these
probabilities are demonstrated by the wide range of coverage estimations shown in [31], [32]. In two-stage
sampling, the results demonstrated that better coverage estimation can be achieved than for stratified
sampling. However, for both of these methods, it is concluded that the coverage estimate is system
dependent.

In the Wang et al model, fault expansion is used to provide variance reduction. In this model it is
assumed that the binomial representation for coverage approximates a Poisson distribution, which is then
used to calculate a single sided confidence level. In the model presented by Smith et al. they applied the
CLT to determine the confidence interval associated with the coverage estimation, because it is assumed
that the sample size is sufficiently large [29]. Similarly in the Constantinescu method, his point estimates
for the various sampling techniques discussed assumes that the point estimates are Gaussian. As a result,
these assumptions limit the broad applicability of these methods. If the underlying distribution for the point
estimate is not Gaussian or Poisson, then none of these approximations are appropriate.

The coverage estimation model by Cukier et al is a refinement of the Powell et al model using
uncovered fault information to develop a Bayesian estimate. This model requires the conditional
probabilities from the Powell et al model, which are difficult if not impossible to measure, for calculating
both the moments and the Pearson parameters in the Bayesian approach. Additionally, it is assumed that
the prior distribution for the coverage estimate is beta with parameters one. If however the prior
distribution is not beta or the beta parameters differ, then the calculation of the posterior distribution is in
error. Finally, this model also shows some dependence on the system being modeled; that is, the ability to
derive a coverage estimate can be system dependent.

4. Physical Models

Physical models represent the actual system and involve the development of prototypes realized in
either software and/or hardware. Additionally, these models can be realized at multiple levels of
abstraction such as the transistor, gate, circuit or system level, allowing for hierarchical modeling. Ideally,
all parameters can be measured at the these various levels, but there is no accepted way to keep the faults
modeled consistently throughout the various levels of hierarchy. Nevertheless, the parameter estimates'
measure should be consistent and should improve as the level of modeling descends to the lowest level,
which is the transistor level.

The feasibility of constructing and testing hardware prototypes depends upon both the time
available and the cost of production. If only time is a concern, then a sample system can be constructed and
tested in a harsh (that is, failure rate accelerated) environment. If cost is a concern, then software based
prototypes can be built. The obvious problem here is the time required to simulate the models.

These software models can be tested just like an actual sample system using fault injection. For
both of these techniques, an unbiased subset of the overall fault space must be used for fault injection. As
discussed in section 2.3, the selection of a fault list subset that is of sufficient size to provide an accurate
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fault coverage estimate requires an empirical model. If this analysis is not performed, then the selection of
the list of faults to be tested is highly subjective and it may not provide a statistically meaningful result.

5. Con 6:sions

Fault coverage can be examined in two distinct ways: (1) fault coverage modeling and (2)
parameter estimation. Fault coverage modeling consists of creating an axiomatic model that represents . *
faulty component behavior within a given system. One drawback of this approach is that the size and the
complexity of a system model would dramatically increase because of the state space required to represent
all possible fault scenarios. Additionally, the parameters that these axiomatic models require, such as the
transition rates between the various states, are not known a priori. As a result, these values are
approximated from other analytical models or expert opinion, and the resulting fault coverage is simply an
approximation with undefined confidence intervals. To overcome these problems, empirical and physical ein

models are used.
Empirical models are statistical models that use data collected from physical models. Using fault

injection with physical models, data pertaining to the various dependability parameters, including fault
coverage, is collected and parameter estimation can be made from the empirical models. Dependability
testing must be incorporated during the design cycle, and via fault injection, the various dependability
parameters, including fault coverage, can be estimated for a given confidence interval from the empirical ..

models using VRTs.
Fault coverage estimation is typically achieved via point estimation and Bayesian techniques.

Point estimation, assuming that a large enough data set exists, can use the CLT, which implies a Gaussian
distribution, from which a two-sided confidence interval can be calculated. Special attention is given to the
lower bound because it is the most pessimistic estimate. Additionally, a coverage point estimate can be
obtained if coverage is assumed to be binomially distributed. This distribution can be estimated by a
Poisson distribution from which a single-sided confidence interval can be extracted. In all of these
methods, various sampling schemes are implemented to provide variance reduction for the coverage
estimates.

The limitation of these approaches is that the empirical models base their parameter estimates
upon an a priori selection for the distribution of the point estimate, and in the case of Bayesian techniques,
the coverage estimate is based upon an a priori selection of the prior distribution. As discussed in section
3.6, this a priori selection of the various distributions limits the applicability of these existing empirical
models. Additionally, some of these models are system dependent, which further limits their applicability.
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Comparing the Safety Criteria
ofIEC 61508 and UL 1998
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ABSTRACT between various standards and the assessment
practices. In this paper, we examine two particular

There are a vast number of products and safety standards, namely UL's " Standard for Safety
components being developed today that rely on for Software in Programmable Components"
microprocessors and software to deliver (UL1998] and the international standard entitled
functionality andfeatures as well as safety control " Functional safety of electrical, electrome
measures. These products and components need to programmable electronic safety-related systems"
he designed, constructed and tested according to a [lEC 61508J. from a number of different
well-defined and practical set of safety perspectives.
requirements. Specifically with regard to the safety-
related software, UL published a neuly revised From a standards perspective we note some basic
Second Edition of UL 1998 titled " Standard for similarities such as a shared set of safety objectives.
Safetyfor Software in Programmable Components, " similar approaches to formulating consensus,
and the International Electrotechnical Commission comparable language and compositionlinteg.ation,
has developed IEC 61508, " Functional safety; and many of the same technical references sources.
Safey-related systems. " We describe some of the They are compatible in the sense that each standard
similarities and differences between these two safety has a useful scope of application - albeit at diflerent
standards revealing where UL 1998 is particularly ends of the system spectrum - and both standards
n ell-suitedfor embedded safety-related software. consolidate software with certain microelectronic

hardware requirements.

Introduction
Organization

Manufacturers are using more and more innovative
technologies to create components, products and This paper is organized into two main parts: first,
systems with enhar.ced capabilities and improved we will briefly explain the structure and layout ;

performance. When these technologies involve scheme for both the international standards and the |
programmable or computerized components, UL standards, providing insights into how they are {
benefits such as reduced parts costs and the ability developed and applied. In particular, we explain
to rapidly incorporate new features have been how programmable electronic system safety issues
realized. With the increased reliance on can be addressed both at the component " building-
microprocessors and software in safety-related block" level and from the perspective of
systems, it is imperative that the computerized decomposing safety-related systems into constituent
components and subsystems be subject to a standard subsystems and components. Next, we highlight a
set of safety requirements that are appropriate for few key software requirements in each standard,
this kind of technology. This, of course, exposing some of UL 1998's most distinct and
immediately gives rise to seveial interesting unique requirements for embedded safety-related
questions concerning similarities and differences software.

I
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Comparing the Structure general in nature and are separated out' so that
specialists having technology-specine expertise can

The manner in which UL and IEC standards are contribute their knowledge by way of participation
organized, developed, and presented is indeed on relevant IEC technical committees. Particular
different. Yet after more careful study, it is clear Standards contain device-speci6c requirements that
that both strategies can be (and are) used to achieve focus on a given kind of device. Some examples
safety assessment at the " system level." To include, light curtains, PLCs, and two-hand controls.
understand the motivation behind IEC 61508 and Particular Standards hold precedence over the.
how it works with the other IEC standards, we will Collateral Standards as they may contain;
first take a quick look at the method used by the IEC requirements that amend, delete, or supercede the;
to organize and present its standards. In contrast, a general requirements. Performance Standards are|
similar explanation of UL's standards and how UL reserved for functional and performance;
1998 6ts in to the overall standards medley will requirements including specine accuracy, ef6ciency;
follow this discussion. and precision requirements. To date, sery few!

Performance Standards have been written; instead,I
IEC Standards Structure technical committees have folded these

requirements into the Particular Standards.
Figure 1 illustrates how the IEC Standards are
organized into four basic facets: 1) General The way the standards are organized allows bothj
Requirements,2) Collateral Standards,3) Particular standards writing bodies to maintain a clean |
Str.,dards, and 4) Performance Standards. separation between the appropriate domain-speci6c{

cCteria for particular kinds of technologies andi
devices used in a given system and the system itself

conm,.i si. 4.re. as a whole., ,

General System .Eiic ' _

IEC x-1,3.,
Sdtwee

Rats. |Ec s.1g ECx42 Dual-Use ofIEC 61508
IEc x 1

| \ How then does IEC 61508 6t into the IEC scheme,

F i i % for organizing standards? One way that IEC 61508'
IEc x 3-1 ECs21 %

" standard. This is,,

j 1 %, because the requirements contained in the standardjN

j m N m k M &dyupn g h e by,gc ,,,,,
i / without attempts to guide the development of more
' refined and application speci6c sector standards).

Figure 1: IEC Organization ofStandards This role bears a strong and comparable relationship ,
to UL 1998's role as a " Refer mee Standard."

General requirements are a collection of all of the (Reference Standards are described in more detail in
currently known requirements that broadly apply to the section entitled " Structure of UL Standards").
devices of a particular industry. So, for example,
IEC 601-1 contains the core set of general The second way IEC 61508 can be used is as a basis
requirements (" dash one") for medical electrical for creating or generating other sector speci6c
equipment (where "601" designates the medical standards (Figure 2). The first four parts of IEC
device industry). Collateral Standards partition the 61508 have a special status in the IEC standards,
various aspectc of the system based on the classification system, known as IEC Basic Safetyi
technology being used in the system. These include Publications. Per IEC policy, this means "whenever
the System, Software, Hardware, EMC, etc. The applicable [it is the responsibility of the technicali
requirements in a Collateral Standard are also !

I
thw ptarr os oMr - at ener penour du runt no sh hurure , not l'edtaser.J \o uM well hs
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committee] to make use of Basic Safety direction would increase the number and type of '

Publications in the preparation of its own system that would be considered " low-complexity"
publications." and thus tend to reduce the scope of applicability of

IEC 61508.
.c

Although IEC 61508 is not yet officially published,.- sm
it is being used.' At the time of this writing, IEC,- -

,s

= ' 'ag - 61508 Parts 2,6, and 7 are Committee Drafts for
'

- ' - -
'

, Vote (CDV) and Parts I,3,4, and 5 are Final Draft
"*""~' *

International Standards (FDIS).,

4: *:" "
We w.ll returr to IEC 61508 to examine morei

closely the safc:y-related software requirements in
Pan 3. For now at least, it should be clear that IEC

Figure 2: Dual-Use ofIEC 61508 61508 is a general set of system safety requirements
that are intended to be applied to E/E/PE safety-

One interesting exemption to IEC 61508's Basic related systems and subsystems (i.e., including

Safety Publication status is the absolution of so- E/E/PE safety related subsystems that comprise the

called " low-complexity systems." This term is E/E/PE safety-related system). Before IEC 61508

officially . defined as an "E/E/PE [(Electrical / can be used, the application of the system must be
defined. We note that since system levelElectronic / Programmable Electronic)) safety-related

system (see 3.2.6 and 3.4.1) in which: requirements form an intrinsic part of the standard.
IEC 61508 can be applied to very large and complex

(a) The failure modes of each individual component systems.

are well-defined; and
UL Standards Structure

(b) The behaviour of the system under fault
conditions can be completely determined." For many years, UL has developed safety standards

,

for a wide variety of products, devices, equipment,

if taken literally - and depending on one's definition and components. There are really only two main

of " system" and " completely determined" - only types of UL Standards, namely, End-Product
the most trivial E/E/PE safety-related systems Standards and Reference Standards (see Figure 3).

,

would meet these criteria. Here, we use the IEC
61508 definition of system (Part 4,3.3.1) which has UL Standards typically only state essential

a broad scope, meaning an individual component, a requirements and do not offer guidance.

collection of interrelated / integrated components,
The End-Product Standards are typically verysubsystems, systems as well as a system-of-
specific to a particular kind of device. For instance,systems.
UL 372 is the standard for " Primary Controls in Gas

Fortunately, .he IEC has stated that this base and Oil-Fired Appliances." However, in some

definition of low complexity system is merely a cases, UL standards are written for a broader scope

starting point and that individual technical of application. These standards, which are also

comminees may choose to select a different group c nsidered End-Product Standards, tend to address

of criteria that would place a more practical balance " categories" of equipment like UL 508, " Industrial

on the definition. It is clea- that adjustments to the
definition of low-complexity system in this

Imrewajr e, me awr er IM' enA "ren< messes" me ow W raw ima# p=Mrent edsam dwe

!!A ' . 1 in swwwt.111 re4nnes nur he tusear pmhhdalohnre mon apAmmirenwas

hrowd
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Control Equipment," and UL 1950, "Information account of views and opinions from the gener:
lTechnology Equipment." public and "all interested parties." (For mo

information about UL's Standards, see [Bushell]).

Sincular Use of UL 1998m.o -- s. .. .mu,. .

~ "
mous== a Like many other generic standards, which haw
C;g utyeenj j b cad-based applicability, UL 1998 can be taib

j ] for a particular product or category. For instandy

J| the typical UL framework of standards forj ut e ut omc,,, ,,,

j programmable electronic system would (minimall;------------+j ,

N d incorporate the following:
'

.:

fNoduct |
'

End*

:
s*ae l 1. End-Product Standarda .. a

2. UL 1998 (Safety-related software)
3. UL 991 (Safety-Related Hardware Reliability)

Figure 3: UL Organi:ation ofStandards '

UL 991 is referenced by the End-Product Standa]
to establish estimated reliability of hardwa

UL's End-Product Standards are similar to the components and to evaluate and test whether critid

IEC's Particular Standards. components meet the End-Product requirements.l
failure modes and effects analysis (FMEA)

"*ted on rnicdectronk hadwamWhen requirements can be collected together in determme the failure modes and how hardw,.

documents to further support certain technology
areas pertinent to many "end-products" and the faults can impact safety,

assessment of products in " categories," Reference
This is a simplified example to iliustrate how tsStandards are written. The two examples that we
basic product safety requirements are coupled wi:will discuss m this paper include UL 1998'
the Reference Standards. The overall assessmaSoftware m Programmable Components and UL
will address software, microelectronic hardws

991, Tests for Safety-Related Controls Emplovmg
.-""..t the proda' '*9" ***"I' ".*Solid State Devices." Another important UL

'*9 " * * #" '' ' *E * "*' ''***EY"hReference Standard is UL 746 (Plastics). Although
natural basis for Mngg Lsenes as aReference Standards can be made to be self-

contained, UL 1998 is not considered a " stand- Supporting investigations withm the Laboratories.

alone" standard.
To summarize the UL approach, .it starts with "end

.

UL's Reference Standards are similar to the Products" or " categories" of products and contaic
IEC's Collateral Stan1;rds. detailed device-application specific requiremes

that have been deemed most practical to reach c
. . acceptable level of safety. These product safaSimilar to the IEC techm. cal committees, UL

standards are akin to some combination of ids
standards are developed using an open standards Particular Standards (and in some cases, Gens
development process that follows the American

Requirements and Performance Standards). TO
National Standards Institute (ANSI) rules. UL Reference Standards are most like the Collatem
standards are wriaen with input from a wide range

Standards but as with many UL Standards, they oa|
of experts; a large part of the representation comes

contain requirements in mandatory language. Wi
from manufacturers who produce products that will

respcct to the .lEC scheme, UL standube affected by the standard. Thus, standards organization can oc considered (technicalorganizations develop consensus standards that take
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1

speaking) on-par with and sometimes out as such by the End-Product Standard. Like
complimentary to IEC standards. other software standards (including IEC 61508) it

features clauses covering definitions.
IEC 61508 Organization documentation, configuration management, l

documentation control and general pr. rs |
IEC 61503 has seven " parts," the first four contain requirements. It places an emphasis on risk analysis

generic requirements with respect to and documented traceability evidence to verify that i

electrical / electronic and programmable electronic the identified risks have been addressed. UL 1998
safety-related systems (E/E/PE SRSs). Table I lists carves out a distinctise -- yet practical -- set of
the Pans by name along with the number of pages to assessable testing requirements.
give a senee of the relative size of each part.

,

1

Clause | Heading / Subject )
F '" *'dPart Subject Pages -

i General requirements 38 - Preface

2 E/E/PE safers-related sy stems I $$ i scope
3 Sottu are 44
4 Definitions and Abbreviations 23 _

2 Denniuon of Terms
3 Risk Analys:s

$ $1L Determination Methods 26 4 Process Deiinitior.
6 Gmdance in p? plying Parts 2 and 3 72 $ Tool Validauon -

7 overview of techniques and measures 107 6 Software Design
7 Criticai and Supervisory Sections of

sonwanTable 1: Parts ofIEC 61508
8 Measures to Address Microelectronic

Hardware Failure Modes
The first four parts of IEC 61508 are normative. 9 Product interface

while the remaining pans are informative. This is 10 user interrace Desen
11 Software Anaissis and Testmg

not to say that Parts 5,6 and 7 are not important. In i2 Documentauon
fact, these parts of the standard give users extremely i3 orr-rhe-shelf %oftware

valuable guidance on developing Safety Integrity 14 sortwarc o ww and Document

Levels (SILs), for recommending measures for fo,"n't ncanon
''

i3
E/E/PE SRSs (i.e., hardware and software . Appendis A i

measures), and for providing descriptions of various
~

methods and techniques- Table 2: Inside UL 1998

ff requirements are viewed as a list of As shown in Table 2, the Reference Standard has
ingredients, then the informative parts been engineered to enable it to:
(guidelines) ofIEC 61508 are like a recipe that
one may follow to show compliance. 1. link-up with end products (e.g. " Product

Interface");

. 2. interface with human operators and maintenance
UL 1998 Orcam. ration

personnel (e.g. '. User Interface..);

UL 1998, first published in 1994, is now in its
. 3. address 2ilure modes of the underlym.-e

.

Second Edition and has xen in use since 1995. It is
microelectrome hardware (e.g., Measures to

. .

a compact set of normative requirements with Address Microelectronic Hardware Failure
fifteen sections (or clauses). Appendix A contains a

Modes");
table of example measures to address
microelectronic hardware failure modes along with

4. address vendor-supphed software (e.g.. , Off-
a worked example and a l.ist of brief descriptions of gg7 gg and " Tool Qualification").

..

the measures. The appendix is normative if called
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i

Basis for Determinine Measures in some ways, it is easiest to think of UL's approac
as being the opposite. Manufacturers come to Ut

The use of an "index" to select among a group of for certi6catien of their products and components
safety measures is well established in the standards and each submittal is individually assessed agains
community. First, the index is qualitatively or the relevant applicable standards. If the product o
quantitatively " calculated" in terms of component meets these requirements, it gets one o
risk / criticality and then it is used to resolve between UL's marks. The UL system and the use o
two or more substantially equivalent safety independent third-party testing laboratories ha
measures. The end result is a determination of the traditionally been used by manufacturers that mass
type and the extent of the safety measure (s) to be produce products.
applied.

But one manufacturer's product is anothe
Philosophically both standards leverage off of a manufacturer's (or system integrator's) componen
similar risk-based approach for arriving at an index. So not only is " product" a relative term, but so ar
IEC 61508 explicitly uses safety integrity lesels " system" and " component" It really depends o
(SILs), w hile UL 1998 uses a hazard-based where you stand as to whether you can considc
approach for determining acceptable measures. these as distinct and unique terms or whether the

arejust synonyms.
SILs require that risk analysis and reliability studies
be conducted at the system level and with a known Bottom-Up pnd Top Downn

application. Without a de6ned application. the risks
associated with some proaucts and components can Though there are differences in these two standard
not be fully ascertained. Take for instance a both documents can mutually serve th
programmable logic controller (PLC). It is a manufacturing community in providing a tot;
component that IEC 61508 regards as unevaluatable system safety assessment. With UL 1991
until it is integrated into a system with a specific manufacturers can gain confidence in engineerin
application domain to give it context. This fact systems from certified programmable system
restricts IEC 61508 to systems with defined p oducts and components. Of course. software
applications are known apriori. only one aspect of the overall UL assessmer

process. In conjunction with the UL systen
UL 1998 uses a simpler notion of risk analysis and manufacturers can use IEC 61508 once the system
" software class" to determine the acceptable integrated and has a defined application. We ai
measures. The difference is that UL 1998 explicitly fortunate to have this type of holistic synergisi
calls for a risk analysis ([UL 1998, Clause 3]) as emerge in the combined US and Internation;
part of the requirements and marries together the system safety standards.
results of the risk analysis with the notion of
software class in order to arrive at suitable Scope of Applicability
protectis e measure

in the context of standards, there are at least tw
aspects of scope that can be discussed: the first

( Application of Standard Safety Criteria the scope of the requirements i.e., the breadth ari
depth of what the requirements address. Th

IEC 61508 :s applied to an E/E/PE safety-related element is covered in the next section dealirl
| system as well as any of the subordinate systems specifically with the software content of tL

that comprise the oserall system. This is done in the standards. The second aspect of scope deals moi
context of a defined application and by repeated with the applicability of the standard. UL 19%
decoupling and decomposing the system into its addresses embedded non-networked safety-relatt
constituent parts. evaluating each subsystem in turn. softw are and contains a minimal number <
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requirements that address microelectronic hardware. approach to requirements writing. We believe,
The view taken by UL 1998 is that software is however, that given the coarse level of granularity
merely a component of the system. That is, the with which we attempt this comparison, that there is
requirements in UL 1998 are specifically focused on little chance of misrepresenting any similarities or
software that is embedded in the particular product. diff::rences that may or may not exist between these
System considerations, such as how safety measures two sets of software requirements.
are implemented in a composite system that
contains multiple subsystems, are dealt with in UL's Both standards contain requirements that address
end-product or category standards. various aspects of safety-related software including:

design, process, configuration management, change

UL 1998 focuses solely on embedded safetv- control, testing, and documentation requirements.
'

related software. We highlight a few of the more subtle differences
that we found in our study, but we are cautious in
drawing any hard conclusions about which set of

IEC 61508 is a system standard that is used by other requirements is most effective in developing safety-
standards (as a reference) or as a basis for related software.
developing an industry-specific (sector) standard. It
contains system, hardware and software Software Life Cycle
requirements in its Parts. By the scope statements
in IEC 61508 and with the current definition of IEC 61508 defines a software safety life cycle as an
LCS, it can be applied to potentially any component, integral part of the standard. Clause 7 and the
product, subsystem, system or system of systems. various subclauses form over fifty percent of Part 3

(twenty-four pages of the forty-four total). It
in principle, UL 1995 and IEC 61508 treat safety- closely follows the classic "V-model" with design,
related software the 'ame, namely they both include development and implementation phases being
software implementing safety functions as well as mirrored by verification and validation phases.
any software that is used to develop the safety-
related system (see [61508-3,1.1.b]). However, in UL 1998 approaches software deselopment life
practical terms, the two standards differ slightly. cycle requirements specification as set of eight liigh-
IEC 61508 renders all of its requirements on level criteria [1998 Subclauses 4.1-4.8]. In more
supporting (e.g., vendor-supplied) software, whereas subtle ways, UL 1998 presents its topics grouped in
UL 1998 contains special subclauses (see [UL1998, such a way as to suggest a progression from the

>

5 and 13]) to address off-the-shelf software and tool earliest phases of a software life cycie to the latest
qualification. stages. Refer to Table 2, which hsts the contents of

j UL 1998. The intent is to have a well-defined,

documented and repeatable process is in place. The
Comparing the Software Requirements particular clauses in UL 1998 [UL, 4.14.8] are

derised from several sources including IEEE 1224-
As previously mentioned, it is difficult n. compare 1994, ISO /IEC 12207, and FDA Reviewer

-- in a completely fair manner -- UL 1998 software Guidelines.
requirements to those in IEC 61508-3 alone'. This
is because Part 3 is used in conjunction with Parts I Partitioning
and 2 to mold together a consistent system safety

One way that UL 1998 emphasizes the need to
reduce complexity in embedded safety-related,

m oe ,. ., ,, <,.s ~,,-,, u,, e- , ~..u. ..u e,.s oe*, ,' software is by enforcing partitioning requirements.
.o,,,,,.s~,,~,,,,,,.,,w-,a,,,,,,~,,,,,.or,,,,*-- . * ' ' Software par itioning is the separating of software-

,~,,,,,,,e,,s u ,,3a,u ., ,+,,~ ,.m ,,,,,.., w,a,
related functions that address distinct concerns and

, .s.~s , r.,, , ~ ,. .. ~ a r- s ,.. .mo. ., -,,,,~

have distinct roles. Par:itioning is crucial in

35

m



embedded systems since the safety-related code is Summary
often co-resident with non-safety-related code. In
addition, during execution of the computer program, Both sets of software safety requirements:
memory locations, buffer caches and registers are
likely to store or temporarily hold critical data that Share similar objectives and many of the same*

must not be corrupted. The partitioning of safety- . technical references sources
related software from all other non-safety-related Have many of the same basic.

software is a principal concern in UL 1998. IEC intents / comparable notions of safety
61508 has a somewhat different approach regarding Leverage off of a similar risk-based approach to*

partitioning [lEC,7.4.2.7-8], as there are no specific choosing satisfactory safety measures
testing or analysis requirements to see that the . Are developed by long-standing reputable '
partition is enfcrced. The relaxed IEC 61508 organizations with consensus an input from :
partitioning requirements makes sense because it is multiple parties.

' not quite as narrowly scoped as UL 1998. Consolidate software with certain .*

microelectronic hardware requirements
Configuration Management Can be referenced by other standards; public)z .

domain documents i

IEC 61508 has seven subclauses ([lEC, 6.2.2,6.2.3

(a-i)]) that address software configuration The top two differences that we believe exist!
management. It is curious that these clauses reside between UL 1998 and IEC 61508 are:
in the normative portion of Part 3, yet they are I
prefaced by the statement: " Software configuration 1) the degree of specificity in requirements relatingl
rnanagement should: " (Given that "should" is a to development life cycle in IEC 61508 versus
recognized term to indicate guidance. it is not clear the process definition criteria stated in UL 1998.
whether the CM requirements are mandatory or the use of safett ntegrity levels in IEC 61508i

not). IEC 61508 does state that CM controls be in versus risk assement-based approach of UL
effect "throughout the software safety lifecycle." 1998.

l
UL 1998 addresses CM and change management

,

controls in three clauses of the standard: Acknowledgments
,
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Putting Principles into Practise:
The Formal Development of a Theorem Prover
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Abstract

Formal methods for software specification, verification, and development
have for many years been a focal point of research at the OECD Halden
Reactor Project. A major accomplishmen: has been the establishment of a
complete methodology for the practical application of algebraic specifica-
tion in formal software development. The methodology is supported by the
HRP Prover, an automatic theorem prover developed at the Halden Project
to facilitate exploration of animation and theorem proving techniques in
formal software development. The paper presents results from a project in-
volving the use of this methodology in the development of a new version
of the HRP Prover. In spite of the large number of tools available that sup-
port formal methods, very few of these have been developed in accordance
to the same principles. The project has delivered a tool that facilitates for- ;

mal development of modular, well-structured programs by the use of au- )
tomatic program generation from specification or design. As a

l
consequence, functional requirements can be realized directly, while im- ;

proving the traceability of requirements from the program code. This also
simplifies maintenance and further development, since new program code
can be constructed directly from changed or added requirements. The re-
ported results from the development project are of relevance to the formal
development of a wide range oflanguage-oriented tools, involving aspects
like analysis, transfonnation, and code generation. In particular, the ap->

proach employed appears to facilitate combination of complementary
]

specification notations. This is exemplified in the paper by the integration !
of Petri nets and algebraic specifications.

1 Introduction

The recent years have witnessed the replacement of many conventional electro-mechanical process control
systems with computer-based systems. This also includes the use of computers in safety-related tasks, e.g.
in nuclear power plants and traffic control. The motivation behind this shift towards the use of programma-
ble equiptr. nt is manifold. Imponant benefits are the possibilities for implementing more accurate trip cri-
teria, the improved means for automatic surveillance, as well as simplification of calibration and functional
testing during operation. There are however also more agmatic concerns relating to decreasing availabil-
ity of equipment and spare parts for the conventional < . aems and of personnel with appropriate technolog-
ical expertise. Nevertheless. there has been a certain reluctance to the use of programmable equipment in
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safety systems. One reason for this reluctance has been the complexity of safety assessment and licensing
of these systems, in particular of the embedded software.

Recently, the application of formal software development methods have been treated with increasing inter-
est within the nuclear society. Much discussion and, to a certain degree, controversy arose from the verifi-
cation and validation of the computer-based Darlington shutdown system [4]. Nevertheless, there is today
a growmg consensus within the nuclear society that more practice on the use of formal methods is needed
in order to evaluate their applicability [25]. Several independent studies suggest that there is a need for a
systematic, rigoraus effort in establishing design requirements to minimize errors in the final product (1].
Licensing authorities in general have a particular interest in representative applications of existing formal

,

methods to make decisions on whether the use of formal methods should be required, which formal methods
should be used, wnat is the appropriate way to use them, and what to require to be farmally verified. Much
of this motivation comes from the limited value of traditional methods. Following (14)," traditional soft-
ware-development techniques usually do not provide the levels of dependability demanded by safety criti-
cal systems, and the quality criteria are usually such that the amount of test;ng that is feasible cannot
demonstrate that the desired goals have been achieved". As a matter of fact, there are several important as-
pects that make the application of software in safety-critical applications fundamentally different from their
application in other areas. Safety-critical applications must work when needed, and it is not appropriate to
wait for evaluation during use to bring the reliability up to an acceptable level. The realization of the poten-
tial benefits of computer-based control and safety systems for nuclear power plants therefore requires ver-
thing the reliability of these systems. Traditionally this has been done by means of simulation of the
hardware design and exhaustive software testing. It appears however that the use of formal mathematics,in
some form, is necessary in order to achieve substantial improvements in the development of dependable
software.

The present paper focuses on the formal development of tools supporting formal methods. There is today a
wide variety of tools available that provides such support. Nevertheless, it is regrettsble that very few re-
search and development activities have given serious attention to the formal development of these tools. It
is believed that the eventual maturity of formal methods will require a change in this attitude.That is, formal
methods should not only be used in the development of conventional software systems, they should also be
used in the development of formal methods support tools. This also has a p acucal aspect, since the devel-
opment of systems requiring a high level of safety would require development tools with very high reliabil-
ity. According to [6], the combined set of tools used in the development of safety system software shall ;

provide the same level of dependability as the level required from the target software.

Formal methods for software specification, verification, and development have for many years been a focal
point of research at the OECD Halde.. % tor Project. A major accomplishment has been the establishment
of a complete methodology for the practical app!! cation of algebraic specification in formal software devel-
opment. The methodology is supported by the HRP Prover, an automatic theorem prover developed at the
Halden Project to facilitate exploration of animation and theorem proving techniques in formal software de-
velopment. The HRP Prover supports a methodology that allows for using the same language, tool and proof |

techniques both in specification and design, even down to a " concrete" specification. In the specification
phase, the HRP Prover is used to verify and validate the specification, while in the design phase the same
tool is used to verify the correctness of the design steps. A few years ago, the applicability of the method-
ology was demonstrated in a case study on the development of a reactor safety system [21]. Since 1995, the
methodology has been used in the developmen; of a new version of the tool.That is, the tool is developed
in accordance to the same principles as it is intended to support. The existence of the tool provides evidence
to the claim that the methodology based on algebraic specifications and the HRP Prover can be used effi-
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ciently in the development of programs of realistic size and complexity. To the knowledge of the author.
the new HRP Prover is the first tool of its kind that has been formally developed in accordance to the same
methodology as is supported by the tool. It appears to be unmatched from earlier developments of theorem
provers in its extensive use of algebraic specification.

The paper is organized as follows. Section 2 presents findings from the EvalFM project, where algebraic
specifications and the HRP Prover were used in a case study on the formal development of a reactor safety
system. Section 3 introduces the formal development of the HRP Prover, and presents some of the main
principles employed. Section 4 discusses central aspects of the specification of the HRP Prover. including
the specification language, the concept of abstract syntax, the various levels of theorem proving, and finally
transformation and code generation. Aspects related to implementation and maintenance of the generated
program are discussed in section 5. A useful new feature of the HRP Prover is the automatic transformation
between state-based and transition-based speci6 cations. Section 6 describes the two classes of specifica-
tions, their application in the combination of Petri nets and algebraic specifications, and finally their relative
merits in software specification and design. The issue of software quality is emphasized in section 7, where
the implications of the development process on various product quality aspects are discussed. Finally, sec-
tion 8 considers the transferability and general relevance of the approach employed in the formal develop-
ment of the HRP Prover.

2 A Case Study on Formal Development

The objective of the EvalFM Project [21] was to evaluate the applicability of formal methods, and in partic-
ular the HRP Prover, in the development of a realistic, preferably a real, safety-critical system related to nu-
clear power plant operation. In co-operation with Sydkraft and ABB Atom in Sweden, a case example was
defmed on basis of the computer-based power range monitoring (PRM) system installed at Barsebuck NPP.
The case study did not address ABB's implementation of the example system, but the development of a sim-
ilar system using formal methods. The formal specification was based on the original customer's require-
ments document for the system, and was independent of ABB's implementation. The purpose of the PRM
system that was of particular interest in this case study was the monitoring of the average power emission
of the core. When high power emission is monitored, the system must trip the high level alarms. Based on
the requirements document, the EvalFM project produced a formal algebraic specification of one out of four
similar subsystems of the PRM system, utilizing a general mathematical tool-kit defined for the method.
Finally, the subsystem was designed and implemented in a subset of Pascal.The case study also investigated I

how the design could be varied to put stronger emphasis on efficiency. The results provides clear evidence
to the claim that formal methods can be utilized in the development of a real safety-critical system. At the
same time,it was concluded that the potentials of formal methods would increase whenever the customer's
requirements document allows a higher flexibility with respect to design and implementation. The develop-
ment method based on algebraic specification supported in a natural way the implementation of a program
that avoids potentially dangerous features of the Pascal language.

An important aspect of the specification process was the derivatica of the abstract functionality from the
technical descriptions provided by the customer. This would however be necessary' whether or not a formal
specification language was chosen, as the requirements document describes the desired system in a way
which apparently suggests a specific. analogue hardware implementation. There were however important
non-functional requirements for which the usefulness of algebraic specification, as well as of formal spec-
ification languages in general, is very limited. In the case study, this Grst of all related to the given require-
ments to technical performance and accuracies.

41



The use of the HRP Prover formed an imponant part of the development of the case example. The tool sup-
poned the detection of syntactic errors in the specification, the execution of the specification as an early
prototype of the system, proofs of properties of the specification. and proofs of the correctness of the design
steps. All of these activities involve a large amount of symbolic manipulation. and the provision of a pow-
erful theorem prover is therefore essential for the success of the method. Nevertheless, the isolated use of a
theorem prover would probably not be sufficient in an industrial development project. Industrial use would
presumably require a smooth integration of the tool in an application-oriented environment which included
the theorem prover, relevant text editors, graphical user interfaces, transformation tools, etc. This is in
agreement with [6), which recommends that tools are incorporated into an integrated project support envi-
ronment to ensure proper control and consistency. It would also be essential to ensure that this environment
was sufficiently reliable.

The following findings in the EvalFM project were also given in (21). Since the purpose of the project was
to evaluate established techniques, the reader should find many of them familiar. The findings are notewor-
thy first of all because of the particular character and importance of the application domain, i.e. the formal l

development of reactor safety systems. f
Formal specification can be facilitated by the use of some library of pre-defined data type speci6ca- |-

tions.

Algebraic speci6 cation can be used in the design as well as in the speci6 cation, and allows for imple- )-

mentations in a wide variety of programming languages.

The potentials of formal methods are increased whenever the customer's requirements allow for a-

higher flexibility with respect to design and implementation.

Formal software development supports the implementation of programs which avoid undesired features-

of the chosen implementation language.

There are important non-functional requirements for which algebraic speci6 cation provides little sup- i
-

port, such as requirements to technical performance and accuracies. !
l

Whenever the customer's requirements are described in terms of an analogue implementation, certain-

modifications are necessary in order to use the requirements as a basis for the development of a digital
system. The incompleteness or incorrectness of these modifications is the source of an important class
of speci6 cation errors.

Execution of the speci6 cation is an effective means for detecting speci6 cation errors and can be pre- '-

formed incrementally during the production of the specincation.

Execution of the specification increases its cornprehensibility, and thereby facilitates the communica--

tion between agents with widely varying technical background.

Executable algebraic specifications appear to provide a suf6ciently high abstraction level in most cases;-

the major limitation to the abstraction typically relates to the concrete nature of the customer's require-
ments.

The assessment of an algebraic speci6 cation can be performed both by execution and by proving*

expected properties.

Efficient use of theorem proving in speci6 cation and design requires that the speci6 cation language is-

supported by a powerful theorem prover. For safety-critical applications, parts of such a tool should
probably be developed using formal methods.

Algebraic specification supports a gradual design of the speci6 cation towards an implementation. and-
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provides a framework for proving the correctness of the design steps. |
Industrial use of algebraic specification, as well as of formal methods in general, would require the pro-*

vision of a reliable integrated environment.

A large part of the effort involved in a formal development project is invested in the production and*

assessment of the specification. In most cases, only a minor part is invested in the actual implementa-
tion.

3 The FormalDevelopment of a Theorem Prover

The EvalFM project gave a demonstration on the applicability of formal methods and the HRP Prover in
the development of safety critical software. The case study did however not give any clear indication as to !

the possibility of using similar principles in the development of tools supponing such methods. This possi-
bility relates to several factors that motivated the formal development of a new version of the HRP Prover: !

Industrial use of formal methods, in particular in applications related to safety, requires highly reliable*

support tools. Very few support tools have to any great extent been developed using formal methods.

Software is increasingly used in I&C systems importam to safety. The anticipated variety of software in*

future systems requests a similar extenzion in the types of systems treated by formal methods.

The formal development of the HRP Prt ; ur would be representative for the formal development of a*

wide variety of language-oriented tools. it was therefore expected that the research results would pro- j
vide general guidance to the application of formal methods. !

A signi6 cant part of the development would focus on transformation of specifications and code genera-*

tion from specifications. The research results would specifically be applicable to the development of
automatic code generators for conventional programming languages.

There is an increasing interest in applying formal methods also for systems not directly related to
I

*

safety. A successful formal development of the HRP Prover would indicate that formal methods can be
invested in the development of relatively large programs without incurring excessive development |
costs. |

The novelty of the approach is seen first of all from the fact that the methodology used in the development I

of the tool is identical to the methodology supported by the tool. Furthermore, the HRP Prover is automat-
ically implemented from its specification, providing a tool in coherence with its specification. Due to the1

non-trivial nature of the application, the development provides evidence that progtams of realistic size and i
complexity can be developed efficiently by the use of algebraic specifications and the HRP Prover. |

3.1 Principles of the Development
'

In the following, we will briefly describe some of the basic principles employed in the formal development
of the HRP Prover. Note that the applicability of these principles is not restricted to this p 'icular applica-
tion.

Formal specification offamcrionality: Basic to any formal development is the provision of a formal func-
tional specification. In the present case the specification covers functionality related to lexical and syntac-
tical analysis of algebraic specifications, static semantics through type checking, dynamic semantics
through evaluation, automated theorem proving, specification transformation and code generation. All as-
pects of the core functionality were specified in algebraic specification and supported by the conventional
version of the HRP Prover.
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Automatic code generation: Since the definition of the specification language as well as the functionality of
the HRP Prover is given in the specified language, the ypecification of code generation could be utilized in
the automatic implementation of the overall specification into an executable Prolog program.This program
constitutes the major part of the new HRP Prover. Future extensions can be implemented in the same way,
as mere extensions to the existing tool.

loyered. incrementaldevelopment: The formal development of the HRP Prover can be described in terms
of layers of functionality. By way of example, the code generation can be specified on basis of an interme- !

diate representation of the source language, independently of functionality related to automated theorem
,

proving. Correspondingly, automated theorem proving can be specified independently of the functionality I
related to code generation, but may implemented by using a limited new version of the tool featuring this I

|functionality. In this way, the HRP Prover can be developed incrementally, where preliminary versions with
less functionality may be utilized in the development of their more complex successors.

Conceptsfrom compiler development: The principles and techniques used in the development of compilers |

permeate many areas of computer science and software engineering. This is also the case in the formal de- -

velopment of the HRP Prover. Basically, a compiler reads a program written in the source language, and
translates this into an equivalent program in the target language. Of panicular interest in our context is the l

intermediate language in which the source specification can undergo analysis. A clear partitioning of a com- )
piler into a front and back end also makes it easier to make several versions of the corupiler running on a
variety of machines. Analogously, a similar partitioning of the HRP Prover makes it easier to define trans-
lations of algebraic specifications into different programming languages.

Abstract syntax trees: In the analysis of a program, it is common to represent the program in a tree stmeture,
in terms of so-called abstract syntax trees. This corresponds closely to the hierarchical structures defined
by the generator terms in algebraic specifications. Due to the inherent properties of the specification lan-
guage, algebraic specification provides the constructions needed for defining and performing the analysis

i of the source specifications in an efficient and elegant way. The hierarchical representation of source spec-
ifications also facilitates the implementation of structure (context-sensitive) editors, pretty printers, speci-
fication transformation, code generation, etc. Especially important is the means this representation provides
for defining the analysis of the terms and formulas in the source language.

Metacircular evaluation: In the definition of programming languages, it is common to define a procedure
that, when applied to an expression of the language, performs the actions required to evaluate that expres-
sion. Such a procedure is called an evaluator. A popular approach is to use metacircularity, i.e. to write the
evaluator in the same language that it evaluates. This approach is followed in defining evaluation of expres-
sions in algebraic specification. This means that the design and implementation of the HRP Prover specifi-
cation can be undertaken using established techniques supported by the very same tool.

4 Specification Aspects

The major part of the activities involved in the formal development of the HRP Prover relates to the provi-
sion of a formal functional specification of the tool. The appropriateness of algebraic specifications in de-
scribing the functionality can be compared to the benefits of a problem-oriented language set against those
of a machine-oriented language. The functional specification consists of a hierarchical set of data type spec-
ifications and module specifications written in the algebraic specification language supported by the very
same tool. In general, the provision of a formal specification improves preciseness, because it disciplines
the specifier to state explicitly the information necessary to determine wl. is intended in a particular cir-
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cumstance. Applied on the specification of the HRP Prover, this means that a sufficiently precise description
is given of the syntax and semantics of the specification language, the way theorems are proven, how exe-
cutable code are generated, etc. This description suffices as a basis for implementing these functional as-
pects of the tool, and it can also be used as a basis for ensuring that using the tool does not adversely affect
the production of software. In particular, a precise specification of how algebraic specifications are trans-
lated into Prolog makes it possible to demonstrate that the use of a Prolog interpreter does not contribute to
the logic of the specifications in other ways than expected.

4.1 The Spedlication Language

An essential part of the formal specification of the HRP Prover is a definition of the specification language
supported by the tool. It need to be emphasized that this definition is written in the very same language. This
specification language has through several years been supported by the conventional version HRP Prover,
and is essentially an algebraic specification language in the tradition of J.V. Guttag [8]. The specification
language can in many respects be compared to a high-level, strongly typed, programming language. The
language is intended for the specification of functional requirements, design, and architecture of conven-
tional software by means of abstract data types (2). The modularity of the language also facilitates reuse of
(parts of) specifications. Reuse can be funher facilitated by the establishment of libraries of generally useful
specifications. This is a well-established practice in object-oriented programming, where reusability of code
is facilitated by the techniques ofinheritance and genericity. In a similar way, algebraic specifications can
be reused by using the techniques of parameterization and enrichment:

Parameteri:ation: A data type is made generic through the use of formal parameters. Instantiation cor-*

responds to replacing the formal type parameters with actual types.

Enrichment (extension): A new data type is introduced by extending a specification with new functions,+

without modifying the original specification.

The specification language is restricted to first-order functions, i.e. a function may not take functions as ar-
guments or return a function as value.The concept of signature oi'a specification is adopted from universal
algebra, where it means a set of function symbols with arities (i.e. number of arguments). The axioms are
built as conditional equations, where all variables are first-order universally quantified over their respective
types (as given by the declarations). While the definitions in a specification are restricted to conditional
equations, the constraint 3 have a more general axiomatic form.

>

We will conclude these remarks on the specification language by briefly touching upon some of its limita-
tions:

q
'

As usual within algebraic frameworks, the specification of infinite values such as streams is not sup--

ported. Streams refer to flows of data, usually through a channel, between a sender and a receiver.

The specification language can not express pollution (introducing new values for a given type) or col-+

lapsion (equating values which were previously distinct) in the sense of OBJ2 [7]. OBJ2 suppons the
generalisation of standard many-sorted algebra to so-called order-sorted algebra, which is motivated by
the treatment of panial functions. Order-sorted algebras are not supported by the specification language
of the HRP Prover.

The notion of absorts is not supported directly, and has to be modelled by the use of embedding (or-

projection)ftmetions. These functions reflect embedding in the strict mathematical sense by convening
an element of some son into an element of another sort of which the first son is a subsort.
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4,2 Abstract Syntax

The abstract syntax of a specification captures the essential structure of the specification but suppresses its
concrete representation. The abstract syntax is given in the form of an abstract syntax tree. This represen-
tation facilitates the definition of a semantics for the specification language, as well as the specification of
f unctionality related to prototyping transformation, etc. The abstract syntax tree differs from a parse tree ,

by representing some syntactic features (parentheses, commas, periods, etc.) only implicitly by means of its I

structure. In the specification of the HRP Prover, the parser is specified with a function that takes as input i

the sequence of tokens output from the lexical analyser and produces an abstract syntax tree represented by
an element of a type SPEC. The grammar is unambiguous in the sense of equivalence between the possible
abstract syntax tree representations for any given input sentence. In our case, the grammatical phrases are
terms of data types written in algebraic specification. The approach followed is so-called predictive recur-
sive-descent parsing, which is based on recursion without backtracking.

Most of the specification of the parsing (also known as syntax analysis or hierarchical analysis) consists of
functions that transform input sequences of tokens into abstract syntax trees. By way of example, the ab- 3

stract syntax tree of a definition is specified with the data type DEFINITION. The overall specification of
the parser is given by the specifications of a large, hierarchical set of data types. see Figure 1. The figure
illustrates the hierarchical relationship between the data types, where e.g. the data type SEM ANTIC _PART
depends on the data type DEFINITION, but not the other way around. In a similar way, the data type DEF-
INITION depends on the data types DEFTERM and FUNCTOR. etc. For simplicity of presentation. the tri-
angles denote subtrees of data types.

SPEC

|
SYNTACTIC _PART g SEMANTIC _PART

/ \ l
DECLARATION SUBTRACTIONS DEFINITION

I I / N
g a DEFTERM FUNCTOR

/ N I
TOKEN TERM g j

l
CHAR A I

Figure 1. The hierarchical relationships between the data types.

The syntax is described by a grammar, and is therefore not sufficient for characterizing the class of accept-
able specifications. An important task in semantic analysis is to collect type information and check the
source specification for errors related to types. This process, called rvpe checking, reveals errors related to
the use of arguments having types different from those specified for a function.The type checking of a spec-
ification is carried out on basis of the abstract syntax tree constmcted in the syntax analysis. Semantics in
the full sense is in this context the meaning of a term in the specification. and is described by means of term
rewriting.

.
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4.3 Levels of Theorem Proving

The formal development of the HRP Prover involves the establishment of a uniform approach to term eval-
uation and theorem proving in the context of algebraic specifications. The approach involves several levels
of proof, see Figure 2.

inductive theorem proving

complete evaluation

[ equality within D
environment

(| + ).

term rewriting,.~

lesnanas,
'

' constraints

Q Q ,,wn.r- ,-v- - -) } }
Figure 2. Four levels of theorem proving.

At the first, uppermost level, a theorem (or a set of theorems) is dynamically refined into several simpler
theorems in accordance with an induction principle. For each of these simpler theorems, a complete set of
cases are generated at the second level. These cases correspond to all logical combinations of assumptions

4 dynamically asserted during the proof. Each of these combinations constitutes an environment in which the
theorem is proven. This utilizes basic term rewriting, lemmas proven previously, and user-defined con-
straints. The approach can be used in systematically proving a large number of interdependent theorems.
We will in the following look into these levels in some more detail.

The uppermost level of theorem proving is based on the author's algorithm for generating an exhaustive
induction principle during the proof of a conjunction of theorems. The generation of induction principle re-
flects the use of multiple induction, which can be defined recursively as either simple induction, or multiple
induction within a simple induction. Note that multiple induction may involve induction variables of differ-'

ent types.

Each induction variable gives rise to refinement of a theorem into several cases. In proving each of these
cases, another level of cases is introduced at the second level by the dynamic assertion of assumptions made
during the proof. Complete evaluation for all logical combinations of assumptions is based on a second al-
gorithm invented by the author. This algorithm is based on making assumptions about the truth-value of
undefined conditions encountered in the evaluation of a term or in the proof of a theorem. By dynamically
extending and reducing a set of numbers corresponding to the rows in a truth table, a complete proof or eval-
uation is generated.

The refinement of theorems provides environments in which equality is evaluated. The criteria determining
semantic equality of two terms is obviously an important consideration in proving equational theorems.
Note that these criteria need not be complete in order to ensure sound proofs. What we are aiming for is an
adequate set of criteria that can be specified in a transparent way and implemented with sufficiently efficient
algorithms. At the fourth, and lowest level, terms are evaluated by means of term rewriting. Since terms are
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represented by a directed graph, the technique known as graph reduction is applied to reduce the complexity
of rewriting a term.This is done by replacing subtrees (representing subterms) by the expansion of the term
they represent.

Whether or not theorem proving is supported by mechanized means, the use of lemmas remain a basic in-
gredient in the process. It has been demonstrated earlier how the HRP Prover suppons a systematic search
for lemmas providing a complete proof of the original conjecture (20]. The new HRP Prover also supports
constraints which are closely related to lemmas. Constraints and lemmas assume the same form, and are
utilized by the theorem prover in the same way. An important difference related to pragmatics is that con-
straints represent axioms of the specifications, and are therefore not proven per se. Instead, the use of con-
straints put specific obligations on the proof of consistency of the specifications.

4.4 Transformation and Code Generation

Part of the formal specification of the HRP Prover covers automatic translation of algebraic specifications
into the programming language Prolog. Since Prolog can be viewed as a descriptive as well as a prescriptive

i

language, it suits well for many applications where formal relationships and objects play a central role. Pro-
log is particularly relevant for implementation of algebraic specifications because of the natural relationship |

that exists between definitions in algebraic specification and clauses in Prolog. The chosen implementation
language is therefore highly problem-oriented in this case.

The approach chosen to translate specifications is quite similar to the congilational, innermost method of j

M.H. Van Emden and K. Yukawa (5), but extends this approach at several points to cope with the full spec- j

ification language. The approach is called compilational, because terms and equations are compiled to a rep-
resentation in some model. This model is the subset of first-order predicate logic representable as Horn
clauses in Prolog. The approach requires that the functions of a data type are separated in the usual way into
constructors and definedftmetions. The constructor terms are those constructed by composition of variables
and generators. For each defined function, i.e. the outermost function on the left hand side of an equational
definition, and the defined functions occurring on the right hand side, a corresponding Prolog predicate with
the arity increased by one is introduced. Since the arguments of the left hand side are either constructor
terms or variables, these will not be translated, and the arguments of the corresponding predicates can be
" copied" from the specification. The remaining argument at the last position in the predicate will be a var-
iable unified with a term representing the value of the function. An advantage with this approach is that no

4unification process is needed other than the one provided by Prolog. The approach makes it possible to suc-
cessfully execute algebraic specifications, and to use induction to prove properties of specifications.

The specification of code generation into the programming language Prolog provides in effect an operation-
al semantics of the specification language. This translation is generally applicable to all algebraic specifi-
cations in the defined language, and is not limited to the implementation of the HRP Prover. In fact, the
translation specified at one stage of the development project was used in the new HRP Prover to implement
a command providing automatic generation of stand-alone Prolog code from a given specification. This
could then be utilized in the further development of the tool.

In relation to transformation tools, an important analysis task is to identify the nature of the faults these tools
can introduce into the target software, together with their consequences [6]. When it comes to the transfor-
mation of algebraic specifications into Prolog, it can be demonstrated that the use of a Prolog interpreter
does not contribute to the logic of the specifications in other ways than expected. Since the new HRP Prover
is implemented using this transformation, such contributions could have innuenced the behaviour of the tool
in non-obvious ways. In fact, only a very small part of Prolog is used in implementing algebraic specifica-
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tions. The Prolog interpreter is in this context mainly used as a term rewriting machine for ground terms in
algebraic specifications. This is also reflected in the implementation of the new HRP Prover, where this is
ensured by means of an interface between user input and execution of rules resulting from specifications. It
is of course possible to execute these rules with open terms as well, but this is not necessary in the execution
of the HRP Prover.

When applying transformation tools in the development of safety system software, accepting their output
without further review would require special justification. One approach to validate the output is to use re-
verse engineering tools, with the aim of translating the code into a form suitable for comparison with the
specifications. This would be possible with the transformation from algebraic specifications into Prolog,
since the generated Prolog code in principle can be transformed back to a specification that is equivalent to
the original one. This is a feature that will be considered in future extensions of the new HRP Prover. It
should however be emphasised that these results are not automatically transferrable to code generation into
other implementation languages.

5 Implementation and Maintenance

From a perspective of implementation size, the formal development of the HRP Prover is a relatively large
application of formal methods. The basic functionality of the new HRP Proser is implemented by a Prolog
program consisting of more than 1800 clauses and 14000 lines of code. More than 909c of the overall code
(not counting some trivial explanatory output routines) has been formally specified in algebraic specifica-
tion and automatically generated into Prolog. The remaining <109c of the code facilitates user interaction
and file I/0, and was programmed directly in Prolog. The size of the program is expected to increase signif- ,

icantly as a result of future extensions. These extensions can be specified and implemented in a modular I
way using the same methodology. The issue of modular software design is important since it provides an I

approach to minimise the risk of design faults and to facilitate independent verifications. The use of alge- |
braic specifications is particularly strong when it comes to recommended practices like hierarchical modu-
larization, encapsulation and information hiding [6].

|

We will in this section focus on some implementation and maintenance aspects related to the approach fol-
lowed in the formal development of the HRP Prover.

Layered implementation: As was indicated in section 4, the overall specification of the HRP Prover is or-
J ganized in terms of a hierarchical set of data type tand module) specifications. This reflects the general strat-

egy to the specification of the HRP Prover, viz. in terms of layers of functionality. Code generation into
Prolog maintains these layers by confining its scope to a given data type or module specification, independ-
ently of other specifications or code. In spite of the apparently " flat" structure of a Prolog program the code
generated from the specification can easily be organized m terms of readily identifiable blocks of a program,
maybe on separate files. In general, this means that extensions to a generated Prolog program can in every
respect be implemented as mere extensions of the existing tool.

Reali ation offemetional req .irements: Automatic code generation from specifications ensures that func-
tional requirements are realized directly, without the need for manual work in refining or implementing the
specifications followed by discarding of proof obligations related to these steps. This simplifies the imple-
mentation, verification, assessment, and maintenance of a program. It is still possible to carry out design
steps by refining specified data structures ana operations, with the aim of providing e.g. a more efficient
implementation.

Traceability offunctional requirements: For many activities involving the implementation of a program, the
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traceability of functional requirements is of vital importance. Verification and assessment of a program is
greatly facilitated if the relationship between requirements and the various code segments is well document-
ed. In a similar way, but with a somewhat different perspective, maintenance and possible further develop-
ment of the program need to consider the same relationship in order to understand how software changes
affect the correctness with respect to the specified functionality. In panicular, it is essential in software
maintenance that changes to the code does not incur unintentional changes to the functionality. If the code
is generated directly from the functional requirements or otherwise has a well documented relationship to
these, the resulting traceability of requirements facilitates a more dependable approach to software mainte-
nance. Instead of changing code directly, the changes are made to the related requirements, which in turn
are realized in new code.

In conventional practice, the specification of a software system is typically not complete before the final
implementation is running. The reason is that the developers knowingly provide an implementation that
redefine the specification itself (24]. Modifications to the specification also often arise after the system has
been put into use. The actual usage of the system often reveals weaknesses that were not envisaged in the
specification phase. It must however be stressed that in the development of safety systems, much effort is
invested on achieving a correct specification in the first stage, and that relatively few modifications of the
specifications are made during the development. The high safety and reliability requirements to these sys-
tems also imply that rigid restrictions are put on the possibilities to modify existing implementations. As a
consequence, unexpected modifications are usually implemented in accordance to a formalized procedure.

6 - State-based and Transition-based Specifications
|

An important feature of the new HRP Prover concerns two related classes of algebraic specifications that
capture the concept of state. The state-based specifications model the state explicitly, while the transition-
based specifications model the state iniplicitly by constructing a traditional generator basis. It can be dem-
onstrated that specifications in each of these classes can be transformed into specifications in the other class,
while preserving the proven properties of the specifications. As a practical consequence, the specifier can
readily re-organize his specification so that it conforms to the most efficient or familiar approach, or to what
appears to provide the best starting point for designing and implementing the specified system.

Each of the two different classes of specifications involves a particular strategy to the specification of states
and transitions, see Table 1: '

Table 1:

States and transitions in algebraic specifications

| state-based specipcation transition-based specipcation

generators one record of state variables intial states, transitions (rnany)

functions ' initial states, transitions (many) state variables (many)

In state-based specifications, the state space of a sy stem is specified as a tuple of values, while the transitions
are specified by defining fqpctions giving new state values. In transition-based specifications, the transitions
are represented by the generator symbols of a specification, and the generator terms are interpreted as "his-

.

tories" of the real system. A state variable can then be specified as a function taking such a generator term

i
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as argument and returning the value of the state variable as the system has engaged in the transitions repre-
sented by the generator term (in the given sequence). Verifying invariants for the transition-based specifi-
cation is done by traditional generator induction, but that in effect gives the same inductional schemes as
are used for the state-based specification. In both cases induction is done on what represents the transitions
in the real system. The underlying theory clarifies when and how a notion of equivalence between these two

,

types of specifications makes it possible to freely choose !ytween m a different approaches to specification
and verification, while preserving the set of proven proin:M of the specifications.

In the specification of the HRP Prover, the notions of state-based and transition-based specifications are
made precise by the definition of predicates checking whether the given data type specification belongs to
the appropriate class. Furthermore, separate functions have been defined that transforms a given data type
specification in one of these classes into the corresponding specification in the other class. These predicates
and functions form the basis for the implementation of the corresponding commands in the new HRP Prov-
er.

6.1. Applicability for Petri Nets

The concepts of state-based and transition-based specifications have been applied in the establishment of a
uniform approach to the translation of a wide variety of autonomous and non-autonomous Petri nets into
algebraic specification. The importance of Petri nets in this context first of all relates to their usefulness as
an intermediate language between a wide variety of graphical descriptions on one hand, and textual formal
specifications on the other. Furthermore, the importance of Petri nets in the nuclear sector is well document-
ed through applications such as fault diagnosis [11] and fault detection [17] [18] in nuclear reactors, fault
tolerance in nuclear reactor protection systems [3], and modelling of work flow in nuclear waste manage-
ment [15]. A characteristic of Petri nets [16] [19] is that they are at the same time state and action oriented,
in the sense that both the states and the actions are explicitly described. According to [12), most system de-
scription languages describe either the states or the actions - but not both. Using Petri nets, the reader may
easily change the point of focus in the course of analysing the net. A similar change of focus is feasible in
algebraic specification through the transformation between state-based and transition-based specifications.

The approach involves translating Petri nets optionally into state-based or transition-based algebraic speci-
fications, and using automatic transformation between these two classes in order to utilize their relative mer-
its. The translation makes it possible to analyse the nets with techniques established for algebraic
specification, including the use of the HRP Prover, see Figure 3.

Transformation

V

N-> Translation S .' A""U'5* *#

V

implementation + Program

Figure 3. Translating Petri nets into algebraic speci6 cations.
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Funhermore, the nets can be manipulated indirectly through transformation of the resulting specifications.
In this way, Petri nets and algebraic specifications can be integrated to form a common specification docu-
ment to be used as a basis for the software development. The approach has been generalised to many dif-
ferent kinds of Petri nets including

Autonomous nets: Condition / Event systems, Place / Transition nets, Coloured Petri nets.*

Autonomous nets with increased descriptive power: Inhibitor arc Petri nets. Priority Petri nets.

Non-autonomous ners: Synchronized Petri nets Timed Petri nets (weak and strong time semantics),*

Mixed synchronized and timed Petri nets. Interpreted Petri nets.

The choice of state-based or transition-based specification relates to pragmatic concerns about the relative
merits of the two classes of algebraic specifications, both in general and with respect to the translation and
extension cf Petri nets. When it comes to non-autonomous nets, the introduction of synchronization favours-

the state-based specification, since new extemal events can then be included successively by introducing
new functions. On the other hand, the introduction of timed places favours the transition-based specifica-
tion, since timing constraints can then be added or modified successively by introducing or modifying sep-
arately defined functions. Also the introduction of data processing favours the transition-based
specification, since data variables can then be added or modified by introducing or modifying separately
defined functions.

Some of the most important findings from the research activities on Petri nets and algebraic specifications
can be summarised as follows. I

The algebraic specification resulting from the translation can be used to prove general invariants by*

means of induction on the transitions.

The algebraic specification of a Petri net can be gradually extended to incorporate new functioning*

mies.

The basic approach to the translation of Petri nets into algebraic specifications can be generalised to a*

wide variety of Petri nets.

Automatic transformation between state-based and transition-based specifications gives a flexible and*

efficient approach to the combination of Petri nets and algebraic specifications.

The work on Petri nets and algebraic specification represents a promising approach to the integration of
'

specifications written in different languages. The approach appears to be applicable to a wide variety of
graphical and textual specification languages. Furthermore. the transformation between state-based and
transition-based specifications can be utilized in the combination of specifications written in different tex-
ruallanguages, such as Z notation [23] and Larch Shared Language (9). On the basis of these observations,
it is expected that the approach will prove useful in future work on combination of specification techniques.

6.2 Relative Merits of State-based and Transition based Specifications

We have already seen that there are good reasons for insisting on the need for both state-based and transi-
tion-based algebraic specifications. Many of the differences between a state-based and a corresponding
transition-based specification emerges when extending, combinmg. transforming or refining specifications,
or when using tool support. Some of these activities may in practice demand one particular of the two spec-
ifications, and consequently a need to transform specifications to suit these needs. The need to transform
specifications arise in particular when combining a state-based and a transition-based specifications. The
style of the combined specification is determined by the desired focus in each concrete case, but the com-
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bination will anyhow involve a transformation of one of the specifications.

We willin this subsection briefly summarize some of the differences between the state-based and the tran-
sition-based style of specification. The choice of specification style will for a particular case typically re-
quire a consideration of several of these. Furthermore, the relative merits represented by these differences
might be weighted differently from case to :ase.

Information contents: An important difference between a state-based and a corresponding transition-based
specification relates to the information represented in the generator terms. In a state-based specification, a
generator term represents the " current value" of each state variable, btn . S 5 general not possible to relate
the current state to previous states. In comparison, a generator term in a transition-based specification pro-
vides an explicit representaion of the history of the system. That is, the generator term gives the sequence
of transitions in which the system has engaged, and thus represents the information needed to distinguish
between the different paths leading up to a particular state.

Specification process: A state-based specification models the state of a system explicitly, while only an im-
plicit model is provided by the transition-based specification. From this fact, it should not surprise that the
process involved in producing the specifications encourage quite different strategies. Concretely, the model
provided by a state-based specification is explicit in the sense that the values of the state variable are given
by a single generatcr term, without the need for further rewriting. This is not the case with the transition-
based specification, where the value of a state variable can be found only by evaluating the corresponding
function in the generator term representing the history of the system. This explains the difference in per-
spective between the specifications. Since in a transition-based specification pairs of state variables and |
transitions are covered by separate equations, the specifier may concentrate on smaller parts of the system
and its specification in the specification process. Consequently, the transition-based approach facilitates a
process where the specification of each state variable is done separately from the specification of the other

,

!state variables. The mental load in the process is therefore reduced in comparison to the process involved
in producing a corresponding state-based specification.

Specipcation maintenance: One difference of great pragmatic importance relates to the maintenance of
specifications. A choice between the state-based or the transition-based specification style may profit from
a consideration of what types of modifications are envisaged. By way of illustration, the state-based style
may be the most convenient if addition of operations is more likely than addition of state variables. A pos-
sible approach is to transform between the two styles of specification as the need arises. With the new HRP
Prover, this transformation can be done automatically.

Comprehensibility: Evidently, comprehensibility of specifications is largely a matter of individual judge-
'

ment. Nevertheless, there are certain aspects of state-based and transition-based specifications that favour
one style over the other in this respect. There is also a clear relationship between manual inspection of the
specification and animation through execution of the specification:

Inspection: Since the state-based speci6 cation " collects" the values of all the state variables into a sin-*

gle generator term, it is easier to see how an operation modifies the system as a whole than with its tran-
sition-based counterpart. This perspective is virtually lost in the transition-based specification, where
only one state variable is considered in each equation. This is not necessarily problematic if the inspec-
tion mainly focuses on pairs of operations and state variables. In this case, the transition-based specifi-
cation may even be favourable.

Animation: The animation of the stre-based specification shows how an operation modifies the system+

as a whole, by giving the new value of each state variable. This is usually the prefe Ted " mode" of ani-
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mation. compared to the transition-based approach where the value of each state variable must be found
separately. The transition-based approach may be preferable if the state variables of interest constitute

;

only a small fraction of the total amount of state variables.

Compactness: Since all the state variables are explicitly represented by a single term, a state-based specifi-
cation is usually more compact than its transition-based counterpart. With n states and m transitions (in-
cluding initialisations), the specification of the relationship between the states and the transitions is in the
standard case given by m equations in a state-based specification. In the corresponding transition-based
specification, the same relationship is given by n x m equations. It is clear that, as the number of states and/
or transitions increases, the difference in compactness between a state-based and a transition-based specifi-
cation becomes startlingly more apparent.

Utill:arion in other methods: Tools support comprises an important consideration in relation to the transla-
tion of state-based and transition-based algebraic specifications into other languages. Since not all tools are
supporting both a state-based and a transition-based style of specification, it is important to be able to
change between the two types of specifications. When considering various specification languages, we find
that one or the other of the two styles of specifications is closer to the " normal practice" adopted when writ-
ing specifications 5 these languages. By way of example, schemas in the Z notation [23] as well as com-
posite objects in VDM specifications [13] adopt the state-based style, while specifications in the Larch
Shared Language [9] follows the traditional algebraic approach underlying the transition-based style. Since

,

a state-based specification can be transformed into a transition-based specification, and vice versa, these I

transformations are useful in transforming certain specifications in one language into specifications in an-
other. This is clearly beneficial to software development projects involving the use of a combination of I

specification languages.

7 Implications on Software Quality

As is discussed in [22], there are in general two princy vs of ensuring software quality - one in terms
of process, and another in terms of product. In a procesponented approach, quality is seen as an outcome
of a good software development process. In a product-oriented approach, quality is assessed or ensured by
directly evaluating a given piece of software. Intuitively, it is easy to see that neither the process-oriented
nor the product-oriented approach is fully satisfactory. By way of illustration, the process-oriented ap-
proach may fail due to over-emphasis on traditional quality assurance activities on the cost of adequate test-

.

ing and verification. On the other hand, the product-oriented approach may fait due to insufficient !
consideration of how the testing and verification can be facilitated by controlling the software development
process. These pitfalls immediately suggest that an optimal approach requires a combination of the process-
oriented and the product-oriented approach.

In general, formal software development integrates process / product quality by making the evolving soft-
ware an integral part of the process. It is therefore to be expected that the use of formal methods influences
software product quality in very specific ways. There is however a need for empirical results on this influ-
ence, which suggests that much effort should be invested into utilizing experiences from applications. It is
not necessarily problematic that these applications are strictly limited in terms of the method used and how
it is used. On the contrary, it appears that measures on the influence of formal methods i.eed to be rather
detailed in order to be really useful in safety assessment.

The development of the new HRP Prover provides insight into how the method influences product quality.
In the following, we will summarize some of the findings by suggesting how the six main quality charac-
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teristics ofISO 9126 [10] are influenced. This should not be confused with giving an evaluation of the meth-
' od. The purpose is to identify principles behind the method that call for further work on establishing
adequate measures on their actual influence.

Amctionality

By functionality, we mean the existence of certain functions and their properties. The functions are those j
that satisfy stated or implied needs.

Due to the general concepts of data types and parameterization, the specification language facilitates-

the construction of a hierarchical well-structured specification. By means of automatic code generation,
a corresponding structure is achieved in the implementation while reflecting the specified requirements.
As a consequence, requirements can more easily be traced back from code, which greatly improves the
efficiency of software maintenance. Improved traceability of requirements also reduces the risk of unin-
tentional changes in functionality during this phase of the software life-cycle.

Executability of specifications improves the possibility to demonstrate the specified functionality*

before further development is initiated. By means of automatic code generation, an executable specifi-
cation can be implemented directly into code exhibiting the same functionality. In this way, questions
about the coherence of implementation with respect to a specification to a large extent reduce to a ques-
tion about the correctness of the code generation algorithm.

Reliabilin-

The reliability of a software system refers to the attributes that bear on its capability to maintain its level of
performance under stated conditions for a stated period of time. Whde specification of these attributes is not
part of the method, the level of and confidence in reliability is clearly influenced by several factors of the
development process.

* The use of a formal specification language makes it possible to analyse the specincation with respect to
desired properties, such as safety invariants. In the reported approach, this analysis is carried out in
terms of animation (execution of the speci6 cation without the need to generate a prototype) and theo-
rem proving. The analysis is supported by the use of the HRP Prover. I

Whether or not automatic code generation is employed, the design can be directed towards so-calleda

safe subsets of programming languages. In the EvalFM project (see section 2), the specification of a
reactor safety system was designed into a safe subset of Pascal.,

Automatic code generation from the specification improves the confidence in the ability of the code to*

correctly reflect the functional requirements.

Modularity and parameterization facilitates re-use of specifications and code for which the functionality*

is well known and the reliability has been demonstrated in other systems.

Usabilin-

By usability, we mean attributes that bear on the effort needed for use by a given set of users. It is imponant
that the perspective of the potential users is taken into consideration in individual assessment of the software
specification.

Adequate abstraction level in the specification facilitates the formulation of user requirements.-

Modular. hierarchical specifications facilitate layered specification and implementation of adaptions or*

'

extensions, of relevance to the customer or to specific user groups.

!

i
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Efficiency

The efficiency of a software system relates to the relationship between the . level of perfonnance of the soft-
ware and the amount of resources used, under stated conditions.

Efficiency of the implementation can be treated as a separate concern in the design of the system.*

Maintainability

The maintainability of a software system refers to the effort needed to make specified modifications. We
have already seen that there is a clear relationship between maintainability and the well-structuredness and
modularity of the specification and the software.

User requirements can be easily traced back from the given pieces of code. |
+

New or modified code can be generated directly from the specification of new or changed requirements. !
-

Identification and implementation of necessary modifications and extensions of the program code is i
+

facilitated by a layered, modular implementation reflecting the structure and requirements of the speci-
fication. .

Portability

Finally, attributes related to portability have a bearing on the ability of the software to be transferred from
one environment to another.

;

The use of parameterized data types and modular specifications facilitates reuse of specifications and ;*

'

code in new environments.

The hierarchical structure of the specification facilitates extensions and adaptions of the program.+

1

Evidently, the influence of the use of fortnal methods on software product quality will depend on the choice
of methods and on the way these methods are used. In the reponed project, several of the findings above
relate to the particular specification method used, in this case algebraic specifications, and the use of e.g.
automatic code generation. For other methods or ways of using these, the influences on software product
quality will of course vary.

8 Transferability of Results
|

It is widely accepted that successful use of formal methods requires the availability of reliable support tools.
Of this reason, the formal development of a theorem prover is an important undertaking, regardless of the
possible benefits findings from the development project may bring to other contexts. Such a restricted view
would however fail to recognize the overall aim of the formal development of the HRP Prover, where the
transferability of the various techniques and concepts are considered as being of special iniportance. In par-
ticular, the development aims at demonstrating

the practical use and general relevance of the algebraic specifications in the development of language--

oriented tools;

the impact of formal specification and code generation on various aspects of product quality;*

general principles that can be transferred to other specification languages;-

strategies to combining specification languages.*

Since the functionality of the HRP Prover is based on manipulation and analysis of texts in a formal lan-

Sti



1
1

f
I

guage, the specification of the tool involves many concepts and techniques applicable to other language-
oriented tools. While many of these concepts and techniques are related to compiler technology, the use of -

algebraic specifications provides additional advantages related to representation, analysis, transformation,
and code generation.

Representation: Basic to these advantages of the approach is the flexibility and naturalness by which ab-
stract syntax is represented in the specification language. Abstract syntax trees correspond closely to the
hierarchical structures defined by the generator terms in algebraic specifications. In the formal development
of the HRP Prover, the represented texts are algebraic specifications that are translated into a subset of Pro- j

log. The same approach is of course applicable to other source and target languages. By way of example,
the theory developed for the translation of Petri nets into algebraic specifications can be used as a basis for
extending the HRP Prover with functionality for automating this translation.

Analysis: The hierarchical structure of the abstract syntax trees relates directly to the fact that a single
ground algebraic term is sufficient for representing a text in the specified language. This means that analysis
can be specified in terms of functions or predicates that take such terms as arguments, where detailed anal- ,

ysis may be distributed to more specialized functions or predicates covering only parts of the abstract syn- |
tax. The same general approach is applicable to a many different kinds of analysis, like type correctness of
a strongly typed language (static semantics), execution of computer programs (dynamic semantics), char-
acterization of texts in a formal language (e.g. state-based or transition-based specifications), pattern recog-

,

nition, satisfaction of constraints defining language subsets, etc. |

Transformation: The abstract syntax tree representation also simplifies the specification of how texts can
be transformed or otherwise manipulated. Examples are refinement techniques, translation of texts between
different languages (e.g. translation from Petri nets to algebraic specifications, and from algebraic specifi-
cations to Prolog), transfonnation between different classes of texts within a language (e.g. between state-
based and transition-based algebraic specifications), text editing, formatting, and printing, program trans-
formation, etc.

Code generation: Finally, the abstract syntax tree representation benefits the specification of code genera-
tion as a special case of transformation. In the formal specification of the HRP Prover, this is illustrated by
the translation from the abstract syntax tree representation of algebraic specifications into that of Prolog,
followed by the " coding" into concrete Prolog programs.

9 Conclusions

A concrete goal of the formal development of the HRP Prover has been to deliver a new version of the tool, I

developed in accordance to the methodology supported by the same tool. At a more general level, the de-
velopment aims at demonstrating the practical use and general relevance of algebraic specifications in the
development of language-oriented tools, the impact of formal specification and code generation on various
aspects of product quality, general formal development principles that can be transferred to other specifica-
tion languages, and strategies to combining specification languages.

The formal development of the HRP Prover has delivered a tool that facilitates formal development of mod-
ular, well-structured programs by the use of automatic program generation from specification or design. As
a consequence, functional requirements can be realized directly, while improving the traceability of require-
ments from the program code. This also simplifies maintenance and further development. since new pro-
gram code can be constructed directly from changed or added requirements. The existence of the tool I

provides evidence to the claim that the methodology based on algebraic specifications and the HRP Proser |

|

|
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can be used efficiently in the development of programs of realistic size and complexity.

The new HRP Prover appears to be the first tool of its kind that has been formally developed in accordance
to the same methodology as is supported by the tool. It also appears to be unmatched from earlier develop-
ments of theorem provers in its extensive use of algebraic specification. The reported results from the de-
velopment project are of relevance to the formal development of a wide range of language-oriented tools,
involving aspects like analysis, transformation, and code generation. In particular. the approach employed
facilitates combination of complementary specification notations.

The core functionality of the new HRP Prover centres around a uniform approach to evaluation and theorem
proving in algebraic specifications. An example of a useful extension of the functionality relates to auto-
matic transformation between so-called state-based and transition-based algebraic specifications. It has
been demonstrated how the transformation of specifications between the two classes makes it possible to
combine specifications written in different styles. The importance of this novel feature of the new HRP
Prover was identified in relation to the work on Petri nets and algebraic gifications. This research activity
was initiated in a co-operative project between ENEA and the Halden Project on the combination of graph-
ical and textual notations in formal specification. The overall aim of this project was to contribute to a clar-
ification of the relationship between graphical descriptions and formal specifications, and to provide
guidelines for how they can be combined in order to utilize the strengths of each approach. The research |

activities have continued with the specific aim of generalizing an approach to the translation of Petri nets '(
into algebraic specifications. Petri nets represent in this context an intennediate language between graphical
descriptions and algebraic specifications.

The concepts of state-based and transition-based specifications have been applied in the establishment of a
uniform approach to the translation of a wide variety of autonomous and non-autonomous Petri nets into
algebraic specification. The approach involves translating Petri nets optionally into state-based or transi-
tion-based algebraic specifications and using automatic transformation between these two classes in order
to utilize their relative merits. The translation makes it possible to analyse the nets with techniques estab-
lished for algebraic specification, including the use of the HRP Prover. Furthermore, the nets can be manip-
ulated indirectly through transformation of the resulting specifications. In this way, Petri nets and algebraic
specifications can be integrated to form a common specification document to be used as a basis for the soft-
ware development.

In order to facilitate more wide-spread use of the new HRP Prover, further work will concentrate on suppon, 4

maintenance, and dissemination activities. This includes regular software maintenance of the new HRP
Prover with its various extensions and support tools, application in software development projects, and
based on these experiences, continuous improvement of the instmetion material to the tutorial programme.
Further work will also concentrate on the development of a suite of tools facilitating the integrated use of
Petri nets and algebraic specifications in formal software development.The development of these tools will
be carried in accordance to the formal method supponed by the HRP Prover, and will be fully integrated as
extensions to this tool.
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REEVALUATION OF REGULATORY GUIDANCE ON |
MODAL RESPONSE COMBINATION METHODS FOR |

SEISMIC RESPONSE SPECTRUM ANALYSIS

R.J. Morante and Y.K. Wang j

Brookhaven National Laboratory !

Upton, New York 11973 j
and {

W.E. Norris
U.S. Nuclear Regulatory Commission

ABSTRACT

Regulatory Guide 1.92 " Combining Modal Responses and Spatial Components in Seismic
Response Analysis" was last revised in 1976. The purpose of this project was to re-evaluate the
current regulatory guidance for combining modal responses in response spectrum analysis,
evaluate recent technical developments, and recommend revisions to the regulatory guidance. In l

addition, Standard Review Plan (SRP) Section 3.7.2," Seismic System Analysis," was also |
'

reviewed to identify related sections which may need to be revised. The objectives were
addressed through an evaluation of past studies, supplemented by analysis of a piping system
model previously utilized in NUREG/CR-5627," Alternate Modal Combination Methods in
Response Spectrum Analysis".

The project evaluated (1) methods for separation of the in-phase and out-of-phase modal
response components;(2) methods for combination of the out-of-phase modal response
components; (3) the contribution of" missing mass"; and (4) combination of the three elements of
response to produce the total response. Numerical results from response spectrum analysis were
compared to corresponding time history analysis results to assess the accuracy of the various
combination methods tested.

The methods selected for evaluation were those which have been subjected to the greatest level |

of prior review and assessment. For separation ofin-phase from out-of-phase modal response
components, the methods proposed by Lindley-Yow, Hadjian and Gupta were evaluated. For
combination of the out-of phase modal response components, the Square Root of the Sum of the
Squares (SRSS), NRC Grouping, NRC Ten Percent, NRC-Double Sum Combination (DSC),
Rosenblueth's DSC, and Der Kiureghian's Complete Quadratic Combination (CQC) methods
were evaluated. For treatment of the " missing mass" contribution, the method of Kennedy was
evaluated. Response spectrum analyses were conducted by combining elements of the above
. methods to construct complete response spectrum analysis solutions.

Based on the qualitative evaluation and the numerical results generated in this project, it was
concluded that Rosenblueth's DSC and Der Kiureghian's CQC methods for combining out-of-

61

-



phase modal response components, coupled with the Lindley-Yow or Gupta method for
separation ofin-phase from out-of-phase modal response components, and inclusion of
Kennedy's missing mass contribution to account for modes with frequencies above the Zero
Period Acceleration (ZPA) frequency of the response spectrum constitute the best methodologies
currently available for response spectrum analysis.

|

The NRC Grouping, Ten Percent and DSC methods for combining out-of-phase modal response |
components produced more conservative but less accurate results; removal of these methods
from the Regulatory Guide should be considered, because absolute summation of closely spaced ;

modal responses has no documented technical basis. SRSS remains applicable in the absence of
'

closely spaced nodes.

Separation of modal responses into in-phase and out-of-phase components for modes with J
frequencies below the ZPA frequency of the response spectrum produced more accurate results j

than commonly applied past methods, in which all modes below the ZPA frequency were j

considered to be out-of-phase. It is important to note that at low frequency (< the frequency of l
the peak spectral acceleration), modal responses should be treated as out-of-phase. A limitation l

of the Lindley-Yow formulation is that low frequency modal responses are separated into out-of-
phase and in-phase components; consequently, when significant low frequency modal responses
exist, the Lindley-Yow formulation must be appropriately modified. The Gupta formulation |

correctly assumes low frequency modes are out-of-phase. This project did not evaluate mode |
response combination methods applied to systems with significant low frequency response.

l

The present paper describes the qualitative evaluation of modal response combination methods.
The numerical results, detailed conclusions, and specific recommendations for revision of
regulatory guidance are documented in a NUREG/CR, scheduled for publication in Spring 1999.

1 INTRODUCTION

General Design Criterion 2, " Design Basis for Protection Against Natural Phenomena" of
Appendix A," General Criteria for Nuclear Power Plants, to 10CFR Part 50," Licensing of
Production and Utilization Facilities" specifies a requirement that nuclear power plant structures,
systems, and components which are important to safety be designed to withstand the effects of
earthquakes, without loss of capability to perform their safety functions. In addition, Paragraph
(a)(1) of Section VI of Appendix A to 10CFR Part 100," Reactor Site Criteria" identifies the use
of a suitable dynamic analysis as one method of ensuring that structures, systems, and
components can withstand seismic loads.

The United States Nuclear Regulatory Commission (NRC) issues Regulatory Guides (RG) which
describe methods acceptable to the NRC staff for satisfying regulations. One such guide is RG
1.92," Combining Modal Responses and Spatial Components in Seismic Response Analysis,"
(Reference 1). This guide was last revised in 1976, prior to a number of significant technical
developments for combining modal responses.

62



, ,

The 1989 revision to Standard Review Plan (SRP) Section 3.7.2," Seismic System Analysis,"
(Reference 2) recognized a number of recent technical developments by reference, and stated that
their application to nuclear power plant seismic analysis is subject to review on a case-by-case
basis. Also incorporated into SRP Section 3.7.2 as Appendix A was a procedure to address high
frequency mode effects, developed by Kennedy (Reference 3).

The objective of this project was to evaluate these recent developments for modal response
combination, through a literature review and analytical effort, and to provide recommendations
for revision of RG 1.92 and SRP Section 3.7.2 which reflect the current state of technology for 1
combining modal responses in seismic response spectrum analysis.. l

The design of structures, systems, and components for seismic loads is complicated by the
uncertainty about the future seismic event. For seismic analysis where an accurate record of the
seismic input exists, time history analysis is the best approach to mathematical prediction of
seismic structural response. In the seismic design process, two primary approaches are available
to account for the uncertainty in the seismic ground motion: perform a number of time history
analyses utilizing an appropriate set of acceleration records or perform response spectrum
analysis utilizing a bounding peak acceleration vs. frequency spectrum. Either approach,
properly implemented, should provide a conservative basis for seismic design.

A significant feature of response spectrum analysis is that only the maximum dynamic response
;

is predicted. In time history analysis, the response vs. time is predicted. The mathematical |

simplicity of response spectrum analysis is achieved by calculating the independent peak modal
responses and then applying a rr% for combining these, in order to predict the peak dynamic
response. The input response spectrum defines the acceleration to be applied to each natural
mode of vibration of the structure, depending on its modal frequency. However, the spectrum
provides no information about the time phasing of excitation of these modes.

It is evident that the modal response combination method used to predict the peak dynamic
response is a critical element of the response spectrum analysis method. Many researchers have
studied this specifically for seismic analysis, and a number ofincreasingly sophisticated methods
have been developed. In 1984, Kennedy (Reference 3) reviewed alternate methods for modal
response combination for the NRC and provided recommendations for revision to regulatory
guidance. Gupta (Reference 4, Chapter 3) provides an excellent review of these developments
up to the late 1980's, including his own modal response combination method. No significant
tecimical developments emerged in the 1990's.

|

This present investigation does not address the issue of seismic design methodology - time |

history analysis vs. response spectrum analysis. It is focused on comparison and evaluation of
different modal response combination methods for use in rest onse spectrum analysis. Because
the objective of response spectrum analysis is to predict, with reasonable accuracy, the peak
dynamic response to a time varying acceleration input, comparison to time history solutions is |

the primary method employed to evaluate the applicability and limitations of the various modal
response combination methods.
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The initial phase of this program focused on review of the technical literature and selection of
candidate modal response combination methods for more detailed evaluation. Acceptable
methods in RG 1.92 were a!so included to provide a comparison to more recent technical
developments. References 3 and 4 provided an excellent starting point. In addition. prior
numerical studies conducted by Brookhaven National Laboratory (References 5,6,7) on
response spectmm analysis of piping systems provided a quantitative database for attemate
modal response combination methods. Industry standards such as ASCE Standard 4 (References
8,9) were also reviewed. The work of Maison et al (Reference 10) provided a numerical study
of different modal response combination methods applied to a building structure. A significant
body of additional reference material was included in the literature review.

The methods selected for evaluation were those which have been subjected to the greatest level
of prior review and assessment. The evaluation addressed (1) methods for combination of the
out-of-phase modal response components; (2) methods for separation of the in-phase and out-of-
phase modal response components; (3) the contribution of high frequency modal responses; and
(4) combination of the three elements of response to produce the total response. The term "in-
phase" denotes response that is in-phase with the time varying acceleration input; the term "out-
of-phase" denotes response that is out-of-phase with the time varying acceleration input. Gupta
(Reference 4) refers to these as the " rigid" or " pseudo-static" response and the " damped
periodic" response, respectively.

It is important to note that individual modal responses which are each "out-of-phase" with .

respect to the time varying acceleration input may be nearly in-phase with each other. This is
commonly referred to as the " closely spaced modes" issue, because modes close in frequency are
considered most likely to respond nearly in-phase when excited by the same time varying
acceleration input. This is addressed by methods for combination of the "out-of-phase" modal
responses.

|
Modes wi:h frequencies higher than the frequency (fzpx) at which the spectral acceleration retums i

'
to the Zero Period Acceleration (ZPA) respond pseudo-statically, in-phase with the time varying
acceleration input and, therefore,in-phase with each other. The contribution of these modes to
the total response is most accurately and efficiently treated by static analysis of the " missing
mass" (i.e., system mass not participating in the modes with frequencies belowfzpx) multiplied
by the ZPA. Modes with frequencies in the amplified region of the response spectrum (f<fzpx)
generally have two components of response: an out-of-phase component and an in-phase
component. The in-phase modal response components and the missing mass contribution are
combined algebraically, to produce the total in-phase response component.

For combination of the out-of-phase modal response components, Square Root of the Sum of the
Squares (SRSS), NRC Grouping, NRC Ten Percent, NRC-DSC, Rosenblueth's DSC (Reference
11), and Der Kiureghian's CQC (Reference 12) methods were evaluated. For separation ofin-
phase from out-of-phase modal response components, the methods proposed by Lindley and Yow 1

(Reference 13), Hadjian (Reference 14), and Gupta (Reference 4) were evaluated. For treatment
of the missing mass contribution, the method of Kennedy (Reference 3) was evaluated.

i
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2 DESCRIPTION OF MODAL RESPONSE COMBINATION
METHODS

To lay the groundwork for the ensuing discussions of modal response combination methods, it is
necessary to define the different regions of a typical seismic response spectrum and key
frequencies which divide these regions. The major application of seismic response spectrum
analysis is for systems and components attached to building structures.

A building-filtered in-structure response spectrum depicting spectral acceleration vs. frequency is
the typical form of seismic input for such analyses. This type of spectrum usually exhibits a
sharp peak at the fundamental frequency of the building / soil dynamic system. A typical,
idealized in-structure response spectrum is shown below; the spectral regions and key
frequencies are indicated.
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/SP [P [ZPA frequency (Hz)

frequency at which the peak spectral acceleration is reached; typically thefs, a
q

fundamental frequency of the building / soil system

frequency at which the spectral acceleration retums to the zero period accelerationfzpx a

(ZPA)

frequency above which the SDOF modal responses are in-phase with the timefip a

varying acceleration input used to generate the spectrum

The high frequency region of the spectrum (>fzpx) is characterized by no amplification of the
peak acceleration of the input time history. A SDOF oscillator having a frequency >fzpx is
accelerated in-phase and with the same acceleration magnitude as the applied acceleration, at
each instant in time. A system or component with fundamental frequency >fzpx is con 2y

i
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analyzed as a static problem subject to a loading equal to mass times ZPA. The system or
component is said to respond " pseudo-statically." This concept can be extended to the high
frequency (>fzpx) modal responses of multi-modal systems or components. The mass not
participating in the amplified modal responses (i.e., " missing mass") multiplied by the ZPA is
applied in a static analysis, to obtain the response contribution from all modes with frequencies >

fier.
I

In the low-frequency region of the spectrum (<fSP) the modal responses of SDOF oscillators are l

not in-phase with the applied acceleration time history, and generally are not in-phase with each I

other. These are designated "out-of-phase" modal responses. Since a response spectrum |
provides only peak acceleration vs. frequency, with no phasing information, the out-of-phase
peak modal responses for a multi-modal structural system requires a rule or methodology for !

combination. Based on the assumption that the peak modal responses are randomly phased, the !

square root of the sum of the squares (SRSS) method was developed and adopted. Modifications !
to SRSS were subsequently developed, in order to account for potential phase correlation when
modal frequencies are numerically close (i.e., " closely spaced modes").

-

1

In the mid-frequency region (f3, tofzpx), it has been postulated that the peak SDOF oscillator
modal responses consist of two distinct and separable elements. The first element is the out-of-
phase response component and the second element is the in-phase response component. It is
further postulated that there is a continuous transition from out-of-phase response to in-phase
response. Iffig <fzpx can be defined, then the mid-frequency region can be further divided into
two sub-regions:f3, <f<f|, andf|p s f s fzpx.

It is noted that past practice in the nuclear power industry has been to assume that individual
modal responses in the mid-frequency region (fs, <f<fzpx) are out-of-phase, and that the
combination methods applicable to the low-frequency region are also applicable to the mid-
frequency region.

Three elements are needed to define a suitable methodology for the mid-frequency region:

1) A definition for /jp.

2) A method for separating the in-phase and out-of-phase components ofindividual
peak modal responses.

3) A phase relationship for combining the total out-of-phase response component
with the total in-phase response component.

Methods for modal response combination will be described in the following sections:

Section 2.1 - Combination of Out-of-Phase Modal Response Components
Section 2.2 - Separation of Out-of-Phase and In-Phase Response Components in Mid-

Frequency Region
Section 2.3 - Contr:bution of High-Frequency Modes
Section 2.4 - Complete Solution for Response Spectrum Analysis
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Terms used in the following sections are:
|

Sa, = Spectral Acceleration for mode i
Response of mode iR, =

a, In-phase response ratio for mode i=

Rr, = In-phase response component for mode i
Rp,= Out-of-phase response component for mode i
Rr = Total in-phase response component from all modes
Rp = Total out-of-phase response component from all modes

Total combined response from all modesRt =

C,g Modal response correlation coefficient between modesj and k.=

2.1 Combination of Out-of-Phase Modal Responses Components

in generalized form, all of the out-of-phase modal response combination methods can be
represented by a single equation:

n n4
Rp = 4 [I C Rp Rp, (Eqn. 2 - 1)p j

,J*I k.

The coefficients C,6 can be uniquely defined for each method.
I

2.1.1 Square Root of the Sum of the Squares (SRSS)

At the foundation of all methods for combining uncorrelated modal responses is SRSS. All of
the methods for combination of the out-of-phase response components are equivalent to SRSS if
there are no " closely spaced" modes.

In the case of SRSS,

C,u 1.0 for j = k=

(Eqn. 2 - 2)
C,t 0.0 for j = k=

SRSS Combination reduces to:

'nn

Rp = [ Rp,2 (Eqn. 2 - 3)
4.i
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2.1.2 NRC Grouping Method

The NRC Grouping Method (Reference 1) is the most commonly applied method of accounting
for closely spaced modes in the nuclear power industry. The system modal responses are
grouped and summed absolutely before performing SRSS combination of the groups. To
illustrate the method, consider a system with 10 modes Rpi through Rpio and associated
frequenciesf; throughfio with the following distribution:

f > 1.1f;
f3, f. < l.1 f,

f5 > l.1f:
f6 < l.1 f3
f7 > 1.1 f3
f, > 1.l f,

|f,,f;o < l .1 f,

The modal responses are grouped such that the lowest and highest frequency modes in a group
are within 10% and no mode is in more than one group. Using the distribution above, the j

'

following groups are created:

GR = Rpii

GR = |Rp2| + |Rp3| + |Rp4|
GR =|RP5| + |Rp6|

,3

GR, = Rp,
GR = |Rp,| + |Rp,j + |Rpiel ;

5

'%n

Rp = [ GR,2 (Eqn. 2 - 4)
,883

In this illustration, n = 5.

The major criticism of the NRC Grouping Method is the use of absolute summation within each j
group. If modal responses are assumed to be correlated because they have closely spaced i

frequencies, then summation should be algebraic within each group. The bias toward
conservatisrn in the NRC Grouping Method is somewhat contradictory to the basic premise for
grouping.

g or the NRC Grouping Method is somewhat cumbersome:Definition of C f

Cg = 1.0 forj = k
C = 0.0 forj * k, not in same group (Eqn. 2 - 5)3

C3 = 1.0 for j a k, in the same group, Rp, and Rpu have same sign
C = -1.0 forja k,in the same group, Rp, and Rpu have opposite sign3
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In implementing the NRC Grouping Method, the approach presented in the illustration is more
straightforward.

2.1.3 NRC Ten Percent Method

The NRC Ten Percent Method (Reference 1) is a generally more conservative variation of the
NRC Grouping Method. Closely spaced modes are defined as modes with frequencies within
10% of each other and absolute summation of the closely spaced modal responses is specified.
The difference is that modal responses are not grouped.

In terms of the coefficients, Cp , the NRC Ten Percent Method can be defined as follows:

C3 = 1.0 for j = k

C3 = 0.0 forja k,andf|andfu separated by > 10% of the
lower frequency

C3 = 1.0 forj a k, andfj andft separated by s 10% of the (Eqn. 2 - 6)
lower frequency; Rp, and Rpu same sign

C3 = -1.0 forj * k, f|andf, separated by s 10% of the
lower frequency; Rp,and Rpu opposite sign

The definition of C is analogous to that for the NRC Grouping Method, except that grouping is3
not performed.-

As an illustration of the difference between these two methods, assume three modal responses
Rpi, RP2, Rp3 with frequenciesfi, f2 of3 and a frequency distribution defined as follows:

f2 5 11/i
1.lf; < f., s 1.1f2

By the NRC Grouping Method,
f '%2

2Rp = { GR3

. ,., ,

where i

Gri = |Rpil + |Rp:1 !
Gr2 = Rp3

or
' '% |3

2Rp = [ Rp3 + 2 |Rp, Rp2|
t 6i j

i
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By the NRC Ten Percent Method,

/ * %3
2Rp = [ Rp3 + 2 |Rpi = Rp2| + 2|Rp2 * Rp3]

s 9: ,

The NRC Ten Percent Method has an additional contribution to Rp becausef351.1 f3. The
NRC Ten percent Method will always produce results 2 NRC Grouping Method.

2.1.4 NRC Double Sum Combination (NRC-DSC)

The NRC-DSC Method (Reference 1) is an adaptation of Rosenblueth's method, described in
Section 2.1.5. The coefficients C,, are defined by Equation 2 7. A conservative modification,
consistent with the NRC Grouping and Ten Percent methods, is that the product C,u Rp, Rpu is
always taken as positive. In Rosenblueth's method, the product may be either positive or
negative, depending on the signs of Rp, and Rpu. Consequently, NRC-DSC will always produce
results 2 Rosenblueth's method.

1

2.1.5 Rosenblueth's Double Sum Combination (DSC) |

Rosenblueth (Reference 11) provided the first significant mathematical approach to evaluation of
modal correlation for seismic response spectrum analysis. It is based on the application of
random vibration theory, utilizing a finite duration of white noise to represent seismic loading. A
formula for calculation of the coefficients C,g as a function of the modal circular frequencies (m,,
m ), modal damping ratios ( ,, pg), and the time duration of strong earthquake motion (to)wasy

derived. Using the form of the equation from Reference 1,

I
C =

jt ,, ,

g> .-
-

1

, m + pue,j

(Eqn. 2 - 7)

where m|3 = m(3,1 - p )
w2

. ,
I *() (3

#D U()

Numerical values of C,t were tabulated for the DSC Method as a function of frequency,
frequency ratio, and strong motion duration time for constant modal damping of 1%,2%,5% and
10%. The effect of to is most significant at 1% damping and low frequency. For 5% and 10%
damping, to = 10 sec. and 1000 sec. produced similar values for C,g regardless of frequency. The
most significant result is that C,s is highly dependent on the damping ratio. For 2%,5% and 10%
damping, C,t = 0.2,0.5 and 0.8 respectively, at a frequency ratio of 0.9 (modal frequencies within
10%). In comparison, the definition of closely-spaced modes used in the NRC Grouping and Ten
Percent Methods are not damping-dependent.
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2.1.6 Der Kiureghian's Complete Quadratic Combination (CQC)

Der Kiureghian (Reference 12) presents a methodology similar to Rosenblueth's Double Sum
Combination (Reference 11) for evaluation of modal correlation for seismic response spectrum
analysis. It is also based on application of random vibration theory, but utilizes an infinite
duration of white noise to represent seismic loading. A formula for calculation of the
coefficients C as a function of modal circular frequencies and modal damping ratios was3
derived:

8 (p,p epg)% - (p,m, + pu g) m,mm- g g
C (Eqn. 2 - 8)=

3
(mf - m )2 4 p,p g,g (g,2 + m[) + 4(p,2 p ) ,g;,

2 ,
2

g

While the form of Equation 2-8 differs significantly from Equat'on 2-7, the two equations
produce equivalent results if to is assumed very large in Equation 2-7.

2.1.7 ASCE Standard 4 Recommended Methods

For combination of out-of-phase modal response components, ASCE Standard 4 (Reference 8)
specifies the DSC Method (Equation 3200-16). The NRC methods and CQC are also recognized
in the commentary.

Draft ASCE Standard 4 (Reference 9) specifies a modified DSC Method (Equation 3200-19) or
the CQC Method (Equation 3200 22) as an altemative. The commentary to the Draft ASCE
Standard (Reference 9) indicates that Equation 3200-19 produces correlation coefficients "which
are practically the same" as Equation 3200-22. Although not indicated, the modified DSC
Method presented in Equation 3200-19 was developed by Gupta (Reference 4).

2.2 Separation of Modal Responses into Out-of-Phase Components and In-
Phase Components

Three methods have received considerable prior review and evaluation: Lindley-Yow (Reference
13), Hadjian (Reference 14), and Gupta (Reference 4). It should be noted that the mathematical
statement of each method is not restricted to the mid-frequency range (fse <f</ZPA) of the
response spectrum. However, as d!scussed at the beginning of this chapter, it is in the mid-
frequency range that the separation ofindividual peak modal responses into out-of phase and in-
phase modal response components is applicable. Forf < f37, modal responses should be i

Iconsidered out-of-phase and combined by the methods presented in Section 2.1. Forf >fzps,
modal responses are in-phase and are most accurately accounted for by the method of Kennedy

(Reference 3).
|

The similarities and differences, as well as the limitations, of the three methods are described in
the following sections.
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2.2.1 Lindley-Yow Method

Mathematically, the Lindley-Yow method (Reference 13) is defined by the following equations:

a, = ZP A /Sa, 0 s a, s 1.0 (Eqn. 2 - 9)

Rr, = R, e a (Eqn. 2 - 10)i

Rp, = R, g/l - a (Eqn. 2 - 11)2

Rr = f Rr, (Eqn. 2 - 12)
i*I

'%n n

Rp = [ [C Rp RPt (Eqn. 2 - 13)p j
,j=1 ka l

Rt = /Rr2 + Rp (Eqn. 2 - 14)2
,

(

where the C 's are determined by the selected method for combining the out-of-phase modal3
response components described in Section 2.1.

From these mathematical relationships, the following characteristics of the Lindley-Yow method
are observed:

a, + 1.0 asf +fzp3 (Sa, = ZPA). Consequently,f, =fzp, in the Lindley-Yow method..

The in-phase component of modal response for every mode has an associated*

acceleration equal to the ZPA.
The out-of phase component of an individual peak modal response has an associated*

;

modified spectral acceleration given by |

5a, = ( Sa 2)% (Eqn. 2 - 15)2 - ZPAi

R, = (Rpi + Rri)"; which infers that the in-phase and out-of-phase response.

components of an individual peak modal response are unconelated and, therefore,
combine by SRSS.
All in-phase modal response components (Rr,) are summed algebraically to obtain Rr..

All-out-of-phase modal response components (Rp,) are combined by a suitable method.

(as described in Section 2.1) to obtain Rp.
The total response, Rt, is obtained by SRSS combination of Rr and Rp; i.e., Rr and Rp.

are uncorrelated.
a, attains its minimum value atf =fsp, but increases forf <fs, until it attains a value of.

1.0 when Sa, = ZPA in the low frequency region of the spectrum. Values of a, > 1.0
have no meaning because (1 - a?)% becomes imaginary.
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An obvious limitation of the Lindley-Yow method is in the low frequency range (f<fse) of the
response spectrum. There is no physical basis for assuming that low frequency modal responses
become increasingly in-phase with the input acceleration time-history, which is an outcome if the
Lindley-Yow method is applied to low frequency modal responses. Modal responses in the low
frequency range are generally out-of-phase with the input acceleration time history. Therefore,
the Lindley-Yow method is applicable to structural systems which do not have significant modal
responses withf| <fsp. Lindley and Yow (Reference 13) do not address this limitation. For the
sample problems presented in Reference 13, the lowest system frequency is greater thanfse OMe
applied response spectrum. Therefore, the results reported in Reference 13 are not affected by
this limitation. Circumventing this limitation in the Lindley-Yow method is straightforward:
apply it only to those modes withf| 2fSP and set a, = 0 forf| <fsp.

For a structural system with fundamental frequency 2fsp, the Lindley-Yow method lends itself to a
relatively straightforward physical interpretation. In the limit, if all modes are retained in the
solution, the total mass participation is unity. Applying the Lindley-Yow method is equivalent to
perfonning a static analysis of the system loaded by total mass times the ZPA, and performing the
response spectrum analysis for amplified modes / <fzpxusing modified spectral accelerations, S a,
given by Equation 2-15. The total dynamic response is then obtained by SRSS combination.

The Lindley-Yow method automatically provides for algebraic combination of modal responses
abovefzpx, since, a, = 1.0; Rp, = 0 and Rr, = R,. However, to completely account for the modal

.

response abovefzpx, all system modes of vibration need to be included in the analysis. This ]
contribution is most accurately and efficiently calculated by use of the missing mass method

'

discussed in Section 2.3. Therefore, while in theory the Lindley-Yow method includes the in-
phase contribution from modes abovefzpx, its practical application is for modal responses below
fzpx, coupled with the missing mass method for modal contributions abovefzpx. It is noted that
the Lindley-Yow / missing mass approach will produce identical results for any modal analysis
cutoff frequency 2fzpx.

2.2.2 Hadjian Method

The Hadjian Method (Reference 14) is similar in formulation to the Lindley-Yow method, with
two notable differences:

Equation 2-11 is replaced by-

Rp, = R, - ( 1 - a, ) (Eqn. 2 - 16)

Equation 2-14 is replaced by-

Rt = | Rp | + | Rr I (Eqn. 2 - 17)

The modified spectral acceleration is given by=

S a, = S a, - ZP A (Eqn. 2 - 18)
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The Hadjian method has the same limitation as the Lindley-Yow method in the low frequency
range, because the definition of a, is identical. However, the Hadjian Method possesses internal
contradictions with respect to the assumed phase relationships between in-phase and out-of-
phase response components. Combining Equations 2-10 and 2-16 yields

R; = Rp, + Rr (Egn. 2 - 19)i

This implies that the in-phase and out-of-phase response components for each mode are in-phase
with cach other. However, all Rr,'s are in-phase and summed algebraically, per Eqn. 2-12, to j
obtain Rr. Therefore, it would follow that all Rp,'s are also in-phase and should be summed
algebraically to obtain Rp. This contradicts Equation 2-13, in which the Rp 's are assumed to be
predominantly out-of-phase. Kennedy (Reference 3) previously identified this contradiction. On
this basis, the Hadjian method is not recommended and was not included in subsequent
numerical studies.

2.2.3 Gupta Method

The Gupta Method (Reference 4) is identical in form to the Lindley-Yow method. The one very
significant difference is the definition of a,. Equations 2-10 through 2-14 remain the same. In
the Gupta method, a, is an explicit function of frequency. The original basis for definition of a, is
semi-empirical, derived from numerical studies using actual ground motion records. A best fit
equation, which defines a, as a continuous function of frequency, was developed from the results
of the numerical studies.

Two spectrum-dependent frequencies (fi,f,) are first defined as follows:
,

S a*"
fi * 3 g (Eqn. 2-20)

where Sa , and Sv , are the maximum spectral acceleration and velocity, respectively.m m

/2 * (f + 2 fzn )/3 (Eqn. 2-21)i

Gupta's definition of a, is given by:

a, = 0 for f s f,

in ( f' /f, )

in (f2 li ) for fi s f| s f2
(Eqn. 2-22)e, =

I

a, = 1.0 for f > f2
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For a sharply peaked, in-structure response spectrum,

fi /se=

|

I because Sv. = Max (Sa,/ m,) = Sa / m3,

Substitution into Equation 2-20 yields i

sP
fi * fsP=

2x

The corresponding definition of/2 yields

f2 = (Tsp + 2fzpx) / 3

For a sharply peaked, in-structure response spectrum, the Gupta method has the following
characteristics:

Forfisfsp, a, = 0.-

Consequently, all modal responses withf|5fs, are treated as out-of-phase. The
limitation in the Lindley-Yow definition of a, forf 5fsp does not apply to Gupta's
method. ,

1

Forf2 5/ 5/zer, a, = 1.0 |.

Consequently, all modal responses withf| >f2 are treated as in-phase. This infers that
f, =f, in the Gupta method.

Only modal responses withfs, <f <f2 are separated into out-of-phase and in-phase.

response components.

The potential limitations of the Gupta method lie in the semi-empirical basis for definition of a,
as a function off. The range of applicability is difficult to assess without a comprehensive
numerical study using ground and in-structure acceleration records. In Reference 4, Gupta
indicates that a, can be numerically evaluated if the time history used to generate the response

ispectrum is known. It is implied without stating that numesical evaluation of ai s more accurate
than the semi-empirical definition of a, given by Equation 2-22.

The overall structure of the Gupta method is superior to the Lindley-Yow method because there
is no limitation for modal responses withf <fsp. In addition, any value offir sfzy, can be
accommodated by settingf, =fip, in lieu of Equation 2-21.

For initial numerical studies, the Lindley-Yow method was selected to evaluate the importance of
separating modal responses into out-of-phase and in-phase response components. For follow-up
numerical studies, the Gupta method was selected in order to evaluate the influence offig on the
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response spectrum solution. This was accomplished by selecting three (3) different numerical

values for/2-

2.2.4 ASCE Standard 4 Recommended Methods

For separation ofin-phase and out-of-phase response components, ASCE Standard 4 (Reference
8) recognizes the Lindley-Yow, Hadjian, and Gupta Methods in the commentary.

Draft ASCE Standard 4 (Reference 9) specifies separation of the in-phase and out-of-phase
response components consistent with Gupta's method (Egns. 3200-18,3200-20, and 3200-21)
except thatf2 =f;(defined as the " cutoff frequency or ZPA frequency") is substituted for Eqn. 2-
21. The frequencyf;is not clearly defined, but is <fzpa. The Lindley-Yow and Hadjian methods
are recognized in the commentary to Reference 9.

2.3 Contribution of High Frequency Modes

2.3.1 Missing Mass Method

The " Missing Mass" Method is a convenient, computationally efficient and accurate method to
,

(1) account for the contribution of all modes with frequencies above the frequency (fzpx) at which !
the response spectrum returns to the Zero Period Acceleration (ZPA) and (2) account for the I
contribution to support reactions of mass which is apportioned to system support points. It
constitutes the total effect of all system mass which does not participate in (i.e., " missing" from)
the modes with frequencies belowfzpx. The system response to the missing mass is calculated by
performing a static analysis for applied loads equal to the missing mass multiplied by the
spectrum ZPA. This method is mathematically rigorous and is considered the only acceptable
method to account for high frequency modal contributions (f 2 fzpx) and mass apportioned to
system support points.

Kennedy (Reference 3) documented this method and recommended that it be included in
Regulatory Guidance. The 1989 revision to the SRP Section 3.7.2,"Seisn c System Analysis,"
(Reference 2) incorporated Kennedy's recommendation as Appendix A. The mathematical
details are presented in both References 2 and 3, and are not repeated here. However, the
guideline provided in References 2 and 3, that the missing mass contribution needs to be
considered only if the fraction of missing mass at any degree of freedom exceeds 0.1, should be
eliminated. This guideline does not consider the total mass which is missing, which in the limit
could be 10%. In a static analysis this represents a 10% reduction in the applied load. The
missing mass contribution should be calculated in all response spectrum analyses, because its
potential effect on support reactions is difficult tojudge based on the fraction of missing mass.
This calculation has been automated in a number of piping analysis codes and does not represent
a significant computational effort. i

The missing mass contribution to the response spectrum analysis solution represents response
which is completely in-phase with the time varying acceleration input and can be scaled to the
instantaneous acceleration to obtain its contribution at any specific point in time. This !

76

)



|

characteristic is not important in response spectrum analysis because only peak response is
predicted. In this case, the ZPA is used to generate the missing mass loading. However, the
importance of the missing mass contribution is not limited to response spectrum analysis only.
Mode superposition time history analysis is most accurately and efficiently performed by a
procedure similar to that employed in response spectrum analysis (Reference 4). Only modes
which vibrate at frequencies below fzpx need to be included in the transient mode superposition
solution. The missing mass contribution, scaled to the instantaneous acceleration, is then
algebraically summed with the transient solution at the corresponding time to obtain the total1

solution. This method is more rigorous and accurate than including additional modes in the
transient mode superposition solution. Ev n if additional modes are included, it is still necessary
to calculate the missing mass for the excluded, higher frequency modes and system support
points. This was quantitatively demonstrated in a separate numerical study.

Use of the Missing Mass method for calculating the contributionof high frequency modes is
recommended in Draft ASCE Standard 4 (Reference 9) for both response spectrum analysis
(Eqn. 3200-8) and mode superposition time history analysis (Eqn. 3200-5). In Reference 9, this
is referred to as the " residual rigid response due to the missing mass."

2.3.2 Static ZPA Method

The Lindley-Yow Method (Reference 13) defines the acceleration of the in-phase response
component of all modes to be the ZPA of the response spectrum. As discussed in Section 2.2.1,
the algebraical summation of the in-phase response components for all modes (Rr) is equivalent
to the static response for a load equal to the total mass times ZPA. When using the Lindley-Yow
method, an alternate approach to including the contribution of high frequency (f>fm ) modes is
to calculate Rr directly by the Static ZPA method. This eliminates the need for calculation of the i
missing mass, since it is automatically included in the static analysis of total mass times ZPA.
The out-of phase response component (Rp) is calculated in accordance with the Lindley-Yow
method.

A significant result was obtained during the course of this investigation which led to a
supplementary study of differences in mass distribution between a dynamic analysis model and a
static analysis model. In the approach defined in Section 2.2.1, the dynamic mass distribution is
used in constructing the total in-phase response, Rr. In the Static ZPA method, the static mass
distribution is used to develop Rr. The out-of-phase response, Rp, is based on the dynamic
model mass distribution in both cases. During numerical studies of a piping model, using a BNL
version of SAP V adapted for piping analysis, correlation between Lindley-Yow plus Missing
Mass and the Static ZPA approach could not be achieved. Further investigation identified the
source of the discrepancy to be different treatments of the piping system mass. In the dynamic
analysis, the distributed mass of the pipe is replaced by discrete masses at the nodes of the model.
In the static analysis, the mass remains distributed along the pipe elements. When the dynamic
mass distribution is used in the Static ZPA method, the discrepancy disappears and excellent
correlation is achieved. This issue was further evaluated; guidelines for ensuring that the model
refinement is sufficient to accurately represent the distributed mass were developed.
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2.4 Complete Solution for Response Spectrum Analysis

| For the numerical studies conducted as part of this project, three approaches were defined for
constmeting the complete response spectrum analysis solution. For simplicity, these have been
designated Method 1, Method 2, and Method 3, and are defined below. The coefficients C, are
defined by one of the out-of-phase combination methods (Section 2.1.1 through 2.1.6). In the
numerical studies, all six methods were tested in conjunction with Methods 1,2, and 3.

2.4.1 Method 1

Method I represents the common method applied to response spectrum analysis since the 1980's.
Amplified modal responses (f<fzpx) are combined by SRSS with a correction for closely spaced
modes. The contribution of unamplified modal responses (f>fzpi) is calculated by the missing

i mass method of Section 2.3.1. These two components are then combined by SRSS to produce
the total solution. Mathematically, this is represented by

N, ,

Rp = [[C R Rju j u
,jat kai

n = no. of modes below fZPA (Eqn. 2-23)

Rr = R,,,,,,, ,,,,

I

Rt = /Rp + Rr2 2

|

2.4.2 Method 2

Method 2 introduces the concept ofin-phase and out-of-phase modal response components for
the amplified modes (f<fzpx). Mathematically, the complete solution is represented by

2

: Rp, = R, - (1 - a )*
|

Rr,= R, a;

w, n

Rp = [ [ C,g Rp,Rpg
P' "' (Eqn. 2-24)

n = no. of modes below fZPA

n

Rr = [ Rr, + R,,,,,n, ,,,,
tal

Rt = /Rp + Rr 2
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The method recommended in Draft ASCE Standard 4 (Reference 9) for obtaining the complete
response spectrum analysis solution (Eqns. 3200-17 and 3200-18) is essentially equivalent to
Method 2.

Method 2 is equally applicable to both the Lindley-Yow (Section 2.2.1) and the Gupta (Section
2.2.3) methods. Only the definition of a, changes. For the initial numerical study, the Lindley-
Yow method was selected for implementation. For the follow-up numerical study, the Gupta
method was implemented.

2.4.3 Method 3

Method 3 is a variation of Method 2, which utilizes the Static ZPA Method of Section 2.3.2 to
calculate Rr. Mathematically, the complete solution is represented by

2
Rpi = R, (1-a)w

'hn n

Rp = [ [ C Rp Rp,3 j
j=l kol

n = no. of modes belowfZPA

Rr = R,,,n,7px

Rt = g/Rp + Rr2 2

Method 3 is only compatible with the Lindley-Yow method. a, must be defined by Equation 2-9.

3 SUMMARY OF RESULTS

The qualitative evaluation of modal response combination methods provided the foundation for
the subsequent numerical studies, which quantitatively evaluated the strengths and weaknesses of
the combination methods by comparison to time history analysis results. Together, the
qualitative and quantitative evaluations provided the basis for technical conclusions and
recommendations for revision of regulatory guidance. Complete documentation of this project
will be published as a NUREG/CR in Spring 1999.

!

I
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Post Test Analysis of a PCCV Model
Subjected to Beyond-Design. Basis Earthquake Simulations

R. J. James, Y. R. Rashid J. L. Chenry N. Chokshi
ANATECH Corp. Sandia National Laboratory USNRC

ABSTRACT

A scaled model Prestressed Concrete Containment Vessel (PCCV) was tested up to ultimate
failure under simulated earthquake loadings at the Nuclear Power Engineering Corporation's
(NUPEC) Tadotsu Engineering Laboratory in Japan. The mixed-scale model was first
subjected to a series of design-level earthquakes, and then the magnitudes of the earthquakes
were increased in several stages until the cylinder walls catastrophically failed in shear. Under
sponsorship from the U.S. Nuclear Regulatory Commission (USNRC), state-of-the-art,
nonlinear dynamic fin;te element analyses were completed for the PCCV structure. Both pre-
and post-test analyses were performed This paper summarizes post-test analyses that
correspond to the larger-than-design-basis seismic tests. Under these " severe" conditions, the
concrete cracks, spalls, and crushes while the reinforcing bars and liner under go extensive
plastic deformation during the repeated dynamic load cycling. He analytical results are
compared to the measured structural response of the scaled-model structure. The USNRC's
principal objective of this work has been to evaluate how well state-of-the-art analyses can
predict the structural response and eventual failure of a prestressed concrete structure under
seismic loadmgs that are considerably larger than the structure was designed for.

1. INTRODUCTION

The seismic behavior of a prestressed concrete containment vessel (PCCV) is the object of experimental

and analytical investigations in a collaborative program between the United States Nuclear Regulatory.

Commission (NRC) and the Nuclear Power Engineering Corporation (NUPEC) of Japan.

NUPEC's primary objective is to demonstrate the capability of the PCCV to withstand the design basis

earthquake with significant safety margins against major damage or failure. The test structure is a mixed- |
scale PCCV model, subjected to seismic simulation tests using the high perfonnance shaking table at the

Tadotsu Engineering Laboratory (1). Acceleration time histories were developed to be representative of

typical design level earthquakes, and then scaled to excite a response in the model that will be similar to

thtt in the actual structure. The test program included design-basis and failure-level earthquakes; one of

the design basis tests also included intemal pressurization to simulate a loss-of-coolant-accident (LOCA).

'Ihm margin of safety was determined by subjecting the model to progressively larger seismic motions !

until structural failure occurred. The fundamental frequencies of the test model, which give a measure of

the damage sustained by the model, were determined after each test.
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NRC's objective is to evaluate the capabilities of the state-of-the-art concrete structural analysis methods

for predicting the dynamic behavior of concrete containments subjected to design-level and failure-level

canhquakes, and to identify areas of needed improvements. A large amount of structural response data

was obtained for the PCCV scale model subjected to design-basis, as well as beyond-design-basis,

canhquakes. This included earthquake motions, which excited a structural response, in the linear range

and progressively stronger motions where significant structural damage began to accumulate up to major

structural damage and final failure Test data was obtained for horizontal-only earthquake input, vertical-

only input, simultaneous horizontal and vertical, and simultaneous horizontal and vertical combined with

design pressure. Post-test finite element analyses were performed that corresponded to several of these

tests, and the calculated responses were very similar to the measured results.

The analytical program included two series of analyses: pre-test predictions and post-test verification

analyses. The pre-test analyses used target input acceleration time histories and were reported on in the

1997 Water Reactor Safety Meeting [2]. The post-test calculations used measured acceleration time

histories and are described in this paper.

2. PCCV TEST MODEL

The PCCV test model, as developed by NUPEC, used mixed scaling for practical considerations: overall

geometry was scaled at 1:10, while the concrete wall thickness was scaled at 1:8; the steel liner and "T"

anchorage system were scaled at 1:4; and the dome portion of an actual PCCV stmeture was replaced

with a thick flat concrete cap. Weights were attached to the top slab to match the respcnse of the model

to that of a prototype stmeture for shear stress in the wall at the wall-basemat juncture. The test model

has a cylindrical barrel with an ID of 4.3 m, a wall thickness of .163 m, and a height of 3.43 m. It is cast

on a 9-m square by 1-m thick basemat that is rigidly and securely bolted to the shake table. The top cap is

I-m thick with weights bolted on the top and bottom surfaces and around the outer edge. The cylindrical

portion has a 0.600-m diameter equipment hatch (EH) penetration, four main steam lines (MS) and four

feedwater (FW) penetrations, and an airlock (AL) penetration. The hoop tendons are anchored at two

longitudinal buttresses that are 180' apart. The direction of horizontal shaking is along the diametric line

intersecting the two buttresses. The basemat and supporting frames weigh about 260 metric tons, the

cylindrical portion weighs 63 metric tons, and the upper section with the added mass weighs 474 metric

tons.
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3. COMPUTATION AND MATERIAL MODELS

Th calculations are performed with the ANACAP-U concrete material model [3] coupled to the

ABAQUS general purpose finite element program [4]. In order to simulate damage accumulation in the

test series, the nonlinear dynamic analyses were performed in the same sequence as the tests. Figures I

through 6 illustrate the finite element model used for these calculations. Only a ring section of the

basemat around the wall junction was modeled, as shown in Figure 1, with input acceleration time-

histories prescribed for all the nodes on the extemal surfaces of the basemat ring. The portions of the

basemat that are rigidly bolted to the shake table are not modeled. The basemat ring is modeled to

approximate the area from the walljunction to the first set of bolts that secure the basemat.
t

In order to reduce the . size of the grid, the geometry of the test specimen was assumed to be symmetric

about a vertical plane through the two buttresses, and the half containing the equipment hatch was used.

'Ihe hatch is a large penetration with a thickened section of the PCCV wall and has a thicker liner and

additional reinforcement. The concrete finite element grid was developed to provide computational

economy while adequately capturing the critical response of interest. The final model, which is shown in

Figure 1, has 12,000 degrees of freedom. The PCCV liner, shown in Figure 2, is modeled as membrane

(plane-stress) elements fully bonded to the concrete, and are thus strain-compatible with the concrete. All

tendons and reinforcement are explicitly modeled, as shown in Figures 3 through 6. The hoop tendons

are prestressed to apply about 1138 psi (80 kg/cm ) compression to the concrete, and the axial tendons are2

2prestressed to apply about 1067 psi (75 kg/cm ) compression to the concrete including gravity.

Plasticity relations for the liner, reinforcing bars, and prestressing tendons are included in the material

model. The model assumes that the top section and all attached masses of the test specimen remain

elastic, and no cracking or compressive yielding of the concrete in this top section is considered in the

calculation. The attached masses are modeled with lead material enet. sed in steel shells (as constructed)

to capture the distribution of inertial loads and any rocking that may develop. Figure 2 shows the steel

cases for the attached weights and the steel plates embedded in the top section.

The material model used for the concrete in the PCCV wall and basemat is the ANATECH concrete

material model, known as ANACAP-U [3). The material properties used for the concrete are as follows:

2Modulus 3.4E6 psi (2.39E5 kg/cm )
Poisson's Ratio 0.19

2Compressive Strength 5633 psi (396 kg/cm )
Fracture Strain 158.7E-6
Weight Density 150 lb/ft3 (0.0024 kg/cm )3
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Based on Raphael's formula [5], fl=1.7 f'2/3 (in units of psi), the material is assumed to have a tensilee

strength of 540 psi (38 kg/cm ). Under uniaxial compression, the model assumes that the material will2

reach its compressive strength at 3000E-6 strain and begins to soften under additional load. Figure 7

illustrates the uniaxial compressive stress-strain relationship and the shear retention model used for the

PCCV concrete and shows the hysteretic and shear degradation behavior that is typical of concrete under

high cyclic compression and shear loading. j

4. POST-TEST ANALYSIS RESULTS

Comparison of the actual input acceleration records with the target accelerations used for the pre-test

analyses revealed major differences between the two inputs for the beyond-design-basis and failure-level

motions. Table I shows the maximum for the two sets of input accelerations. Furthermore, the basemat

acceleration records, which form the input to the analysis, show significant rocking, as shown in the table.

This vertical motion was totally missing from the target accelerations used in the pre-test analysis. As

already mentioned, the post-test analyses described in this paper use the measured input accelerations, and

space does not permit comparison with the pre-tests analyses. For the same reason, detailed description

of the post-test analyses cannot be given, and only representative results are provided.

Table 1, Target vs. Actual Basemat Acceleration for the Analyzed Tests

Horizontal Acceleration (g) Vertical Acceleration (g)
Post-Tests Analyzed Target Measured Target Uniform Rocking
S1(H+V) 0.28 0.30 0.13 0.18 0.20
S2(H+V) _ 0.43 0.44 0.21 0.30 0.30
S2(H+V)+LOCA 0.28 d.29 0.13 0.22 0.22
2.0S2(H) 0.86 1A6 1.17 1.51-

3.0S2(H) 1.29 252 - 2.10 2.57
3.3S2(H) low freq. 1.42 2.56 1.33 1.78-

5.0S2(H) 2.15 3.53 - 1.82 2.37

4.1 Desien Level Analyses

The sequence of tests chosen for the post-test calculations is S1(H+V), S2(H+V), and Sl(H+V)+LOCA,

where H and V stand for horizontal and vertical, respectively. The internal pressure used in the analysis

for the loss of coolant accident (LOCA) is 56.9 psi (4kg/cm2). The loading for the analysis sequence was

determined from the recorded accelerometer data from the top surface of the basemat. Figure 8 illustrates

the input accelerations for the Sl(H+V)+LOCA, and Figure 9 illustrates the cracking patterns for the

same event. The calculated crack widths are of the order of 0.14 mm. The calculation predicts vertical
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cracks near a buttress with small crack widths of about .01 mm. This type of cracking is also observed in

the test. The cracking observed in the test near the top section does not develop in the calculations. I
-

The global response of the PCCV modelis illustrated in Figures 10 and 11, which show the horizontal

displacement and acceleration of the top mass respectively, it is apparent that, for these design level
,

l

criculations, the analytical simulation is under-predicting the response. This is attributed to the damping !
used in the analyses. After these calculations were performed, the test data was analyzed by NUPEC to f
d:termine the level of damping exhibited in the test. This evaluation indicated the overall damping to be

cbout 1% initially and increased to about 1.5% during the design level tests. It continues to increase to

tbout 3.5% as funher cracking developed in the failure level series of tests. Thus, the 3% uniform

damping used in the calculation was too high for the design level tests, which contributed to the under-

prediction of the response.

4.2 Failure Level Analyses

For the PCCV failure level testing, the test plan called for determining the seismic margin by subjecting

the model to increasing multiplies on the S2(H) level magnitudes until stmetural failure occurred. For

these tests, only the horizontal input motion was planned. However, increasing the horizontal amplitude

crus:d substantial vertical feedback and rocking of the PCCV test model, resulting in rather substantial

v:rtical acceleration input on the basemat, as summarized in Table 1.

Good agreements were obtained in general, but the best agreement was obtained for the 3.3S2(H) test.

The results for this test are illustrated in Figures 12 through 15, which depict the horizontal and venical

displacements and accelerations for the top mass. The excellent agreement obtained for this test is

attributed in pan to the fact that the 3% damping used in the analysis is consistent with the level of

damage in the structure.
i

!
The PCCV failed during the 5.0S2(H) test, as can be seen from Figures 16 and 17. The test model began

to fail around 4.9 seconds at the edge of the equipment hatch at cylinder mid-height, followed
|

immediately by failure in the wall near the top section at the wall thickness transition. A band of the
.

'

concrete at the top rubblized and fell out over the next 0.8 seconds, resulting in settlement of the top

section with buckling and tearing of the liner. There is also some spalling damage around the buttresses

at the basemat juncture. Figure 18 illustrates the areas of damage in the test model after failure during the

5.0S2(H) test. The calculated response for this test simulation agrees reasonably well up to the point of

failure. Beyond that, the physical loss of material prevented further correlation.
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4.3 Failure Criterion

By examining the state of the solution around the time of failure, the conditions leading to shear failure

can be identified in the calculations. From this evaluation it is proposed that shear strains of 0.5% or

higher acting over at least 80% of any cross section is a state of impending structural failure. Figure 19

illustrates the shear strain contours at the time of failure in the test with the minimum range set at 0.5%.

The large band of shear strain greater than or equal to 0.5% at mid-height extending across the section is

evident. This hypothesis was checked and confirmed with similar calculations for the shear wall tests in

Ref. 6, and Figure 20 shows the calculated shear strains in the NUPEC shear wall at the time of failure.

The calculations would predict failure at the correct time and at approximately the correct locations in the

shear wall test when the calculated shear strains reached at least 0.5% across a section of the wall. This

failure measure with an appropriate uncertainty band is proposed as a general failure criterion for shear

structures subjected to severe seismic events.
.

!

4.4 Summary of Results

Table 2 summarizes the fundamental frequency shift in the post-test calculations as damage accumulates.

Table 3 summarizes the peak horizontal accelerations and displacements of the top mass in the post-test

calculations relative to the test data. Figure 21 shows the comparison of calculated peak horizontal

response and test data graphically. For the design level tests, the post-test calculations under-predict the

response due to the high value of damping (3%) used in the analysis throughout. An evaluation of test

data indicates that damping in the test specimen varied from 1% initially, increasing to 1.5% during the

design level tests, to 3.5% for the failure level tests. The agreement in the failure level post-test

calculations is quite good compared to the test data. The overall behavior and peak response agree well

with the test.

Table 2. Summary of Fundamental Frequency Shift in Post-Test Models

'l' Test Data Post-Test Model
I % Reduction % Reduction

Post-Test Models Hz from Initial Hz from Initial |
'

S1(H+V) 10.8 - 11.3 -

S2(H+V) 10.3 4.6 11.3 0.0
S2(H+V)+LOCA 9.9 8.3 11.3 0.0 1

2.0S2(H) 9.0 16.7 - -

3.0S2(H) 8.8 18.5 9.1 19.5
3.3S2(H) low freq. 8.4 22.2 8.8 22.1
5.0S2(H) ~7.0 35.2 7.0 38.1

|
4
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Currently, no reliable shear failure criterion exists for seismic-resistant structures. Such a shear failure

criterion was developed in the course of this investigation, as described earlier, by examining the analy-

tical and experimental results.

Table 3. Summary of Post-Test Horizontal Response of Top Mass

Test Data Post-Test Model

| Post-Test Models Acc. (g) Disp. (mm) Acc. (g) Disp. (mm)
'

Sl(H+V) 1.19 2.78 1.02 2.16
S2(H+V) 1.57 3.94 1.31 2.87

i S2(H+V)+LOCA 1.03 2.73 0.82 1.80
1 2.0S2(H) 2.70 12.62 - -

3.0S2(H) 3.37 19.60 3.67 18.00
3.3S2(H) low freq. 3.07 18.32 3.24 14.90
5.0S2(H)* 3.34 25.56 3.57 24.00

*NUPEC reports peak acceleration of 3120 gal and peak displacement of 26 mm.
The numbers reported here are taken from response records.

5, CONCLUSIONS AND LESSONS LEARNED

The response of the structure in the range of design level earthquakes was not sensitive to the small

differences between the target input accelerations and the actual as-measured accelerations; both pre-test

and post-test analyses gave comparable results that agreed reasonably well with the measured data.

However, for larger input motions, particularly horizontal-only motions where the vertical motion of the

basemat was not controlled, greater differences occurred between the pre-test and post-test results. In l

fact, it was necessary to perform the post-test analyses for horizontal-only tests, with both input

accelerations, horizontal and vertical, as measured by the accelerometers mounted on the basemat. This is

because a stronger-than-expected feedback vertical component occurred in the horizontal-only motion,

which was not subject to control in the test. Some analytical difficulties in processing the basemat

acceleration data for input to the analysis model needed modeling resolutions. |

The concrete modeling software used to perform the analysis contained two options for shear resistance: a 1

nominal resistance model based on material-property laboratory tests, and a reduced-resistance model. ;

The latter model is intended for stmetures with pre-existing damage, a condition that was judged to exist

in the test because of the progressively introduced damage in each test, and not every test was analyzed.

Both models, however, under-estimated the shear resistance of the structure at the higher load levels, with

the latter (reduced-resistance) model showing significant undu-prediction. This led to one of the more

important findings of the test program, namely, that prestressed concrete containments are robust in

87



resisting shear even with significant prior damage. Using these findings, a modification of the standard

sh::ar model was introduced by adjusting the shear modulus dependence on the crack-opening strain to

provide higher shear resistance for narrow cracks. This is the only modification that was introduced in

the concrete material model for the post-test analyses. This modification affects the higher-level seismic

motions more than lower-level motions where differences between target and actual accelerations had the

greater effect on the results.

The second significant finding from this analytical program is the effect of damping on the response. The

post-test analyses used a uniform damping value of 3%; however, a close examination of the data and

analysis results indicated that the damping, which is a manifestation of damage, is time dependent. The

a-priori selection of a single value for an event, which is the current practice, can either underestimate or

over-estimate the response. This effect was illustrated by repeating the analysis for one of the time

histories in the test series, where a damping value ranging from 1% to 5% is applied locally at the cracked

integration points by invoking a crack consistent damping model which represents damping as function of

the crack status. The resulting agreement between the analysis and the test was excellent. Unfortunately,

however, time and budget constraints did not allow the repetition of the calculations using this time-

dependent and damage-dependent representation of damping.

Finally, the testing program provided an opportunity to develop a shear-failure measure for concrete

structures subjected to severe seismic motions. Analytical interpretations of the test results indicate that

impending shear failure of the structure would occur at a shear strain value of 0.5% (with a suitable

uncertainty band) averaged over the entire cross-section of the structure. This value was also confirmed

by an analysis of a seismic test of a shear wall that was previously conducted by NUPEC at Tadotsu.

This is proposed as a preliminary shear failure criterion pending further verification using additional tests

and analyses. This being a structural measure rather than a material property measure, it can only be

applied through the post-processing of the analysis results. Further work is needed to adapt the 0.5%

structural measure to a concrete material model criteria that would analytically trigger the structural

failure.

In summary, the agreement between the calculated time histories and the measured data records is

generally good, with instances of poor agreement for some of the gauges and excellent agreement for 1

others. Much better agreement occurs for global measures of response rather than response that is

directly affected by local concrete conditions. Very good agreement was obtained for the test with three

times the design basis earthquake. This gave an indication that the 3% damping was perhaps a good
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valus for the damage level in that test. The force-displacement curve for the test series which is a plot of

the peak resistance force (mass times acceleration) vs. the maximum horizontal displacement for the tests

;how very good agreement between analysis and test throughout the test series, with the analytical curve

| lying consistently above the experimental curve. The higher resistance behavior predicted by the analysis

is in part due to the fact that not all of the tests were analyzed, which resulted in lower damage

accumulation in the analysis than actually experienced by the structure. The level of agreement between

test and analysis achieved in this program is sufficient indication that existing analysis capabilities, with
I

the level of modeling sophistication used in the present analysis, can be relied upon to predict the

behavior of concrete containment structures.
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Steel Containment Vessel Model Test: Results and Posttest Analysist

Vincent K. Luk, John S. Ludwigsen, and Michael F. Hessheimer
Sandia National Laboratories, Albuquerque, NM, USA

Kuniaki Komine and MasakiIriyama
Nuclear Power Engineering Corporation, Tokyo, Japan

Tomoyuki Matsumoto
Hitachi Ltd., Hitachi-shi, Ibaraki-ken, Japan

James F. Costello
United States Nuclear Regulatory Commission, Washington, DC, USA

ABSTRACT

Two static, pneumatic overpressurization tests of scale models of nuclear containment structures at
ambient temperature are being conducted by Sandia National Laboratories for the Nuclear Power
Engineering Corporation of Japan and the U. S. Nuclear Regulatory Commission. The joint research
program consists of testing two models: a steel containment vessel (SCV) model and a prestressed

concrete containment vessel (PCCV) model.

This paper summarizes the conduct of test of the SCV model, which is a mixed-scaled model (1:10 in
geometry and 1:4 in thickness) of ar. Improved Boiling Water Reactor (BWR) Mark 11 containment, and
posttest activities. A concentric steel shell, identified as the contact stmeture, was installed over the SCV
model prior to the test to represent some of the structural characteristics of the reactor shield building in
the actual plant. The SCV model and the contact structure were instrumented with strain gages and
displacement transducers prior to the overpressurization test, which was conducted on December 11-12,
1996 at Sandia National Laboratories. The test was terminated when a large tear developed adjacent to
the equipment hatch reinforcement plate and pressure could not be maintained in the model.

The test data are compared with the pretest analytical predictions by the sponsoring organizations and
others who participated in a blind pretest prediction effort. Posttest analysis efforts focused on resolving
inconsistencies between the predicted and measured free-field strains and local strain concentrations near
the equipment hatch. Posttest metallurgical evaluations on specimens removed from the SCV model
were also perfonned and the results are discussed.

INTRODUCTION

The Nuclear Power Engineering Corporation (NUPEC) of Japan and the U. S. Nuclear Regulatory
Commission (NRC) are co-sponsoring a Cooperative Containment Research Program at Sandia National
Laboratories. Yhe purpose of the program is to investigate the response of representative models of

' Dra uo,-k ssjomily sponsored by the Nuclear Pouwe Enginecrms Corporaroon and the L5 Nuclear Regularon Commissson The mark of the
Nuclear Power Engmeermg Corporation u performed under the auspeces of the Mmarry ofiniernational Trade andIndustry. Japan. Sandeo
Natsonal Laborosorres a operatedfor the L5 Department of Energunder Contract Number DE-AC04-94AL85000

|
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..

nuclear containment structures to pressure loading beyond the design basis accident and to compare
analytical predictions with measured behavior. This is accomplished by conducting static, pneumatic

'

overpressurization tests of scale models at ambient temperature. This paper describes the conduct and
results of the high pressure test of the SCV model.
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Nomenclature:
Location Designation Description

THD top head
KNU knuckle
SPH spherical shell
UST upper stiffener
UCS upper conical shell
MST middle stiffener
MCS middle conical shell
MCI material change interface
LCS lower conical shell
LST lower stiffeners
LCYS lower c)lindrical shell

Figure 1. Elevation vic w of the SCV/CS assembly
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MODEL DESCRIPTION
,

1

| The SCV model is representative of the steel containment vessel ofImproved Mark II Boiling Water
Reactor plants in Japan. The geometric scale is 1:10. Since it was desired to use the same materials for
the fabrication of the model as are used in the construction of the actual plants, the scale on the wall
thickness was set at 1:4. The portion of the model above the material change interface which is slightly
below the equipment hatch centerline (see Fig.1) was fabricated of SGV480, a mild steel, while the
lower portion of the model and the equipment hatch reinforcement plate were fabricated of high r,treich
SPV490 steel. The eq tipment hatch cover and top head were non-functional in the model and were
welded shut. Whereas the design pressure of the prototype containment is 0.31 MPa (45 psig), the scaled
design pressure, P s, for this mixed scale model is 0.78 MPa (113 psig).d

The model was fabricated at the Hitachi Works in Japan and shipped to Sandia National Laboratories in
the United States for instrumentation and testing. After delivery to Sandia, a 38 mm thick steel (ASTM
SA516 Grade 70) contact structure (CS) was installed over the SCV model prior to testing to represent
some features of the reactor shield building in the actual plant. A nominal gap of 18 mm was maintained
between the SCV model and the CS. A schematic of the SCV/CS assembly is shown in Fig.1.
Instrumentation of the model consisted of over 800 channels of data, including strain gages, displacement
transducers, temperature and pressure sensors, acoustic emission device as well as video monitoring.

TEST OBJECTIVES

The objectives of the SCV model test are:

1. to provide experimental data for checking the capabilities of analytical methods to simulate the
pressure response of a steel containment well into the inelastic range and after making contact
with the CS,

2. to investigate the failure mode (s) of the SCV model, and

3. to provide experimental data useful for the evaluation of actual steel containment structures.

PRETEST ANALYSIS

Pretest finite element analyses were performed to predict the behavior of the model, guide the placement i
I

ofinstrumentation, and identify and evaluate failure modes. Details of the pretest analysis are provided
in a NUREG report (Porter, et al.,1996). In addition to predicting the global response of the model, these
analyses, based on the design configuration, predicted high strains in the shell surrounding the equipment
hatch reinforcement plate, with the highest strains in the lower strength SGV480 shell. Generalized
contact between the SCV model and the CS was predicted to occur around 4.2 MPa (600 psig). The
pretest analysis predicted that the most likely failure mode was a local ductile failure at a locally thinned
area (detected in a pretest inspection) in the SPV490 shell adjacent to the equipment hatch at a pressure of
4.5 MPa (650 psig). These predictions were qualified by uncertainties about the as-built configuration of
the model.

In addition to the pretest analysis performed by Sandia, severa: >rganizations participated in a blind,
pretest prediction exercise, euphemistically referred to as a 'Round Robin' analysis. Each participant was
provided with the design and as-built information about the SCV model and the CS and was asked to
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predict the response (strains or displacements) of the model at 43 locations as well as predicting the most
likely failure mode, location and pressure. These results were compiled and published prior to the high
pressure test (Luk, et al.,1996). A number of the participants met to discuss the pretest analysis results in
October 1996. In general, there was a fair agreement between the independent calculations; however,
there was some disagreement in the interpretation of the analysis results relative to predicting the model
failure.

These pretest analyses will be discussed in more detail in conjunction with the description of the test
I resuits.

HIGH PRESSURE TEST|

The high pressure test of the SCV model was conducted on December 11-12,1996, at Sandia National
Laboratories. The conduct of the test is described in a SMiRT paper and a NUREG report (Luk, et al.,
1997, Luk, et al.,1998). Briefly, after approximately sixteen and a half hours of continuous, monotonic
pressurization using nitrogen gas, the test was terminated when a tear developed near the equipment hatch
reinforcement plate at a pressure of 4.66 MPa (676 psig) or roughly six times the design pressure. Rapid
venting of the model was observed and the pressurization system, operating at capacity (1300 scfm), was
unable to maintain pressure in the model.

Posttest visual inspection of the interior of the model revealed a large tear, approximately 190 mm long,
adjacent to the weld seam at the edge of the equipment hatch reinforcement plate (Fig. 2). The tear
appears to have initiated at a point roughly 30 mm below the material change interface (around 8 o' clock
when viewed from the inside) in the higher strength SPV490 shell, and propagated in both directions
along the weld seam before it stopped. Interestingly, while the right hand side of the equipment hatch
(from inside view of the model) did not tear, significant necking was observed at a location symmetric
with the tear (Fig. 3).
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Figure 3. Interior elevation of the equipment hatch
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In addition, a small meridional tear, approximately 85 mm long, was found in a vertical weld (at an
0azimuth angle of 201 ) undemead a semi-circular weld relief opening at the middle stiffening ring

(elevation of 2100 mm above the ring support girder)(Fig. 4). It appears that this small tear might have
occurred first but did not grow and the pressurization system was able to compensate for any leakage
through this tear. This tear also had a counterpart at a similar, diametrically opposed detail. While no
tear developed at this location, necking in the weld was observed.
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After the initial inspection of the interior of the model, the contact structure was removed to allow
inspection of the exterior of the model. In addition to the observations noted above, visual inspection
revealed evidence of the pattern of contact between the model and the CS in the form of crushed
instrumentation lead wires and transfer of mill markings from the interior of the CS. In addition,
concentrated crack patterns in the paint indicated that global strains in the higher strength SPV490 shell
were concentrated at the vertical weld seams (Fig. 5).
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Figure 5. Exterior posttest view of vertical weld seam in lower conical shell section (SPV490)

TEST RESULTS AND COMPARISON WITH PRETEST PREDICTIONS

More than 97% of the instruments survived the high pressure test. The failed gages, which consisted
primarily of those on the exterior of the model, were damaged when the model made contact with the CS.
The raw strain data was corrected to compensate for temperature variations and cross-axis strains and the
displacement data was corrected to account for any movement of the center support column to which the
displacement transducers were anchored. The complete data record is included in the SCV Test Report
(Luk, et al.,1998). A brief summary of the test data follows.

Local Response Adjacent to the Equipment Hatch

An extensive array of single element, strip and rosette strain gages was installed around the equipment
hatch to capture the local strain distribution. Figure 3 shows the locations of a few selected strain gages
around the equipment hatch viewed from the inside of the model. A strip gage (STG-l-EQH-16b) |

installed adjacent to the upper end of the Isrge tear registered a maximum hoop strain of 4.2 % and the
two rosette gages (RSG-I-EQH-12a and -8a) above it had recorded maximum hoop strains of 3.7 % and
2.8 %, respectively. The rosette gage (RSG-I-EQH-22a) slightly below the lower end of the tear recorded
a maximum hoop strain of 1.3 %. However, the highest hoop strain reading of 8.7 % was recorded by a
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strip gage (STG-I-EQH-37a) at 3 o' clock,just above the material change interface. Figure 6 shows the
strain data recorded by these gages around the equipment hatch.

While the pretest calculations predicted failure in the vicinity of the equipment hatch at pressure levels
very close to the actual failure pressure, a detailed comparison of the calculated and measured strains
highlights some areas of discrepancy. First, the highest measured strains occurred in the higher strength
SPV490 shell, below the material change interface, rather than in the weaker SGV480 shell as predicted
by the analyses on the design configuration of the model. Second, the near-field measured strains around
the equipment hatch were almost double those predicted by the analysis. Finally, the locally thinned area,
which was the predicted failure location in the pretest analysis, appeared to have little effect on the model
response in the vicinity of the equipment hatch.
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Figure 6. Hoop strains around equipment hatch

Global Response

The global response of the SCV model was monitored using free-field strain gages and an array of
internal displacement transducers that measured the strains and displacements at several elevations along
4 cardinal azimuths (0',90',180', and 270').

Maximum free-field hoop strains ranging from 1.7 to 2.0 % were measured at 4.5 MPa (560 psig) at the
upper conical shell section (Fig. 7). The hoop strains calculated from the displacement measurements
(Ar/r) were consistent with the strain gage measurements at these locations.
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Figure 8 shows the spatial variation of displacements at the cardinal azimuths at 4.5 MPa. The
displacement profiles were completed by interpolating the data recorded by the transducers at various
elevations. It should be noted that the displacement pattern is fairly axisymmetric with the exception of
90*, the azimuth where the equipment hatch is located. The displacements at this azimuth in the lower
conical shell section, be%v the material change interface, were much larger than those at the free-field
azimuths (0*,180*, and 2 0*). This is of particular interest in light of the fact that this area was actually
displaced inward during fabrication of the model and this was also the area where the large tear occurred.

Figure 9 shows the spatial variation of displacements as a function of pressure at a representative free-
field azimuth (270*). This figure indicates a disproportional increase in radial displacement of the model
between 3 and 4 MPa, suggesting that the global yielding of the model might occur somewhere in this
pressure interval. Observable slow-down in radial growth of the model occurred to and 4 MPa when the
model made local contact with the CS. -

Additional displacement plots at the middle and upper conical shell sections as a function of pressure are
shown in Figs.10 and 11, respectively. The manner in which the plots in these two figures and Fig. 7
started to curve upward at about 2.5 MPa suggests that the onset of yielding of the model might have
occurred as early as 2.5 MPa. Additionally, it can be inferred from these figures that generalized contact
between the model r.nd the CS began at pressures between 4.0 to 4.5 MPa.

Figures 7,10, and 11 also compare the pretest analysis predictions for global strains and displacements
with the test results. The most significant observation from this comparison is that the pretest
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calculations significantly overpredicted the pressure at which the global yielding occurred and continued
to underpredict deformations and strains after yielding up to model failure. This comparison result is
troubling and unexpected. Good agreement between the global response calculations and the test results
was expected, based on past experiences, when uniaxial tensile test data for the actual materials used in
the fabrication of the model were used to define the material properties for analytical model.

In attempting to understand the source of this disagreement, a comparison between the analytical results
of several Round Robin participants and the test data was made (Fig.12). This figure illustrates the effect
of using the lower bound, average and actual results of uniaxial tensile test data to define the material
properties for the model. Front this comparison, it appears that the use of the lower bound material data
gave the best agreernent with the test results. There may be a variety of contributing factors to the
discrepancy between the analytical and test results; however, this comparison highlights the sensitivity of
the analytical results to relatively small variations in the material models.

One other observation from this comparison is that it appears that the effective gap was larger than the
nominal gap of 18 mm used in the pretest analysis. No attempt was made to characterize the as-built gap
in the pretest analysis, even though this dimension varied from 13 to 24 mm after the installation of the
contact structure was complete.
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Acoustic Emission Data

In addition to the strain gages and displacement transducers, twenty-four acoustic emission sensors
(eighteen interior and six exterior) were installed on the model. Posttest analysis of the data collected by
these sensors indicated two regions with high acoustic emissions during the test. One region located just
below the equipment hatch began generating significant acoustic activity at approximately 4.25 MPa.
The close proximity of this region to the equipment hatch suggests that significant material distress,
leading to the large tear might have begun at this pressure. Another region had a significant increase in
acoustic emissions beginnir.g at 3.75 MPa, however, this region is not very close to the small tear, and
therefore it is not clear whether the initiation of the small tear is related to this pressure.

POSTTEST INSPECTION AND EVALUATION

In addition to the posttest visual inspection described above, a detailed metallographic evaluation of the
SCV model was conducted to characterize i e local failure mechanisms and provide some insight into
both the global and local responses of the model. The detailed evaluation and analysis are described in a
SAND repon (Van Den Avyle, et al.,1998).

Briefly, sections were removed from the model surrounding the tears and areas of necking or other
obvious structural distress. Fractographic inspection of the failure surfaces indicated that the tearing
mechanism was ductile and did not display any evidence of flaws or other defects that might have acted
to initiate failure. It was therefore concluded that the model failure occurred as a result of strains
exceeding the limits of the material and it should be possible to characterize failure based on the material
propenies of the steels.

Smaller samples were machined from the sections removed from the model and the polished cross-
sections normal to the model surface were examined using a scanning electron microscope to characterize
the grain structure. Hardness tests were also performed on these polished samples to look for variations
in material properties. A cross-sectional view through the major tear at the equipment hatch is shown in

,

'Fig.13.
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The results of these inspections revealed changes in the grain structure of the SPV490 steel in the heat
affected zone (HAZ) surrounding the reinforcement plate weld and a significant reduction in the hardness
of the HAZ and adjacent parent material. Based on the well-established relationships between hardness l
and tensile strength, these results indicate a significant reduction in tensile strength along with a
corresponding, though less well defined, reduction in the yield strength of the material. These results
suggest that this localized microstructural alteration and reduced hardness and strength in the HAZ of the
SPV490 alloy plate may be one of the possible causes for the observed strain patterns around the
equipment hatch and in the weld seams of the SPV490 shell. .

i

POSTTEST ANALYSIS

Considering the SCV model test data, the posttest visual and metallographic evaluations of the SCV
model, and the pretest analysis results, the posttest analysis effort was focused to address the observed ;

behavior of the model and the inconsistencies between the pretest analysis results and the test data. The !

results of the posttest analysis are summarized in the following subsections. ;
|

Material Modeling j

in an effort to address the discrepancy between the pretest analysis results and the test data of the onset of
yielding in the free-field of the model, the pretest material models for the two steels were critically
evaluated. As can be seen in Fig.14, the pretest material model for SGV480 steel, based on a hardening
curve-fitting scheme with an inverse hyperbolic sine curve, provided a very good representation of the
measured tensile coupon test data in the high strain regions (over 20 %), but did not closely simulate the I
material behavior at strain levels below 5 %. For the posttest analysis, a much simpler approach was used I

to model the material behavior of these steels. The lower envelope of the plots of true stress versus true
strain from the tensile coupon tests was used to model the plastic behavior of the materials, and the elastic
portion of the stress-strain curve assumed a handbook value for the Young's modulus.
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Figure 14. The pretest anaterial model and the tecsile coupon test data for 8.5 mm SGV480 steel
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The po:ttest metallurgical evaluation results indicate that the large tear occurred inside the HAZ of
SPV490 steel shell whose material strength was significantly reduced. A material model with reduced
strength for SPV490 HAZ is thus needed to provide a better simulation of the strain distribution around
the large tear. An approximate hardness number for the pretest SPV490 HAZ was obtained from the
available hardness measurements on the posttest HAZ and base metal, and on the virgin plate material.
The tensile strength of SPV490 HAZ was then estimated using the well-established relationships between i

hardness and tensile strength. It was further assumed that the plastic behavior of this material, including j
yielding, experienced the same ratio of reduction as the tensile strength. The reduced strength curve for j
the SPV490 HAZ material is plotted in Fig.15 and was used in the posttest analysis of the local area i

around the large tear.
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Global Analysis Results

A global 3D finite element model with revised material models for the two steels was used to analyze the
global response of the SCV model. A nominal gap size of 22 mm was used in the posttest analysis
instead of the pretest gap size of 18 mm to provide a better representation of the as-built gap dimension
between the SCV model and the CS.

i

Figure 16 shows the hoop strains as a function of model elevations at the free-field azimuth of 270= at 4.5 1

MPa. The posttest analysis risults provided a better correlation with the measured strains than the pretest i

predictions. The free-field response of the SCV model(at Round Robin standard output location # 24)
together with the pretest prediction and the postrest analysis results are plotted in Fig.17. The effect of
using the revised material models and the increased gap size was demonstrated by that the strain results )
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of the posttest analysis merged with the measured strains at a strain of about 1.7 %. However, the
discrepancy in simulating the onset of yielding of the model still exists.
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Local Analysis Results Around the Equipment Hatch

The local 3D equipment hatch model was re-analyzed by assigning the elements highlighted in black in
Fig.18 with the reduced strength material model for the SPV490 HAZ. The large tear is located inside ~
this highlighted strip of elements. The postrest analysis results, shown in Fig.19, indicate that the highest
strains appear arcund the large tear in the SPV490 HA7. steel shell.
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Figure 18. Local 3D equipment hatch model with SPV490 HAZ elements highlighted in black
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Small Tear Analysis

The small tear occurred inside the weld relief opening at the middle stiffening ring (Fig. 4). The area
around this tear was simulated in a local finite element model. The vertical weld seam was not modeled,
and therefore there was no hardened or thickened area at the vertical centerline inside the opening. A
contour plot of the equivalent plastic strains on the interior surface of the SCV model, generated by this
local model, is shown in Fig. 20. The peak strains are concentrated in two areas on either side of the
vertical centerline of the opening where the vertical weld seam would be located. The area of high strains
coincides well with the location of the small tear.

''

MAGNIFIED BY 1.000.-

EgrgNT BLOCKS POTivC:

'

.

T5
'

: b*- ' .f idOQy
~_ Yhi haw' h kf . r

m g fi w dr7 w-

E D.10

. - - _ . - -- m.0.107s, - ~ - - -

m

uas if . 3
;;7g - __ &..% , %g- -n

hG?rn2%W y.
^9 .-

~

%@7%

Q[N - A5
'

TIMc 4.700

,

kr$$$!Ij$
"

5EL;h'1
RE@gry:.w

:r.:-t$hq p p
D.f. I:MSM

~ Q y :X
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CONCLUSION

The high pressure test of the SCV model conducted at Sandia National Laboratories on December 11-12,
1996, was considered a success with regard to the specified test objectives:

1. The test provided experimental data for checking the capabilities of analytical methods well into
the inelastic range of the model. While it appears that some generalized contact was occurring at j

the time of the failure, it is not clear that the data is adequate to confirm the validity of contact
'

algorithms in the analysis codes.

2. The test confirmed the critical nature of discontinuities, such as penetrations, as potential failure
mechanisms. The test also identified the potential significance oflocal changes in material
properties due to welding and local fabrication details on potential failure modes. The measured
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global strains at failure of 2 % are also consistent with previous tests of steel containment vessel
models (Horschel, et al.,1993).

!
3. The test and analytical results should provide useful information for the evaluation of '

prototypical containment structures and focus attention on critical details and analysis
methodologies.
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NEW SEISMIC DESIGN SPECTRA FOR NUCLEAR POWER PLANTS

8 2Robin K. McGuire , Walter J. Silva , and Roger Kenneally'
' Risk Ergir-,ms, Inc.

2Pacific Engmeering and Analysis
'US Nuclear Regulatory Commission

ABSTRACT

'Under a US Nuclear Regulatory Comnussion-sponsored project
! ,+- - = i=%s for seisnue design ground motions for nuclear facilities are
| being developed. These reconur wh% will take several forms. Spectral

shapes will be developed empirically and augmented as necessary by
analytical models. Alternative methods of scaling the rwe-.-."iad shapes
will be included which use a procedure that integrates over fragility curves
to obtam approxunately consistent risk at all sites. Site-specific soil effects
will be taken into account by rm- -.=-% site-specific analyses that can
be used to modify rock hazard curves at a site. Also, a database of strong
monon records will be ardiived for the project, along with recommendations
on the development of arti6cial motions. This will aid the generation of
motions for detailed soil- and structural-response studies.

I INTRODUCTION
i
!

In 1996 the Nuclear Regulatory C-iaion (NRC) amended its tronbrinna to update the criteria used
in decisions regarding nuclear power plant siting, including geologic, seismic, and eartix[uake eu3u-,mg
consideranons for future applications; USNRC (1996). As a follow-on to the resised siting regulations, it is
necessary to develop state of-the-an rse- aer irions on the design ground motions commensurate with
=aiemninmeni knowledge and engmeermg needs. The current demgn spectra in Regulatory Guide 1.60 (USNRC
1973) were based on Imuted, principally westem United States earthquake strong-motion records, available
at that time. Since 1996 the NRC has funded a project to develop up-to-date seismic design spectra for the US.
The work combines empirical and analytical approaches, supplementing data where they are sparse using

1

theoretical methods to develop the tw- -.er.AeA spectra for a range of earthquake magnitudes and distances. j
Soil conditions necessarily involve site-specific parameters, and we demnnmate and is+.-.e i procedures j
to account for local soil effects on earthquake motions. A Resiew Panel consisting of Carl Stepp (Chair),
David Boore, Allin Comell, l.M. Idriss, and Robert P. Kennedy resiew the work and offer guidance on
procedures The prime contractor is Risk Engmeering, Inc., with Pacific Engmeering and Analysis developing
databases, spectral shapes, site response procedures, and spectral matching criteria. This paper reviews the
scope of the work, indicates the direction that recommendations are taking, and presents prelimmary results.
Final results will be available in the project report.
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SPECTRAL SHAPES

D=tah== for the western US are available in the form of strong mobon accelerograms for moment
magnitudes M in the range 5.0 to 7.6 and source-to-site distances R of 1 to 200 km. Rock conditions in
California are generally soft, with near-surface shear wave velocities of 200-450 m/s (700-1500 ft/sec).

The databases of strong mouan records and empirical attenuatmo relations form the basis for
recomm=lui spectral shapes on rock for defmed M and R bins, augmented as necessary by analytically
demed shapes in the applicatma of these spectral shapes for design, the M-R combination is defined by the
dommant earthquake as determmed from a probabilistic seisnue hazard analysis (PSHA). Examples of
procedures for defimag the rin-mant earthquake are described in McGuire (1995) and USNRC (1997).

A summary of rock and soil records from the western US is shown in Table 1, in terms of M and R
bins. Also shown are prelinunary summary statasucs for mean peak ground acceleration (PGA), mean peak
ground velocity (PGV), and mean peak ground displacement (PGD). This summary indicates the usual trends
in strong mouan data, i.e. that data are abundant for moderate magstudes at moderate source-to-site distances,
but are sparse for large ==r% and short distances and small magmtudes at long Se===. The former
category is more troublesome from a design perspective and requires modeling for confirmation

Central and castern US (CEUS) strong monon records are sparse Thus it is necessary to aaF
the CEUS empmcal nwa== with analytically derived spectral shapes This analysis uses a point- and fimte-
source representation of the earthquake rupture, att-inta= both body and surface waves, accounts for near-
surface nn-inhan ofhigh fr=m and assumes that ground mouon is a band-Imuted, white noise process
Calibrauon of the model with available records confirms the underlying assumptions and provides estimates

,

of the model pr. ers. One ouber.dirig issue, however, is whether the seismic energy at the source has a
"eiry wom"or"doubicw " spectrum, this is the focus ofiP research, and the current project
will include each model as an alternative. Rock W% in the CEUS are generally hard, with near-surface
shear wave velocities generally exc- E=5 3000 m/s (10000 ft/sec).

Figure 1 irxhcases the difference in spectral shapes between the single- and double-corner models, for
both the WUS and CEUS. The shapes arerM as ratios of spectral acceleration divided by PGA. CEUS
shapes typically have more high-frequency content but lower SA at intermediate periods, when normalized by
PGA. The double-comer model has the largest influence for CEUS spectral shapes at periods longer than 0.5s.

1

,
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TABLE 1
Characteristics of WUS Records in M-R Bins (Prelimmary)

Site M R,km # of spectra mean PGA, g mean PGV, cm/s mean PGD, cm

Rock 5-5.9 0-10 30 0.18 8.14 0.80

6-6.9 0-10 32 0.44 32.7 6.22

7+ 0-10 6 0.93 81.7 47.4

Soil 5-5.9 0-10 24 0.26 18.6 3.11

6-6.9 0-10 77 0.38 46.9 14.8

7+ 0-10 4 0.40 44.5 21.3
|

Rock 5-5.9 10-50 180 0.11 5.08 0.54

6-6.9 10-50 238 0.13 8.81 1.96

7+ 10-50 6 0.17 8.80 2.50

Soil 5-5.9 10-50 378 0.I1 6.63 0.87

6-6.9 10-50 542 0.14 10.8 2.25

7+ 10-50 56 0.16 22.4 10.5

Rock 5-5.9 50-100 32 0.05 2.22 0.21

6-6.9 50-100 102 0.06 3.87 0.79

7+ 50-100 10 0.06 5.16 2.64

Soil 5-5.9 50-100 42 0.06 3.11 0.38

6-6.9 50-100 158 0.07 6.23 1.26i

7+ 50-100 14 0.10 11.2 5.42
-

|

l
!

j
|
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CHOICE OF SPECTRAL LEVEL

In addmon to the spectral simpe, the overall level of the spectrum must be specified. This choice may
be raade from a PSHA by defining a target annual frequency of exche for the spectrum Alternatively
the level could be defined using an acceptable annual frequency of failure Pr at the component level and
convoluting the seismic hazard resuhs with empst fragility curves to relate component perfonnance to
seismic hazard. The failure frequency Pr can be represented as:

~

P . = [H(a) dP"" daf (i)
o

where H(a) is the hazard curve and Pr is the probability of failure (the " fragility") given ground motion
amplitude "a", which captures both response and capacity uncertainties.

With some reahstic assumptions on the shape of the hazard curve and the fragility curve, it is possible
to derive a simple wa for Pr. First we assume that the hazard cune H(a) is linear on log-log scale, i.e.

H(a) = ka #" (2)

'

where a is spectral acceleraten level, k is a enawat. and Ku is the slope of the hazard curve in log-log space.
Actual hazard curves tend to get steeper at higher amplitudes, but over the important range of amplitudes for
P, calculations they can be approximated as hnear on log-log scale.

Second we assume that component fragilities are lognormally distributed. This means that

1

%

P,= exp 0"Y ~ dy (3) |
'

g
y{2Tp 2p2

.
o

where Iriy = InCAP the median component capacity, and p is the logarithmic standard deviation of
50

capacity.

Substituting equations (2) and (3) into (1) gives
i
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n

q-(I"7-I"#)fdaP= ka #" I
(4)g

s asp 2p2
0

!

Transfornung the integrabon variable a to vanable x = In a gives

} _

P.= exp -K x exp -(x-by)2k
dx (5)f y

Es; 2p2

The integrand above is in the form

exp{cx} Z(x) (6) ,

where c is a constant and 2(r) is the normal density WM De definite integral equation (5) can be solved
by expansion or by published methods ofintegraung 6+s of normal probability distribution (e.g. Owen,
1980), yielding

P . = kCAP #" exp { (K p)2) (7)f 3 y

s

His form, designated the " risk equation," was first derived by G. Toro and published in Sewell et al.
(1991,1996). "%-g the hazard H, at a ground motion level a* correspondmg to a safe-shutdown ground
motion (SSGM), using equadon (2) gives:

H, = k(a *)#" (8)

Solving for k and substituting into equation (7) gives:

P . = H,(a *)#" CAP [o#" exp { K p)2) (9)f y

<
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We can now deme a probabihty unio R,, as the probability H, that a* will be ~M, divided by the
probability of failure P,:

R, = H)P . (10)p

His ratio is usually much greater than unity hecanoe P, is much less than the hazard at a*. R, can
be expressed as:

' CAP"' ru ?1
R, = exp -(Ky )2 (33),

Innend ofusing the mahan capacay CAPz to M-* capaeny, we can use the ingh confidence of
low probabihty of failure" value, or HCLPF, where for a logm,i.i l distribution the two are related by

HCLPF = CAP exp {-x,p} (12)3a

wherex,is the number ofstandard deviates m.cg = E=g to the frequency of failure at the HCLPF, which is
2.326 for 1% frequency of failure Also, we can express the required HCLPF in terms of a* times a factor of
safety Fa :

HCLPF = SSGM F, (13y

Solving these last two equations for CAPz and SSGM, and sute "e into equation (11)gives:
i

)

R, = F[" exph,K p - (Ky )2 (34)y

His gives a simple means to calculate P, , given that the hazard associated with the SSGM is known.
The piMRy ratio R, depends on the factor of safety Fa , the hazard curve slope Kn , and p of the fragdity
function; for the HCLPF defined at the 1% frequency of failure point, r, = 2.326 as explamed above. j

E .nacon (14) also gives an easy way to compute the effect of hazard curve slope and fragility p on?
P, for a W hazard w.=, = t-- to a selected UHS. Stated another way, if we pick a UHS at each site
with the same annual probability of-* and defme the HCLPF in terms of equation (13), equation (14) ],

allows us to examine the risk consistency across sites for different hazard curve slopes Ku and fragility
{uncertamties p. He use of equation (14)in this way is demaMrated below.

i

i
,
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A couple ofposts about the distributions of H(a') and Pr are important. H(a*) is uncertain because
oflack of knowledge in the earth sciences about carthquake sources, ground motions, etc. This uncertainty has
been q=tM by EPRI and LLNL at EUS plant sites and by utilities at several WUS plant sites. If we use
the san of this d stribution we will aclueve a Mau Pr for any set of design rules. The mean has the advantage
that we can compute (and control) the mean Pr for multiple plants. That is, we have n plants and a total
acceptable probability of component failure at these plants, we can achieve that by spectfying a mean Pr ta
each plant. The disadvantage is that the mean is sensitive to low probability, high consequence assumptions
in the seismic hazard analysis and is not as stable (from study to study) as the median

If we use the median H(a*) we will achme an approximate median P, . The median has the advantage
that it is more stable than the mean, but a target mean or median P, over n plants cannot readily be translated |

|to a requued median P, at each plant. So use of the nwhan H(a') leads to ill-constramed limits on Pr over
multiple plants. For this reason the use of the mean H(a) curve is r-ded. ii

A final point is that R, can be controlled by " deterministic acceptance criteria" associated with design
codes and guides, and by a " scale factor" that moves the capacity up or down as a function of the hazard curve

slope Kn , the desired Pr , or the desired R, for a given H(a). This scale factor is conveniently thought of as
a scahng of the UHS to spectfy an SSGM spectrum The total factor of safety Fa , is then a times SF, where
a is the conservatism achmed by design procedures (e.g.1.67 on the HCLPF) and SF is the scale factor. The
SSGM is then the UHS scaled by SF. It is appropriate to define SF to scale the UHS to account for the site-
specific (and natural penodopecine) slope of the hazard curve. R.P. Kennedy (personal communication,1997)
has suggested the following scale factor-

SF = max {0.7,0.35Af} (15)

where A3 = Dogyf Thus An increases as the hazard curves become more shallow, so SF increases,
i.e. the design values become higher for shallow hazard curves. With this definition, the SSGM can be
thought of as:

4

SSGM = UHS x SF (16)

i.e., the SSGM is the UHS " corrected" for the slope of the hazard cune. For Ag = 2.40 (which
corresponds to slope Ka = 2.63), SF = 1, i.e. the SSGM equals the UHS.

Another way to look at the design is through the total factor of safety Fa (see equation (15)). If
the amount of conservatism in design codes and guides (sometimes referred to as the " deterministic
acceptance criterion") is 1.67, then the total factor of safety Fa is:

F, = 1.67SF (17)
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De advantage of using a slope dependent scale factor SF as defined in ~~+iaa (15) is / =--%4cd in the
next section

RESULTS FOR EXAMPLE SITES

To test several methods for risk-consistent spectra, we e = M eleven sites and three ground 1
-

motion measures at each site, shown in Table 2: |

TABLE 2
Sites and Ground Motion Measures Used for Testmg Procedures

Ng, Sila Measure No. Sila Measure !

1 Arkansas plant PGA 17 Shearon Harns SV 1 Hz
2 Arkansas plant SV IHz 18 Shearon Harris SV 10 Hz
3 Arkansas plant SV 10 Hz 19 Sa===haana PGA
4 Browns Ferry PGA 20 Sn=m-h=ana SV 1 Hz-

5 Browns Ferry SV1Hz 21 Snam-h==== SV 10 Hz
6 Browns Ferry SV 10 Hz 22 Vogtle PGA
7 Davis Besse PGA 23 Vogtle SV 1 Hz
8 Davis Besse SV 1 Hz 24 Vogtle SV 10 Hz
9 Davis Besse SV 10 Hz 25 Zion PGA
10 Mame Yankee PGA 26 Zion SV 1 Hz
11 Mame Yankee SV 1 Hz 27 Zion SV 10 Hz
12 Mame' Yankee SV 10 Hz 28 California PGA
13 Seabrook PGA 29 California SV 1 Hz
14 Seabrook SV 1 Hz 30 California SV 10 Hz
15 Seabrook SV 10 Hz 31 Wa=hiaarna PGA 4

16 Shearon Hams PGA 32 W= kiaarna SV 1 Hz

33 Wa=hinatan_ SV 10 Hz

For the first 27 sets of results we used the LLNL hazard curves calculated for the USNRC (Sobel,
1994). For the " California" site, we calculated hazard at a site located near Santa Maria, California
(120.5' W, 35.0" N), which has high frequencies daminat~1 by nearby faults and long periods dominated
by the more distant San Andreas fault. (A repeat of the 1857 earthquake damia='a= the long period hazard
at this site.) For ground motion estimation the attenuation equation of Abrahamson and Silva (1995) was
sel - d

He last site av=iaaA was in Washmgton, located at 121'W and 46*N. His is in south-central
Washington and also has high frequencies damia=*ad by local earthquakes and low frequencies damia=+aA
by a large carthquake. In this case a large subduction zone earthquake controls the long-period hazard.
We model this event using the assumptions of the US Geological Survey for the national seismic hazard
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maps. That is, an carthquake of M-9 occurs in the subduction zone with rate 1/500 per year (credibility
1/3), or canhqaak~ of M-8 to 9 occur with rate 1/110 per year (credibility 2/3). For both the California
ami WW-ena sites we model local ear %" A~ with the US Geological Survey gridded seismicity, as
well as local faults for the California site.

Calculatums were made of the probability ratio R, for the 33 site-parameter combinations listed
above This is an appropriate parameter to use because, if we start with the same hazard level H(a*) at all
sites and all natural penods, and actueve a consistent R, with our procedure, we will achieve a consistent
probability of failure P, .

Figure 2 shows R, values for the 33 site-parameter combinations, calculated using the mean
hazard curve for each site. For this plot.R, was calculated from equation (eq.14) using the derivation from
the risk equaten The top plot in Figure 2 shows R, when the SSGM is taken to be equal to the UHS at
the natural period of the parameter; the bottom plot shows R, when the SSGM = UHS x SF, as in equation
(16). The scale factor SF really helps the consistency across sites and across parameters; results without
SF vary from about 6 to 48 (a factor of 8), but with SF they vary from about 18 to 45 (a factor of 2.5).
This remammg factor of 2.5 is the effect of . It would be inappropriate to define the SSGM on the basis
of e-.; ----t response, since that would require multiple design spectra for a single facility.

PROCEDURES FOR SOIL SITES

Results presented above assume that facihty design is for a rock site. If soil condations exist at a
site, modt6 cations will be necessary to derive the appropriate design level. Several options are being
considered; these follow ideas expressed by Cornell (1996) and Cornell and Bazzurro (personal
commumcation,1997).

Option 1: Direct approach.

This approach models soil iwsc directly as a funcuan of M and R (through a site specific
attenuation relation), to calculate soil hazard curves H (a) as3

>

H,(a) = FP,[A >a|M,R]fudmdr (ts)
,

This has the advantage of directness and consistency with the derisation of rock hazard curves.
The disadvantages, however, make this approach unworkable for most sites. First, the seismic hazard
analysis cannot be conducted prior to cbtammg detailed soil-specific information (shear wave velocities,
modulus and damping curves) for each location where facilities are to be designed at the site. This
procedure couples the design criteria process with the collectxm of site-specific information, and
prelmunary designs based on approxunate amplification factors would be awkward. Second, if prelimmary
site information were obtamed and later refined, the entire seismic hazard analysis must be repeated and
dom-nted o incorporate the new informaton Finally, this option has not been used in the past, at leastt

for site-specific soil properties, and implementmg it would require addressing issues of consistency and
accuracy in representmg soil response with a generic attenuation equation form. These disadvantages are
not insurmountable, but they imply that a different approach would be more efficient.
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Option 2: Simple scale factor

In this approach, the hazard curve H(a) for rock is represented as spectral acceleration a (h) and ism

simply scaled up (or down) at each frequency by a soile shape

a,(h) = a,(h) S(a,J (19)

where S(aR,f)is a m scale factor that depends on a, and frequencyf,' and is developed through site
specific response analyses. S(aRJ can s-- =b- vanabilities in site ampli6 cation caused by
uncertamr=< in soil properties, for example. This approach has the advantage of simplicity, but the
disadvesi:eis of"M Sla f) is a function not only of a, andfbut also of M (but probably not of- a
dietarw R),1-==e soil amplification depends on charactenstics of the ground motion such as duration
and frequency cauent (not just at frequencyf). The dommant contribution by M changen as a function of
a level, source contnbution to hand, and other factorsm

Option 3: More detailed scale factor

The third option is to develop a more detaded scale factor that accounts for additional features of
ground =hahng but allows the simplicity of using hazard curves developed on rocle

fP a
P[A,>a,1 =

; /,,(a,,M,...) P[S> la,f,M, .. ) dada,.. (2e>

where f,,(a ,M,...) is the rock hazard curve in density form, and the integral is over all factors M...y

that are used to develop the scale factor. The hazard resuks f,,(a,,M,...)can be obts-A from a
standard seisnue h==d analysis where resuhs have been deaggregated by the contributions by %-=M,
distance, etc.

'Ihe advantage of equation 20 is that additional uncertamtes, most imporyntly on soil
charactenstics and their effects on amplification, can be incorporated into P[S > |a,,f,M,...].

The project is currently exanumng alternative denah of scale factors under this option and
their accuracies by companng with Option 1 (the direct approach) for several sites and sets of soil
properties. Recomnwndations will be made based on the most workable option that can be implemented to
give accurate estimates of soil hazard

/
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CONCLUSIONS

To calibrate design spectral shapes, strong motaan records are avadable for the WUS over a range
ofg.r iA ics and distances here are still comparatively few records for large magnitadae and short
source-to-site distances, however For the CEUS, all ==9Aa= and distances lack sufficient empirical
strong motion data, and these records will be generated with ground motion models calibrated to replicate
r.vailable ground motion che.wistics at smaller magnitudes and longer di +=="a=.

I
An uu; :-. Eg issue is the use of the smgle-corner or double-comer model of the seismic source

|
| speco-o. Reenite will be presented in this project for both models, anticipating that several years will be

-

required to achieve resolution of this issue.

A method has been developed and tested to deternune the amplirude of ground motion for design,
as well as the shape. Results using test sites in the CEUS and on the west coast, and using typical
W fragihty charactenstics, uxhcate that the annual frequency of v- :==- failure is about 15 to-

45 times less than the nnmini frequency of--caadaaer of the design spectrum, using realistic design
procedures His means that, for example if the rnadian frequency of avea~tanea of a site's design
spectrum is lx10", the median :-- : ==^ frequency of failure is about 3x10 . De ultunate choice of a4

rM ---- ='=-! spectral level must be made with a combination of analysis to determine acceptable failm
fr- , calibration to aer=*ad existag design prneadures, andj%-maat

Racn==aadiag spectral shapes for soil sites requires additional procedures. One straightforward
method is to ennduct the PSHA with site-specific soil attenuntma equations, to obtam seisnue hazard
curves and uniform harad spectra (UHS) for the soil suiface However, as rM---- ='e-i in NRC (1997), J

it is oAen more practical to enaduct the PSHA for rock outcrop caaditians and later translate tha io soil
surface motions, hac=n* vanous facilities may be located on different soils, or detailed site-speci6c data
may not be avadable early in the project. In this case a site's rock UHS at a target annual frequency of
excaedence can be translated to a soil UHS at the same or smular frequency of exe~daaca, ee -- . g for
uncertamtaes in the soil properties Prneadures to accomplish this will be i ra.u aiin the project.

,

In addition to rarn==aadad spectral shapes, the project will archive a da+=h==> of strong motion
records for the raen==aad~i M and R bins, for both rock and soil conditions. nese will be empirical
records for bins where data are abundant, augmented by artificial motions derived to have the correct
frequency content for bins where data are sparse or non-existent

A final set ofis --- = Mons concerns criteria to match artificial enotions to rarnmmandad i-

spectral shapes and levels. Such motions nught be used for input to detailed dynamic analyses of building
response, for example. De raen==aadad procedures for developing artificial motions concentrate on
=='ching response spectral amplitudes at multiple frequencies and dampings, and put less emphasis on
matchum power spectral density functions.

His NRC-sponsored project will offer a number of recou =htinas on choosing spectral shapes,
selectmg design levels, and generating time histories of motion for the design of nuclear facilities. He
objective is to actueve consistent design levels across the country for a range of seismic emironments and
site conditions Procedures developed in this project to define ground motion for a rish-consistent,
performance-based design are an integral part of the recum.i.c- dations. A second objective is to make the

!

|

137

,



procedures easy-to-understand and technicallyjustified, so that they will be readily accepted. There is a
need to stnke a balance between the engineering conservatism required to achieve the safe design,
seismological knowledge, and preservaten ofimportant earthquake ground motion charactenstics, such
that realistic responses are considered. The results from this research will also provide tools for the seismic
design of non-reactor facilities and will influence the design of non-nuclear facilities.
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Abstract

Steel containments and liners in nuclear power plants (NPPs) may be exposed to aggressive
service and environmental effects over a 40-year service life, and may be subject to corrosion,
elevated temperature creep, low-cycle fatigue, and load-induced inelastic defonnation. While
corrosion is reasonably well-understood, the same cannot be said about the mechanisms
underlying the other three processes. The initial stages of these processes often occur without
perceptible manifestation, so that a significant fraction of the service life or margin of safety may
already be exhausted before damage detection. Many methods for modeling structural
deterioration require a measurable flaw to be applicable, and most are empirical or semi-empirical
in nature. Finally, structural damage growth is an intrinsically random process. This paper
explores the use of continuum damage mechanics (CDM) as a tool for evaluating damage
accumulation in steel pressure boundary structures. CDM is particularly well-suited for analyzing
damage that occurs over an extended period of time without visible manifestation. The governing
damage growth laws are derived from the fundamental principles of thermodynamics and
mechanics and are significantly less empirical in nature. This approach extends naturally into the
stochastic domain, and can be integrated with time-dependent reliability assessments. The
estimated conditional failure rates for stmetural components increase in a nonlinear fashion with
time. Neglecting this nonlinear behavior may lead to an erroneous appraisal of time-dependent

,

margins of safety. |

1. INTRODUCTION

Steel containments and liners in nuclear power plants (NPPs) may be exposed to aggressive service and
environmental effects over their service lives. Among the mechanisms having the potential to castse such
steel pressure boundary structures to deteriorate in service are corrosion, elevated temperature creep, low-
cycle fatigue, and load-induced inelastic deformation. While corrosion is reasonably well-understood, the
same cannot be said about the underlying mechanisms giving rise to creep, fatigue, or inelastic
deformation damage. Moreover, the initial stages of such damage often occur without perceptible
manifestation. By the time that damage reaches a detectable stage, a significant fraction of the remaining
service life or residual strength (or margin of safety) muy already have been exhausted. Condition
assessment of a containment metallic pressure boundary should provide quantitative evidence that
structural performance will continue to meet or exceed a minimum standard of acceptability in the
foreseeable future. Quantitative evaluation of the effects of damage accumulation on time-dependent
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structural behavior is difficult. Many methods for modeling structural deterioration require a measurable
flaw to be applicable. Most are empirical or semi-empirical in nature, and rely heavily on experimental
data. When such data are limited or unavailable, extrapolation to service conditions for service life
prediction is difficult. Finally, structural damage growth is an intrinsically random process; yet, most
available approaches to random damage growth tackle the problem by simply " randomizing" the
corresponding deterministic models, instead of investigating the actual sources of the randomness.

Time-dependent structural reliability analysis provides the framework for integrating information on
material and structural degradation and damage accumulation, service and environmental factors and
nondestructive evaluation technology. Research in progress, supported by Oak Ridge National
Laboratory and the US Nuclear Regulatory Commission, is aimed at: identifying mathematical models to
evaluate structural degradation and damage accumulation; recommending statistically-based sampling
plans for nondestructive evaluation; and assessing the probability that structural capacity will not degrade
to an unacceptable level during a future service period (Naus, et al,1996; Ellingwood, et al,1996; Oland
and Naus,1998).

A recent phase of this research has explored the use of the relatively new field of continuum damage
mechanics (CDM) as a tool for evaluating damage accumulation in steel pressure boundary structures
(Bhattacharya and Ellingwood,1998c). CDM deals with the aggregate effects of micro-structural defects,
expressed in terms of quantities that are observable at the structural level, e.g., changes in the elastic
modulus or stiffness. It is particularly well-suited for analyzing damage that may occur over an extended
period of time without visible manifestation. CDM can also address some of the fundamental aspects of
random structural damage growth CDM has the potential to reduce the level of empiricism associated
with other approaches to modeling structural damage accumulation.

1.1 Basic Definitions la CDM
|In continuum damage mechanics (CDM), damage is defined as the effective density of

defects / discontinuities on a cross-section in a given orientation (Lemaitre,1985). Damage is generally a
tensor due to its directional nature (Krajcinovic,1984); however, it is common to model damage as
isotropic, under the assumption that the effective fractional loss of area is the same regardless of the
orientation of the cross-section. Damage is considered to be isotropic in this paper and is described by a
scalar, D, taking values between 0 and 1. The constitutive law for a damaged material can be derived
from the concept of effective stress and the principle of strain equivalence (Lemaitre,1985; Kachanov,
1986; Chaboche,1988). The effective stress is defined as

&=# (1)1-D

where e is the nominal stress. The strain equivalence principle asserts that the strain response of an
undamaged body under the effective stress is the same as that of a comparable damaged body under the
nominal stress. Applying this to uniaxial elastic deformation, the damage variable may be related to the
fractional loss in stiffness:

I

D =1- f (2)
E

i

|
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where 5 is the clastic modulus of the damaged material, and E is the elastic modulus of a comparable
undamaged material. Eq (2) allows measuring the extent of damage in a structural component by one of
several conventional non-destructive methods, including direct tension tests, ultrasonic pulse velocity,
measurement of electrical resistivity, etc (Lemaitre,1992).

1.2 Critical Damage

Damage accumulation is a thermodynamically irreversible (i.e., dissipative) process, and the damage
variable should be a non-decreasing function of time (assuming no corrective intervention). Failure occurs
when D reaches the critical damage, D,. In CDM," failure" is not necessarily fracture, but is the condition
when the essential assumption that damage arises out of a volume-wide degradation of the microstructure
ceases to be applicable. At this point, the damage-causing process becomes localized and produces a
dominant defect. Subsequent damage analysis then can be performed by other methods, e.g., fracture
mechanics.

This concept of failure allows D, to have values less than uni:y, unlike many phenomenological models
(like Miner's rule in fatigue) in which cumulative damage is postulated as equal to I at failure. D, is
postulated as a fundamental material property (e.g., Chow and Wei,1991) that may be dependent on
temperature but is otherwise independent of the loading history. Hence D, determined from one
experiment (e.g., a simple tension test) for a particular material at a given temperature can be used to
predict failure in a more complex loading situation (e.g., in high cycle fatigue). Experimentally
determined values of D, range anywhere between 0.15 and 0.85 for many metals (e.g., Lemaitre,1992).
In a stochastic analysis, D, should generally be treated as a random variable.

2. THERMODYNAMIC BASIS OF RANDOM DAMAGE ACCUMULATION

For a deformable body M (defined by the closed boundary BM) in diathermal contact with a heat resen oir
at constant temperature 0, subject to pre-localization damage-causing processes, the Helmholtz free
energy, T(0, g, D), is a function of the temperature, the symmetric strain tensor c,, = %(u,pu,.,) in which u,
is displacement, and the damage variable. The rapid and continuous transitions and interactions in the
microstates of the system M (Callen,1985; Ostoja-Starzewski,1989), and the spatial inhomogeneity at the
local scale (even in a nominally homogeneous material), suggest that the Helmholtz free energy should be
described as a stochastic process (Bhattacharya and Ellingwood,1998a):

T(t) = f(II-$g)dt- fl'dt + f8dt (3)

where Wis the work done on M, Ke is its kinetic energy, and r is the dissipation rate. The superscript dot
represents time-derivative. B(t) is a stochastic process representing the random fluctuation in the free

energy, and 8(t) is its derivative in the mean-square sense. Spatial fluctuations in the free energy at a

given instant are neglected as they are assumed small in a nominally homogeneous material undergoing
isotropic damage accumulation prior to localization.

Let us assume that the initial state (at time to) is one of thermodynamic equilibrium, and damage
accumulation, though irreversible, occurs sufficiently close to equilibrium in the pre-localization stage.
Under these assumptions, the first variation in T(t), which is generally non-zero for a system vet to
achieve equilibrium, may be assumed to vanish: )
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SP = SI -61 = 0 (4)i 2

where

I,= W - k + ? + $Dg
BD

(5)
1 = W -kg- g |

2
Be

The validity of Eq (4) is confirmed subsequently with experimental data.

Applying an appropriate set of variations, Ed,, to the velocity field consistent with the boundary
conditions the second integral, M . can be written as:2

81, = f(F, +a -pa,)6&,dV+ f(T, -a,n,)Sn, dryus (gy
n ai,

where F, and T,(i=1,2,3) are, respectively, the body forces (on 91) and surface forces (on the free surface

B?t ); a, and d, are, respectively, the acceleration and the velocity; p is the mass density; and thei

symmetric stress tensor a, = dy /Oc , where y/ is the Helmholtz free energy per unit volume. Bothy

integrands in Eq (6) are equal to zero as they constitute equilibrium equations of a damaged body
(Krajcinovic and Sumarac,1987). Thus the second term in Eq (4) vanishes. Hence, the first term in Eq
(4) must also vanish. It can then be shown that

F -(yod', )s -pa, = 0 on 91
(7)

T + yod', n = 0 on 691,j

This set of coupled partial differential equations may be difficult to solve for a body subjected to
multiaxial straining. However, under uniaxial straining, a single stochastic differential equation can be
derived which is amenable to closed-form solutions for different modes of damage accumulation. Since
material properties and random damage growth data are available mainly for uniaxial loading conditions,
this SDE is useful for testing the validity of the approach for modeling random structural damage
accumulation.

3. ISOTROPIC RANDOM DAMAGE GROWTH

Under uniaxial loading, the second part of Eqs (7) reduces to

'dD
a + yo de- + s, = 0 (8)

where o. is the far-field stress (generally random) acting normal to the surface. The term s3 has
dimensions of energy per unit volume per unit strain (or units of stress), and can be interpreted as a
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I

random fluctuation imposed on the nominal stress field existing within the deformable body. Suppose
that (i) s3 is a zero-mean process that assumes positive and negative values with equal probability, (ii) the
mean-square fluctuation is independent of strain (or time), and (iii) the rate of fluctuation in s3 can be
described as extremely rapid in comparison with the macroscopic rate of change in damage. These are
satisfied if 33 is described by the Langevin equation,

b = -c,s3 +[((s) (9) )de i
1

|

where ((c)is a Gaussian white noise indexed with strain so that ((c)=dW(c)/dcwhere W(c) is the standard '

Wiener process; and ci, c2 are positive constants. Since the scale of fluctuations in s3 are short compared
to the scale of the index parameter (time or strain intervals of engineering interest), we can write the
following stochastic differential equation (SDE) for damage growth (Gardiner,1985):

- = - A + [/c, ((c)dD cr
(10)

de yo yo

Alternately, random damage growth may be indexed with time, rather than with strain, if the strain rate is
known:

- = --c + Kic, c((t)so a. .
(11)

dt yo yo

where ((t) is a Gaussian white noise indexed with time, and c3. c4 are positive constants defining a
Langevin equation similar to Eq (9). The initial damage, Do, to be used as the initial condition in Eqs (10)
or (11) is, in general, a random variable that takes into account the effects of residual stresses, surface
roughness, loading histories etc.

It should be noted that the above formulation of damage growth admits negative damage increments. The
probability of such negative damage increment over a given time (or strain) interval depends on the length
of the interval, and on the relative magnitude of the drift and diffusion terms. Local and transient
retardation in damage might actually occur at the microscale. Nevertheless, the increment of damage
should for all practical purposes be non-negative over a finite interval of time and space, in the absence of
repair or autogenous healing. This property should be verified in every situation where the model is
applied.

For uniaxial monotonic loading, the free energy per unit volume is,

y = fa de -y (12)

where y denotes the energy of formation of discontinuities per unit volume due to damage growth.
Assuming that (i) the discontinuities are microscopic spheres of different sizes which do not interact with
each other, (ii) the force-displacement relation is linear at the microscale, and (iii) stress amplification
effects can be neglected, y can be estimated as (Bhattacharya and Ellingwood,1998c):

I
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3
Dr = -c7f (13)

where o is the true failure stress. The first term in Eq (12) can be evaluated from the constitutive relationr

(between the effective stress and strain or strain rate) relevant for the given loading situation.

4.TDdE-DEPENDENT RELIABILITY

In this section, the CDM-based stochastic damage growth law derived above is applied to random ductile,
fatigue and creep damages, and time-dependent reliability is analyzed in each case.

4.1 Ductile Deformation

The relation between effective stress and total strain under uniaxial monotonic loading may be defined by
the Ramberg-Osgood law, c = &/ E + (& / K)" , which decomposes the total strain, c, into its elastic

(c.) and plastic (c,) components, with parameters E= the elastic modulus, K and M = the hardening
modulus and exponent, respectively, it is assumed that the exponent M is unaffected by damage. The

damaged moduli are E = E(1 - D), K = K(1 - D) for c,, 2: to where to is the threshold plastic strain
for damage initiation (Lemaitre,1985). The SDE of random ductile damage growth then becomes:

c"''" (1 - D(c,)) (k/c )/KidD(c,) = de,, + dW(c,,) (14)c,,'*"" /(1 + 1/ M) + C c,,'*''" /(1 + 1/ M) + C

/K) -c ''''"]/(1+1/M). Eq (14) contains two simplifications: (i) de/de, = 1, which iswhere C=[(3/4)(crf o

true for all e of interest in ductile deformation damage, and (ii) K/(2E) = 0, which is valid for most
engineering alloys. Eq (14) is of the form of a time-dependent Ornstein-Uhlenbeck process, and since the
diffusion term is independent of D, its Ito and Stratonovich solutions are identical (Gardiner,1985):

(3/4)(cr /K) ([c /c,)/K
-

c,''''" /(1 + 1/ M) + C c,,''''" /(1 + 1/ M) + C [W(c,,)- W(c ))
f

D(c,) = 1 - (1 - D ) +
o (15)o

where Do=D(co) is the initial damage.
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Parameter Nominal Mean C.O.V. Distribution
E 74.5 Gpa - - -

K 680 MPa 680 hiPa 0.20 Normal i

M 5.5 5.5 0.20 Normal
of 435 MPa 435 MPa 0.20 Normal

0.016 0.016 1.0 Lognormalco

Do 0 Deterministic- -

Vc2 ci 20 MPa/ Deterministic- -

D, 0.23 0.23 0.10 Normal

Table 1: Material properties for 2024-T3 Aluminum

The random ductile deformation model is validated in Figure I with experimental results from Woo and
Li (1993) and Lemaitre (1985) for ductile damage growth in 2024-T3 Aluminum. Damage growtn data
from Lemaitre (1985) however, does not contain any statistical description. The nominal values and
statistical properties of the variables are listed in Table 1 (for sources, see Bhattacharya and Ellingwood,
1998a). The material properties, in(c), of, K and M are considered random with moderate stochastico

dependence among them (the off-diagonal terms of the correlation matrix are all taken to be 0.5). The
means of the random variables are assumed equal to their nominal values. The initial damage is assumed
zero since the experiments were carried out on undamaged specimens. The noise intensity
4c2 ci=20MPa, which is related to the ratio of the variance: and the correlation length of the fluctuating/
quantity 4, was selected to model the overall magnitude af the observed standard deviation of damage
(Woo and Li,1993). The predicted mean and standard deviation functions of damage in Figure 1 are ;

obtained numerically from Eq (15). The sensitivity to correlation among the random variables and to the
ncise intensity have been investigated in Bhattacharya and Ellingwood (1998b).
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Figure 1 : Random ductile deformation damage

Failure occurs when damage reaches the critical value D,. If the damage growth rate is almost always
positive, the sample paths of D(c) which cross De from below for the first time may be expected to exist

|

|
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above that barrier after a finite interval of strain. In such cases, the cumulative failure probability (CFP)
can be simplified as the complement of the CDF of the damage function evaluated at the critical damage:

F,, (s) = 1 - P[D(s') s D, ; Vs'e [0, s]] = 1 - P[D(s) s D, ) (16)

where cf enotes the random failure strain.d

Figure 2 illustrates the limit state probability for 2024-T3 Aluminum, in which D, is treated as a random
variable (Table 1). Parameters in(sb), of, K and M are considered random as before (Table 1), with
correlation coefficient 0.5 between each pair. The noise intensity,4c2 c = 20MPa. The sample functions/
of D(c) are obtained numerically from Eq (14) using an interval size Ac=0.01. None of these randomly
selected sample function retums to the safe region once it has exited that region, reinforcing the notion of

non-negative damage growth. The relation between D and s in Eq (16) is not explicit, and the CDF of9
is obtained numerically. The mean and standard deviation of sf are computed to be, respectively,0.247
and 0.052, comparable to generally observed values for engineering metals (e.g., Davis,1993).
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Figure 2: Failure probability and sample paths of random ductile damage

4.2 Fatigue

The total fatigue life, Nr, of a structural member generally consists of two phases: a crack initiation phase
of duration N , followed by crack propagation phase of duration Ne, such that, Nr. = N + Nr. Dependingi i

on past and future loading conditions, the initiation life can be a significant portion of the total fatigue
life of a virgin material.

Fatigue damage growth occurs incrementally as a result of load cycling. The damage at the end of cycle i
acts as the initial damage for the increment in cycle i+1:
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D,., = D, + AD,, AD, 2 0, i = 1, ..., N, - 1 (17)

We assume that the unloading portion of a hysteresis loop and compressive stresses do not contribute to
damage growth so that damage grows only during loading above the endurance limit, S,, in the positive

i stress region. Crack initiation occurs when damage exceeds the critical damage:
1

D ,., < Du c
(l8)Du,hDc

Applying Eq (10) to fatigue damage growth in cycle i,

~

- 3-+ Kic' ((c), o 2 S,,c 2 0a
dD
y =' Fo Fo (19)

0 ,otherwise

with the initial condition D =D,.i.

The constitutive model for fatigue damage is defined by the cyclic Ramberg-Osgood law with parameters
E,K'and M', which must be obtained from a stabilized cyclic stress-strain curve (Dowling,1993). The
SDE can be solved for fatigue damage growth similarly as in ductile damage, and damage at the end of
cycle iis:

D, = 1-a,(c;Q)(1-D,_i)+b,(c;Q)AW, (20)

where a, and b, are cycle dependent functions involving strain limits, and AW, is the Wiener increment in
cycle i. The recursive nature of the above cention makes it possible to express damage, D,,, at the end of
n cycles in terms of the initial damage, Do, and n independent increments of the standard Wiener process:

D,, = 1-(1-D )h, g, + Cof, AWh, gj (21)
,. ,. ,.

in some situations it may be more convenient to express damage as a function of time, rather than number
of cycles. In this case the functional form of n(t) (including its stochastic characteristics) must be
incorporated in Eq (21). Assuming that the damage growth process described by Eq (19) is almost always
positive, the cumulative probability of failure is the complement of the CDF of D,,,

P[N, s n)= P(D,, > D ) (22)c

from which the probability distribution of N, may be obtained if the statistics of D,, and D, are known.

No published data on random fatigue damage growth (during the pre-initiation stage) oriented toward
CDM analysis could be located. Limited data are available on random crack initiation life which allow
partial validation of the present model. Predictions of crack initiation in Type A 106-B carbon steel
subjected to fully-reversed strain controlled cycling at 288 C in air are compared with experimental

|
i

|
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results b Figure 3. The nominal material properties (from Chopra et al 1995) are E=196.5GPa,
K'=1994MPa, M'=7.74, crf=539MPa, o,=301 MPa, and S,=310MPa. The value of the noise parameter,
Vc2 ci=1000 MPa, is derived from Keisler et al (1994) to match the standard deviation observed in fatigue/
tests. The initial damage is treated as zero (deterministic), and the nominal value of D, is taken as 0.25,
which is comparable to the values reported for other carbon steels in Lemaitre (1992). Parameters E. K',
M', of, S, and D,are considered random and statistically independent of each other. The mean values of
these six random variables are assumed equal to their respective nominal values. The first five random
variables are assumed lognormal and D, is assumed nonnal. All six are assumed to have a c.o.v.
(coefficient of variation) of 10%. The nominal strain ratio is R =-1 (fully reversed cycling), and the
ordinate of Figure 3 represents the nominal values of the strain amplitudes, M2. The strain amplitudes
are considered statistically independent and identically distributed lognormal random variables, each
having c.o.v.10%. The predicted mean initiation time, (N), along with the bound of one standedf

deviation above mean, p(N) + o(Ni), compares well with the (i) estimated N from Majumdar et al (1993)i f

which corresponds to the formation of a 0.18mm crack,(ii) the cycles to failure, Nr from Majumdar et al
{

(1993), and (iii) N , from Chopra et al(1995) and Chopra (1996) which correspond to a 25% drop in the25 1

peak stress and a 3mm crack.
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Figure 3 : Random fatigue damage growth in A106 Gr B steel at 288C in air

4.3 Creep

The equivalence principle (cf Eqs (1)and (2)] applied to creep strain rate, i,,, as given by the Bailey-
Norton law under uniaxial loading (Dowling,1993), gives:

i,,=Ap&"t'~' (23)

where & is the effective applied stress. Under constant stress creep, i = i,,, and yo can be simplified as j

vo = -(3/4)of, where of s the true failure stress at the operating temperature. The stochastic differential ii

equation ofisotropic creep damage growth thus becomes,

i
'
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A' B'
dD(t) = dr + dW(t) (24)

(1 - D(t))" (1 - D(t))"

where,

A, = 4 A ft **'a,..,
3 af

B, = 4 A $t **' c., 5
3 cr cf 3

'To the knowledge of the authors, Eq (24) does not have a closed-form solution in the Ito sense. But a
closed-form solution is possible in the Stratonovich sense, under the condition =l (steady state creep):

- - ms+ >
B (m + 1)W(t)

D(t) = 1 - kl - D)"*' - A,(m + 1)/lio..) i1--

o

,
(1 - De)**' - A (m + 1)t, (26)

i

where the initial time ta=0. The initial damage, Do, accounts for the ductile damage caused when the
component is loaded to cr. at the beginning of the process, in addition to any damage existing prior to the
commencement of creep straining. Eq (26) has the same form as the deterministic solution for steady
state creep (Bhattacharya and Ellingwood,1999), with an additional term (in square brackets) containing
noise.

Creep damage has an accelerated growth rate with respect to time (e.g., Kachanov,1986) in the pre-
localization stage. Damage, however, is bounded in the range [0,Dc] by definition, and D, s 1 from
physical considerations. Sample functions of D(t) are absorbed by the boundary D = 1. The cumulative
distribution function (CDF) of D(t), is therefore a mixed distribution in [0,1]. Assuming that creep
damage growth rate is almost always positive, the cumulative failure probability in the interval [0,t] is,

F , (t) = 1 - P[D(r) s D, ; V r e [0,t]] = 1 - P[D(t) s D, ] (27)7

where T is the random time to failure.f

No published CDM-based studies (e.g., by measuring the reduced stiffness) of stochastic creep damage
growth could be located. Therefore, in validating the proposed random creep damage growth model, only
the statistics of the predicted failure time are compared with available experimental results. The material
chosen is type 316 stainless steel stressed to 199MPa at 593*C (1100 F). The nominal creep law and
tensile parameters for type 316 stainless steel at 593 C are listed in Table 2 (Davis,1994; Garofalo et al,
1%l). Parameters Do, A, m D, are considered as random and mutually statistically independent. As
before, the mean value of a parameter is taken equal to its nominal value. The nominal value of Do is
computed from Eq (15) with deterministic E, K. crf, M, zero prior damage and zero noise.
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Figure 4 shows the predicted mean and standard deviation of damage and the failure probability as
functions of time, under the Stratonovich interpretation [Eq (26)). The mean and c.o.v. of the failure time
are 924 hr and 43% respectively. Rese values may be compared with the scatter observed by Garofalo et
al (1961) in the times (hours) to (i) the onset of tertiary creep (mean=1283, c.o.v.=0.28, min =960,
max =1950) and (ii) rupture (mean=1749, c.o.v.=0.21, min =1267, max =2437); under the same conditions
of temperature and stress. Comparison between Ito and Stratonovich solutions were performed in
Bhattacharya and Ellingwood (1998s).

Parameter A m $ test a at E K M Do De 4cdcs
MPa, MPa MPa GPa MPa MPa
hr &

Nominal 2.32x 6.92 1 199- 443.7 151.6 492.7 4.22 0.0108 0.20' 300*
102 315

C.O.V.* 0.20 0.01 - - - - - - 0.10 0.10 -

Distribution * LN N det det det det det det N N det ,

Table 2: Creep and tensile properties of type 316 stainless steel at 593'C
(*= assumed, LN=lognormal, N= normal, det= deterministic)
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Figure 4 : Creep damage growth statistics in type 316 stainless steel
[ po(t), ----- oo(t), - Frdt), =- = deterministic D(t)]

The creep damage accumulation model and time-dependent reliability analysis are illustrated with an
application to an aging and corroding cylindrical steel pressure boundary subject to a sequence of severe
operating events involving pressure and temperature. This pressure boundary is assumed to be designed
by ASME requirements. Table 3 summarizes the parameters used in the illustration.

i
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I

The number of pressure / temperature occurrences, N(t), is modeled as the sum of two independent Poisson
point processes, N(t)=No(t) + Na(r), where (i) No(t) is a pure " chance" phenomenon like human error, with
constant mean rate Ao, and (ii) Na(r), with mean rate la(t), represents an " aging" phenomena that might
cause safety systems to malfunction. As(t) is given by la(t) = (a/u)(t/u)"", in which u, a are parameters,
consistent with the common assumption that failure times are described by a Weibull distribution. Values
of a greater than I represent a realistic " aging" process.

Variable Nominal (design) value Statistical properties (mean, c.o.v.)
Original thickness, ho 1.375 in (34.9 mm) deterministic
Peak pressure, P,,, 60 psig (0.42MPag) Type I max (0.8 Pa ,,20%)
Peak temperature, 6 390*F(199 C) Type 1 max (177 C,30%)
Significant duration, a 20 min Lognormal(1000s,60%)
Yield stress, F, 38 ksi(262 Mpa) Lognormal (1.10F,.,,7%)

Table 3 : Original (uncorroded) dimensions, load and strength statistics

During a serious operating event, it is assumed that the temperature and pressure rise in a very short time
to their peak values P,,, and B. respectively, and remain constant at the peak values for a duration of B.
Creep damage is idealized to occur over a at constant temperature 0,,, under the action of the constant
load P.. The action of the load appears in the form of the membrane stress, which is aggravated by
corrosion loss. Statistical dependence may exist between P,,, and 9,,, during the operating event.

The random penetration, Z(t), of uniform corrosion is modeled by,

Z(t) = C(t - T,)" ,t 2 T, (28)

in which C = random rate parameter, M= random time-order parameter, and T = random initiation period.i

The corrosion degradation process is assumed to occur slowly enough that the time-dependent resistance
variables can be treated as constants during the duration of pressurization (Ellingwood and Mori,1993).

Suppose that n events of duration B, occur at random instants of time, t, (i = 1,2 ..., n). The accumulated
creep damage, D,,, is given by (Bhattacharya and Ellingwood,1998c):

(1 - D,,)"+' = (1 - D )"*' - f Ap,"*' At, - f By,"W(At,) (29)
,.s , .n

where the coefficients A, and B, depend on the temperature,6,,,,; membrane stress,cr, depends on the
pressure, P,,,,, and the remaining shell thickness, ho - Z(t,). Figure 5 shows several sample functions of
creep damage, providing a schematic representation of creep damage accumulation during a series of
severe operating events. The creep parameters are (in ksi, hr): A=1.0x10" , m=5, =1 and Vc4 c3=10./
The corrosion parameters are: M ~ Normal (0.7,20%), T ~ legnormal(10 yr,30%) and C ~ Lognormali

(230 m, 30%). The load process is given by 2o = 0.1/yr, a = 3 and u = 25 yr, and is assumed to
approximate a severe operating event history. A correlation coefficient of 0.6 has been assumed between
P,, and 9,,,. Removing the conditioning on n results in an unconditional estimate of creep damage
accumulation as a function of time.

I
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Figure 5 : Schematic of creep damage accumulation in presence of aging and corrosion

i

4.4 Corrosion

it has been shown in Bhattacharya and Ellingwood (1998c) that in the presence of corrosion, the failure l

probability due to creep damage accumulation is at least an order of magnitude lower than the probability
of failure due to excessive inelastic deformation. The treatment of corrosion above was accomplished by
an empirical rate equation not connected with CDM. It is theoretically possible to cast corrosion damage
caused by oxidation, carbonation etc in a CDM format, as mentioned by Cauvin and Testa (1999) in the
context of fourth order damage tensors. The assumption of isotropic damage no longer holds when
corrosion is the major cause of damage, since corrosion is a surface phenomenon. The effective stress is
enhanced in the presence of corrosion, and the free energy needs to be suitably modified to account for
the relevant chemical reaction.

5. CONCLUDING REMARKS

Time-dependent reliability analyses have been performed for steel elements and steel pressure boundary
components subjected to corrosion, ductile damage from sustained load, elevated temperature creep, and
low-c,,cle fatigue (Bhattacharya and Ellingwood,1998c). The CDM approach was validated for limit
states involving ductile damage, creep and low-cycle fatigue. It was found that corrosion has the most
significant impact on time-dependent reliability of steel components, the other mechanisms having a more
localized effect. The estimated conditional failure rates for structural components increase in a nonlinear
fashion with time. Neglecting this nonlinear behavior may lead to an erroneous appraisal of time-
dependent margins of safety.

,
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Abstract

The nuclearpower industry is concerned with corrosive thinning ofcontainment unit
sections embedded in concrete. This study investigated thefeasibility ofdetecting these
thickness degradations using ultrasonic imaging. A commercial ultrasonic system was
used to carry out severalfull-scale, controlled, laboratory experiments. Measurements of ,

0.5MHz shear wave levels propagated in one inch thick steelplate embedded in concrete
showed 1.6dB ofsignallossfor each centimeter oftwo way travel in the steelplate
(compared toprevious numericalpredictions of3-4dB). Negligible losses were
measured in plates with a decoupling treatment applied between the steel and concrete.
Scattered signalsfrom straight slots ofdifferent si:e and shape were investigated. The
returnfrom a 4mm deep rectangular slot exhibited levels 24dB down relative to incidence
and 4-6 dB higher than those obtainedfrom both "v " shaped and rounded slots of
similar depth. The system displayed an input / output dynamic range of125dB and
measurement variability less thani-2dB. Based on these results, a 4mm deep, rounded
degradation embedded in 30cm ofconcrete has expected returns of -76 to -78dB relative
to the input and should therefore be detectable. (Work is supported by the Oak Ridge
National Laboratory and the Nuclear Regulatory Commission.)

j

1.0 Introduction

The Nuclear Regulatory Commission has a program in conjunction with Oak Ridge |

National Laboratories, to investigate structural monitoring of aging nuclear containment'

units. Engineering Technology Center was cammissioned as a subcontractor to
investigate the feasibility of employing ultrasonic imaging technologies to the problem of

|
detecting corrosive degradations in embedded or inaccessible regions of containment
units. The work was sponsored in two phases. The first phase addressed basic feasibility
issues using numerical models. The second phase, which is the focus of this report,
utilized experimental means to continue the feasibility study as well as verify the phase
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one findings.

1.1 Statement of Problem and Solution Approach

An area of concern in the nuclear power industry is the structural integrity of
aging and inaccessible containment unit sections that are embedded in concrete. One of
the fears is that over time, water intrusion causes corrosive thinning and pitting in
inaccessible areas of the pressure vessel and may go undetected (see Figure 1). Other
than expensive and potentially dangerous concrete chipping techniques, there is no
procedure currently in place for detecting degradations in these regions.

containment unit

Uarea ofinterest !
< #

(see detail) reactor corrosive thinning ;v .
.

air g

q) Tit & *

;fv.. <, V

con' rete yc ,_

Figure 1 - Overview of problem.

The overall objective of this research project has been to study the feasibility of
employing alternate ultrasonic imaging technologies for the detection and localization of
degradations in embedded regions. The focus has been on studying high frequency (0.5
MHz - 2.5 MHz) structural waves propagated laterally from accessible regions of a free-
standing steel pressure vessel (as opposed to a steel lined, concrete vessel) to
degradations below the air-concrete interface. The reflected returns from these stmetu al
waves can be processed to generate an image of the degradation.

The basic approach differs from a conventional ultrasonic thickness (UT) or
"through thickness" test. During a through thickness test, a transducer is placed in direct
contact with a test structure (see Figure 2) and pulse-like waves are injected normal to the
test structure's surface. The time delay between sending and receiving a pulse, combined
with an assumed knowledge of the test material's compressional sound speed provide
means for estimating the material's local thickness. This technique is used in many

Iindustrial applications and has attained a relatively high level of refinement. However, at
a minimum, the area to be tested must be accessible, which is clearly not the case for the

|
problem at hand.

|
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ultrasonic transducer

received signal
dt

f<

kLa

test ,
structure

Figure 2 - Procedure used in conventional UT test.

The proposed attemate technique, known as an Angle Beam Inspection,instead
uses a plastic wedge to couple the transducer to a test stmeture (see Figure 3). The
transducer generates compressional waves in the wedge that are refracted, primarily as
shear waves, in the test structure. These refracted waves then " skip" laterally away from
the source through the stmeture. The technique is often used to inspect welded joints and
to determine the presence of cracks or other structural flaws. The incident waves for this
type of test are not typically required to propagate over considerable distances or to
propagate in constrained regions of the test structure, which they will be required to do in
order to demonstrate success in the proposed test scenarios.

Source
Transducer coupling

h_ [ wedge

Nb,

Figure 3 - Procedure used in Angle Beam Inspections.

The feasibility of employing the technique under the proposed scenario therefore
centers on determining if a measurable and decipherable signal is returned from the
corrosion area. This study addresses the physics side of the problem by investigating the
energy lost from the interrogating signals into the surrounding concrete, as well as
characterizing corrosive type degradations as acoustic scatterers. Also of primary
importance is the practical issue of determining the performance limits exhibited by a
commercially available Angle Beam Inspection System. The ability to discem and
extract reflector characteristics using acoustic signals that include information about both
the corrosive damage and the propagation path is an important, but at this point,
secondary concern.

|

!
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1.2 Review of Previous Work

The present work builds on a previous theoretical feasibility study which utilized
a widely accepted elastic layered media numerical computer code (OASES) to model the
angle beam inspection scenario. Detailed analyses and conclusions can be found in
Reference 1. The major conclusions derived from the numerical study include the
following:

The embedding concrete introduces 3-4 dB of signal loss for each centimeter of.

two-way travel in embedded plates. The "non-spreading" propagation losses in
the free-standing steel portions are negligible.
Notch degradations 4mm in deptn across the plating thickness display reflection.

coefficients (ratio of reflected to incident wave amplitude including removal of
geometnt spreading losses) of roughly -23dB at 0.5 MHz.
Vanation in backscatter is weakly dependent on degradation depth (so long as the.

interrogating wavelength is greater than twice the degradation depth), frequency
and wedge angle.
The technique does not appear to be applicable to steel lined, concrete vessels due.

to an immense loss of energy into the concrete shell.
The study encouragingly showed that with sufficient, albeit demanding, input / output
measurement system dynamic range, the anticipated retum levels from a representative
degradation located in an embedded region of a steel pressure vessel should be detectable.

1.3 Objectives for Present Work

In an effort to not only provide a basis for improving the numerical models, but
also to continue the feasibPity study in a more practical forum, a series of controlled
laboratory experiments were designed and comprise the majority of the efforts contained
in this report. This work represents the second phase of the project.

The project's objectives can be broken down into two main areas. The first area
concems characterizing the overall perfonnance limits of a commercially available
ultrasonic measurement system. These characterizations will include:

Determining the system's input / output dynamic range*

Determining measurement stability and repeatability*

Determining the source qualitye

Determining the noise environment..
j

The system's dynamic range will dictate the amount ofloss that can be incurred in a given
scenario. In an effort to estimate the total loss that will be induced on En incident signal,
several building blocks that can be used as components of total loss will be quantified
experimentally. The following mechanisms were assumed to play the most prominent
roles in contributing to the total signal loss:

Transmission past the degradation*

> Degradation shape effects
> Degradation depth effects
Geometric spreadinge

Additional propagation losses (e.g. waveguide surface interactions)*
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Losses to embedding concrete.+

Quantifying these mechanisms comprised the second major series of tests. The resultant
information provides a means for determining the types of scenarios in which the
technique will demonstrate success.

1.4 Organization of Report

This section of the paper has detailed the problem at hand as well as the basic
approach to solving the problem. This section also reviewed the previous work's major
conclusions and outlined this phase's objectives in determining the feasibility of applying
ultrasonic imaging to the problem of embedded corrosion detection. The Phase I results

,

| play a role in defining the focus of the Phase II study in that only free-standing steel
containment units are studied. Section 2 lays out the background information needed to
offer explanations for the experimental results. Section 3 details the experimental results,
presenting first a series of experiments meant to study the performance and operability of
an Angle Beam Inspection system and then a series of tests designed to quantify the
individual signal loss components outlined in Section 1.3. Section 4 summarizes the
conclusions obtained from the experimental work and how they affect the technique's
feasibility. Finally, Section 5 presents procedural recommendations for implementing the
technique and the remaining issues that must be addressed before the technique can be
put into practice. The remaining issues primarily focus on experiments that should be
carried out to aid in deriving detection, localization, and degradation characterization
algorithms.

2.0 Background

I2.1.1 Review of Basic Physics - Directivity of Transducer j

Before detailing the experimental test procedures, it is useful to first review the
basic physics involved with ultrasonic testing. An ultrasonic transducer is comprised of a i

metallic external housing which contains a piezo-ceramic disk backed by a high-density !
material. The piezo element deforms as a voltage is applied across opposite faces. As the
piezo element is set into motion, a protective face plate attached to one side of the piezo
element, is driven and ideally acts as a rigid piston radiator of sound waves into the
medium to which it is coupled. The variation of sound wave amplitude as a function of
radiating angle is known as the farfield directivity pattern of the source. For a rigid
circular piston radiator, the farfield directivity pattern ofinjected sound waves into a
shear free media (the directivity pattem set up in a solid is considerably more complex,
but the basic concept holds) is governed by the following equation (Ref. 2):

D(0) = J,[2,7(a / 2) sin 0]
2,T(a / 2) sin O

Here, A is the acoustic wavelength ( 2 = c/f , where c is the speed of propagation andfis

frequency) propagation, a is the radiator diameter, and J,(x) is a Bessel Function of the

I
|
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first kind, having order 1 and argument x. Figure 4 shows a plot of the fartield sound
wave directivity pattern set up by a one-inch diameter radiator vibrating at 0.5 MHz and
1.0MHz (note that the directivity pattern is axisymmetric due to the symmetry of the
radiating surface). Several features of the radiators' directivity patterns are to be noted:

The directivity pattern takes the form of a main " lobe", centered on the surface*

normal, and several lower level secondary lobes away from the surface normal
direction.
A radiator of fixed diameter displays a more focused field when vibrating at higher*

frequencies.

The half power beam width is defined as the angle at which a radiator's directivity*

factor is -3dB relative to the on-axis (0 ) value and is typically used to represent the !

radiator's spreading angle.

0 '

main lobe -6dB
_ -107
cc

Y-207 first side lobe -24dB

b \

{-30 7 { i

'? I
E -407 I

.?

.,\.... .i - i. . ... .i.

0 10 20 30 40 50 60 70 80 90
angle (degrees from surface normal)

Figure 4 - Directivity factor for a rigid disc radiating in fluid. The black curve l

represents the relative magnitude radiated as a function of angle (measured from
the radiator's surface normal) for a 1" disk vibrating at 0.5MHz and the gray curve

a 1" disk vibrating at 1.0MHz.

Close to the transducer, there exists a "nearfield" acoustic response which is
considerably more complex than the farfield response and cannot be expressed in such
compact form. For relatively low frequency ultrasonic transducers (such as the ones used
in the following experiments), the nearfield exists within a one to two inch radius from
the transducer. Because the wedges used in the experiments are not sufficiently large to
contain the entire nearfield response, the complexity in fully modeling the ultrasonic
signals that are injected into a test structure is compounded. For the current study, the
farfield approximation of the beam pattern was used. The success of the overall
technique is contingent upon a thorough knowledge of the spatial and temporal character
of the incident sound waves. Such knowledge is required to properly decipher the
returned signals. Consequently. one important recommendation for future work is that
the injected source directivity be studied in considerably more detail.

2.1.2 Review of Basic Physics - Transmission through an Interface: Snell's Law

When waves traveling in one medium encounter an interface with a second
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medium of different acoustic impedance (:,, = p , where p is the medium's density,

and e is the medium's sound speed, see Figure 5) the wave is partially reflected and
panially transmitted. The transmitted wave propagation direction is skewed according to
Snell's law:

sin 8, = sind,-
C C,

where e, and B,,are noted in Figure 5, and c, and c, are the wave propagation speed in
media 1 and 2, respectively.

In solids,intemal waves can be propagated as shear and compressional
deformations. Additionally, waves of one type can be converted to another when an
impedance discontinuity is encountered. Note that Snell's Law can be rearranged to
solve for the refracted transmission angle, B;,

B, = sin"((c, /c ) sin 8,)i

and that for certain material sound speed combinations and cenain incident angles 8,,
there is no obtainable solution. For example, compressional waves cannot be excited in
steel (c,=5500m/s) when compressional waves travelling in Lucite (a material typically
used in UT coupling wedges, c,=2680m/s) are incident at angles greater than 27 degrees.
For reference, the shear wave speed in steel is around 3300m/s.

For normal incidence, the ratio of transmitted to incident wave amplitude is
govemed by the following equation (Ref. 3):

|T| 2:,
-= -

|I| :, + :,
As one would expect, when :, = :, all of the wave energy is transmitted. When :, >> :,,
the transmitted amplitude is negligible, so virtually all of the wave energy is reflected.
Waves travelling from the source wedge (for Lucite,:,, = 3.16x10' Kg/m's) to a steel (:,,

2= 45.4x10' Kg/m s) test structure are therefore mainly transmitted. Those waves that do
3et reflected set up a reverberant field inside the wedge, which dies out somewhat
quickly, but can still pose problems in detecting small flaws near the source. Waves
travelling in steel that encounwr an air interface are vinually totally reflected.
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Figure 5 - Wave reflection and transmission at an acoustic impedance interface.

These phenomena are also helpful in describing the structural wave coupling
between the steel plate and the embedding concrete. Shear waves in steel have an
acoustic impedance five times that of concrete. One can therefore anticipate fairly
significant losses from shear waves in steel to compressional waves in embedding
concrete. However, these losses are strongly dependent on the interfacial coupling
conditions, which are not well known. The transmission equations assume continuity of
displacement and stress across the impedance discontinuity, a condition that is not
necessarily achieved at the concrete-steel interface. Without an adhesive-like bond, there
is minimal interfacial coupling. For this reason, a fluid couplant is used between the
transducer-wedge interface and the wedge-plate interface.

2.1.3 Review of Basic Physics - Wave Propagation and Scatter

When a wave is injected into a layered media, e.g. a plate, and the incident
wavelength is significantly smaller then the plate thickness, it can be modeled as a
propagating ray (see Figure 6). The ray " skips" laterally down the waveguide, bouncing
off of the layer's top and bottom surfaces. Locally, where a bounce occurs, the surface
displacement is high, giving rise to discrete " hot spots" along the surfaces of the layer.
The distance between adjacent hot spots is termed the " skip length" and can be calculated
using this simple formula: -

L,,,, = 2T tan 9

where Tis the material thickness. Because the wave injected has angular spread, and the
wave is free to spread side to side in the layer (or out of Figure 6's page, as seen in Figure
7) there is a geometric spreading loss. The geometric loss in a two dimensional
waveguide (such as a semi-infmite plate) is proportional to the inverse of the square root
of the distance traveled, and is termed cylindrical spreading.

i
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Figure 6 - Basic guided wave propagation in a thick layer

Impedance discontinuities, or degradations of characteristic dimension less than
one half of the interrogating wavelength, are inefficient acoustic scatterers. The criteria
for detection is that the structural wavelength be small (and the frequency high) compared
with the characteristic depth of the degradation. However, the inherent damping loss
associated with wave propagation in any media is proportional to frequency, as shorter
wavelength signals must endure more cycles to interrogate a fixed distance and therefore
suffer a greater loss. Thus for maximum wave penetration in an elastic media, the lowest
possible frequency should be selected. Clearly a compromise is required that addresses
these two bounding conditions when small degradations are to be detected at considerable
distances.

2.2 Discussion of Equipment

Several manufacturers of ultrasonic transducers and peripheral equipment were I

solicited for information on their products. A completely integrated laboratory testing |
package (pulser-receiver electronics, acquisition software and hardware, transducers and
wedges) manufactured by Matec Instruments, Inc. (of Northborough, Massachusetts) was

,

selected for use in the experiments. |

|
1

The testing equipment is comprised of a pulser / receiver card, a high frequency
analog-to-digital acquisition board (both of which are attached to a standard PC 1SA bus),
controlling software, piezo element contact transducers. coupling wedges and industrial i

grade ultrasonic gel couplant. The transducers have a one inch diameter circular radiating i

face, are tuned to 0.5MHz, and have an estimated half angle beam width ofjust over six
'

degrees.

Wedges are specified by the refracted shear wave angle (measured from the
surface normal) introduced into a steel test structure. All of the wedge angles that were
used (45*,60, and 70 ) are past the compressional wave critical angle for steel, meaning
that compressional waves will not be excited in the steel plate. It should again be
emphasized that the transducer does not generate a planar incident field, so that energy is
injected in all directions. Therefore, it is more accurate to say the main lobe of the,

incident sound field does not excite compressional waves in a steel test structure, but that
the sidelobes below the main lobe may indeed excite compressional waves.

| The equipment can be utilized in either through transmission mode, w here
separate transducers act as source and receiver, orpulse-echo mode, in which a single
transducer injects a wave and then passively listens for a retum (these modes of operation
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are known to the acoustics community as bistatic and monostatic respectively). When
operated in through transmission mode, the source and receiver transducers are attached
to coupling wedges of the same angle.

The input voltage waveform is a toneburst, with the signal length, level (in
percent of maximum) and center frequency specified by the user. The signal length used
in all of the experiments was 4 microseconds, and the frequency 0.5MHz. The maximum
input voltage that the pulser can generate is 300v. Because the transducers are
uncalibrated, it is relationship between input voltage and mechanical force is unknown. It
is important to note that several more expensive pulser / receiver cards that can generate
inputs of 1000v are commercially available. The acquisition board range is +/- 0.5 volts. |

Therefore the maximum measurable signal is -6dB referencing Ivolt and the minimum is
around -130dB, with the minimum set by the system's dynamic range, which will be
shown to be 125dB.

2.3 Discussion of Test Platforms

The test platforms to be used are 1.0"x36.0"x8.0" (thickness, length, width) mild
steel plates. The thickness corresponds to that used in nuclear containment units. The
width is such that no side interactions will take place when waves are directed down the
length of the test platform and the width-centered source and receiver are not more than
70.0" apart (see Figure 7). The means that waves can be propagated down and back the
nearly the entire length of the plate before side interactions are part of the measured
retum. Thus, for tests where propagation distances are less than 70 inches, the plate
width is rendered effectively infinite.

source receiver

\ /
~

~

8"

Y

70.0" allowable

Figure 7 - Required plate width for the elimination of side interactions as competing
signals.

In the following experimental procedures, all measured " degradations" are
actually uniform cross sectional slots cut across the plates' width. Transducers were
typically oriented perpendicular to the slots and because side interactions are intentionally
avoided, the degradations are rendered effectively two-dimensional. The effect of a
curved edge (i.e., not straight slots) on reflected retums is also an important
recommended study for future research.
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3.0 Experimental Procedures and Results

3.1.1 System Performance and Operability - Performance Check

As a first step in verifying the operability of the equipment, a conventional
ultrasonic thickness test was perfonned. Figure 8 shows a sketch of the experiment and
the measured retum. A transducer was placed in direct contact (i.e., no coupling wedge)
with the longest edge of a 8" x 1" x 38" steel plate, with the idea ofinjecting
compressional waves injected across the plate's width. When operating in a monostatic

; configuration, the transducer acts as a receiver while it acts as a source, meaning that the
| input, free-vibration ringdown of the piezo element, and wedge reverberant field are all

[ measured. This is shown as the clipped portion of the signal before 40 microseconds
(receiver gain was set to record the reflected signal from the plate's opposite edge, which
clearly displayed significantly lower levels than those signals listed above). The first
retums afler the source has died down are from the direct path to the opposite edge of the
plate and they occur at 75 microseconds. When half of this delay (time of flight for one
way travel) is multiplied by the assumed compressional wavespeed in steel (0.55 cm per
microsecond) the 8-inch width is estimated to be 8.12 inches. Although the transducer
used was not designed for this type of a test, the results point to a properly operating
system.
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Figure 8 - Simulated UT test, setup and measured return.

3.1.2 System Performance and Operability - Dynamic Range

The system's input / output dynamic range was experimentally obtained by
measuring the maximum signal that the system can inject and the minimum signal that
the system can read. Two transducers (both attached to 45 degree coupling wedges) were
placed adjacent to one another on a one-inch thick steel plate. With the receiver gain set
to the allowed minimum (0 dB) and the input level set to the allowed maximum (100%),
the signal transmitted from one transducer to the other was monitored. The receiver
position was slowly varied away from the source until the received signal obtained its
first maximum (i.e., the receiver fell on the first " hot spot"). This was assumed to be the
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|

| maximum signal level that could be injected. The source was then removed from the

| plate, the receiver gain maximized (70 dB), and one hundred averages of the no source

| signal assembled and averaged (to suppress uncorrelated sensor noise). This averaged
signal was assumed to represent the minimum measurable signal.

Figure 9 shows the results. Plotted are the power spectral densities of the
maximum and minimum signals. At 0.5MHz, where the source signal is concentrated, a
125dB difference can be seen. This difference represents the system's input / output

.

dynamic range.|
| System Dynamic Range
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Figure 9 - Results for system dy namic range.

| 3.L3 System Performance and Operability - Measurement Repeatability

In order to attribute differences in measured signals to physical effects,
measurement repeatability was quantified. These tests were performed on vertically
oriented plates to incorporate the problems associated with fixing the transducers in this
orientation. The tests involved measuring the transmitted signal from one transducer to

,

| another for several different relative separation distances. Transmitted signals were
recorded over a three-day period on 3 plates, for a total ensemble of nine measured
signals at each separation distance. Of those nine signals, the ratios of the maximum to
minimum received signal levels are plotted in Figure 10 for 5 different source / receiver
separation distances. The plot shows a maximum variability of 2dB, thus allowing
measured differences greater than 2dB to be attributable to effects outside of pure chance.

,

|
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Figure 10 - Maximum variation in transmitted signal levels for various source-
receiver separation distances.

3.2 Source and Waveguide Characterizations

In order to accurately image the location and shape of a degradation, the distortion
caused by waveguide propagation of unfocused incident waves must be considered. For
these purposes, numerical modeling will serve as an invaluable tool. However, the
assumptions that must be made by those models will be critical. Therefore, as a basis for
refining the numerical modeling assumptions, the waveguide effects on signal
propagation were addressed in a series of tests.

1

Using one transducer as a source and a second as a roving receiver (with both
transducers fixed to a 45' coupling wedge), a bistatic array was simulated. By doing so,
the incident wave interactions with the plate's edges could effectively be monitored as it
propagated down the plate. Fig 11 illustrates the experimental setup.

Source Receiving i
Transducer Transducer

__ __.

_- u n ,. n - . ~ .m.

>|(-+ <
6.375 x

< >
38.0

Figure 11 -Test setup for monitoring forward travelling waves in a free plate.

Figure 12 shows a plot of the measured signal for the forward propagating wave.
The bottom axis represents time and the left-hand axis represents receiver distance from
the source. Image brightness is proportional to the envelope of the received signal level.
Note that the received signal takes longer to reach positions that are located further from
the source.
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Figure 12 - Combined envelopes of received signals at several locations relative to a
fixed source (forward travelling waves).

Several features of this plot can be brought to point:
,

" Hot spots", seen as bright features, correspond to structural wave interactions Ie

with the measured surface. These features appear with regular spatial periodicity
corresponding to the skip length of a 45-degree incident signal.
The magnitudes of the hot spots diminish as the receiver is moved further from.

the source. The rate at which they diminish was veri 6ed to fit cylindrical
spreading predictions, implying that the edge reflections are " specular", like a
pool ball bouncing of the edge of a pool table. Moreover, because there is no
strong evidence of scattering to non-specular waves due to surface interactions, it
can be concluded that the measurement noise floor due to surface imperfections
will be low.
A straight line can be fitted through the centers of the slashes, the slope of which*

conesponds to the global speed at which the energy travels down the plate. This
global velocity is given by:

%w=%co,C05(8,,es,,)
This expression provides a convenient verification of the injected incident angle.

3.2.1 Assessment of Signal Loss Components - Degradation Shape
|

Figure 13 shows a schematic sketch of the test setup used to study the returned
signal levels from degradations of various shapes. As noted previously, these
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Figure 13 - Test setup for degradation shape study,

degradations are actually straight slots cut across the plates' 8 inch width. All of the
degradations in this test were 4mm (0.158in) deep and 10mm (0.394in) in width.
Monostatic returns were measured at several source locations relative to the slots' leading
edges. Figure 14 shows a sample return signal. The reflected signal "levcl" is defined as
the maximum value in the signal packet that is assumed, by simple time gating
procedures, to have emanated from the slot.
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Figure 14 - Sample reflected return from rectangular slot (used to define " signal
level")

Figure 15 shows the differences in reflected signal at several source locations
relative to the slot. For the 45 wedge, the returns from the rectangular slot are, averaged
over source location, around IdB higher than those from the rounded slot and 4dB higher
than those from the "v" shaped slot (see Figure 15a). For the 70 wedge, the differences
are 5 and 9dB and are shown in Figure 15b.

These results include the effects of geometric spreading, which are greater for the
70 wedge than for the 45 wedge because the path to and from the slot is longer for the
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Figure 15 - Results from degradation shape study.

deeper angle. Additionally, the waveguide tends to compound the complexity of the
reflected signal, because the incident field actually approaches the slot from a wide array
of angles, and all reflected waves with any propagation component back in the direction
of the source is measured as a reflected signal. A more thorough analysis of the measured
differences would incorporate advanced acoustic scattering theories that are beyond the
scope of this study.

Figure 16a shows examples the time windowed returns reflected from the three
different slots. A comparison of these returns reveals that the arrival times of the
reflected signals are very nearly equal. Figure 16b shows the ratio of spectral magnitudes
for the rounded to the rectangular slot retums. It is in the frequency domain that the
majority of scatterer characterization schemes will be implemented. Such
characterization would require significant differences in the returns from different shape
degradations. Although no attempt is being made here to perform frequency domain
analysis, it appears as though there are significant differences not only in the level of the
reflected signal, but also in the frequency character of the reflected signals.
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Figure 16 - Differences in reflected signal character for different degradation
shapes.16a shows windowed selections of the return signals reflected from the three
different slots.16b shows the ratio of spectrallevels for the windowed return from

the rectangular slot to the rounded slot.

172



Degradation depth was studied using the same methodology used to study
degradation shape. Fig.17 shows a sketch of the slots that were used in this test. All
slots were rectangular in shape and 10mm in width. The slot depths were 4,8 and 12mm.
Reflected signal levels were detemiined in the same manner used in the shape study.
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Figure 17 - Test setup for degradation depth study.

Figure 18a shows the differences in reflected signal at several source locations
relative to the slot for both a 45' and 70* wedge pair. For the 45* set, the returns from the
4mm deep shot are, averaged over source location, around 3dB lower than those from the
Smm deep slot and about 6dB lower than those from the 12mm deep slot. This trend is as
expected as deeper slots project a greater area of acoustic impedance.

Figure 18b shows the reflected signal levels from the three different slots using a
70* wedge set. The resultant trend for this case is not as expected. For some source -
receiver separation distances the reflected returns from the shallowest slot are actually
greater than those from the deepest slot. The trend was qualitatively observed over a
broad range of separation distances, eliminating skipping effects as a possible
explanation. The explanation for these unexpected results may, again, only be realized
after incorporating advanced scattering theories.
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Figure 18 - Results from degradation depth study.
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3.2.2 - Assessment of Signal Loss Components - Concrete Effects

The fmal bank of tests involved measuring the effects that concrete has on waves
travelling in an embedded plate. Figure 19 shows a photograph of a wooden test base
that was built to allow the midsection of three plates to be embedded in a concrete bath.
The signal transmitted from one end of the plate to the other was measured before and
after filling the molds with concrete. To determine the effect that bond quality has on
induced losses, one of the plates was w rapped with a single layer of 4 mil plastic sheet.
The other two plates were tested under identical untreated conditions in order to quantify,
albeit sparsely, the concrete effect's repeatability. These plates are referred to either as
" coated", i.e., wrapped with a plastic sheet, or untreated, i.e., no plastic sheet.
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Figure 19 - Test base for concrete effects test.

Figure 20 shows a simplified schematic of the test setup for a single plate. The
source transducer location was varied from 2.5 inches to 4.5 inches in 0.5 inch steps in
order to

source steel plate
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Figure 20 - Test setup for concrete effects test. All units are in inches.

sufficiently sample one half of a skip length for the 70 degree wedge. The wave
propagated through the embedding region was monitored by a fixed position receiving
transducer. The received signal level is, as before, defined as the maximum value in the
incident signal packet reached by the receiver.

Figure 21a shows the signal level received for three free standing (i.e., no
embedding concrete) plates, for several source locations. As expected, there is only
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minimal variation from plate to plate and the plastic wrap has no noticeable effect. Also
note that the received levels are about 100dB above the measurable floor, with all losses
being attributable to geometric spreading. Figure 21b shows the received levels after
embedding the midsections of the plates in concrete. The two uncoated plates display a
significant loss in signal level (30dB, or 1.6dB per centimeter of two way travel) while
the coated plate level remains relatively high, incurring virtually no losses. Note that the
results for the untreated plates are very similar, with the differences being attributable to a
combination of measurement variation and concrete bond variation. Upon removing the
plates from the test base, the concrete surrounding the wrapped plate adhered well enough
to support its own weight. Thus, it appears as though the micro-character of the concrete-
to-steel bond plays a critical role in determining the proportion of energy lost from waves
travelling in the steel.
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Figure 21 - Transmitted signal level for three plates (one coated, two uncoated) free-
standing (21a) and partially embedded in concrete (21b)

Figure 22 shows the results for the transmitted signal levels through the coated
plate partially embedded in wet and cured concrete. Note that the transmitted levels are
3-4dB lower for the wet concrete case.
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Figure 22 - Transmitted signal levels for the coated plate partially embedded in wet
and cured concrete.

Figure 23 shows the received signal levels using different wedges tested on a
single untreated plate after it was embedded in concrete. The 70-degree wedge shows
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transmitted signal levels that are roughly 4-5 dB higher than those received using the 45-
degree wedge. Assuming that both wedges couple equally well to the test structure, this
result is to be expected because the incident wave injected by the 70-degree wedge
experiences fewer interactions with the concrete-steel interface due to the longer skip
distances.
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Figure 23 - Transmitted signal levels for embedded plate using different wedge
angles.

3.4 Practical Detection Issues - Masking Signals

The objectives of these experiments were to determine the system loss
components in order to provide a total lors estimate and verify that the total loss does not
exceed the system's dynamic range. However, these procedures do not address the
problem of competing signals. To gain a feel for the measurement floor that is dictated
by the presence of competing signals, the signals reflected from a rectangular slot (4mm
deep) located five inches below the air-concrete interface were measured (see Figure 24).
The results were compared to those obtained with no concrete present. This test

represents a scenario that one might encounter in the field and thus is an important gauge
for the technique's feasibility.

I
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Figure 24 - Test setup for simulated field scenario.

Figure 25 shows the return from the slot after concrete has been poured. The
signal level in the reflected signal " packet" is down about 20dB (linear factor of 10)
relative to the reflected return from the slot without concrete present. The return from the
slot is still evident, but the competing retum signals (occurring between 50 and 130
microseconds) that would normally be considered secondary, are now only 6-10dB down
(linear factor of about 2-3) from the peak in the reflected packet emanating from the slot.
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Figure 25 - Reflected signal from an embedded rectangular slot.

It is interesting to note that the reflected signal builds somewhat sharply at around
60 microseconds. This time delay corresponds very nearly to the time it would
theoretically take a compressional wave propagating directly down the plate's axis to and
from the slot's leading edge. Thus, it appears as though an incident side lobe has coupled
to a compressional wave in the steel. Therefore, these signals could be considered a
localizing aid as opposed to competitors. Consequently, no quantitative conclusions can
be drawn from this experiment conceming the relative levels of competing signals. The
important point is that if a competing signal can be identified, then it can in all likelihood
be removed from the return signal during post-processing. Implementing advanced signal '

processing algorithms to exploit and/or discriminate phenomena of this type is an
important recommendation for future work.
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4.0 Conclusions

Corrosive thinning and pitting of the pressure vessel walls in embedded regions of
steel nuclear containment units currently cannot be detected without employing
expensive, dangerous and potentially inconclusive concrete chipping methods. It has
been proposed that high frequency acoustic imaging may serve as an alternate solution to
detecting these degradations.

A numerical study has already been carried out to address preliminary feasibility I

issues. As a basis for improving these numerical models, and also to continue the study {
in a more practical setting, a series of controlled laboratory experiments were executed. |

The experiments were designed to assess the performance of a commercially available
fully integrated angle beam inspection system, and to further investigate the underlying
physics that govem the use of angle beam inspections. To pursue these goals, an angle j

,

beam inspection system was obtained from Matec Instruments, Inc.
l

|
The experimental results are as follows: 1

(
The measurement system displayed an input / output dynamic range of 125dB. i

.

Therefore, in the absence of competing signals,105dB oflosses can be incurred
while still maintaining a 20dB signal-to-noise ratio. The system tested is of
moderate quality, and the dynamic range could in theory be increased by as much as
35dB by selecting a more powerful pulser and a higher precision acquisition board.
The system displayed measurement variations on the order of I-2dB, which implies i

that characterization of degradation dimensions will be subject to a 25% margin of
error and that measured differences greater than 2dB can be attributed to physical
effects. The source was verified to inject waves at refracted angles very near those
speci6ed by the manufacturer.

The mild steel plates that were used in the experiments propagated signals as if they*

were effectively free of surface imperfections. Under similar conditions, the surface
generated noise Door and the false-positive alarms expected from surface flaws
should be minimal.

The reflection coef6cient from a 4mm deep,10mm wide two-dimensional.

degradation, measured using a 45-degree wedge, was shown to be about -24dB at 0.5
MHz. With the same wedge, rounded and "v" shaped degradations of similar depth
and width showed returns on average IdB and 4dB, respectively, lower than those
retumed from the 4mm deep rectangular degradation. For the same wedge, retums
from a 8mm deep rectangular degradation showed retums 3dB higher than those
from the 4mm deep degradation and a 12mm deep slot showed returns 6dB higher.
Using a 70-degree wedge, rounded and "v" shaped degradations of similar depth and
width showed retums on average 5dB and 9dB respectively, lower than those
retumed from the rectangular degradation. The relation betu een reDected signal
level and degradation depth using the 70-degree wedge is unclear. These results
provide a preliminary basis for estimating reDected signal levels from a vast array of
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two-dimensional degradations.

When plates are embedded in concrete, an additional 1.6dB of signal loss is incurred.

for each centimeter of two-way travel using 45-degree wedges, and 1.4dB using 70-
degree wedges. Plates that have a plastic wrap between themselves and the

l

embedding concrete show virtually no additional losses compared with free plate
signal losses. Therefore, in regions where corrosion is suspected, it is likely that the
concrete-to-steel bond is compromised, and the effect of the concrete may be
minimal. However, the presence of water in the concrete may significantly increase
the signal loss that is induced.

The results from the signal loss components experiments can be combined to provide*

a basis for estimating the total loss induced on an incident signal for many scenarios.
For example, a 4mm deep rounded degradation, located 30cm below the air / concrete
interface should display reflected signals 76-78dB down from the incident signals
measured at the drive point. This does not include geometric spreading, which will
add an additional 7dB ofloss (based on 4dB of spreading loss at 16cm, as noted from
Figure 15a, which shows retum levels of around -35dB for the rounded degradation
at a distance of 6.5 inches or 16cm,25dB of which are due to the reflective character
of the degradation and based on a maximum of-6dB). In the absence of competing
signals, a degradation of this type should be detectable because roughly 40dB of
signal-to-noise ratio remains (based on the system's inpuuoutput dynamic range).

Rectangular degradations 4mm in depth located 5 inches below the air / concrete*

interface can be detected without addition signal post-processing. The competing l

signal environment, which tends to mask retums from actual degradations, can be
accounted for using basic wave propagation analyses. Techniques to either utilize or
discriminate against these secondary mechanisms must be implemented for the |

technique to demonstrate success in more challenging scenarios. |
I

S.0 Recommendations

The results from this project can be used to determine, on a preliminary basis, the
feasibility of employing ultrasonic imaging in a vast array of degradation scenarios. It
appears as though moderately sized corrosive degradations (4mm and greater depth with
fairly abrupt edges) can be detected to distances of around 30cm below the air-concrete
interface. However, the study does not address several factors that could stand in the way
of eventually employing the technique.

Recommendations for future work fall into two main categories: continuation of
the feasibility study and the development of more sophisticated detection, localization |

and degradation characterization solutions. I

Additional feasibility issues include:
1
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Three-dimensional effects, such as plate curvature, degradation curvature and thee

mixing of return signals from several closely spaced degradations.

Effects of structural discontinuities in the pressure vessel, such as periodically located.

concrete anchors.

Studying in significantly more detail the actual shapes that corrosion typically takes*

on.

Studying the bond quality between concrete and steel in areas of corrosion.*

In order to develop more sophisticated imaging algorithms, the effective spatial
and temporal filters that an incident and reflected sigu , pass through must be well I

known. Therefore, a thcrough study of the acoustic properties of transducers and wedges
must be carried out. In addition, the ability to remove propagation path information from
the reflected signal must studied. This will be difficult in embedded scenarios without
knowing the concrete-steel bond quality, which was shown to play a major role in
determining total induced loss. Once both of those studies are successfully completed, it
will then be possible to carry out a study on implementing inverse scattering techniques
for the purpose of characterizing degradation dimensions.

Several procedural recommendations can be made based on the practical
knowledge gained in this study:

The transducers used act as relatively narrowband mechanical filters (in relation to*

conventional, highly damped transducers) and are tuned to 0.5 MHz nominally.
Frequency concentrated tone burst waveforms were used to mini'mize the energy lost
outside of the effective transducer filter and therefore to maximize the injected power.
In retrospect, the added problems of a relatively lightly damped piezo crystal (which
had a significant ringdown period) and a relatively long input signal (required for
frequency focusing) do not justify their selection over a highly damped crystal excited
with short pulses.

It is imperative that gel couplant completely fills the space between the transducer-.

wedge interface and the wedge-test struct"re interface. This becomes increasingly
difficult when wedges are coupled to ven.c si stmetures.
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OVERVIEW OF THE OECD - HALDEN REACTOR PROJECT

- Carlo Vitanza

OECD Halden Reactor Project

P.O. Box 173, N-1751 Halden. Norway

Tel: + 47 69212200; Fax: + 47 69212201

ABSTRACT

The OECD Halden Reactor Project is an international network dedicated to enhanced safety and
.

reliability of nuclear power plants. The Project operates under the auspices of the OECD Nuclear Energy j
Agency and aims at addressing and resolving issues relevant to safety as they emerge in the nuclear !

community. This paper gives a concise presentation of the Project goals and of its technical
infrastructure. The paper contains also a brief overview of results from the ongoing programme and of
the main issues contemplated for the next three-year programme period (year 2000 - 2002).
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1. INTRODUCTION

Safe and reliable operation of nuclear power plants benefit from R&D advances and related technical
solutions. The OECD Halden Reactor Project is a leader in these advances with programmes devised to
provide answers in a direct and effective manner. The Project's strong international profile and solid
technical basis represent an asset for the nuclear community at a time in which maintaining centres of
expertise at accessible cost becomes increasingly important.

Tbe Halden Project is a joint undertaking of national organisations in 20 countries sponsoring a jointly
financed programme under the auspices of the OECD - Nuclear Energy Agency. The programme '.s to
generate key information for safety and licensing assessments and aim at providing:

* Basic data on how the fuel performs in commercial reactors, both at normal operation and trt asient
conditions, with emphasis on extended fuel utilisation.

. Knowledge of plant materials behaviour under the combined deteriorating effects of water c'4emistry
and nuclear environment.

Advances in computerised surveillance systems, human factors and man-machine in.eraction in.

suppo:t of upgraded control rooms.
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In addition to the joint programme work, a number of organisations in the participating countries execute
their own development work in collaboration with the Project. These bilateral arrangements constitute an
important complement to the joint programme and normally address issues of commercial interest to a
participant organisation or group of organisations.

The programme results are systematically reported in Halden Work Reports and in Enlarged meetings
organised by the Project. Participants' bilateral activities are also presented at these meetings. Special
workshops with participation of experts are frequently arranged for in-depth assessments of specific
issues, especially when new programme issues are to be established.

The joint programme is renewed every third year. The programme renewal involves extensive reviews
and discussions with Project panicipants on priorities, programme issues to be addressed and technical
means to achieve the programme objectives. The large circle of participants. with the consequent cost-
sharing among many parties, has enabled to utilise the overall infrastructure to the maximum possible
extent. The Halden Project is committed to continue this endeavour by responding efficiently to technical
requirements emerging in the nuclear community, by mainmining its facilities in good order and by
continuing to adhere to a highly competitive cost structure. Norway, host country, has always been
strongly supportive of the Halden Project and is expected to do so in the future. The Norwegian
contribution covers 30% of the joint programme funding.

2. FUEL AND MATERIALS PROGRAMME

2.1 Key Facilities

The main tool for the fuel and material work is the Halden Boiling Water Reactor (HBWR), with its
range of experimental capabilities. The license for the reactor is to be renewed in 1999. and as on
previous occasions, the Norwegian Institute for Energy Technology, which operates the Halden Project
facilities, has applied for a renewal for a period of ten years. The license application is based on an
extensive review of the Safety Repon for the HBWR, particularly regarding the conditions of the vessel.
Data so far show that fluence-induced damage progresses at a low rate and that current criteria result in a
vessel projected lifetime well beyond year 2020.

Substantial development has taken place at Halden, aimed at providing a flexible facility where a variety
of experimental needs can be accommcdated. When specific coolant conditions are required, such as for
cladding and stmetural materials studies, water loops are available. The loops can be operated in
different thermal-hydraulic and water chemistry conditions, covering a range of B%R and PWR
requt'rements.

The distinctive speciality of the HBWR fuel and material experiments resides in the ability to perfonn
high quality in< reactor measurements, which provide unique and well characterised data during
operation; that is, while mechmisms are acting. The Project experimental programtnes are centred
around this capability and rnake u.c ef ino the maximum possible extent.

This capability has in recent years been extended such that commercial fuels can be efficiently tested at
Halden. Fuel rods extracted from commercial reactors can be seginented and re-fabricated into rodlets
suitable to further specialised testing at Halden. For this putpose the fuel segments are also retrofitted
with the instruments required for the tests.

Similarly, structural materials extracted from LWR cores can be machined, fatigue pre-cracked if I
necessary and suitably instrumented for the Irradiation Assisted Stress Corrosion Cracking (IASCC).
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Fig. 2. Cross section of the Halden reactor core. This core configuranon refers to
February 1998, with totally 31 test rigs and 68 driverfuel assemblies. About half of
the test rigs are operated in LWR loops.
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This technique is impanant in that it provide very representative materials already irradiated to doses
typical of" aged" plants.

The experimental work is supponed by the hot cells for re-fabrication and post-irradiation examinations,
by workshops, electronics and chemistry laboratories and by a computerised Data Bank

2.2 Ongoing Programme (Time Period 1997 - 1999)

The joint programme work in the fuel and material area focuses on the following main points:

Characterisation of UO: fuel properties at high burn-up. typically up to 60 mwd /kg. The fuel thermal.

conductivity degradation is assessed by means of direct on-line fuel temperature measurements. The
threshold for fission gas release and the fuel swelling are addressed in dedicated instrumented tests.
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These investigation make use of both test fuel and commercial fuel rods. Four test rigs are dedicated
to this objective.

Extension of the fuel data base to include !*

gadolinia fuel and MOX fuel. Substantial | .

effort has been made to acquire repre- p !
sentative fuels and produce new test rigs, -' 9

" * " ' * * ' * * * " "especially for MOX characterisation. Both
. ;

i
test fuel and commercial fuel are used in -

'
~

ounet nemocoupie.

these tests Two rigs are dedicated to Mb-

gadolinia fuel and three to MOX fuel ir- 6 [ *7"* ", C","d* ,i ,,

radiations. The rods are instrumented. It i 'a' cadams E2aas=aca, m
should also be noted that one test rig is | \ D Chod$as *=* coup =
dedicated to the characterisation of com- i \ I

f- Neutron oeiector scoimercial VVER fuel,
8J Chodang normocouples

Consequences of power and coolant trans- ff cuneinen.rmocouptee
'

ients to the fuel integrity. Power ramps (one j
" "

!:
,,,,,,,,3,,,,,,,,y,,

test rig, reloaded) and short term dryout j = = j
tests (one test rig, reloaded) have been car- ; j,

ried out on pre-irradiated commercial fuel. . ! LJ, 8akt h=acaupies
i

The dryout tests have resulted in cladding '} |
3a** ** *M08

temperatures ranging from -500 to -1000*C
y g m,,,,, go,

for -30 to 50 seconds. These tests are now , i!.

es , , c,a,,=,,c,=,;iecompleted. Preparation of a new test series i
a

,

addressing LOCA transients and the mecha-
nistic understanding of RIA transients are ,

underway. i

Consequence of increasing rod pressure ata

high burn-up. This study involves two rigs, FigJ. Test rig for determining the consequence of short

one for cladding creep-out measuresnents in term dryout, nree pre-irradiased, commercialfuel rod-

stress reversal conditions, the other for leu, after serviu in a BWR, were n-fcab&ated instru.
mented andloaded into this rig. Each subchannel which

dete1 mining the pressute 1imn. for claddingt ,,,,,,,,,,,,,,,,,,g,,,,,g,,,,,,,,,,,,,,,,,,,,,liit-off onset. Re-fabrication, instrumented
at reduced coolantflow conditions, producing dryout in

commercial fuel rodlets are used for these the upperportion ofthefuelrod
tests.

* Corrosion of hydriding of modem cladding alloys at high burn-up. This test has staned recently and
aims at comparing the corrosion behaviour of a variety of alloys up to 50 mwd /kg. Another test rig
has been used to determine mechanisms leading to secondary failures following (fuel and) cladding
ID oxidation and hydriding.

= 1rradiation assisted crack growth (IASCC) of as-fabricated sensitised and pre-irradiated stainless steel
materials in normal BWR water chemistry and in hydrogen water chemistry. The crack growth is
monitored on-line by means of in-reactor potential drop measurements. Pre-irradiated material is
retrieved from commercial reactors, and then machined and instrumented at Halden. Two test rigs
have been used in the ongoing programme period, a third rig is under preparation.

|
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Initiation of IASCC in sensitised stainless steel.*
50

aiming at determining the onset of IASCC as
function of stress and fast neutron fluence. One 6 PWR commercial fuel
ng is bem, g used for this investigation. g

50 MWik9- 40 -
* Effect of alloy composition and fast neutron y

fluence on the susceptibility to IASCC. This test j -

is canied out in collaboration with the USNRC/- S
30 ,i

ANL and involves one irradiation rig. The speci- 8
mens have been fabricated and are PIE-tested at { j
ANL. g ;

e 20 4
2.3 Boundary Conditions and Needs | f
la many countries utilities are faced with intense _c
competition due to deregulation and in order to e 10- )
compete effectively, they are looking to improve g {4etot ciac ]

operational economics and flexibility. At the same { \ I

time, regulatory authorities have to verify that this is

$
o'E ;.

done without detriments to reactor safety. i

Licensees are implementing or considering extended
burn-up, longer fuel cycles, power upratings and

!

load follow as means to reduce operational and fuel !

cycle costs. This exposes the fuel to increasing
Rod overpressure

challenges, which has prompted the vendors to
propose new fuel designs and new materials. There Fig. 4. Result ofa test conducted on PWRfuel to de-
is also a strong push to use mixed oxide fuels in termine the pressure limit before onset of cladding
power reactors, l@.of it was shown that the fuel could withstand

substantial overpressure (beyond PWR system pres.
Regulatory bodies are faced with the need for quah,- sure) without any sign ofl@og
fled models and codes for safety case assessments in
a variety of operational conditions, for many different types of fuel designs and at extended bum-up.
This necessitates new and improved data on fuel properties and fuel behaviour under various normal,
abnormal, and accident conditions.

At the same time, operational experience demonstrates that unforeseen anomalies can develop as
demands on performance become more stringent. Localised corrosion and defected fuel degradation are
poten:ial utility concerns. Control rod sticking and anomalous axial power offsets have recently posed
limitations on plant capacity factors and caused regulatory concern. Regulators will have to assess the
consequences of these anomalies and determine effective surveillance practices, whilst the industry has
to find valid technical remedies. Halden experiments can be of great value for addressing and resolving
these issues and those likely to emerge in the future.

As the age of power plants increases. safety authorities will need materials propeny data relevant to in-
reactor components at high irradiation doses, as they will form the basis for plant lifetime assessments.
Utilities are introducing operational changes that can enhance the reliability of plant structural
components - e.g., water chemistry modifications - and are adopting advanced materials where this can
be done. Pressure vessel annealing is a possible option for mitigating the effects of radiation embrittle-
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ment. Practical verifications and data will be needed to support lifetime predictions of existing and
replacement materials as well as to validate measures intended for lifetime extensions.

2.4 Aims of the Programme for the Time Period Between Year 2000 and 2002

The experiments contemplated here aims at determining potential bum-up limiting phenomena. More
emphasis will be placed on fuel swelling and pellet-cladding interaction. Tests will also address the gas
mobility in high burn-up fuel rods, since this is believed to impact the response to LOCA (as ballooning
is sustained by gas flow along the rod) and also to RIA. It is foreseen that cladding corrosion and
hydriding will be more extensively addressed, since the status of the cladding at normal conditions may
greatly affect the response in safety transients. The data will be used by Project participants as reference
for the fuel codes assessments.

The proposed programme for the time period between year 2000 and 2002 focuses on the following
main issues:

- Fuel high burn-up capabihties in normal operaring conditions. aiming at providing fuel property data
needed for design and licensing in the burn-up range 50 to 80 mwd /kg. In selected tests the bum-up
will be pushed up to 100 mwd /kg. Both test fuel and re-fabricated commercial fuels will be used in
the proposed investigations.

- Fuel high burn up capabilities in safety transients, aiming at providing experimental complements to
investigations conducted elsewhere on loss of coolant and reactivity transients. The LOCA tests are
intended to address high burn-up, integral rod behaviour during transients and to complement separate
effects investigation conducted, for instance, at Argonne National laboratory. The RIA investigation
will instead focus on supporting the mechanistic understanding of the RIA transient, in particular the
role of fuel swelling and fission gas release. Further tests on short-term dryout and new tests on
power-coolant flow oscillations are also considered. The latter are intended to respond to regulatory
priorities on Anticipated Transients Without Scram, where needs have been set forth for verification
of the enthalpy criterion at high burn-up.

- Fuel performance anomalies, aiming at determining the cause for fuel anomalies to occur during
service, as well as at identifying realistic design or operational remedies. These imestigations are to
be conducted in synergy with bilateral activities. The items under discussion include

- Cmd deposition as affected by water chemistry and heat rating.

- Axial offset anomalies caused by local boron accumulation on the surface of PWR fuel rods.

- Degradation of failed fuel resulting in large exposure of the fuel to the coolant and consequent
i

increase of radiation level in the coolant. I

- Control rod sticking as result of axial growth of guide tubes during service.

It must again be clarified that the joint programme cannot address all these issues and that the Halden
Project work scope must be put in the context of what is being done in other programmes.

- Plant lifenme assessments. aiming at generating validated data on stress corrosion cracking of reactor
materials at representatise stress conditions and radiation / water chemistry environment. The work
initiated in previous programme periods on irradiation assisted stress corrosion cracking will be
extended to include highly irradiated materials. The programme is intended to clarify the extent to
which remedies introduced to alleviate the stress corrosion of in-reactor components remain
applicable to components which have been in service for a long time. One focus will be on

f
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representative BWR materials which have been retrieved from commercial reactors and on the use of
these materials for in-core measurements of crack growth rates at given stress intensities. A second
focus will be on stress corrosion studies under PWR conditions, as it is anticipated that cracking of in-
reactor materials in PWRs may also become an issue of concern.

The embrittlement of reactor pressure vessel materials due to neutron irradiation is an important issue
as nuclear plants age and is also addressed in the programme proposal. The Project intends tc, support
collaborative programmes with participants in this area as needs arises. notably by utilising the
Halden reactor as a course of neutrons under a wide variety of temperature and flux and fluence
conditions.

3. 31AN-51ACHINE INTERACTION PROGRAM 31E

3.1 Key Facilities

The Virtual Reality (VR) centre currently established at Halden is a complement to HAMML.AB,
providing the basis for new developments in control room design and engineering. particularly for control
room upgrades. Applications are also envisaged in decommissioning. particularly in relation to design of
special decommissioning tools, operational procedures, and training with maintenance procedures.
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Fig. 5. Lmour of a control room producedfor a utility using the Halden Virtual
Realityfacility. This was part of the design for the modernisanon of the control
room in a nuclear power plant in Europe. The Halden VRfacility is presently
used mainly in control room engineering - in conjunction with the Halden
human factor expertise. Expected applications include computer-based training
and decommissionmg.
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The simulator-based Halden Man-Machine Laboratory (HAhBILAB) is the main vehicle for the human-
machine systems research at the Project. A programme for expanding and upgrading the HAMMLAB is
being undenaken to enable the facility to meet future requirements for human factors and control room
research. One goal is to establish a flexible infrastructure in terms of hardware and software tools,
including powerful, modem full-scope simulators for PWR, BWR and VVER systems. Thus the
simulators will be able to reproduced relevant power plant systems during normal, disturbed, and
accident conditions. The built-in functionality of the HAMMLAB 2000 will facilitate the transfer of new
results to commercial power plants.

The activities in the HAhBILAB and in the VR centre rely on the availability of simulators and of
computerised operator suppon systems. Such tools should continuously be updated and utilised in control
room applications by Project panicipants.

3.2 Ongoing Programme (Time Period 1997 - 1999)

A series of pilot studies have been performed to find a reliable and valid methodology to investigate*

human error in a control room setting. These pilot studies investigated diagnostic strategies and styles
that had been observed in earlier single operator and team based studies.

* One of the issues addressed by the first main human error experiment is the question of detection and
recovery of erroneous actions in the situation where they actually take place. Since detection clearly is
a prerequisite for recovery, the experiment considered how well people are able to detect the
erroneous actions they tnake and how the level of detection depends on the circumstances or
conditions, such as interface, team. workload, etc. The other main purpose was to develop a method
for predicting performance failures, specifically the error modes that can be expected for a specific
task.

Systematic equanents in HAMMLAB put special demands on operatorperformance measurements.*

Performance scores have to be comparable across scenarios and sensitive to a wide range of operator
competence levels. The measun should be reliable and robust. should account for team performance
a well as single operator performance, and be efficient in use. It is furthermore desirable that the
onessure complies with established norms for human performance measurement regarding reliability.
validity, sensitivity non-intrusiveness, etc. The Project has therefore developed a method based on the
prescription of optimal solutions to scenarios, based on discussion with process expens. For each
scenario, the expen solutions are represented hierarchically in a diagrammatic form. Operator
activities are classified and weighted according to their imponance. During the experiment, the
process expen registers operator activities in real time, concurrent with operator perfonnance. After
the study a performance index is calculated estimating the discrepancy between the expert analysis

| and operator solutions to the scenarios. In 1997 the Project analysed data collected during earlier
alarm and human error experiments. The results show a good consistency among the activity types
defined by the system, and a moderate relationship with plant performance.

A method for analysing plant performance measures has been developed and applied to data collected.

from crews participating in experiments. The performance of the crew is compared to an optimal
control model developed for the scenario and afterwards a data analysis technique is applied. The
applicability of PPAS is promising, and it might be an important additional measure based on real
plant measures to evaluate the quality of the crew performance.

Project staff has designed a so-called integrated large overview display with the idea to support rapid.

assessment of the plant status and dynamics by a representation of the whole process. The display is !
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shared by the control room staff and is a strong support for co-ordination. The layout and content of
the display are context dependant to match the changing operators' needs and tasks. Centred around
mimic diagrams, it combines different graphical features to support an efficient control of the
complex process. Configurable elements and an original alar.a presentation support clear and rapid
identification of disturbances.

* The surveillance and control task of any industrial plant is based on readings of a set of sensors. It is
essential that the output from these sensors are reliable since they provide the only objective
information about the state of the process. The signal validation rask confirms whether sensors are
functioning properly. A method for transient and steady state on-line signal vdidation has been
developed at the Projec; using anificial neural nets and fuzzy logic pattern recognition. The method
has been successfully tested on simulated scenarios covering the whole range of PWR operational
conditions. Data was provided by EDF, France. The neuro-fuzzy model has been implemented in a
client / server software system under Windows NT. The system is called PEANO.

* Following the principles behindformal sofrware development. the Halden Project has developed a
methodology based on algebraic specification and a proof tool, the HRP Prover. One of the virtues of
this methodology is that the same language, tool and proof techniques can be used both in

'

specification and design, even down to a " concrete" specification which can be automatically
translated into code. In the specification phase, the theorem prover is used to verify and validate the
specification, while in the design phase the same toolis used to verify the correctness of the design
steps.

. Testing a program means to execute it with selected test data to demonstrate that it perfonus its task
correctly. Ideally the test data should be selected so that all potentially residual faults should be
revealed. The Halden Project have perfonned several investigations of resting methodologies. An
ongoing activity at HRP on testing is an expenmental evaluation of a method, the so-called PIE ,q
(Propagation, Infection, Execution) method.

3.3 Future Work, Boundary Conditions and Needs

Maintenance and operating costs comprise a major ponion of total cost and plant operators will be
searching for means to enhance the plant availability through efficient control and surveillance systems.
Currently, most plants operate with instrumentation and control systems for which industry support - and
sometimes spare parts - are lacking or diminishing. The modernisation of existing control rooms will be a
priority issue for the nuclear indusuy in the years to come. This will involve increased use of automation,
compact operator workstations, databases, integration methods and digital display systems. Such
programmes increase the need to develop guidelines and methods to facilitate the analogue-digital system
transition.

Regulatory authorities are faced with the challenge of advanced information technology both in the
control room and in the plant process and safety systems. The ability to analyse and anticipate the

I consequences of changes in operational practice or in the human-machine balance will remain an
important focus of the human factors research. Compilation and analyses of international operational
experience performed elsewhere can be a very valuable basis for understanding why errors are made, and
for identifying both common elements and cultural and national differences. The need of proven methods
for deriving validated conclusions from operational experience and HAMMLAB work should also be
addressed. The experience from work with non-nuclear industnes can be very beneficial for nuclear

i
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control room applications, considering that other industries are often more advanced in the use of specific
technologies.

3.4 Aims of the MMI Programme for the Time Period Between Year 2000 and 2002

Advanced computer-based human system interface technologies are being introduced into existing
nuclear power plants to replace the existing interfaces. These developments can have significant j
implications on plant safety in that they will affect the overall function of the personnelin the system: the I

amount, type and presentation of information; the ways in which personnel interact with the system; and
the requirements imposed upon personnel to understand and supervise an increasingly complex system.

The programme for 2000 - 2002 is intended to address the above issues by means of extensive
4

experimental work in the human factors, control room design and computer-based support system areas. !

The work will be based on experiments carried out in the upgraded Halden Man-Machine Laboratory j
facility (HAMMLAB) which will become an even stronger nucleus of the research programme. the I

proposal is to a great extent based upon input from the Project's participants and contains four main areas
of activity:

Experimental Programme and Operation of HAMMLAB. The use of the laboratory will increase in-

terms of type and size of experiments, extended operational regimes and more realistic work
settings. Installations of several advanced operator support systems on the new simulators are
proposed to demonstrate the benefits of such systems in an integrated control room environment. An
ambitious experimental programme is planned that will take extensive use for the HAMMIAB

|

facility. The programme will address a wide range of issues including control room layout, I

interaction modes, information presentation and display design, levels of automation, human error |
and collaborative work.

'

- Man-Machine Interaction work aimed to extend the knowledge about the characteristics of human
performance in process control environments and to demonstrate how this can be used in the
specification and design of solutions to specific problems. The proposed programme addresses
hybrid and advanced control rooms, contemporary and future man-machine interaction, interface
design, individual and collaborative work, human error, function allocation and automation, and
further method development.

Plant Performance Monitoring and Optimisation, exploring and demonstrating system solutions that-

have potentials for improving plant performance and optimising plant operation as well as
improving operational safety. The proposed activities comprise development of new and more
robust support systems. Also, it is proposed to investigate how new technology as e.g. Virtual
Reality can be used in operation and maintenance training.

- System Safety and Reliability, investigating the benefit of formal software developr.ot methods for
cornputer systems with high reliability requirements. The integration of computer systems in plants
makes it necessary to evaluate these in the total safety assessment context. It is proposed to study the
incorporation of different evaluation methods for safety assessment of programmable plant control
and supervision systems.

194



l.

|

THE OECD HALDEN REACTOR PROJECT
FUELS TESTING PROGRAMME:

METHODS, SELECTED RESULTS AND PLANS

W. Wiesenack, T. Tverberg

Institutt for Energiteknikk
OECD Halden Reactor Project, Norway

26* Water Reactor Safety Infotmation Meeting
Bethesda, Maryland, USA

26 - 28 October,1998

ABSTRACT

The fuels testing programme conducted in the Halden reactor (HBWR)is aimed at providing data for a mechanistic
understanding of phenomena which may affect fuel performance and safety parameters. It is based on more than thirty

years of experience and the development of reliable in-core instrumentation, versatile irradiation rigs and loop systems
for the simulation of light water reactor conditions.

The fuels performance studies focus on implications of high t,urnup. The instrumentation typically allows to assess
thermal property changes as function of burnup, fission gas release as influenced by power level and operation mode,

fuel swelling, and pellet-clad interaction. Relevant burnup levels (> 50 mwd /kgU) are provided through long term )
irradiation in the HBWR and through utilisation of re-instrumented fuel segments originating from commercial light
water reactors. While UO fuels still represent the majority of the test materials, other variants such as mixed oxide2

and Gd bearing fuel receive increasing attention.

The thermal behaviour of urania fuel as function of burnup has been investigated with a number of experiments which
constitute a data base for the assessment of UO conductivity degradation. The derived modification of UO thermal2

conductivity is suitable for the explanation of temperatures measured in re-instrumented BWR fuel segments which
have been further irradiated in the Halden reactor.

Various aspects of fission gas release are investigated with a number of expenments. The paper provides an example

of release behaviour during normal operation as function of burnup and grain size. Regulations usually require that rod

overpressure due to fission gas release does not lead to increased fuel temperatures due to clad lift-off and opening of

the fuel-clad gap. The Halden Project is therefore conducting experiments to assess the cladding creep behaviour at
different stress levels and to establish the overpressure below which the combination of fuel sweihng and cladding
creep does not cause increasing fuel temperatures.

Pellet clad mechanical interaction (PCMI)is manifested with clad elongation measurements, and data originating from

re-instrumented high burnup fuel are shown. The measurements provide information on the strain during a power
increase, the relaxation behaviour and the extent of a possible ratcheting effect during consecutive start-ups.

Further investigations as indicated above are planned in the current and next programme period from 2000 to 2002. It

is foreseen to study the behaviour of mixed oxide fuel. Gd-bearing fuel and other sariants developed in conjunction |

with burnup extension programmes. To this end, fuel segments irradiated in light water reactors and hasing reached
high exposure have been procured. Some of them will undergo a burnup extension in the HBWR to reach burnups not

| yet achieved in LWRs, while others will be re-instrumented and tested for a shorter duration only. Plans are also being

developed for testing high burnup fuel in power oscillation and LOCA conditions.
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1. INTRODUCTION

Investigations of fuel performance in steady state and transient operation conditions have constituted a
major part of the experimental work carried out in the Heavy Boiling Water Reactor (HBWR) at Halden
since its stan-up in 1959. The in-core studies were supponed by the development and perfection of
instrumentation and experimental rig and loop systems where reactor fuels and materials can be tested under
PWR and BWR conditionsllI. Fundamental knowledge and contributions to the understanding of LWR fuel

behaviour in different situations could thus be provided in suppon of a safe and economic nuclear power
generation.

Fuels testing at the Halden Reactor Project has for a number of years focused on implications of extended
burnup operatien schemes aimed at an improved fuel cycle economy. The experimental programmes are
therefore set up to identify long term property changes with an impact on performance and safety. While
PIE ascenains the state existing at the end ofirradiation. in-core instrumentation provides a full description
of performance history, cross correlation between performance parameters, on-line monitoring of the status

of the test. and a direct comparison of different fuels and materials. Trends developing over several years,
slow changes occurring on a scale of days or weeks, and transients from seconds to some hours can be
monitored. The data generated in the fuels testing programmes originate from in-pile sensors which allow
to assess:

fuel centre temperature and thus thermal property changes as function of burnup;+

fission gas release as function of power, operational mode and bumup;+

fuel swelling as affected by solid and gaseous fission products;=

pellet - cladding interaction manifested by axial and diametral deformations.+

The irradiation ofinstrumented fuel rods is carried out in specialised rigs according to test objectives, e.g.
long term base irradiation, diameter measurements or ramps and overpower testing. In addition to fuel
instrumentation. some rods in experimental rigs have gas lines attached to their end plugs. This allows the
exchange of fuel rod fill gas during operation and makes it possible to determine gas transpon properties as
w eli as the gap thermal resistance and its influence on fuel temperatures. It is also possible to analyse swept

out fission products for assessment of structural changes and fission gas release. This is an important
experimental technique for the high bumup programmes currently being executed and defined for the period
2000 - 2002.

The examples of experimental work and results selected for this paper relate to high burnup fuel
performance with respect to thermal behaviour, fission gas release, PCMI and cladding creep. They can be

,

used for fuel behaviour model development and verification as well as in safety analyses. )
I

l
|

|

I

1

i
1
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2. SELECTED RESULTS FROM THE FUELS TESTING PROGRAMME

The examples discussed in the following sections represent only a fraction of the data base on fuel behaviour

from zero to >90 mwd /kg burnup. While urania still represents the dominant fuel type, variants such as
fuels with additives, Gd-baring fuel and mixed oxide fuel receive increasing attention. It is therefore the aim
to gradually build up a data base similar to the one existing for standard urania fuel.

2.1 Degradation of UO therrnal conductivity2

and thermal behaviour of high burnup fuel

A good knowledge of the fuel temperature is fundamental for fuel behaviour modelling since most
properties and phenomena are temperature dependent. An accurate description of the temperature
distribution in a fuel rod is therefore required before other effects can be quantitatively defined.

For high bumup fuel, several effects with an influence on thermal performance have been identitled and
made the subject of experimental work. One of the most important phenomena in this regard k the
degradation of UO thermal conductivity. Others are the changes induced by the formation of a porous rim
and gap conductance as influenced by gap closure and fission gas release. These questions are addressed in
the Halden Project experimental programme in separate effects as well as integral behaviour studies
involving fuel with burnup from 50 to >90 mwd /kgUO .2

Conductivity degradation has been manifested both with simulatedI21 and in-reactor burnupDI and is now

generally accepted as an important phenomenon to be considered in modelling of high bumup fuel
behaviour. The Halden Project's fuel testing programme contains a number of experiments where
temperature measurements allow the conductivity degradation to be inferred. The evaluation of temperature

Pl ormulation for UO conductivity:changes with burnup has resulted in a modification of the MATPRO f 2

A= + 0.0132 e"8 #
0.I148 + 0.0035 B + 2.475 10"-(1 -0.00333 B) T

with temperature Tin C, burnup B in mwd /kg/UO and conductivity A in W/mK for fuel of 95% t.d.2

The modified formula is derived from in-pile data and therefore, in addition to the influence of fission 3

products entrained in the fuel matrix, accounts for all other irradiation dependent effects which may have
an influence on conductivity, i.e. microcracking, Frenkel defects and the formation of small fission gas
bubbles.

l

Application to re-instrumented commercialfuel with high burnup

Fuel retrieved from LWRs or other types of reactors can be fitted with instrumentation, e.g. fuel centreline
thermocouple, pressure' transducer and cladding elongation detector. The re-instrumentation technique is
well developed and has been applied to numerou; fuel segments related to bilateral and HRP joint
programme fuels testing. Relevant data from typical fuels with high bumup can thus be obtained without
several years of waiting time no.7nally required for bumup accumulation.

BWR fuel with a burnup of 59 mwd /kgUO has been re-instrumented and then irradiated in the Halden( 2

reactor with the objective to study the thermal, fission gas release, and PCMI performance. PIE of sibling
1
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fuel showed that a rim structure and a bonding layer had formed. The temperature data therefore reflect the

combined influences of high burnup effects mentioned above: conductivity degradation the thermal
resistance of the porous rim with a maximum bumup of about 150 mwd /kgU, the gap between pellet and
cladding, and eventually also fission gas release. The start-up temperature data are shown in Fig. I together
with a code prediction assuming:

a) conductivity degradation according to the
,

model given above,

b) periphery-peaked power and burnup distri- h '2" 2. 2 1

j+ fbution according to the TUBRNP
modell51, ( .p-

. . . I '
c) porosity d.istnbution with a max.imum at g+

the periphery and decreasing to densified y
* *fabrication porosity for local burnup < 70

mwd /kgU (developed rim structure),
C

c 6 6 :s 2: 25 ac

d) gap closure at the power achieved at the un .r n aw. <wwem)

end of BWR irradiation (12 kW/m). Fig i Temperatures measuredin high burnuptuelandcomparison wsth
Code Prediction using the modelfor conductinty degradation

With these assumptions, a very satisfactory
agreement between measured and calculated fuel temperatures can be obtained, confirming the validity of
the conductivity degradation model for commercial fuel.

Fission gas release during steady state operation eventually led
' '

to a 50% He / 50% FG mixture of gases in the fuel rod. However,
1200- Fission gas release this had little influence on gap conductance and fuel tempera-

during steady state $ tures as is evident from the data shown in Fig. 2. The up-ramp
. .

1000- - (before FGR) and the down-ramp (after FGR) are virtually iden-
tical and it can be concluded that the gap conductance of fuel

8
@ 800- g

- with high burnup is quite independent of the gas composition8
due to the tightly closed gap at power. This observation is con-

|
3 firmed by several other HBWR experiments where the fill gas '

600" can be exchanged in-pile through gas lines. An underestimation

g of gap wnductance at high burnup will lead to overprediction of |2

$400- fuel temperatures (stored energy) and fission gas release and

$ may thus severely impact safety assessments.
I
' 200- -s

2.2 Fission gas release

0 The release of fission gas from UO; fuel continues to be a
0 i0 20 30

subject of considerable interest. At high burnup, the release mayLHR, corr. (kW/m)
lead to rod overpressure and become a life-limiting factor. The

Tig. 2 Fuel temperature during a sequence of influence on fuel temperatures and stored energy via gap
Power increase, steady power with fission ga3 conductance has direct consequences for the assessment of core

reliability and safety during normal operation and transients.
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Fission gas releasefromfisels with di[ferent grain sice

In order to decrease fission gas release, fuels with large grains are being developed by vendors and tested

in the Halden reactor. Also the joint programme addresses the mitigating effect of grain size on fission gas
release with several experiments. For the one described below, fuel rods pre-irradiated in the HBWR were
re-instrumented with pressure transducers with the initial objective to investigate the influence of power
cycling operation on fission gas release. After establishing that power cycling did not cause enhanced
fission gas release at the associated burnup level (30 - 40 mwd /kgUO ), the irradiation continued normally2

to a bumup > 80 mwd /kgUO:.

The two rods DH and DK differ with respect to grain size (6 and 17 m) and gap size (200 and 360 pm).
Calculating fission gas release from the change in rod pressure showed that the characteristics of release
were different in the two rods. Whereas the release from rod DH with the small gap and small grain fuel
increased rather gradually with time, that in rod DK showed a greater sensitivity to irradiation conditions.
In panicular, it showed a rapid release of fission gas during the initial rise to power.

The in-pile data have been analysed using a simple ,so
fission gas release model based on single gas atom [[ '

lyf|tg|' jhgg f
q .

diffusion with re-solution from grain boundaries. The E 2o- i
'

#'predictions were benchmarked against the Halden !-

empirical FOR threshold and compate very e
E * ' ' ' " " ' " " " ' " " ' * " " ' " * " " ' " " '

favourably with the data as can be seen from Figs. 3 Predacted FGR * _ce :3 3nq
and 4. j #:F

,

j

The conclusion reached from this experiment and 5*
code comparison is that the characteristics of the jioH [*

* *fission gas release observed do reflect the differences
,

*
,

in rod design, namely, enhanced temperatures brought 'o io ao so ao so so 70 so so

about by the large as fabricated gap and large grain " " ^* ge seup tuweguo,)

size in rod DK compared with slightly lower Fig. 3 Predicted and measuredfission gas release (rod DH)
temperatures and smaller grain size in rod DH. Of the _ 30
two parameters studied in this experiment, the largest $e- i 'eq .

!Yeffect on FGR was induced by the difference in fuel- $ pf
1'

! to-clad gap. W 'o- |
o |

"The further irradiation is ofinterest in light of plans to 7 e e e g ,,,,,ig ga n ,,,, ,,,,,,,, ,,,,,,,,,,,,, y|
'

possibly achieve burnups of 100 mwd /kgU in Q Preuted FGR og
commercial power reactors for even better fuel j

, f,g% g , y

utilisation and waste reduction. The experiment has j zoy
the potential to reach such a burnup level and to

| ,o;(
e

dprovide valuable lead data both from the in-core
, ,

measurements and PIE. ?o io 23 50 ao so sc 7c so oc

Rod Average Burfeup (MWegUo,) |

Ftg. 4 Predicted and measuredfission gas release (rod DK)

!,

,
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2.3 Pellet - clad mechanical interaction

Standard fuel designs employ a gap between pellet and cladding of about 2% of the pellet diameter. The gap

closes gradually due to fuel swelling and cladding creep-down with the potential of increasing pellet-clad
mechanical interaction (PCMI) with increasing exposure. This may pose restrictions on reactor operation
with respect to rate and amount of power increases.

PCMI can be measured in-pile in two ways: with a diameter gauge moving along the length of a rod, and
with a cladding elongation detector. The latter can also be fitted to pre-irradiated segments from commercial
power reactor fuel rods. Cladding elongation data can be evaluated with respect to:

onset of PCMI and amount of interaction;+

relaxation behaviour at constant power:*

permanent elongation due to overstraining (plastic flow), creep and growth;+

ratcheting interaction in conjunction with cyclic power changes.*

The data of the following example are obtained from two 433 mm long re-instrumented PWR fuel rods with
a Gnal bumup of 37.5 mwd /kg UO (42.5 mwd /kgU)W. The rods, which differ with respect to fuel grain2

size (rod I: 8.5 m, rod 2: 22 m), have also been used for fission gas release studies not reported here. Fig.
5 depicts the cladding elongation during periods of steady state operation (normalised to a constant power

of 35 kW/m) for the entire time of irradiation. Several of the effects mentioned above can be identined:

$
, , , , , , , ,

.9- --

.8- - |

Rod 2
j%.7-- - . --

h .6- h
,

.5- V
Rod 1 --.4- ,

W .3- W --

~ V N
.

:
'

0 . . . . . . .

29 30 31 32 33 34 35 36 37 38

Burnup (mwd /kgUO ) |2

Fig 3 Cladding elongazion as steady state power of 3.9 kW/mfor a PWRfuel rod with medium burnup
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Ratcheting: The elongation peaks (especially visible for burnups > 33.5 mwd /kg UO ) are associated with2

shut-down/ start-up sequences. They indicate ratcheting, i.e. interaction onset during start-up occurs at
somewhat lower power than the release of interaction (loss of pellet-clad contact) during the preceding
power decrease. It appears that the small-grain fuel exhibits more ratcheting than the large-grain fuel.

Relaxation: The additional stress caused by racheting is relaxed by fuel creep within a few days. This is also
the case for the first start-up.

Permanent elongation: The general trend of the elongation vs. burnup data indicates irradiation induced
growth of the cladding. There are no obvious signs of plastic strain induced by the ratcheting elongation
peaks.

From the example above, it should be clear that cladding elongation data contain a wealth of information.
Gap closure, fuel-clad compliance and amount of PCMI are obvious subjects of analyses and data
interpretations. A number of other effects and properties have been evaluated over the years by means of
cladding elongation:

thermal energy stored in a fuel rod;+

thermal conductivity of the zirconium oxide layer on the waterside surface of a fuel rod;-

swelling of high burnup fuel with bonding between fuel and cladding+

loss of contact between fuel and cladding due to rod overpressure and creep-out (noise analysis);+

relative difference of creep properties of UO and MOX fuel.+

Only few fuel modelling codes try to include pellet-clad interaction in a non-simplistic way, and the
difficulties of modelling axial PCMI are recognised. But even without detailed model interpretation,
cladding elongation data can and should be valued for providing insight into various aspects of fuel
behaviour.

2.4 Cladding creep reversal and rod overpressure

Fission gas release at high burnup may result in the rod pressure exceeding the coolant pressure. A creep-
out of the cladding may then open the fuel-cladding gap and lead to increasing fuel temperatures and further,

j increased fission gas release. In order to assess the consequences to fuel integrity, the creep characteristics
'

of cladding material must be known.

Cladding creep data at high fluence in the presence of neutron flux were produced in the Halden reactor
under representative LWR conditions in a diameter measurement rig. A gas line connected to the cladding
tube enabled to change the rod inner pressure. In this way, several stress reversals were produced, and the

'

cladding creep was measured in-pile by a diameter gauge with a relative precision of 12 m. Unlike PIE
which only provides a single point. the results obtained show in a unique manner the development from
primary to secondary creep.

21 2The reaction of pre-irradiated BWR cladding material (fluence 6x10 n/cm , E > 1 MeV) to stress reversals
is shown in Fig. 6. The rod diameter changed in a stepwise manner whenever the applied stress was
changed. Fig. 6 also shows that inunediately following each stress change. although sometimes difficult to

\

|
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detect, primary creep occurred. These data hase provided insight in the reaction of cladding material to
changing stress conditions and the relation of primary and secondary creep to stress change and stress
level [61. They are used by Halden Project participants for modelling the creep-out behaviour at high burnup

as consequence of rod overpressure. A question posed before conducting the test was whether primary creep

would recur with every stress change. This was answered in a direct manner and the result has a bearing on
the modelling of cladding failure induced by power changes.

60 .

,'6
' '

1 ,2 3 4 , 5 7 8 9.
*

i i . . .

50- j g | | | :
-' '

^

! ! !8! ! f h. .40
0 | ; ;5 | | '

32o- P. ! | k, M. i v.
-

9
@'

.. ,

10- ; ; : | | | | |
-

!. ! ! ! | | |k I
i,

c on ' ' '
: : :

-

3 +-g | k. j j ja Dia. Gauge up
-o -104

H ~ . . . .
,o Dia. Gauge down, , , ,

-20- ' ' '' -

0 2000 A000 6000 8000 10000 12000 14000 16000

Full power hours, fph

Fig. 6 Creep response of cladding tube subjected to compressive and tensile stress.
The recurrence ofprimary creep can be noted-

A complementary test. in which a pre-irradiated PWR rod equipped with a fuel centreline thermocouple is
subjected to rod overpressure, was executed with the aim to determine the pressure beycnd which the fuel
temperature will increase due to clad creep-out. The fuel (burnup 55 mwd /kg) was re-instrumented with a
fuel thermocouple and a cladding elongation detector. The rod overpressure was controlled with a high
pressure gas supply system connected to the fuel rod with a gas line. This feature also allowed the exchange

of fill gas (HeoAr) during operation, hydraulic diameter measurements, and fission gas release analysis
by means of gamma spectroscopy. The latter was also used to assess the contribution of fissions from the
remaining U-235 and the Pu generated via conversion of U-238I73. The best agreement between the release-

to-birth ratio of the Kr and Xe isotopes was obtained when the U/Pu composition as measured by PIE of
sibling fuel was assumed for the fission yield. Unique temperature data in response to different levels of rod
overpressure have been obtained, and it was found that overpressure >l30 bar was required to produce
increasing fuel temperatures as a result of clad lift-off and gap opening.

!
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3. FUTURE ACTIVITIES RELATED TO FUEL PERFORMANCE INVESTIGATIONS

The demand for an economic and flexible, yet safe operation of nuclear power plants continues to pose
considerable challenges. The continuation of the Halden Reactor Project experimental programme in the
years 1999 - 2002 therfore focuses on the following issues related to fuel performance:

Fuel high bumup capabilities in normal operating conditions, aiming at providing fuel property data-

needed for design and licensing in the bumup range 60 - 100 mwd /kg. Both test fuel and re-
fabricated commercial fuels will be used, including Gd bearing and MOX fuels.

Fuel high burnup capabilities in safety transients, aiming at providing experimental complements to*

investigations conducted elsewhere on loss of coolant and reactivity initiated transients. Tests on
short-term dryout and possibly on power-coolant flow oscillations are also considered.

As before, the test execution will rely on experience with instrumentation, re-fabrication of irradiated fuel
and cladding, experimental rigs providing suitable conditions, and the input from participants regarding
issues and phenomena to be addressed as well as test implementation and execution details.
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ACHIEVEMENTS AND FURTHER PLANS FOR THE OECD HALDEN REACTOR PROJECT
MATERIALS PROGRAMME

T.M. Karlsen

Institutt for energiteknikk

OECD Halden Reactor Project

P.O. Box 173, N-175 i Halden. Norway

Tel. + 47 69212200. Fax: + 47 69212201

ABSRACT

The materials programme at Halden, in addition to cladding corrosion
studies, is aimed also at addressing the effects of operating conditions
and water chemistry variables on core materials behaviour, particularly
as related to reactor pressure vessel integrity and Irradiation Assisted
Stress Corrosion Cracking (IASCC). the materials degradation
phenomenon which affects the structural integrity of stainless steel and
nickel based components. The aim of the experimental work is to
improve the understanding of materials ageing processes, to demonstrate
the benefits of mitigation measures and to evaluate properties of
materials which been subjected to long in-reactor service. While a
number of the studies are performed in loops which simulate light water
reactor environments in terms of thermal-hydraulic, radiation and water
chemistry conditions. dry irradiation facilities are also utilised,
particularly in relation to studies aimed at determining the effects of
fluence on material integrity.

I. INTRODUCTION

The objectives of the activities in the materials programme are to improve the understanding of materials
ageing and degradation processes as well as to demonstrate methods designed to increase component
lifetime, all of which are of considerable importance as safety related issues. The focus is on in-reactor
experiments addressing core and vessel materials and, to this end, a range of different studies are being
conducted. Under the Irradiation Assisted Stress Corrosion Cracking (IASCC) test programme,
the IASCC susceptibility of stainless steels (and nickel base alloys), the effects of radiation and water
chemistry on IASCC. the quantification of crack growth rates as a function of stress intensity and the
benefits of mitigation measures such as HWC have been addressed. Under dry irradiation conditions, the
effects of fluence on the microstructual and mechanical properties of ferritic and austenitic reactor
intemals materials are being studied. !

Asnects of each of these areas of research are described in further detail in the sections which follow,
i

!

I
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2 IRRADIATION ASSISTED STRESS CORROSION CRACKING (IASCC) PROGRAMME

2.1 Crack Growth Studies

In the series of crack growth studies that have been performed at Halden to date, several objectives have
been addressed. The pur ise of the early studies was to develop specimens and instrumentation methods
that could be employed in monitoring the cracking behaviour of core component materials during
exposure in representative LWR (typically BWR) environments. By utilising instrumented specimens. the
impact of, for example, changes in water chemistry and / or applied stress intensity levels may be
monitored on-line during the course of irradiation. as opposed to relying on post irradiation examination
to determine behaviour. ,f

In the first investigations, the possibility O cT w i

of using wedge-loaded Double a cr%:

Cantilever Beam (DCB) specimens, e oce m s
instrumented for crack propagation to*
monitoring with the DC potential drop g
technique, as in-pile crack - growth E,

sensors was successfully demonstrated I a
and the benefits of hydrogen water e,g Ochemistry (HWC) in controlling eg,

cracking in both thermally and radiation j
Osensitised stainless steels were

confirmed. In a follow-on qualification a^study, instrumented, actively loaded iv<

DCB and miniaturised Compact Tension
(CT) specimens were developed for
crack growth versus stress intensity
experiments. The specimens were ,g

2 ae ze a2 34
smuennywn,, aoequipped with pressurised bellows 20 22

which enabled on-line control and
variation of applied load. Typical
examples of the crack growth rates Fig.1 Crack growth rates measured on CT
recorded in the specimens as a function and DCB specimens as afunction of stress
varying bellows pressure (stress intensity introduced with pressurised
intensity level) are presented in Fig.1. bellows.

Following successful qualification of the instrumentation and loading techniques required for the crack
growth studies, the second phase of the programme has addressed the feasibility of incorporating small
sections of irradiated material into the crack growth region of the miniaturised cts. The reconstitution
technique has opened up the possibility of studying the crack growth behaviour of materials retrieved
from irradiated structural components. Minimising the size of the test piece has advantages both in terms
of facilitating specimen preparation (reduced activity levels) and also in osercoming limitations related to
material availability (i.e. the amount of irradiated material required to produce the reconstituted cts is
minimal compared to the quantities that would be required to produce full-size cts (or DCBs)).

The main objectives of the phase two studies, which utilise bellows-loaded. instrumented cts with
irradiated inserts, are to produce reliable crack growth rate data for i Tadiated core component materials.
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The first of these investigations, which doubled as both a crack growth study and a feasibility study aimed ;

!at demonstrating the satisfactory performance of the reconstituted cts, was completed in May 1998 after
Iwo irradiation cycles (-200 full power days) in the Halden reactor,

The rig contained 4 specimens, each loaded with bellows and instrumented for crack growth monitoring
with the DC potential drop method. Irradiated material, in the form of a disc or a square (Fig. 2), was ,

electron beam (EB) welded into the crack growth region of each CT. Discs were prepared from a 304 SS {

control blade handle (Duence 9 x 1021 n/cm ), a 347 SS tensile specimen (fluence 1.1 x 10212 2n/cm ) and
2from a solution annealed 3(M SS DCB (Guence 0.82 x 1021 n/cm ) which had been used in one of the

earlier IASCC studies at Halden. An irradiated " square" was also prepared from the solution annealed j

304 SS DCB.
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During irradiation, the specimens were . Li',,,,

loaded to stress intensities ranging from . L72,
16 to 22 MPaVm and crack growth rates . Li',,,
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The test rig for the second of the phase two crack growth studies, which will be loaded at the beginning of
1999, also contains 4 reconsituted CT specimens (Fig. 4), each equipped with bellows and instrumented
for crack growth monitoring with the DC potential drop method. Two of the test specimens are prepared

2 2from 347 SS top guide material (fluence of ~1.5 x 10 ' n/cm ) from the Wurgassen nuclear power plant.
One of the specimens is prepared from the high (~9x10F n/cm ) 304 SS control blade handle material and2

2 2the fourth specimen, with a fluence of 0.9 x 10 ' n/cm is prepared from 316NG.
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The matrix outlined above will:
provide additional crack growth rate data on the high fluence control blade handle material.

enable comparison of the cracking behaviour of different materials (316 NG vs 347 SS) with similare

fluence levels
allow reproducibility in cracking behaviour to be determined by comparing the crack growth rates ,

e

exhibited in two specimens prepared from 347 SS.
.

As in the preceding study, stress intensity levels in the range 15-20 MPaVm will be employed in the
investigation and crack growth rates in the specimens will be measured under both NWC and HWC
conditions.

Future Plans

The future experimental programme will continue to address the effects of typical BWR conditions on
cracking behaviour in reconstituted cts, with the studies aimed specifically at generating crack growth
rate data over long time intervals, focusing, in particular, on materials with high fluence lesels

2 2(> 6 x 10 ' n/cm ). Future studies will also be aimed at determining if IASCC countermeasures, such as
the introduction of HWC in BWRs, still remain effective for high dose materials representative of those
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found in older plants. The benefits of noble metal or other coatings in enhancing the effects of hydrogen
additions are also to be addressed. Finally, an experimental series devoted to measuring crack growth
rates in core structural materials representative of those found in PWRs, where higher end-of-life fluences |
are reached has been initiated.

2.2 Crack Initiation Studies

In a crack initiation study, the effects of
fluence and stress on the initiation of j ' U,0" -
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Future Plans

in addition to the pressurised tube geometry for crack initiation studies, alternative crack initiation
specimens are being developed in collaboration with participants. The geometry, coupled with self-
contained loading units and in-situ failure detectors, would make the arrangement suitable for installation
also in commercial plants as a surveillance unit, since no pressure boundary penetrations are required.

3. DRY IRRADIATION PROGRAMMES

Together with the test programmes dedicated to studying the crack growth and crack initiation behaviour
of core component materials, a series of dry irradiation programmes are also conducted in the Halden
reactor. in this area, the test materials are represented by both core structural and reactor pressure vessel
(RPV) materials. The test specimens, which take the form of, for example, TEM foils, Charpy, Tensile
and / or CT specimens, are enclosed in capsules designed so as to meet specified temperature
requirements and suitable reactor positions as selected so as to achieve the desired thermal and fast
neutron flux conditions for the individual studies. Thermocouples inserted in the irradiation capsules may
be used to record specimen temperatures and flux wire monitors are used in determining thermal and fast
neutron fluence.

3.1 Irradiation of Reacter Pressure Vessel Materials

Neutron embrittlement effects on pressure vessel materials remain a safety issue which, traditionally is
assessed on the basis of testing Charpy-type specimens irradiated as part of surveillance programmes.
While limited material availability is being resolved through reconstitution techniques and miniaturisation
of test specimens, further experimental verification is required in order to establish correlations between
data from specimens with subsize and standard geometry. This is af importance in relation to the
establishment of fracture toughness data and in assessments of the . : cts of pressure vessel annealing
and subsequent re-embrittlement.

In a study which is scheduled to commence shortly, a number of standard Charpy V notch specimens,
prepared from a typical WWER-440 weld material, are to be irradiated in dry conditions in the Halden
reactor. The test. which is being conducted in co-operation with a participant, is aimed at complementing
an IAEA round robin exercise on pressure vessel ageing. After the first irradiation phase, a number of the
specimens are to be shipped to a specialised laboratory for mechanical testing, and the remainder will be
annealed and re-irradiated before finally being discharged. The main objectives of the programme will be
to study the effects of irradiation embrittlement, post irradiation annealing recovery and post-annealing
re-embrittlement on material toughness.

Future Plans

For future experimental work in this area, it is anticipated that co-operation in international programmes
in support of correlating data measured with Charpy specimens of varying size will continue. It is
envisaged that the Project may contribute by providing irradiation at representative temperature ano flux
conditions in the Halden reactor, while collaborative arrangements for mechanical testing are establis.. ,d
with participating organisations.
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3.2 Irradiation of Model Austenitic Stainless Steels

In the case of dry irradiation of austenitic and Inconel structural materials, the objectives are to
systematically evaluate the effects of variants such as chemical composition, heat or mechanical treatment
on the irradiated material characteristics. The results from these studies, too, are of considerable
importance in gaining a better understanding of the key factors affecting degradation of reactor
components. In one such investigation, conducted in collaboration with Argonne National Laboratory and
sponsored by the USNRC, the objective is to study, in a systematic manner, the effect of fluence on the
microstructural and mechanical properties of austenitic stainless steels. In the investigation, a total of %
Slow Strain Rate Tensile (SSRT) and 24 Compact Tension Fracture Toughness (CTFT) specimens,
prepared from 27 model austenitic stainless steels (22 Type 304,3 Type 316 and 2 Type 348) are being
irradiated (under dry conditions) to three different fluence levels in the Halden reactor.

Discharged specimens are shipped to Argonne National Laboratory where post irradiation
characterisation is undertaken. To date, half of the specimens (with low (0.4 x 10 ' n/cm ) and medium2 2

2 2
~1,0 x 10 ' n/cm ) fluence accumulation) have been discharged. SSRT tests in high temperature BWR
water (with 8 ppm oxygen) have been performed on the low fluence specimens and the fracture surfaces
have been characterised by SEM (1,2), Testing of the medium fluence samples is in progress and the
remaining 48 SSRT and 12 CTFT specimens are being irradiated to a higher fluence (2.5 x 10 ' n/cm ).2 2

The final results, from all the tests, will be used to establish a database on susceptibility to IASCC, crack
growth rate and fracture toughness of the irradiated materials. The data will also be used in conjunction
with results of investigations on service-degraded LWR core internals in order to identify mechanisms of
IASCC and to establish a method for evaluating the long-term structural integrity of core intemal
components.

Future Mans

A phase two dry irradiation programme is planned, aimed at further elucidation of the more recent
findings obtained through examination of core component materials retrieved from operating reactors.
The test materials to be studied in the second programme include alloy types 304,304L,316 and A690,
again in the form of SSRT and CTFT specimens. The main objectives of the phase two programme will
be to

continue the process of identifying key impurities and fabrication factors influencing IASCCe

* confirm the IASCC resistance of selected heats of material
evaluate core-intemal weld performancee

obtain a crack growth rate data base for austenitic steels and Alloy 690e

Loading is scheduled for 1999 and the specimens will be irradiated under dry conditions to a fluence of
1.2 x 10 ' n/cm ,2 2
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ABSTRACT

The OECD Halden Reactor Project is a joint undenaking of nuclear organisations in 20 countries
sponsoring a jointly financed research programme under the auspices of the OECD - Nuclear Energy
Agency. The organisations participating to the Project represents a complete cross-section of the nuclear
community, including regulatory bodies, vendors, utilities and R&D organisations. The programme is
renewed every third year. The three main research areas at the Halden Project are : Fuels, Materials and
Man-Machine Systems (MMS).

The research and development efforts in the MMS area were initiated on the basis of the experience
gained through the Halden reactor dynamics experiments and the use of in-core instrumentation. Initially,
effons were spent on practical demonstrations of advanced concepts for closed loop control and core

,

|power distributions. Plant load-follow control were later successfully demonstrated on the Halden
reactor. The Halden Project has since 1970, through international to-operation, successfully conducted
research and development in areas related to control room systems, technology development as well as
human factors. Since 1983 the work has utilised the experimental control room HAMMLAB linked to a

; full scope PWR simulator. A process is soon completed to provide this facility with new full scope
j simulators for BWR, PWR and VVER reactors, complemented with a Vinual Reality laboratory.

The programme has in later periods addressed the research needs of the nuclear industry in connection
with introduction of digital I & C systems in NPPs and it has provided information supponing design and
licensing of upgraded, computer-based control room systems, and demonstrated the benefits of such
systems through test and evaluation experiments in HAMMLAB and in pilot installations in NPPs.

This paper describes the facilities used for the MMS research at the Halden Project followed by an
overview of some recent achievements in the four main areas of research: human factors research,
experimental control rooms, plant surveillance and operations systems and enhancement and assessment
ofsystem quality.
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FACluTIES

HAMMLAB

: The Halden Man-Machine Laboratory, HAMMLAB, was established in 1983 in order to serve as the
main environment for performing realistic experiments _within the MMS research area. Since its
establishment, HAMMLAB has been the experimental focal point of the research within Human Factors,
as well as the main test bed for computerised operator support systems being d veloped both at the
Halden Project and at members organisations.

The NORS full-scope simulator has since the establishment of HAMMLAB been the laboratory's
simulator basis. NORS is based on the Loviisa nuclear power plant in Finland.

The facility has three major functions:

process operation - in the control room - is where operators (test subjects) are monitoring ande

controlling the NORS process in normal and disturbed plant conditions,

experimentation - in the experimenters gallery - is where the experimenters set up, monitors ande

control the experiments, and where a database is collected during experiments consisting of human
performance measurements as well data from the control room operation and the process itself,

evaluation - in the experimenters gallery - where the experimenters analyse results from the+

experiments by means of various techniques and statistical packages.

HAMMLAB has undergone major upgrades and improvements since 1983, the last major one being
performed in 1996 (1) with the introduction of a new unified human-machine interface and a new control
room set-up. The upgrades have panly been made to support the Halden Project's research programmes,
panly due to specific requirements set forth in bilateral funded experiments and studies.

|
HAMMLAB AS OF 1998

The studies being performed in HAMMLAB are of different size and complexity, ranging from large
scale human factors experiments to small scale studies and tests. Due to this, the requirements to the
laboratory vary a lot, and a flexible infrastructure is a necessity. The current control room is equipped
with two operator stations and one supervisor station, as indicated in Fig.1. All stations are situated ca
desks having wheels in order to ease shuffling around and varying the degree of compactness of the
control room. In this way it is rather easy to restructure the control room for one or more operators.
Another key issue is that all information is available on all screens, thus allowing for tests using single
operators and few screens, or full shift crew.

The latest device introduced in HAMMLAB is a large interactive overview display, see also Fig.1. Such
devices are now being introduced in many control rooms for complex processes and it is a defined need
to investigate what the content should be on such overview displays and what makes it a common
reference point for the whole operating crew. ;

The canying through of a large human factors experiment requires careful preparation prior to the actual
execution. of the experiment, and a large period for data analysis after the experirnental execution. The j
data collection phase, i.e. the actual execution of the experiment, requires the availability of advanced I

data recording equipment. Audio and video recorders, eye movement tracking devices, computerised data
logs of various kinds, are heavily used in addition to questionnaires and on-line expert commenting.
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|
HAMMLAB of today provides the experimenters with advanced data recording equipment and
everything is configured and operated from a specially designed experimenters' gallery. Fig. 2 shows a
picture of the experimenters' gallery where the human factors experts carefully follow what is going on
in the HAMMLAB control room.

j. ' N . -- A -
.

" ~

e.g.x.sk -
wrc y e - + r+en a a; - Ma.,. ..

- N$h _;- [' 32) di~eem%-
i h E I~ ] ? ,' i. N: s i = f M it F~e g g. 42

__ _=-3 . m .r>xt -w

ggj~ :TI2Tfhjj

f> }:g J \'ll M i q~\t3
-

.. w- ~ .

w ,.- -.
. - .

.c
,

,. ~
,

i
.a.

Fig.1 The 1998 HAMMLAB ControlRoom

-:p ,c. *:: w;~" ^ _ 3; 7pgg <. y,

~y ,. . - ..e

E' ~ ;
'

. . ._ ..
" ' g- _ _- y y _.-

, I ;
. |1 - |||]|!-

* **
.[

Sr
-

SiD L'
.y e .

_

- 4 . !

7 o a/' -
' ' M . _,g is ~l.

,

~

,
1r - L NNs

.

* -

%',*
. .

'l

Fig. 2 The Experimenter's Gallery ofHAMMLAB

215

_



HALDEN VIRTUAL REALITY CENTRE (HVRC)

Virtual Reality (VR) is an exciting new technology with many possible applications. VR has been
defined by (2) as "A computer system used to create an artificial world in which the user has the
impression of being in that world and with the ability to navigate through the world and manipulate
objects in the world" Users of VR today reside in simulation, telerobotics, medicine, architecture, and
entertainment and many other areas.

HVRC is a new complementary extension to HAMMLAB. The activities in the VR-centre are connected
to on-going research at the Halden Project, but mostly to deselopment projects for the industry such as
nuclear, oil production. maritime, air-traffic control and process control. The VR-centre expands the
possibilities to develop and evaluate new systems and methods for HMI. VR is being used to guide
designers and inspectors in cost effective control centre design development and evaluation (Human
Factors V&V); and to develop computerised training tools for outage maintenance and operational tasks.

Virtual Mock-Up's: VR as an engineering tool when modernising control rooms

As to-days control rooms needs upgrading from technological reasons there is now an opportunity to
initiate the redesign by applying VR-technology. Our product is a "Vinual mock-up" where the end-users
(the operators), engineers and managers with assistance of human factors specialists - together can
formulate the optimal solution for their new control room. The possibility to actually " walk inside" the
planned control room - and consider, modify, try out, discuss, agree on the location of desks, keyboards,
CRTs and control boards with their instruments - from every angle and position before any design
decision has been made - is a tremendous advantage. The final output from this exercise is a set of CAD
drawings to the vendor actually building the control room.

The Halden Project is using this approach in several redesign projects for Swedish nuclear control rooms
(3).
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HUMAN FACTORS RESEARCH

The work on humanfactors research aims at providing knowledge about the capabilities and limitations
of the human operator in a computerised control room environment. Understanding the impact of new
technology on the role and performance of operating personnel is crucial in decision making concerning
safety of nuclear power plants.

Experiments are carried out to assess operator performance in varying plant conditions and in presence of
various support systems. Important issues which are addressed include mechanisms affecting human
error and methods for its prediction; effects of alarm processing and presentation; effects of level of
automation on operator performance as well as studies of operator performance at night.

At the Halden Project this understanding is accomplished through a combination of activities addressing
operators cognition and information processing methods in various control room work situations,
function and task allocation methods and test and evaluation of advanced support systems. In addition to
providing knowledge about human performance, the program also gives results on the new methods and
measures for studying human performance.

The program is divided in three activities: i) operator cognition and information processing, ii) test and
evaluation and iii) methodological development

STUDIES OF OPERATOR COGNITION AND INFORMATION PROCESSING

Human Error

The aim of the activities on human error analysis project (HEAP) is to provide improved understanding
of how operators diagnose disturbances and to identify potential errors or inefficiencies which may occur
in the diagnostic process. The long term goals are to produce practical knowledge for system and man-
machine interface design and to achieve better modelling of cognitive errors for representation in
probabilistic safety analysis.

|
A series of pilot studies and one major experiment have been performed to find a reliable and valid
methodology to investigate human error in a control room setting. Practical insights from these studies
can be found in (4) and relates to i) diagnostic strategies and styles that have been observed in single
operator and team based studies; ii) the qualitative aspects of the key operators support systems, namely i

MMI interface, alarms, training and procedures, that have affected the outcome of diagnosis; and iii) the I

overall success rates of diagnosis and the error types that have been observed in the various studies. |

Complexity Profiling

The human error project has for some time been investigating what makes certain fault scenarios difficult
|

fo'r operators. One line of research has been to develop a questionnaire to measure diagnostic complexity.

Another line was a literature review and analyses of two questionnaire studies. The literature review was
chosen to find out the factors or components thought to contribute to difficulty in diagnosis and problem-
solving. Two experimental studies of complexity were carried out using two versions of a questionnaire
based on the review. The studies were simulator based, using scenarios designed to be challenging and
using PWR reactor staff.

1
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The main goal was to identify dimensions of complexity and to study the relation between complexity
and operator behaviour. The preliminary results indicate that further developments of the measures have

!
potential for enhancing the understanding of complexity and how it is related to operator performance. '

Error Recovery

One of the issues addressed by the current set of experiments is the question of detection and recovery of j
erroneous actions in the situation where they actually take place. Since detection clearly is a prerequisite |
for recovery, the experiments will in the first instance consider how well people are able to detect the !
erroneous actions they make and how the level of detection depends on the circumstances or conditions.
such as interface, team, workload, etc. This also suggests that a possible objective for the next
experiment is to study the conditions for recovery, as well as in more detail the specific circumstances
that can facilitate detection.

Error Mode Prediction (CREAM - Cognitive Reliability and Error Analysis Method)

The main purpose of the first main HEAP experiment (autumn 1996) was to develop a method for i

predicting performance failures, specifically the error modes that can be expected for a specific task. {
CREAM (Cognitive Reliability and Error Analysis Method) takes as input a detailed task description of a
set of scenarios for an experiment. This description is analysed to characterise the nature of the |

individual task steps, as well as the conditions under which they must be carried out. Each task step is
examined using a systematic classification scheme of possible error modes, and the likely error modes
are identified. This gives a qualitative prediction of the possibilities for erroneous actions in a given task.

|

The 1997 Experiment further refined this method of prediction, which is a variation of the basic method )
of CREAM. OPAS (see below) was used as a main source for both the predictions of error modes and for '

analyses of the observed errors during the experiment.

Human Centred Automation

Professor Sheridan has in (5) said: "It has become evident that humans, when put in the role of monitor,
supervisor and automation back-up in case of failure, may not perform. Humans become bored and un- '

alett during the long period when the automation does work. They may loose track of what the
automation is doing or what surrounding circumstances are. They may not understand what the
implications of what they may have asked the automation to do and even forget which mode they have set
the automation in. As the automation becomes more sophisticated the human's mental model may be
insufficiently accurate to make the necessary inferences or predictions, such that anticipating what to do
becomes difficult or impossible.

A typical solution is to say: allocatefunctions to the human the tasks best suited to the human, allocating
to the automation the tasks best suited to it. This is easy to say, but not so easy to do."

At the Project it is acknowledged that the role of the operating crew is either intentionally or
unintentionally created by the system design process. However, it is very little empirical data about the
effects of different trade-offs of function and task allocation on the performance of control room crews.
The Project are about to study the effect of different task allocation methods in particular with respect to
analysing and presenting plant automatics.

A pilot experiment for HCA has recently been carried out. The main purpose was to develop and test
specific performance indicators for studies of human-centred automation. Specific measures of
performance are supposed to reveal the quality of performance on particular variables under

218



investigation. General performance measures are on the other hand valid under any operating situation,
and relevant in all studies.

The specific indicators developed within the HCA-project were measures of trust, control room
attribution, and self-knowledge. These measures are believed to be especially sensitive to experimental
manipulations of automation, and they will supplement existing general instruments for estimation of
situation awareness, workload, operator performance, and plant performance (see below).

TEST AND EVALUATION

The experimental evaluation of Computerised Operator Support Systems (COSSs) and MMIs developed
at the Project has been the basis for the human factors work at Halden. The setting for this
experimentation is HAMMLAB.

Over the years a well-established infra-structure and methodology for performing evaluation experiments
of new operator aids and man-machine interfaces has been developed. Both operators from the Halden
Reactor and operators from the Loviisa NPP in Finland take part as test subjects in these experiments. A
variety of data can be collected during the experimental sessions: video and audio recordings of the
activities in the control room, logs of all interactions between the operators and the simulator (displays
used, control actions performed, etc.) as well as logs of critical process parameters of relevance for
judging the performance of the operating crew during a particular transient. In addition, operator
interviews, questionnaires, debriefing sessions, verbal protocols, etc. are utilised to extract additional
information for the later analysis of the experiments.

The experiments performed are of different types. Some focus on providing direct design feedback to a
specific system, while other experiments aim at providing more general knowledge for use in defining
technical bases for system design and evaluation.

In addition to evaluating the final systems, there is also need for evaluations at different stages of system
development to provide early feedback on the quality of certain system features. The process is therefore
often iterative, running through a series of experiments on a particular system, each contributing to a
better design and an improved final system.

Over the years a number of COSSs have been evaluated in HAMMLAB, (6,7). Over the last few years,
work has focused on alarm systems, staffing level and night-shift work.

Alarm Systems

The need to improve alarm systems beyond the single set-point, single alarm approach has led to the
development of different kinds of new alarm systems for the nuclear industry. At the Project, both a ,

computerised alarm system toolbox - COAST (8), and a special application for HAMMLAB - CASH (9)
became operational during early 1996. In 1996 CASH was used as a vehicle to carry out studies of alarm
system concepts.

The purpose of the CASH evaluation program has been to test the impact of different types of alarm |
display, and different levels of alarm reduction, on operator and plant performance. Results from the |

study indicate that the operators preferred maximum alarm reduction and alarm displays, including tiles. |
message lists and alarms integrated into process monitoring formats. |

| Objective effects on operator and plant performance were reflected in interactions between display type, )
alarm reduction, and the availability of suppressed alarms. The main interpretations of these results are 1) |
the surface structure of alarm systems does not affect overall human and system performance, 2) |

I
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operators in advanced control rooms use the alarm system for limited purposes, and 3) systematic
training and testing with attemative alarm systems in HAMMLAB, compensated the natural superiority
of alarm systems familiar to the operators.

Staffing Level

The " Study of Control Room Crew Staffing for Advanced Passive Reactor Plants" was the largest test
and evaluation project carried out by the Project in the 1994-96 time frame. It was a bilateral project done
for USNRC (10).

Differences in the ways vendors expect the control room staff to interact with evolutionary or advanced
plants may require reconsideration of the minimum shift staffing requirements set in today's federal
regulations. This research project evaluated the impact of various level of staffing on team performance.
The purpose was to contribute to the understanding of potential safety issues and to provide data to
develop design review guidance. -

The study was conducted both at the Loviisa NPP and at HAMMLAB. Loviisa served as the
conventional plant while HAMMLAB served as the advanced plant. Data were collected from eight
crews during a range of design basis scenarios, each crew serving in either a normal or minimum staffing
configuration.

Results show that crews in the conventional plant experience less workload than crews in the advanced
plant, and that minimum sized crew experience more workload than normal crews. The increased
workload did not exceed the threshold beyond which performance degradation occurred as situation
awareness, teamwork, and task performance demonstrated in the advanced plant were significantly better
or higher for these measures than in the conventional plant.

Night-shift Work

Human performance is known to be greatly affected by variation in work cycles. Studies of shift-work
have identified numerous incidents of peaks and troughs in human performance, in which human are at
their best and worst. However, little is known how variations and work-time influences operator
cognitive performance. Therefore studies of operator performance at night will be undertaken at the
Project. These studies focus on the types of operator information processing and cognitive activities
which are affected by the time of day. Experience gained from the experiments will constitute a basis for
possible optimisation of shift-work and for modification of the man-machine interface, procedures or
other relevant means.

Development of Technical Bases for Guideline Formulation

While guidelines for design and evaluation of control rooms using conventional man-machine interfaces
are in general available today, the basic knowledge required for design and evaluation of computer-based
control rooms needs to be further developed. Existing guidelines for computer-based systems mainly
address the questions of how to present information (symbols, colours, font size, etc.), while little
guidance is given on which information is important, and how process control should be executed in an
efficient manner. Thus, existing guidelines for evaluation of computer-driven human-machine interfaces
and digital based control rooms are incomplete. System and control room developers as well as
organisations evaluating and licensing human-machine interfaces are therefore in need for guidelines in
this field.
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A major objective of the human factors research at the Halden Project is to provide experimental data
which can contribute to formulation of guidelines for design and evaluation of computer-driven man-
machine interfaces. A considerable part of the experiments in HAMMLAB are thus focusing on generic
issues in connection with operator performance in an advanced control room environment. A key issue in
this work is to find a suitable format for describing the generic results such that they easily can be
applied by member organisations in formulation of their guidelines. Presently, the Project is preparing
" lessons learned" reports from the evaluation experiments performed at Halden where emphasis is placed
on making the information relevant for guideline formulation available in a structured and easily
accessible way.

METHODOLOGICAL DEVELOPMENT

Eye-movement Tracking Measurements

Eye movement tracking measurement techniques have demonstrated the possibility of better studying
operator cognitive activities and information processing. Studies in connection with the human error
project have proved the usefulness in clarifying degraded verbalisation during period of greatest interest
to researchers. A tool called EYECON has been developed by the Project to assist in analysing the
enormous amount of data collected from the ETM measurements. Continued research with this

| technology is envisaged as part of the studies focusing on cognitive aspects of the operator.

Situation Awareness

The situation awareness measurement technique (11) is an objective measure for studying how specific
support systems assist the operator in maintaining an understanding of the status and behaviour of the
nuclear plant process, especially in those case where the aim is to enhance the operator's mental
representation and awareness of the process. This measure has been applied successfully in a number of
studies, for example in the above mentioned staffing level project. Continued research with this measure
will be used to determine whether individual crew rnembers' situation awareness are differently
developed and maintained and how shared situation awareness develops and is communicated among
team members.

VISA-VisualIndication of Situation Awareness

Work with a new continuous measures of situation awareness has recently been a central activity. The
objective has been to identify advantages and disadvantages of a new measure compared to previous
measures that required interruptions during the mn of a scenario. The new measure takes scores from
predefined areas of interest critical for solving the scenarios. The areas are scored from the eye-
movement video.

Additional work is required before the measures can be validated and this will continue during upcoming
HAMMLAB experiments.

Workload

There is a need to understand the effects of workload on operator performance. Studies of workload are
carried out by collecting data in the control room environment, specifically the program consider the
suitability of different metrics to measure subjective workload, effects of workload transition (under- and
overload) on operator performance, and the interaction with and mediation of other subjective measures
of operator performance (e.g. situation awareness, verbal protocols, time and accuracy analysis). |
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Operator Performance Assessment System (OPAS)

Systematic experiments in HAMMLAB put special demands on operat(n performance measurement.
Performance scores have to be comparable across scenarios and sensitive to a wide range of operator
competence levels. The measure should be reliable and robust, should account for team performance as
well as single operator perfonnance, and be efficient in use. It is funhermore desirable that the measure
complies with established norms for human performance measurement regarding reliability, validity,

'
sensitivity, non-intrusiveness, etc. The Project has therefore actively been developing an approach based
on the prescription of optimal solutions to scenarios, based on discussion with process expens.

''or each scenario, the expert solutions are represented hierarchically in a diagrammatic form. Operator
|

a.tivities are classified and weighted according to their importance. During the experirnent, the process J

expert registers operator activities in real time, concurrent with operator performance. After the study a |
performance index is calculated estimating the discrepancy between the expert analysis and operator
solutions to the scenarios.

In 1997 the Project ana'ysed OPAS data collected during the 1996 alarm experiment and the 1997
HEAP /HCA experiment. The results show a good consistency among the activity types defmed by the
system, and a moderate relationship with plant performance. This relationship is strongly modified by
scenario effects, but it is not yet clear which aspects of the scenario influence the degree of association,
and the direction of the correlation between operator and plant performance. The OPAS measure has
good variability, and only a few ceiling effects in very simple scenarios with professional operators from i

the Loviisa power plant have been observed. As yet no floor effects have been detected.

During 1997 an extended version of OPAS was tested for single operators. Besides objective features of
operator performance (e.g. operations and detection) this version also included cognitive aspects of
performance. Results so far indicate that cognitive components are high'y correlated with behavioural
components of the system. It should be noted that an increased number of sub-activities in the system
may set the reliability and general quality of real time scoring at risk. Explicit scoring criteria for specific
cognitive processes were hard to develop. These results generalise to HBWR operators with limited
training in HAMMLAB, and should not impede similar studies with professional PWR operators.

Plant Performance Assessment System (PPAS)

A method for analysing plant performance measures has been developed and applied to data collected
from crews participating in experiments. The performance of the crew is compared to an optimal control
model developed for the scenario and afterwards a data analysis technique is applied. The applicability of
PPAS is promising, and it might be an imponant additional measure based on real plant measures to
evaluate the quality of the crew performance.

EXPERIMENTAL CONTROL ROOMS
1

The work on experimental control rooms investigates how modem technology can be taken into use to
improve plant safety and efficiency. Here, experimental, but still realistic control room prototypes are
built and evaluated providing useful results which can be used when upgrading existing control rooms.
An imponant part of the pro 'rammr, is directed at Information Presentation Methods where issues related
to navigation, process overv; w displays, and new forms for alarm displays are investigated.
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NAVIGATION

Use of computerised. systems in the CR have resulted in increasingly complex and sophisticated
workstations. Typically in such environments the control system requires operators to work with
computerised systems for monitoring and control of the process.

This introduces the important requirement for operators to both orientate themselves within the
workspace and be able to move around in it in order to locate information. These aspects become crucial
where integration of information across different displays must take place. Whilst computerisation allows
presentation of greater amounts of information in more sophisticated ways than ever before, it has also
increased the potential to negatively affect operator performance. This is due to the introduction of
navigation problems to the system. As upgrading of traditional and hybrid control rooms occurs issues of '

navigation and its impact on operator performance will be increasingly imponant.

Navigation itself is concerned with the determination of ones position in, and the movement through, a
space. This space can be a physical, a process space (mimics), or information space (network). In
computerised control rooms navigation in its simplest form is related to two crucial aspects of operator
performance.

The first is maintaining or establishing awareness of the operator's position within the network ofe

computerised displays.

Second is the case and efficiency with which an operator is able to travel around within the network.o

At the Project a program is under way including research issues such as:

The perceptual and cognitive aspects underpinning operators' awareness of their orientation in, ande

navigation through work spaces.

Appropriate methods for representation of work space itself in order to better suppon operators*

navigating through it.

The development of metrics for the evaluation of navigation, both in restricted experimental settingse

and more sophisticated simulator environments.

Methods for evaluation and comparison of design alternatives.*

The development of guidelines on navigation for designers of HMI systems.e

LARGE OVERVIEW DISPLAYS

One of the most discussed features for evolutionary and new control rooms are so-called large overview
displays, one of the first examples of such a design came from Combustion Engineering through their
IPSO (Integrated Process Status Overview) display. The idea is to integrate information which is
normally found distributed around in the conventional control room on one permanently displayed
picture where it is clearly visible to varying distances in the control room.

Project staff has designed a so-called integrated large overview display where the idea is to suppon rapid
assessment of the plant status and dynamics by a representation of the whole process. The displays is
shared by the control room staff and is a strong suppon for co-ordination. The layout and content of the
display are context dependant to match the changing operators' needs and tasks. Centred around mimic
diagrams, it combines different graphical features to suppon an efficient control of the complex process.
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Configurable elements and an original alarm presentation suppon clear and rapid identification of
disturbances.

ALARM DISPLAYS

CASH LComputerised Alarm System for liAMMLAB) is the newly implemented alarm system for
HAMMLAB. It includes several advanced alarm handling features, such as extensive alarm structuring
feasibility's and an efficient man-machine interface, aiming to reduce operator workload during plant
disturbances. CASH provides two levels of presentation. At the top level, alarms are presented on the
above mentioned plant-wide, high-level, system paced overview display. Here alarm information is
integrated with process information rather than in a self-standing independent display.

The second level provides alarm details in detailed, totally user-controlled displays, both integrated in the
NORS operating displays and in CASH selective displays. In the selective displays, which can be called
up upon request from the top-field, the operator is able to look at alarms suppressed from the overview
and he has access to a variety of alarm lists. By enabling a combination of the " radio-buttons" he can
build the alarm list he nece, for the present situation. The I/O buttons located at the bottom of the screen,
enables the operator to access funher information, such as trend diagrams.

PLANT SURVEILLANCE AND SUPPORT SYSTEMS

The activities on plant surveillance and operations systems investigates the potentials for improved plant
operation through implementation of new methods and systems for plant surveillance. A common goal
for both the human factors work and the systems work at the Project is to develop and test reliable and
effective human-computer interfaces which can ensure operator awareness of both emerging plant
situations and plant operating states. The work addresses questions related to operator tasks such as fault
detection, diagnosis, prognosis and procedure implementation. One emphasis is the development and
tests of actual surveillance systems, another is developing human-machine interface design proposals.

SIGNAL VAllDATION

The surveillance and control task of any industrial plant is based on readings of a set of sensors. It is
essential that the output from these sensors are reliable since they provide the only objective information
about the state of the process. The signal validation task confirms whether sensors are functioning
properly.

A method for transient and steady state on-line signal validation has been developed at the Project using
artificial neural nets and fuzzy logic pattern recognition. The method has been successfully tested on
simulated scenarios covering the whole range of PWR operational conditions. Data was provided by
EDF, France (12).

The neuro-fuzzy model has been implemented in a client / server software system under Windows NT.
The system is called PEANO.

COMPUTERISED PROCEDURES |
1

Procedures are important tools both operation and maintenance of a power plants. A software system for
electronic handling of all types of procedures is under development at the Project. Mainstream

3

technologies are applied in the implementation. |

,

1
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The procedure is represented using XML (a standard from the World Wide Web consortium). It gives
suppon for end-user configurable procedure models. The XML format is automatically converted to
HTML format. Using HTML format for procedure presentation enables use of standard web-server and
web-browser products for this purpose. Stylesheets are used for tuning the procedure presentation on a
per procedure model basis. Hyperlinks to other plant documents can easily be integrated.

The on-line application COPMA-III is running under the web-browser and offers functions for: login
registration of end users, presenting a list of available procedures, retrieval and presentation of procedure
documents with table of contents overview and functions for navigation between execution units
(instructions) in the procedures.

Several users may log-in to different COPMA-III clients and co-operate in the execution of a multi-agent
procedure. A procedure may also include third party software components (e.g. ActiveX or Java applets).
Such componenets may for example provide a vendor specific interface to process equipment

ACCIDENT PREVENTION AND MANAGEMENT

The Project is carrying out a research progrrnme on computerised accident management suppon (the
CAMS-project). The aim is to establish a prototype of a system which can provide suppon to the control
room operators and the staff in the Technical Support Centre during accident situations. The CAMS
prototype utilises available simulator codes and the capabilities of computer-based tools to assist in
identification of plant state, prediction of future development of the accident, and planning of accident
mitigation strategies.

The first CAMS prototype consisted of a data base and a knowledge base, a predictive simulator and a
man-machine interface system. The system was evaluated during a national emergency drill in Sweden in
May 1995 with positive results. Recently new methods and modules are added for signal validation, state
identification, tracking simulation, predictive simulation, risk monitoring and the man-machine interface.
This second prototype is still under development. The purpose is to demonstrate that the developed
functions can efficiently work together. The further plan is to test CAMS at a power plant or a national
crisis centre.

ENHANCEMENT AND SAFTEY ASSESSMENT OF SYSTEM QUAUTY

The programme on enhancement and assessment ofsystem quality addresses the issues of how to develop
high quality software systems, with panicular weight on methods which are relevant to safety. The work
includes development and investigation of methods and tools for analysing and assessing existing
software with respect to various quality aspects.

There are three complementary principles which should be followed to obtain dependable software. The
first principle in this respect is fault avoidance through good software engineering and quality assurance
throughout the complete life-cycle of the software. The second principle is fault detection and removal
through a thorough validation and verification activity. A third principle, which could also be considered
is fault tolerance, i.e. the system should be designed so that a single failure will not jeopardise safety.
HRP has made research activities on methods of relevance for all these principles, as formal software

| development method, static analysis, testing, software diversity etc.
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FAULT AVOIDANCE

There are three complementary principles which should be followed to obtain dependable software. The
first principle, fault avoidance, can be obtained through good software engineering and quality assurance.
However, to obtain extra high integrity the use of Formal software development methods has been
advocated. These are methods which provide a mathematically based framework within which
specification, development and verification of software systems can be done in a systematic and precise
way. The use of formal specification and design makes it possible to discover many errors which might
otherwise very easily be overlooked.

Following the principles behind formal software development, the Halden Project has developed a
methodology based on algebraic specification and a proof tool, the HRP Prover (13). One of the @tues
of this methodology is that the same language, tool and proof techniques can be used both u
specification and design, even down to a " concrete" specification which can be automatically translated
into code. In the specification phase, the theorem prover is used to verify and validate the specification,
while in the design phase the same tool is used to verify the correctness of the design steps.

There is, at the market, a variety of commercial tools supporting formal development methods. An
ongoing activity at HRP is to investigate the applicability of such tools. Based on a comparative review
of a large number of systems four were selected for a closer evaluation. Of these, one system has been
selected for an experimental investigation, by application on a subsystem in the new experimental control
room (HAMMLAB 2000) which is being developed at HRP.

FAULT DETECTION

The methods for fault detection can be divided into two main categories: Static analysis and testing.
Static analysis is defined as the process of evaluating a computer program without executing it. The main
objective of the static analysis is to check that the final program conforms with the specification or
design document >, but it is also used to reveal defects in the program. These defects may be direct faults,
but they may also be violation of coding standards.

The Halden Project has in the SOSAT (Software Safety Tools) project, a joint project with TUV-Nord
and GRS/ISTec in Germany developed a set of tools which can assist in the safety analysis of computer
programs (14) It is based on a memory dump of the host computer, i.e. the computer where the analysed
program is implemented. One reason for basing the analysis on the machine code representation of the
program is to reveal potential faults introduced through the compiler and other programming aids. A
disassembler extracts the part of the memory content which constitutes the program (s) and translates it
into a processor independent language, which is the basis for the further analysis.

An ongoing activity at HRP on software analysis is, in co-operation with GRS/ISTec, to develop tools
which check high level language programs against a variety of coding standards and guidelines.

Testing a program means to execute it with selected test data to demonstrate that it performs its task
correctly. Ideally the test data should be selected so that all potentially residual faults should be revealed.
The Halden Project have performed several investigations of testing methodologies. An ongoing activity
at HRP on testing is an experimental evaluation of a method, the PIE (Propagation, Infection, Execution)
method suggested by Dr. Jeff Voas (15).
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FAULT TOLERANCE

The third principle, fault tolerance, can be obtained in different ways, e.g. through diversity and/or safety
checks. A project on diverse software (PODS) was performed as a joint project between the Safety and
Reliability Directorate (SRD), Central Electricity Research Laboratory (CERL) The Technical Research
Centre (VTT) of Finland and HRP (16). The main objective of the project was to provide a measure of
the relative merits of using diverse programs, as compared with any one of the programs replicated in all

,

channels,in a 2-out-of 3 majority voting protection system. To achieve the objective, an experiment was |
mounted which simulated a normal software development process to produce three diverse programs to
the same requirement. The requirement was for a reactor over-power protection system. After careful
independent development and testing the three programs were tested back-to-back against each other te
locate residual faults. The three development teams were c.llowed to discuss problems with the
requirement specifiers, but not with each other. All phases of the project were carefully documented for
subsequent analysis.

l FURTHER PLANS

THE HAMMLAB 2000 PROJECT

The Halden Project has experienced an increased demand for a facility able to support advanced human
factor's related experiments, both through members organisations in the joint research programmes, as
well as through requests for doing specific studies for certain organisations on a bilateral basis. The
Project therefore set forth to investigate whether today's HAMMLAB would be able to meet tomorrow's
needs for an experimental facility, and the HAMMLAB 2000 project was initiated. The HAMMLAB
2000 project has the goal of establishing a flexible infrastructure regarding the physical laboratories and
the hardware and software, as well as making sure tomorrow's HAMMLAB has a broad pool of
simulators. By the year 2000 four simulators will be available providing broader scope and details in the j

simulation and access to a more operators to participate in experiments. I

The NORS Simulator

The NORS simulator is a "westemised" VVER simulator of the Loviisa nuclear power plant in Finland.
NORS was manufactured in 1983, and has since then been the nucleus of HAMMLAB. Several
modifications and additions have taken place of the NORS simulator models, and NORS is now
considered to be a very good simulator for the purpose of being "the process" when performing
experimental studies. NORS will continue to play a role also in the coming years as part of the
HAMMLAB 2000 pool of simulators.

The CP0 Fessenheim Simulator

The member organisations of the Halden project have clearly expressed the wish for a westem type of |
PWR simulator as part of the HAMMLAB 2000 pool of simulators. In co-operation with Thomson
Training & Simulation and Electricite de France a delivery of a full-scope simulator of the Fessenheim-1
plant in France took place in 1998. Fessenheim-1 is a Westinghouse-like 900 MW 3-loop plant built by
Framatome.

The Forsmark 3 BWR Simulator

in order to prepare for maximum transferability of results from experimental studies, it has also been
decided to include a simulator of a BWR plant in HAMMLAB 2000. BWR utilities in Sweden and
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Finland have stated their interest in having a BWR simulator as part of HAMMLAB 2000, since they see
a clear benefit to be able to run specific studies in HAMMLAB to feed results into their large control
room modernisation programs.

It has been agreed between the Swedish and Finnish utilities and the Halden Project to make a BWR
simulator based upon the Forsmark 3 NPP, a 1160 MW BWR located north of Stockholm. Sweden. The
simulator is manufactured by VTT Energy in Finland in co-operation with the Halden Project, and is
scheduled for completion in the spring 1999.

The Oseberg Simulator j
|

The Oseberg training simulator is a full-scope simulator of the Oseberg A oil production platform located
in the North Sea. It will be used as "the process" when performing human factors studies related to the
oil and gas industry. The Oseberg simulator has been ported to modern hardware and will be modified to ,

handle the recent and future developments in the North Sea, e.g. operation of satellite fields from a (
centralised control room and remote control of production onshore. |

SUMMARY !

Backfitting of nuclear power plant control rooms is a continuing process. introducing computer-based
solutions for surveillance and control as well as for improving the human-computer interface. At the
same time designs for tomorrow's reactors are developed, characterised by fully digital instrumemation .

and control systems, and advanced, computer-based control icoms. Research and development efforts are
needed to ensure that the new technology gives the expected improvements in operational safety and '

efficiency.

The research programme at the Halden Project addresses the research needs of the nuclear industry in I
connection with introduction of digital I&C systems in NPPs. The programme provides information |
supporting design and licensing of upgraded, computer-based control room systems, and demonstrates
the benefits of such systems through experiments in its simulator-based experimental control room
facility at Halden.

At the Halden Project an internationally sponsored research programme is carried out which addresses
these research issues. The Halden Man-Machine Laboratory represents a unique test-bed for investigating
new, computer-based solutions for nuclear power plant control rooms. The research programme draws
upon competence built up through more than 25 years work in the field of computer-based operator
support and digital control room solutions, and the close contact with licensing authorities, utilities and
reactor vendors La the 20 countries participating in the Halden Project ensures that the work is addressing
the real research needs of the nuclear industry.

With the initiation of the HAMMLAB 2000 project the goal is to broaden the scope. and domain of the
human factors studies, by introducing two new nuclear process simulators and one petr@um simulator,
it will be possible to perform studies related to severe accidents due to the extended operat;onal domain
of the new simulators.

HAMMLAB will be expanded with new laboratory areas making it possible to perform exp:riments in
parallel, without interfering each other. The laboratories will be flexible with regards to physical size, in
order to adapt to small and large studies. A software and hardware infrastructure will be developed,
allowing for integration of software systems developed at the Halden Project or in member organisations.
Such systems can then be tested in a realistic environment, prior to installation in real-life plants.
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Based on the above. the Halden Project is confident that the new HAMMLAB will be the global centre of
excellence for performing human-machine interaction studies for the management and control of
industrial processes, when it is taken into use in the year 2000.
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ABSTRACT

The ongoing Human Error Analysis Project (HEAP) was initiated within the Halden Reactor
Project in 1994. Its objectives are to develop a better understanding and explicit model of how

,

and why ' cognitive errors' occur, and to provide design guidance to avoid, or compensate for,
! cognitive errors. During 1994-1996, results led to practical insights concerning diagnostic

strategies and styles, aspects of operator support systems affecting diagnosis, and success rates
for diagnosis and error types. From 1996 the project's scope was extended to consider error
prediction, error recovery, method development, and investigation of complexity.

HEAP has investigated human error within complex simulator-based experiments using the
Cognitive Reliability and Error Analysis Method (CREAM), and preliminary results are
presented. Extensive method development has also been carried out, to allow the study of
operator cognitive activity within realistic situations. New measures for operator performance,
situational awareness, and plant performance, have been developed and are briefly described.
Understanding of what makes a control room situation difficult to handle is important when
studying operator performance, with respect to both prediction, and improvement of the human ;

performance. Therefore, HEAP has been investigating the complexity of the operator's work '

situation. From these investigations a definition and measure of complexity are being developed.
A Complexity Profiling Questionnaire has been developed, based on factor analytic results from
operators' conception of complexity. Initial validity of a set ofidentified complexity factors has
been shown, by prediction of both crew and plant performance from ratings of the complexity of
scenarios.

Human Error Analysis Project (HEAP)

The OECD Halden Reactor Project has, since 1994, been engaged in a long term effort to study
human erroneous actions. The purposes of this study are: (1) to provide a better understanding
and explicit modelling of how and why erroneous actions occur (specifically when they involve
cognitive activities such as diagnosis), and (2) to provide improved design guidance for the
development of man-machine systems, that can avoid or compensate for erroneous actions.

Four initial pilot studies put the emphasis on methodological aspects, in particular the
development of methods to investigate cognitive aspects of behaviour using real operators in
difficult scenarios (Kaarstad et al.,1994 & 1995; Kirwan,1994a).
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The objective of the first pilot study was to evaluate concurrent and interrupted verbal protocol
techniques, with regard to their applicability to identify operators' problem solving strategies,
diagnostic strategy types, and possible " cognitive inefficiencies" while locating a fault. The main
finding was that the two methods provided different types ofinformation about problem solving
strategies and human erroneous actions. The methodological recommendation for the main
HEAP study was, therefore, to use a combination of the two methods.

The objective of the second pilot study was to test whether eye movement tracking analysis was
a feasible supplement to verbal protocols in studying operators' cognition during fault-finding.
The main finding was that the analysis of eye movements helped to make the interpretation of
verbal protocols more robust and gave a better insight into the operators' problem-sohing
behaviour. Wearing the eye-tracking equipment had no apparent effect on the quality or quantity
of verbal protocols, or upon diagnostic performance.

The third pilot study investigated the effects of scenario complexity on operators' diagnostic
behaviour. Complexity was assumed to be a multidimensional concept that was varied by
manipulating the number of underlying faults in three different scenarios. The main finding was
that the number of underlying faults did not, by itself, prove to be a dominant complexity factor,
when the perfonnance measures were the degree of operator success in diagnosing the faults, and
the use of different diagnostic strategies. This study also used operators from two different

i

operating environments but the results showed no systematic variation with respect to either !

subject pool, or performance measures.

The fourth pilot study looked at the quality ofinformation provided by different data sources.
The preceding studies had shown the need for multiple data sources, typically concurrent plus
interrupted verbal protocols and eye movement data. Since considerable resources are needed to
analyse a combination of different data sources, it is important to know in advance what the
relative contribution is from each source of data. The findings were that all three types of
protocols (concurrent, auto-confrontation, and expert) produced similar results for a set of pre-
defined target activities, although concurrent verbal protocols were the richest source of data.
Furthermore, it was found that concurrent verbal protocols can effectively be used for teams as
well as for single operators.

Performance Prediction In HEAP

The pilot experiments had demonstrated how diagnostic enors could be found from performance
records (Folleso et al.,1996), but another essential issue is to be able to predict the likely error
modes. In order to achieve this an experiment was designed with the purpose of developing and
refining a method, or set of methods, for predicting performance failures, specifically the error
modes that can be expected for a specific task. The method should specifically enable the
analysts to:

identify the types ofincorrect performance (enor modes, cognitive failure modes) thate

are possible for the given task or scenario;
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. qualitatively rank or rate the possibility of these possible error modes in order to identify
those that are the more likely to happen.

The basis for any kind of performance prediction must be a detailed description of the situation
where the performance takes place and a specification of the critical aspects of the performance.
Since the error modes are basically deviations from the expected performance, the staning point
for making a prediction of this type must refer to a description of the expected performance. This
can either be developed from scratch or make use of already existing descriptions from, e.g., a
task analysis, existing operating procedures, ideal paths or performance time-lines and event
trees such as those used in PSA/HRA.

In this case, the predictions were based on the task descriptions provided by the Operator
Perfom1ance Assessment System (OPAS), see below for description. For each scenario OPAS
provided a description of the operators' actions, using a simple hierarchy of main goals,
subgoals, and operator tasks, where the latter were classified as either detection or operation.

Performance Prediction Method (CREAM)

The basic steps of the prediction method used in the experiment are shown in Figure 1. The
method was derived from the basic method of CREAM (Cognitive Reliability and Error Analysis |

Method), cf. Hollnagel,1997. |

Task analysis,
procedures, OPA5, Co,1struct event<

event trees -b sequence
j

Common Perform nce & Decrive ituation | ,h '0

Process expertise -.- 68I88t Performance
segments

Cognitive activitylist & Describe actions | |
, 1

| Cognitive activity | |

e

Process expertise & Time windows |

SMcC, COCOM :| Cognitive function | = fn n profile

PossiMe error mode . Cognitive error
+ likelihood mode pro!ile

Figure 1: Basic steps of performance prediction.
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The actual experiment was carried out together with the NRC Alann Project which aimed to
investigate the effect of various types of alarm display and alarm processing methods. The
experimental design is summarised in Table 1. The main independent variables in the alarm
experiment are three kinds of alarm display types and three alarm processing levels. However,
the experiment was carried out in only eight experimental conditions because oflimited
experimental resources such as subject schedule, time requirement, and so on. The selected eight
experimental conditions are also shown in Table 1.

Table 1. Experimental Conditions in the Alarm Experiment !

ALARM PROCESSING LEVEL
No processing No nuisance alarms No redundant alarms j

Display type No availability | Availability No availability Availability
Tile 1 7 - -

1

Mixed 2 3 | 4 5 6 ;

Integrated 8 |
|

!

The HEAP experiment used the conditions where performance differences were thought most |
likely, i.e., conditions 2 (no processing, mixed display) and 8 (nuisance alarms removed,

;

integrated display). In addition, condition 7 (nuisance alarms removed, tile display) was selected
as a base line condition for comparison purposes. This selection resulted in a total of 36 scenarios
to be analysed.

The experiment was conducted in the HAlden Man-Machine Laboratory (HAMMLAB) at the
Halden Reactor Project using a full-scope simulation of a PWR NPP. The subjects were 12
licensed commercial power plant operators (six crews of operators participated with two
operators per crew) from the Loviisa NPP in Finland.

The data includes a record of the alarms p' resented to the operator during the scenario, all the
operators' interactions with the simulator, and the manipulations performed by the experimental
leader. The variable log includes the process parameters known to change during the scenario.
Other data sources were eye movements and video recordings, together with soundtracks of the
operators' communications and those of an expert commentator. Furthermore, the OPAS
checklist was used to score whether the operators followed the predefined operating sequence.
After the experiment this checklist could be compared with the simulation log and sideo
recording to validate the scoring and calculate performance rating.

OPAS was used as a main source for both the predictions of error modes and for analyses of the
observed errors during the experiment. The predictions were analysed using the time windows,
the process expert rated OPAS formats, simulator data and expert commentators. Video and eye
movement data were used for clarifications when needed.
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Results

To evaluate the precision of the predictions, the scenarios were scored independently by two
analysts. The agreement was high, with a mean of about 72%, ranging from 53% to 88%
agreement. The quality of the interpretation can be determined by using a test ofinterscorer
reliability, such as Cohens Kappa (Breakwell et al.,1995). Cohens Kappa compares the nominal
scales from the scoring and takes into account the probability of the same scoring due to chance.
The value of Cohens Kappa was calculated to be 0.66 which is significant (p< .05).

All predictions were analysed and a match percentage for each scenario was calculated. The
match percentage ranged from 42% to 100%, with an mean of 67.8%. The histogram (Figure 2)
shows the hit percentage distribution of the different scenarios.

g10

2 ,

60 70 80 90 10 0

F'eecent
,

I

Figure 2: Percentage match of scenario predictions.

A more detailed analysis showed that the overall match between predicted and observed
observation error modes was 100%, while there were no observed planning errors. Interpretation i

enors had a 68% match and execution errors had a 56% match.

The predictions also included an evaluation of what the most likely error mode to happen would I

be for each scenario. This was based on the scorers' judgements together with the
characterisation made by the common performance conditions of the scenario. The error mode
judged to be the most likely for each scenario, actually occurred in 72% of the cases.

Not all error modes were predicted. This is probably due to the fact that OPAS was made for a
different purpose and that the task analysis therefore served a different objective. If more work is
put into defining the operator tasks, a higher match between predicted and actual error modes is )
expected. This will be investigated in the near future and reported during 1999.

Method development related to HEAP since 1996
.

The first three years of the HEAP project also revealed a need for better performance
measurement. Measures of human task performance are typically developed and applied in
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limited laboratory settings, where the participants carry out unrealistic and well-defined tasks.
The performance indicator is usually accepted by convention, and without discussion.
Unfortunately, a direct transfer of such methodologies to handling complex problem solving in
dynamic operating environments, which is the essence of the experimental activities in HEAP,
produces instruments that are inflexible and unable to meet the demands ofvalidity, and
experimental control.

The work within HEAP has been based on experiments with a high degree of ecological validity.
Therefore, in order to maintain a realistic experimental situation a requirement for the methods
used has been that they must not disturb or influence operators problem solving. This
requirement has led to the development of a new set of nicasures capturing the different
categories of performance involved in simulator transients with a risk of human error. An
assumption has been that there is a causal relationship between plant behaviour, operator actions
causing the plant behaviour, and the operators cognitive processes causing the operator actions.

.

|
!

These three categories have been investigated using three different measures; plant performance, I

operator performance, and the operators' cognitive processes. Plantperformance puts focus on
the outcome of operator problem solving in the control. Operatorperformance refers to a direct

3

evaluation of the quality of operator activities. Cognitiveprocesses relates to cognitive predictors j
of system control, e.g., situation awareness. The relation between these categories and the
developed measures are shown in Figure 3.

I

E", * " '
--> Operator actions --> Plant behaviour

<
n n n

. - - . . . - - . . - - . .-. - --

Situationalawareness Operatorperformance Plant performance

(SACRI & VISA) -(OPAS) . (PPAS)
, . . _ . _ _ _ _ _ _ ._ _ _ . . _ . _ _ _ . _ _ _ _ _ _ _ .

Figure 3: Relationship between the measures developed at Halden and performance categories
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Plant performance

Plant performance measures representative of a crew's control of the plant, are especially useful
in assessing the global performance of the crew in the scenario. During the simulation of a
transient, such as a small loss of coolant in a pressurised water reactor (PWR), the minimum
level reached in the pressuriser is a measure of the effectiveness of the operator conective
actions, independent of their specific strategy for tackling the problem. Such a measure,
depending on the objectives of the concept under test, might be more significant than a specific
action, e.g., pipe isolation, because it provides an integrated measure of the effectiveness of the
operator control of the plant.

Because process control measures are taken at the end of the sequence of general operator tasks,
i.e., state identification, action planning, and action implementation, they provide an integrated
assessment of the operators impact on the plant rather than focusing on any particular sub-task.
Additionally, these measures are meaningful because they can be directly related to the
production and safety goals of the plant.

The procedure for applying the plant performance measures involves the following. For each
critical process parameter in the scenario, the relative error between the crew's value and the

optimal value is calculated. The optimal value is identified from the same scenario run by an
expert. The relative error is the absolute difference between the crew's value for the process
parameter and the optimal value, divided by the optimal value. The score of the crew in the
scenario is the relative error of each parameter multiplied by the correspondent weight for that
parameter, and summed for all parameters in the set.

Using this approach, good results were found in an experimental evaluation study of alarm
systems, conducted in HAMMLAB. The results are reported in Moracho (1998).

Operator performance

The need for a special instrument handling operator performance resulted in the development of
OPAS, the Operator Performance Assessment System (Skraaning 1998). This system prescribes
optimal solutions to scenarios through discussion with process experts. For every scenario, expert
solutions are represented in diagrams in a hierarchically manner. During the actual experiment, a
process expert registers operator activities in real time, concurrent with operator performance.
Performance scores are then calculated, estimating the discrepancy between the expert analysis
and operator solutions to scenarios.

Using OPAS, performance is comparable across scenarios, the system can account for individual
solution paths in dynamic operating environments, and it can be applied to crews or single
operators without adjustment. Real-time registration of operator activities has been found to be
very effective, and the performance assessment can be accomplished using reasonable time and
resources. An empirical evaluation detailed in Skraaning 1998, indicated that OPAS complies
with most established standards for human performance measurement.
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Situation Awareness

Based on techniques from the aviation area, the Situation Awareness Control Room Inventory
was developed some years ago at Halden (Hogg et al.1995). One drawback of this method
however is its lack of flexibility as questionnaire based data collection must be done at regular
intervals throughout the scenario. This process therefore interrupts the scenarios and may
interfere with some aspects of operator decision making, as well as being inflexible because the
time windows for applying SACR wist be decided before hand.

"

Preliminary testing of a continuous measure of situation awareness is reported by Droivoldsmo
,

et al.1998. The report presents a method for continuous measures of situation awareness, based |
on analyses of the operator's eye movements. The objective is to identify, develop, and test the !

new measure, and compare it to instruments that require interruptions of scenarios. Using i

experimental data from the 1996 CASH / NRC Alarm study and the 1997 Human Error Analysis
Project / Human-Centred Automation study, the new measurement techniques have been tested )
and evaluated on a preliminary basis. The results showed promising relationships between the j
new continuous measure of situation awareness, and established instruments based upon scenario !
interruptions.

]

Complexity research in HEAP

Understanding of what makes a control room situation difficult to handle, is important when
studying operator performance with respect to both prediction, and improvement of the human
performance. The fact that control room work is complex, especially for non-normal situations, is
emphasised by both practitioners and researchers. To address this area HEAP initiated work in
order to understand what makes scenarios complex and to identify those factors associated with

,

diagnostic challenges. Important questions are: What is the basic complexity factors of the work
situation, and how can those factors be measured? What complexity factors are related to what
types, and level, of human performance?

A basic distinction can be made between ' subjective' and ' inter-subjective' complexity. An
operator carrying out a scenario has a subjective experience of the task and the situation. The
operator's perception of the complexity can be labelled ' subjective complexity'. Altematively the
operator's work situation for a scenario can be evaluated for complexity by persons with
substantial operational knowledge. This kind of rating is like asking 'how complex is this
scenario for a typical operator' This evaluation can be labelled ' inter-subjective' complexity.
Determination ofinter-subjective complexity for a work situation will typically involve
operational experts' evaluation. A measure or description ofinter-subjective complexity is often
based on some kind of analysis of the situation, as opposed to subjective complexity that
involves dynamic experience.

Complexity is often seen as related to performance. The goal of this research is to discover
relations between complexity factors and human performance. A description and a measure of
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the complexity of the operator's work situation should relate to operator performance. This is the
case for both expert-rated, inter-subjective complexity and subjective complexity.

Figure 4 shows the work on complexity that was undertaken in 1995 and 1996. The results from
this work have been further analysed in 1997 and 1998.

1995 1996
.,.. .................................. ............ . .... .. ..... ... .

*

Literature

9 ] ]7 review

*N24.itern 39-item
questsonnaire questionnaire. Q e'

. .... .... . .. . .. . .. . ........ .... .. .. . ... ........

EXPERIMENT { g y y

Lovisa Halden 1st rnain HEAP
' experiment expenment expenment'

'

| .

; -

......................................................... .. ....... . ....

Figure 4. Work on Complexity at Halden Reactor Project

A literature review was carried out in 1995 for identification of complexity components. Based
on this review a questionnaire for rating of complexity was developed, tested in one experiment,
and further developed to a 39-item questionnaire (see Collier,1998). The 39 item questionnaire
was administrated to operators participating in an experiment in 1995 in HAMMLAB. For a
further description of the study see Hallbert, Sebok and Morriseau (1997). Twelve licensed
operators, from the Loviisa NPP in Finland, participated in the study. The 12 operators made up
four crew configurations with positions as shift supervisor, reactor operator, turbine operator and
balance of plant operator. All operators participated in five scenarios. After each scenario, each

'

]
operator completed the 39 item c'mplexity questionnaire, giving 12 ratings for each of the 5

{ scenarios producing a total of 60 ratings.

A factor analysis of the operators' answers to the 39 questions identified 8 factors. The 8 factors
and their interpretation are given in Table 2 below.
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Table 2: The eight factors identified, with brief description

Factor Description

Root cause difficulties Symptoms of the disturbance are masked for the operator.

Spread ofinformation Spread ofinformation on the Human-Machine Interface.

Confusion Ambiguous or misleading information.

Breadth ofinformation Attention to other persons work and information from different
gathering and co-ordination systems.

Obviousness No clear information pointing to the fault.

Attentional demand Information load, including infonnation load from alarms.

Severity Challenge the safety of the plant and require fast action.

Temporal demand Time pressure and many simultaneous tasks.

These factors can be seen as a description and definition of one aspect of the complexity of the
work situation in a NPP control room. The factors identified served as a basis for the
development of a Complexity Profiling Questionnaire, see Braamd,1998 for a full description.

Complexity is often seen as inversely related to performance. An inverse relation between the
complexity measure and performance demonstrates validity of the complexity measure. In the
second experiment prediction of performance was studied. Figure 5 outlines the predictions
studied. '

Before Scenarios After Scenarios

Process Experts Operator Predicition
Predicition

v v

Crew Task Performance Crew Plant Performance l
!
!

i

Figure 5. Prediction of performance from complexity ratings.
I
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In the second experiment both operational experts' and the operators' running the scenario rated
the complexity by use of the CPQ. Operational experts rated the scenarios before the experiment
was carried out, and the operators rated the scenario after they had finished the scenario. In this
experiment twelve professional operators made up six crews with one reactor operator and one
turbine operator in each crew. Sixteen scenarios, that represented both high and low complexity
situations, were run through by all six crews. For a complete description of the method in the

,

study see O'Hara et. al (1997). ]

The operational expert's rating of the eight CPQ dimensions was used to predict the crew's task
and plant performance. The same was the case for the operator's subjective complexity. The
measure for crew task performance was the Operator Performance Assessment System
(Skraaning,1998), and the measure for crew plant performance was the Plant Performance
Assessment System (Moracho,1998). The prediction was done by multiple regression where
performance was the dependent variable, and the ratings of the 8 complexity factors were the
independent variables, see Braarud,1998. The results from the predictions were:

* Experts' ratings predict Crew Performance. ( R' = .64, p < .001)

Experts' ratings predict Plant Performance. ( R = .69, p < .001)e

Operators' ratings do not predict Crew Performance. (R = .37, p = .09)e

Operators' ratings predict Plant Performance ( R = .62, p < .001)e

The results from the multiple regressions above suggest that experts' rating of complexity, by use
of the complexity profiling questionnaire, predict both crew performance and plant perfonnance
quite well. The results further suggest that operator's rating of complexity, by use of the same
questionnaire, predicts plant performance quite well. This finding gives some initial validation of
the complexity dimensions identified and the developed Complexity Profiling Questionnaire.

Crew performance was not predicted by the operators' ratings. Crew performance and plant
performance can be seen as different aspects of performance according to the crew's goals. The
plant performance measure is more directed towards optimal physical performance of the
components of the plant, while the measure of crew performance is directed more towards the
security of the plant as manifested in the control room crew's responsibilities.

Together these findings suggest a good potential for further and more detailed research on
complexity. Further research concerning the structure of complexity is needed, not least to give a

| better foundation for the detailed study of which complexity shaping factors are related to what
I kind of scenario characteristics, and to what kind of operator behaviour.

' R = multiple correlation
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Conclusion
i

Halden Reactor Project has, since 1994, studied operator performance via the Human Error i

Analysis Project, the objectives being to develop a better understanding and explicit model of
how and why ' cognitive enors' occur, and to' provide design guidance to avoid, or compensate
for, cognitive errors. Following the first three year period,1994-1996, the project's scope was

i

considerably extended to consider error prediction, error recovery, method development, and |
investigation of complexity. 1

:
i

These difficult issues have been investigated within complex, simulator-based experiments using ;

a wide variety of methods. Work on error prediction has been carried out using the Cognitive |
Reliability a id Error Analysis Method (CREAM), and preliminary results are promising. The l

difficulty of studying operator performance in realistic situations has also placed heavy
requirements for the development of new and better methods and measures. Therefore, extensive
method development has also been carried out within HEAP, to allow the study of operator I

performance, situational awareness, and plant performance.
!

Important work in the area of complexity has also been carried out, and this is starting to provide j

an understanding of those factors that make a control room situation difficult to handle, and is
especially important when studying operator performance with respect to both prediction, and
improvement of the human performance. The Complexity Profiling Questionnaire has been
developed, and the validity of the set of complexity factors has been shown by prediction of both
crew and plant performance from ratings of the complexity of scenarios.

During 1999, the end of the second three year period, HEAP will continue to address this broad
range ofissues. It is planned not only to conduct funher experiments, but also to produce a
number of repons summarising the work done, and lessons leamed to date. The opponunity to
further analyse existing data in order to both clarify issues, and explore new ones, will be taken.
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Abstract

On basis of several research activities at the OECD Halden Reactor
Project, this paper discusses some of the options available for combining
software quality assurance techniques. While the various options reflect a
wide variety of techniques, several classes of combinations involve the use
of formal methods. In particular, the combination of graphical and textual
notations represents a promising approach to making formal specifications
comprehensible to a wider group of users. The paper presents research re-
sults related to the combination of Petri nets and algebraic specifications,
as well as to the development of a graphical front-end to the editing of al-
gebraic specifications. The practicality of formal methods is further en-
hanced by a proper combination of formal methods with CASE-tools and
traditional development techniques. The paper presents results from a re-
search project concerned with using, and measuring the effect of, formal
methods in real-life software development. A third class of combinations
concems the use of complementary formal verification techniques. A dis-
tinction is made between theorem proving and model-checking, both of
which represent well established approaches to the verification of software
specifications. On basis of the advantages and shortcomings of the respec- j
tive techniques, consideration is given to the possibilities of a combined
approach. There are also several options available for the combination of
program testing techniques. While formal verification is concerned about
proving correctness of a specification, testing normally focuses on the
(possibly symbolic) execution of a specification or a program. The paper
discusses how testing can be made more focused if it is guided by the PIE-
technique, which is a dynamic failure-based technique for performing pro-
gram sensitivity and testability analysis. Finally, the paper demonstrates
how the integration of software process- and product quality relates to the
need to incorporate a variety of factors into quality assurance or assess-
ment. It is demonstrated how these factors, which represent disparate evi-
dences of software quality, can be combined in quality assessment by
means of so-called Bayesian networks.

1 Introduction

The OECD Halden Reactor Project has for more than 20 years been working actively within the field of
software verification and validation. The importance of these activities relates to the high requirements put
on embedded software in computer based systems for the control and supervision of nuclear power plants.
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This is reflected in the Halden Project research programme, which emphasises methods for improving soft-
ware quality, and for assessing programmable systems with respect to quality attributes such as correctness,
safety, and maintainability.

In many application areas, the specification and analysis of a software system is accomplished using a wide
variety of notations and techniques. The lack of coherence between notations often represents a serious
problem in the verification and validation of the resulting system. This is a particular problem in the trans-
lation of a requirements specification, often written by a plant engineer or other type of process specialist,
into a design specification that constitutes the document which a computer specialist uses as a basis for the
development of a computer based system. Experience shows that many program defects are caused by er-
rors made in this phase of the development. This indicates that the effectiveness of software quality assur-
ance largely depends on the success of combining complementary notations and techniques. While this is a
frequent observation both in research and practise, there is still a lack of consensus on the usefulness of the
various combinations. In many instances, even the effectiveness of a single technique is difficult to measure.
The Halden Project addresses these problems by investigating how different notations and techniques can
be combined in order to improve the overall scope and effectiveness of software specification, verification,
and quality assurance.

The contents of this paper is based on work performed by several research scientists at the Halden Project.
Section 2 discusses the problem of facilitating the use of textual formal notations by the complementary use
of graphical techniques. The use of formal methods in combination with CASE tools and more traditional
techniques.is discussed in section 3, with particular emphasis on the possibilities of measuring the effect of
formal methods. Section 4 discusses theorem proving and model checking as two complementary approach-
es to formal verification. Program testing is covered by section 5, where emphasis is given to the combina-
tion of software sensitivity analysis and reliability assessment. Finally, section 6 discusses the problem of
integrating software process- and product quality, and how it can be approached by the use of so-called
Bayesian networks.

2 Graphical and Textual Notations

A common opinion in industry is that both formal and conventional software specifications are ineffective
!in reducing the amount of software errors because they are not comprehensible to the process engineers

responsible for the system requirements specification. Because of this communication problem, it is
claimed that no effective verification procedures can be established, and that misinterpretations of the sys-
tem requirements specification are not discovered. On the other hand, many formal methods do provide j

good means for specification animation and validation with respect the users requirements. Animation '

makes it possible to execute the specifications as early prototypes of the systems to be developed. Further-
;

more, animation enhances experimentation of the requirements, a property which may be useful in projects '

where the requirements can not initially be stated in a complete and precise way. It is therefore not really
appropriate to discuss whether a formal specification can be easily understood, but rather whether it is
communicable.

The use of graphical techniques is a widely accepted approach to making specifications more comprehen-
sible. This is well known in areas like data modelling and specification of information systems. In some
very limited application areas, product specification profits from the use specialized diagrams and tables
that conform to standard notation in their respective areas. In the context of formal software specification,
an important consideration is how graphical descriptions and textual specifications can be combined in a
way that benefits the specification process. If the formality or generality of e.g. functional block diagrams
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could be improved by establishing a relationship to more general formal specification languages, this ap-
pears to be a bridgehead for formal methods technology transfer to industry.

In relation to the research activities at the OECD Halden Reactor Project, many member organisations have
expressed an interest in research focusing on the combination of graphical and textual notations in formal
software specification. This is in agreement with the guidance by the recommendations from the Halden
workshop meeting in 1994 on licensing issues of software in programmable units in nuclear power plants.
The workshop meeting considered as panicularly important the development of graphically based interfaces
for software analysis and design activities, including interfaces to make the use of formal methods more user
friendly. On basis of these recommendations, the Halden Project initiated two different research activities.
The first of these activities has focused on the combination of graphical and textual notations in formal spec-
ification, while the second activity has focused on the development of a graphical front-end to the editing
of (textual) algebraic specifications. These two activities are described in the following. The use of graph-
ical specification languages has also been studied in the INF-FS project, see section 3,

2.1 Petri Nets and Algebraic Specifications

The research activities on the combination of graphical and textual notations in formal specification was
initially carried out in a co-operative project between ENEA (Italy) and the OECD Halden Reactor Project.
The aim of this project was to contribute to a clarification of the relationship between graphical descriptions
and formal specifications, and to provide guidelines for how they can be combined in order to utilize the
strengths of each approach. One of the project assignments was to investigate how graphical descriptions
could be supported by the algebraic specification language and associated tool (the HRP Prover) developed
at the Halden Project. Since many graphical description languages can be translated to Petri nets, the focus
of the investigations has been put on the translation of these nets into algebraic specification. Petri nets rep-
resent in this context an intermediate language between graphical descriptions and algebraic specifications.
Funhermore, the importance of Petri nets in the nuclear sector is well documented through applications such
as fault diagnosis [22] and fault detection [34] [35] in nuclear reactors, fault tolerance in nuclear reactor pro-
tection systems [8], and modelling of work flow in nuclear waste management [29]. A characteristic of Petri
nets [33] [36] is that they are at the same time state and action oriented, in the sense that both the states and
the actions are explicitly described.

An important feature of the new HRP Prover [39] concerns two related classes of algebraic specifications
that capture the concept of state. The state-based specifications model the state explicitly, while the transi-
tion-based specifications model the state implicitly by constmcting a traditional generator basis. It can be
demonstrated that specifications in each of these classes can be transformed into specifications in the other
class, while preserving the proven properties of the specifications. As a practical consequence, the specifier
can readily re-organize his specification so that it conforms to the most efficient or familiar approach, or to
what appears to provide the best starting point for designing and implementing the specified system. There
are good reasons for insisting on the need for both state-based and transition-based algebraic specifications.
Many of the differences between a state-based and a corresponding transition-based specification emerge
when extending, combining, transforming or refining specifications, or when using tool support. Some of
these activities may in practice demand one particular of the two specifications, and consequently a need to
transform specifications to suit these needs. The need to transform specifications arise in particular when
combining a state-based and a transition-based specifications. The style of the combined specification is de-

| termined by the desired focus in each concrete case, but the combination will anyhow involve a transforma-
tion of one of the specifications.
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The concepts of state-based and transition-based specifications have been applied in the establishment of a i

uniform approach to the translation of a wide variety of autonomous and non-autonomous Petri nets into
algebraic specification. The approach involves translating Petri nets optionally into state-based or transi-
tion-based algebraic specifications, and using automatic transformation between these two classes in order

to utilize their relative merits. The translation makes it possible to analyse the nets with techniques estab-
lished for algebraic specification, including the use of the HRP Prover, see Figure 1.

Transformation
1

h I

T .

-

Ia n> + Translation j8 Analysis -> V& V

- ='

V
|

Implementation + Program |

1

i
Figure 1. Translating Petri nets into algebraic specifications.

Furthermore, the nets can be manipulated indirectly through transformation of the resulting specifications.
In this way, Petri nets and algebraic specifications can be integrated to form a common specification docu-
ment to be used as a basis for the software development. The approach has been generalised to many dif-
ferent kinds of Petri nets including

Autonomous nets: Condition / Event systems, Place / Transition nets, Coloured Petri nets.+

Autonomous nets with increased descriptive power: Inhibitor arc Petri nets, Priority Petri nets.*

Non-autonomous ners: Synchronized Petri nets, Timed Petri nets (weak and strong time semantics),+

Mixed synchronized and timed Petri nets, Interpreted Petri nets.
I

1
The choice of state-based or transition-based specification relates to pragmatic concems about the relative |

merits of the two classes of algebraic specifications, both in general and with respect to the translation and
extension of Petri nets. When it comes to non-autonornous nets, the introduction of synchronization favours
the state-based specification, since new extemal events can then be included successively by introducing
new functions. On the other hand, the introduction of timed places favours the transition-based specifica-
tion, since timing constraints can then be added or modified successively by introducing or modifying sep-
arately defined functions. Also the introduction of data processing favours the transition-based
specification, since data variables can then be added or modified by introducing or modifying separately
defined functions.

Some of the most important findings from the research activities on Petri nets and algebraic specifications
can be summarised as follows.

The algebraic specification resulting from the translation can be used to prove general invariants by.

means ofinduction on the transitions.

The algebraic specification of a Petri net can be gradually extended to incorporate new functioning.

rules.
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The basic approa h to the translation of Petri nets into algebraic specifications can be generalised to a*

wide variety of Petri nets.

Automatic transformation between state-based and transition-based specifications gives a flexible and*

efficient approach to the combination of Petri nets and algebraic specifications.

The work on Petri nets and algebraic specification represents a promising approach to the integration of
specifications written in different languages. The approach appears to be applicable to a wide variety of
graphical and textual specification languages. Furthermore, the transformation between state-based and
transition-based specifications can be utilized in the combination of specifications written in different tex-
ruallanguages, such as Z notation [40) and Larch Shared Language (16). On basis of these observations, it
is expected that the approach will prove useful in future work on combination of specification techniques.

2.2 A Graphical Front-End to Algebraic Specifications

The development of a graphical front-end to the editing of algebraic specifications has resulted in a proto-
type tool called GRAPHIC-AL. Through the use of graphical and hypertext based presentation techniques,
GRAPHIC-AL provides useful visualization in the process on building and organising algebraic specifica-
tions. The tool can be used as a stand-alone program or as an add-on to the HRP Prover. Concretely,
GRAPHIC-AL consists of two main parts:

The Hypertext Editor: Facilitates navigation in a set of data type specifications; includes a syntax*

checker.

The Hierarchy and Version Control Unit: Shows the hierarchical dependencies between data type spec-+

ifications and allows to work with different versions of a type specifications.

The main goal of the current version of GRAPHIC-AL is to demonstrate an approach to version control and
hypertext-based editing of algebraic specifications. In further work, the GRAPHIC-AL will be integrated
with a graphical user interface to the HRP Prover.

GRAPHIC-AL works with

type specifications, i.e. specifications of single (parameterized) types; and-

specifications, consisting of a set of type specifications.-

The Hypertext Editor includes several features for creating, opening, saving, checking, and navigating both
of these classes of specifications.

| The user interface has been developed using Motif widgets (user-interface elements based on the X Win-
dows system), and thereby incorporates a conventional menu bar, scrolled windows, etc. In addition to the
menu bar and two editor windows, the user interface provides a hierarchy browser and an information field.

| While the first editor window provides the means for editing a data type specification, the other editor win-
dow is mainly used for information on other data type specifications. The hierarchy browser shows the de-'

pendency between all the loaded data type specifications. Finally, the information field gives feedback to
the user.

Development of GRAPHIC-AL were carried out by the use of Lex (lexical analysis). Yace (parsing), and
Motif. By way of example, the hypertext widget extends the Motif text widget with right mouse button op-
erations dedicated for the control of GRAPHIC-AL. In general however, writing a new widget by extending
an existing one proved to be rather difficult and time consuming, and involved much C programming. As
an attemative, Visual Java Development Tools appear promising for the construction of user interfaces and
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their integration with the rest of the program.

As a general conclusion. the project GRAPHIC-AL provided a demonstration on how to improve the nav-
igation when editing algebraic specifications. In particular, a rather simple, but effective way was found to

. present the hierarchical dependencies between data types.

3 Formal Methods and Traditional Software Development Techniques

Recently, the application of formal software development methods have been treated with increasing inter-
est within the nuclear society. The use of formal methods are frequently proposed as a means fordeveloping
high-integrity software based systems. The high degree of completeness, dependability, and freedom from
defects required for these systems call for effective methods for achieving and demonstrating these quality
aspects. Much discussion and, to a certain degree, controversy arose from the verification and validation of
the computer-based Darlington shutdown system [10]. Nevertheless, there is today a growing consensus
within the nuclear society that more practice on the use of formal methods is needed in order to evaluate
their applicability [46]. Several independent studies suggest that there is a need for a systematic, rigorous
effort in establishing design requirements to minimize errors in the final product (4]. Licensing authorities
in general have a particular interest in representative applications of existing formal methods to make deci-
sions on whether the use of formal methods should be required, which formal methods should be used, what
is the appropriate way to use them, and what to require to be formally verified. Much of this motivation
comes from the limited value of traditional methods. Following [26], " traditional software-development
techniques usually do not provide the levels of dependability demanded by safety-critical systems, and the
quality criteria are usually such that the amount of testing that is feasible cannot demonstrate that the desired

goals have been achieved". As a matter of fact, there are several important aspects which make the applica-
tion of software in safety-critical applications fundamentally different from their application in other areas.
Safety-critical applications must work when needed, and it is not appropriate to wait for evaluation during
use to bring the reliability up to an acceptable level. The realization of the potential benefits of computer-
based control and safety systems for nuclear power plants therefore requires verihing the reliability of these
systems. Traditionally this has been done by means of simulation of the hardware design and exhaustive
software testing. It appears however that the use of formal mathematics, in some form, is necessary in order
to achieve substantialimprovements in the development of dependable software.

Fonnal methods are useful in demonstrating many principles related to the development of computer-based
systems, such as correct and traceable specifications, fault avoidance, structured software development
processes, and complete V&V. In general, the provision of a formal specification improves preciseness, be-
cause it disciplines the specifier to state explicitly the information necessary to determine what is intended
in a particular circumstance. But there are also a broad set of principles for which the use of formal methods

|
need to be combined with other means of demonstration. Examples of such principles are conformance to '

well-defined standards, competent staff and team organisation, quality assurance, and attention to human
factors. The preferred use of formal methods usually also involves support tools, which need to be properly
validated for use in the given context. It is regrettable that very few research and development activities have
given serious attention to the formal development of these tools. An exception is the activity at the OECD
Halden Reactor Project on the formal development of a new version of the HRP Prover (39].

We have already seen how the use of formal methods can be facilitated bw Jhe use of graphical notations
and techniques. A related approach is to combine formal methods with more traditional software develop-
ment techniques. This is described in the following subsections, which describes a research activity on the
combination of formal methods and CASE tools. Particular emphasis is given to the possibilities of meas-
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i

uring the effect of formal methods in real-life software development.

3.1 Integration of CASE-tools for Formal Methods

The project INT-FS (Integration of formal specification in HAMMLAB 2000) was initiated in 1997 with
the aim to experiment with formal methods in the development of HAMMLAB 2000 (see [47] for an intro-
duction to the HAMMLAB 2000 project). Promising formal methods have been identified, and different
CASE-tools supporting these methods have been evaluated. It was decided to concentrate on graphical spec-
ification languages, like SDL [49), Statecharts [17), MSC [50), and UML [48), that have already proved
successful within many companies. In particular, experimental development work has focused on the use
of the SDT toci produced by the Swedish company Telelogic. The experience from the application of formal
methods and the SDT tool provides important insight into the relationship between semi-formal description
techniques and more conventional formal methods. SDT offers a number of facilities, for instance:

graphical editing of MSC, SDL and UML specifications;*

graphical animation of specifications;*

automatic validation based on exhaustive search;*

complete code-generation towards C.e

A first expetimental development based on SDT focused on the design of a communication manager for the
FAME (Functional Allocation Methods) project. The overall aim of this project has been to develop a
framework for analytical studies of imponant issues in the design of man-machine systems. One such issue
is the function allocation between the operator and the process control system. The FAME framework con-
sists of three main parts, an operator component, the communication manager (FCM), and an automation
component. FCM is coupled to a simulator of the physical process, and distributes data to the operator mod-
ule or to the automation module, and back to the process. Further activities in the INT-FS project have con-
centrated on making a formal specification of the integration platform in HAMMLAB 2000.

Another objective of INT-FS is to give recommendations on how to train personnel in the use of formal
methods. The system development within INT-FS is therefore carried out by engineers without former
background in formal methods. Because formal methods have a reputation of being hard to comprehend and
difficult to apply, system engineers generally tend to be reluctant to using them. The experiences from the
project indicate that formal methods of the kind considered are suited as communication media for the dif-
ferent parties involved in a system development. The chosen methods are all graphical, and the CASE-tool
SDT is directed towards graphical editing and animation. The developers found that graphical diagrams
were well-suited as a medium for discussions with the customers, and that it was easier to restart from a
graphical design specification than from conventional code after a longer break. It was also noted that errors
were easier to find with animation than with traditional debugging of C code.

3.2 Measuring the Effect of Formal Methods

One important objective of the INT-FS has been to measure the effect of formal methods [43]. For this pur-
pose a procedure for the collection of statistical data (error and work-hour reporting in all development
phases) was established. Collected data provides important input to evaluating how the use of formal meth-
ods influences on the amount of distribution of errors introduced or detected during the different phases of
a development.

Based on the experiences from the experimental development in the INT-FS, several problems were iden-
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tified in relation to metrics based on error repons. Tnese problems relate both to the need for an appropriate
definition of an error, and to the notion of satisfaction:

The definition of error must allow for the kind of trial / failure experiments that usually is considered a*

necessary and desirable pan of software development. Moreover, this definition should not depend
upon a software process that does not mirror how software is developed in practise.

Any definition of error is highly dependent on some notion of satisfaction, i.e. what does it mean that a+

specification or implementation satisfies some requirement imposed by a more abstract specification?
This notion of satisfaction must be sufficiently liberal to allow software to be developed in a natural
manner; it must be clearly defined, and it must be expressed in such a way that it can be understood and
used by the system engineers.

At present, the evidence on experimental work on the effects of formalization is very limited. Two notable
exceptions are [5] and (12]. In order to compare conventional and formal developments, care must be taken i

to ensure that it really is the effects of formalization that is measured, and not the effects of something else. |

By way of example, the FCM development involved a validation of the formal vs. the informal requirements
specification based on a specific review process involving all involved panies. The central question is: To |
what degree should the activities in the formal development process be mirrored in the conventional one,
and vice versa? If the purpose is to measure the effect of formalization only,it appears that the experiments
should be organized in such a way that the formal and conventional development differ only with respect
to the formalization and the immediate effects of the formalization. This is in agreement with [30], which
states that process improvement initiatives should be evaluated by way of comparison between two situa-
tions where product and process variables are held constant except for the one whose effect is being
checked. Since this may be infeasible across development projects, [30] proposes that such comparisons in-
stead are done across subsystems of the same project.

The FCM development was based on the waterfall process, with the intention to complete each stage before
the next was initiated, since this was basically required by the definition of error. In the FCM development,
the requirements stage was completed before any of the other stages were staned up. For practical reasons
however, the design and implementation stages overlapped in time. This does not necessarily mean that the
definition of error need to be modified. Rather, the problem appear to relate to the very strict implementation
of the waterfall process. The overlap of the development stages occurred because the development of clearly
separated sub-components progressed at different speeds. The experience with the. FCM development will
however be used in the adaption of the error collection routines to an iterative, component based develop-
ment process in the tradi ion of [7] and [21].t

Other imponant issues include the definition and selection of adequate metrics, and how to motivate the sys-
tem engineers to produce the required error repons, and use them in a consistent manner. A challenging task
is to set up experiments in such a way that interesting and scientifically valid conclusions can be drawn.
Funher work of this research activity will therefore focus on improving the techniques and strategies for
this kind of experiments, with the aim of providing more significant experimental evidence with respect to
the effects of formalization.

4 Theorem Proving and Model-Checking
i

Formal serification uses mathematical or algorithmic methods to prove the correctness of software specifi- {
cations with respect to more abstract specifications or desired propenies of the software. Much of the mo-

'

tivation behind the use of these methods is their ability to uncover errors, misunderstandings, or unexpected

i

i

,
j
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properties which could easily escape other means of scrutiny. The objectives of the VV-F-T project (Verifi-
cation and Validation using Formal Techniques) is to investigate verification techniques, available verifi-
cation tools and their applications, in order to propose a framework to support the development and
validation of distributed systems. The investigations have concentrated on theorem proving and model
checking, which are the two major approaches to formal verification.

Basic to the formal verification of software specifications is the viewpoint that they specify possible runs
of the software, where each run can be represented as an infinite sequence of states. Accordingly, a property ,

of the specification is understood as a set of runs. With this viewpoint, we can distinguish two classes of
propeities:

Saferv properties express that undesired actions will not happen. A run satisfies a given safety property*

if every initial (finite) sequence of the run can be extended to a run satisfying that property. As a special
case, an invariant property is a property that holds in every state of the execution.

Liveness properties express that desired actions will eventually take place. A given property is a live-*

ness property if it is possible to extend every fmite sequence to a run satisfying that property.

Techniques for proving safety properties are typically based on some form of generalized mathematical in-
duction.

Model-checking as a technique relies on building a finite model of a system and checking that a desired
property holds in that model (using some variant of reachability analysis). In contrast, theorem proving is
based on expressing both the system and its desired properties as formulas in some mathematical logic. The
logic is given by a formal system, which defines a set of axioms and a set ofinference rules. Theorem prov-
ing is the process of fMing a proof of a property from the axioms of the system. The suitability of each of
the two classes of techniquu depends on the characteristics of the analysed system:

Model-checking techniques are applicable to systems whose states have short and easily manipulated.

descriptions. Typical systems in this category are those whose intricacy resides more in the control than
in data. These are systems whose role is more readily described by their possible interaction sequences
than by the transformations they apply to complex data.

Theorem proving techniques are more general than model-checking, and can be used to verify many 1
*

types of systems including those whose role is described by the transformations they apply to complex
data.

Due to their respective advantages and disadvantages, a combination of the techniques may be needed for
large complex systems. By way of example, interactive theorem proving tools may help system developers
to verify decomposition and abstraction steps, while model-checking tools may be used to handle relatively
small and decidable subsystems.

In the VV-FT project, several tools within each of these classes were compared. The theorem proving tools ;

included in this study were the ACL2 system (25), the HOL system [15]. the HRP Prover [39), the LP Prover
[16], and the PVS system [11].The model-checking tools w here the CWB-NC system [9), the SMV system
[28), the SPIN system [18), and the UV system [24]. The evaluation criteria put special emphasis on the
applicability of the tools for the development of distributed software. As interactive theorem proving tools

| were considered, the PVS system was considered to be better than the other systems for the specification of
'

distributed software systems. Due to its flexibility, the HOL system might be a better choice for proving
theorems. Another advantage with the latter tool is that it appears to be easier to extend with derived proof
rules. As model checking tools were considered, the SPIN system was considered to be better than the other
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tools for specification and verification of distributed systems. |

The further activity in this project has been to investigate whether it is possible to apply this methodology
on the verification of operator procedures. In a preliminary study, SPIN was applied on a simple example
procedure. Based on this experience, a case study was initiated using this tool on a real procedure. The pur-
pose of this study was to find out how well SPIN handles relatively large procedures, and w hat kind of prop-
erties can be verified. The activities include modelling the procedure in Promela, which is the language of
SPIN, modelling the environment to which the procedure is supposed to be applied, and investigating the
types of errors that could possibly be detected by using SPIN. Based on related work at the OECD Halden

;

Reactor Project, further work will also look into the possibilities of combining this approach with qualitative
simulation [27]. The latter approach puts more emphasis on the modelling of the qualitative behaviour of
the underlying plant, and a combination therefore appears promising in view of the extended scope of ver-

.

ification. I

The combination of model-checking and theorem proving is a relevant issue also in the research activities
I

on Petri nets and algebraic specifications (see section 2), where inductive theorem proving complements i
traditional net analysis techniques. One of the main advantages of the induction approach is its generality
and the flexibility it allows for the formulation of invariants. This is first of all due to the fact that the in-
ductive approach easily applies to all specifications classified as state-based or transition-based algebraic
specifications [39).

)

5 Program Testing Techniques

Several demonstration principles for software based systems important to safety refer to the importance of
testing in relation to operational testability, the required system functions, etc. In general, to test a program
is to execute it with selected test data to demonstrate that it performs its task correctly. Testing is an essential
part in the assessment of a software product, and complementary to other V&V activities. Ideally the test
data should be selected so that all potentially residual faults are revealed. However, exhaustive testing is in
general not possible, so the optimal test strategy is the one which maximises the probability of revealing all

i

possible residual program faults. In some cases, testing may be facilitated by the use of equivalence parti- ]
tioning. This is a technique for deermining which classes of input data receive equivalent treatment by a |
system, a software module, or program. A result is the identification of a finite set of software functions and

|
of their associated input and output domains [13].

Effort intensive testing activities can be viewed as a necessary complement to the more process-oriented
development procedures, since these procedures are regularly considered incapable of providing the neces-
sary confidence in the program. Testing has the advantage of giving reliability figures directly, and provide
flexibility in the choice of the number and distribution of test data. A basic problem related to testing is to
determine when to stop the testing. Several objective criteria have been proposed, based on the test sets, the
number of bugs detected, the marginal detection rate, or the target reliability level (see [44]). Testing also
requires a method to decide whether the result of a computation is correct or not, i.e. an oracle. A frequent
problem with testing practise is a poor consideration of the quality of the process and techniques employed
during the software development. The intrinsic discrete nature of computer hardware and software also
makes testing difficult and sometimes unreliable, because the untested sequences of states do not necessar-
ily lie in the "neighbourhood" of tested sequences. If the system is non-deterministic, the system will not
even necessarily repeat its observed behaviour on a test case.
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5.1 Software Sensitivity Analysis and Reliability Assessment

The objective of the EISTRAM (Experimental Investigation of Software Testing and Reliability Analysis
Methods) project has been to investigate test based measures of software dependability [14). One such
measure is the sensitivity of a program, i.e. the probability that a program fault will lead to a failure during
execution. In the EISTRAM project, the PIE technique [45) has been investigated as one method for sensi-
tivity analysis. It combines execution , infection- and propagation analysis to provide an estimate on where
possible residual faults may hide. Combined with software reliability measures, such as time to failure, it
should be possible to increase the confidence in the fault freeness of the program in cases where no failures

,

have been revealed during testing. The technique has been applied on programs developed in other research I
activities at the Halden Project, including the PRM program developed with the use of formal methods in I

the EvalFM project [37], and a program that was developed in the Project on Diverse Software (PODS) [6).

The acronym PIE stands for Propagation, Infection and Execution, which during the analysis are performed
in reverse order, i.e. execution of a location, infection of the data state, and propagation of a fault to a dis-
cemible output. While the purpose of most mutation testing techniques is to prove the absence of certain
classes of faults, correctness is not an issue with the PIE technique. Instead the purpose is to identify loca-
tions in a program, where faults, if they exist, are more likely to remain undetected during testing. The lo-
cations of interest are primarily assignment statements, input / output statements, or the condition part of an
IF, CASE, UNTIL, or WHILE statement. The technique is closely related to three conditions that are both
necessary and sufficient to cause a software failure, and that must occur in the following sequence: i

1. An input must cause the fault to be executed, i.e. the faulty location must be reached and executed.

2. Once the fault is executed, the succeeding data state must contain a data state error, i.e. the succeeding
data state must contain an incorrect variable /value pairing.

3. Once the data state error is created, it must propagate to an erroneous output state, i.e. the data state |

error must cause an incorrect output from the program.

For each investigated location, the PIE analysis will produce one set of probability estimates for each of
these conditions. The PIE technique then uses the minimum estimates from each set to estimate the sensi-

tivity for each location. This is an estimate of the probability that a fault will cause a failure at a particular
location under a specified input distribution:

If high sensitivity is observed, there will be a high probability that faults, if they exist, will be revealed+

during testing.

If low sensitivity is observed, it is likely that faults will remain undetected during random testing, and.

the location will be a candidate for further investigation.

Through a limited literature survey, a fault analysis of previous projects, and accumulated experience during
the experiments, the EISTRAM project classified the mutants into 23 main operators. Specific interest was
given to mutants and mutant operators that caused the zero infection estimates. As a part of the EISTRAM
project, programs were developed to automatically generate most of the mutants based on these operators.
The list of simulated faults were narrowed in order to reduce the time required for performing the testing,
and because it was considered desirable to only simulate those faults that are likely to be made by a pro-
grammer. For this purpose, ten fault criteria were defined.

The test case based on the PRM program consisted of 122 locations from the subroutine part of a Pascal
program for performing a power range monitoring of a nuclear reactor. In the analysis of the program, the
PIE technique was applied to the 122 locations by initially testing with a normal input distribution. It was
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observed that 66 locations had zero sensitivity estimates. 55 of these had a zero infection estimate, where
849 out of 5801 tested mutants caused a zero infection estimate. By applying the fault criteria to the 849
mutants, it was observed that the number of locations with a zero infection estimate was reduced to 29, and

the number of mutants were reduced to 87. Only one location now had both a zero infection and zero prop-
agation estimate. The observations from the analysis of the PRM program were in agreement with the ob-
servations from smaller test cases. It was also observed from the list of locations with zero infection
estimates that only 7 of the 44 analysed subroutines had a large proportion of such locations. Four of these
subroutines were functions of type Boolean, and three were procedures that returned used-defined records.
of which several fields were of type Boolean.

By applying the PIE technique to the various test cases, it was observed that the number of locations which
are likely to hide a possible fault during random testing is very high. The number of locations was reduced
by using several input distributions to test the mutants. However, the number of locations were still high,
approximately half of the tested locations. The use of mutant selection criteria can reduce the number of
mutants that give zero infection estimates, and thereby the number of locations likely to hide faults. The
inherent danger is that the application of these criteria may result in the removal of mutants that represent
likely program faults. The high number oflocations that would be likely to hide a fault during testing also
means that one has a large number of pinpointed locations which are candidates for other testing methods.
In this view one could conclude that using the PIE technique was not very efficient. On the other hand, the
large number of" insensitive" locations could be an indication of a fault tolerant program.

6 Software Process- and Product Quality

Generally speaking, there are two principal ways of ensuring software quality - one in terms of process, and
another in terms of product [38). In a process-oriented approach, quality is seen as an outcome of a good
software development process. In a product-oriented approach, quality is assessed or ensured by directly
evaluating a given piece of software. In both cases, the aim of the quality assurance activities is to ensure
that the software exhibits properties like correctness, reliability, safety, efficiency, and maintainability. If
we chose to use a process-oriented approach to ensure e.g. correctness, we are in reality making the assump-
tion that the quality of the process will at least help in ensuring this aspect of product quality. We may still
employ various testing strategies as part of the process, but these are then typically required in the process
in terms of testing plans, acceptance criteria, etc. Altematively, we could use a product-oriented approach,
and focus more directly on analysing the software being developed. This could be done experimentally in
terms of program testing, or more analytically through formal verification.

Intuitively, it is easy to see that neither the process-oriented nor the product-oriented approach is fully sat.
isfactory. By way of illustration, the process-oriented approach may fail due to over-emphasis on tradition-
al quality assurance activities on the cost of adequate testing and verification. On the other hand, the
product-orientedapproach may fail due to insufficient consideration of how the testing and verification can
be facilitated by controlling the software development process. These pitfalls immediately suggest that an
optimal approach requires a combination of the process-oriented and the product-oriented approach:

'Ihe process aspect should be maintained by following a development process that can be planned,*

tracked, and reviewed.

The process aspect should be complemented by guidelines to " design for V&V", i.e. the development*

process should promote the development of programs that are structured in a way that facilitates testing
and verification of the final products.

The review / audit activities should cover the question of adequate V&V.*

256

_ . .
. . . . . . . .



Measuring Quality

In order to facilitate specification and measurement of software quality, several attempts have been made
to identify what characterizes a high quality software product. This is of vital importance both in a product-
oriented and in a process-oriented approach to software QA. While product-metrics tend to focus on single
modules or single quality characteristics, process-metrics usually concern the project itself or specific phas-
es in the development. Unfortunately, it does not seem likely that a standard set of metrics can be estab-
lished. Neither is there any general consensus about what are the best measurement practices. There are
however a few paradigms that appear to have great impact on the development of intemational standards
for software development. Leading paradigms are Goal Question Metrics [3), Quality Function Deployment
[2], and Software Quality Metrics [19].

Process-Oriented Quality Assurance

| As was stated above, the process-oriented approach to software quality is based on viewing quality as an
outcome of a good development practise. Some of the leading process-oriented quality assurance frame-
works are Total Quality Management, the Capability Maturity Model [32), and Risk Management [7]. A
general weakness of process-oriented approaches to software quality is insufficient evidence on their actual
influence on product quality. By way of example, it remains to be demonstrated that companies with high
ratings with respect to CMM in fact produce software of higher quality. It appears that a strong focus on
conformance to a model or standard tends to underrate the importance of adequate V&V. This is also the
case with quality systems based on standards proposed for use in software quality assurance. The vast ma-
jority of these standards reflect the process-oriented approach to software quality assurance. Due to a strong
focus on certification, there is a clear tendency to put too much emphasis on ISO 9000 and 9000-3, while
ignoring other standards. According to [42), no empirical evidence, no theory, and no explicit model has
been given that justifies or explains the relation between the ISO 9000 family and the accomplishment of
improved software product quality. In fact, a large empirical survey among European software suppliers
shows that only very few managers are able to quantify the benefits of an 150 9000 quality system,includ-
ing its impact on product quality [41). ;

Product-Oriented Quality Assurance

In the product-oriented approach to software quality, various quality aspects are assessed or ensured by di-
rectly evaluating given pieces of software. By way of example, software development frequently involves
exhaustive testing of specifications and code. It is possible to view these effort-intensive activities as a nec-
essary complement to the more process-oriented development procedures, since these are regularly consid-
ered incapable of providing the necessary confidence in the program. Testing has the advantage of giving
reliability figures directly, and provide flexibility in the choice of the number and distribution of test data.
A basic problem related to testing is to determine when to stop the testing. Testing also requires a method
to decide w hether the result of a computation is correct or not, i.e. an oracle. In relation to process / product
quality, a frequent problem with testing practise is a poor consideration of the quality of the process and
techniques employed during the software development. Finally, the intrinsic discrete nature of computer
hardware and software makes testing difficult and sometimes unreliable, because the untested sequences of
states does not necessarily lie in the "neighbourhood" of tested sequences. If the system is non-determinis-
tic, the system will not even necessarily repeat its obsers ed behaviour on a test case. Other product-oriented
quality assurance techniques include software reliability prediction, program verification, fault tolerance,
and diversity. All of these techniques have their strengths and weaknesses with respect to their effectiveness
in ensuring product quality. Nevertheless, their actual use typically fall short of capturing the impact of
process-oriented quality assurance techniques.
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6.1 Synthesized Quality Assessment

For a final acceptance of a safety-critical software-based system, a thorough safety assessment is necessary. '

For each application in nuclear power, this is represented by a safety case that must be put forward for ap-
proval by the licensing authorities. The safety case aims at demonstrating that the requirements specification
is correct and complete, and in all aspects satisfied by the delivered system. But the safety case must also ;

cover other aspects related to the system, such as the development process and its conformance to relevant )
standards. and required performance of the system throughout its operational life [1]. The basis of a safety
case consists of many different types of evidences, some of which are of a qualitative nature. Following
[13], the following three kinds of evidences need to be produced:

Evidence related to the quality of the development process.-

Evidence related to the adequacy of the product. )
+

Evidence of the competence and the qualifications of the staff involved in all the phases of the system f
*

life cycle.

Since not all aspects that influence the confidence one can have in a program are measerable (in statistical j
terms), the safety assessment calls for some approach to combining evidences of a disparate nature. This is !

especially the case with systems based on pre-existing software, including commercial, off-the-shelf soft-
ware (COTS). As is stated by [13), there are several issues invol ed with use and validation of pre-existing
software:

i

The functional and non-functional behaviour is often not clearly defined and documented.+

The documentation and the data on operational experience are often not adequate enough to provide the j+

evidence which would be required to compensate for the lack of knowledge on the product and on its !

development process.

As a consequence of the two previous issues, acceptance criteria and procedures of investigation for*

demonstrating fitness for purpose for a specific application may be difficult to put in place.

The operational experience may not be in exact corTespondence with that of the intended application.*

Therefore, software paths of unknown quality may be invoked by the application.

Aspects like producer's pedigree, the software process being employed, etc., need to be considered, al-
though in a different way than evidences like code complexity, test results, etc. Many of these evidences
relate directly to process- or product-oriented quality practices and techniques. A systematic approach to
measuring and combining influences would therefore also represent an integration of process / product qual-
ity in safety assessment. Furthermore, the same framework would provide useful guidance in the develop-
ment of the system. In panicular, the use of sensitivity analysis could be used to find the relative imponance
of the different types ofinformation. If software product quality was to be considered in isolation, we would
need detailed information about the software. Since this is not always available, we may have to focus on
evidences giving some indication on these aspects. By way of example, conclusions on the level of code
complexity or well-structuredness of a program may to some extent be drawn from information on func-
tionality, modes of operation. etc. There is also a great potential benefit in utilizing knowledge about how
specific development processes and techniques will influence on such factors.

A qualitative type of reliability measure is expressed as a subjective judgement, as a " belief" in fault free-
ness. A methodology which has been proposed is to use Bayesian Belief Nets (BBNs) and engineering
judgement to combine evidences from different information sources for a qualitative assessment of this be-
lief. The objective of using BBNs in software safety assessment is to show the link between basic informa-
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tion and the confidence one can have in a system. One method for using BBNs in predicting software quality
is described in [31). The BBN methodology is not only applicable in the final assessment of a product, but
can also be used to show the achievement of subgoals throughout the whole software life-cycle.The method
should therefore be applicable for different purposes, as e.g. to evaluate COTS systems, assess the develop-
ment process until a final assessment of the system, and even assess the operation and maintenance of the
system. A simple illustration of the methodology can be given in terms of Figure 2, where e.g. reliability
can be represented by a target node.

Producer
quality

Develop l

ment
uality

V

% stem serComplexity Testing
qualuy experience

Reliability

Figure 2. Illustration of the BBN methodology.

In an extended network, reliability would typically influence safety assessment, represented by yet another
target node. Examples of observable nodes are complexity of code and testing, for which exact numbers
may be available. But there are also other factors influencing reliability, such as system quality which again
is influenced by development quality. One obvious example would be the use of formal methods. We may
have only limited information on these factors, and the nodes are therefore classified as intermediate nodes.
For the associated variables, we will then give a priori values represented by discrete numbers or distribu-
tions. Based on the assignments given to each node and edge in the network, we can use. a computer program
to compute a " belief" value for each target node variable.

In spite of a large amount of published papers on BBNs and related graphical probability models, it is dif-
ficult to find evidences on the application of BBNs for real or realistic safety cases. In order to achieve ex-

'

perience on such use, the OECD Halden Reactor Project will in co-operation with member organisations
apply the proposed methodology on a real or realistic system. The project assignments selected to achieve
this objective first of all rest on the selection of a prog ammable protection system based on a configurable
software system. This protection system will be used as a test case in the project. Particular criteria on this
system will then be deduced from the plant wide safety criteria, followed by a collection of all available
information relevant for the evaluation of the software. By way of a Bayesian net, all information sources
will be connected to a target node directly relevant for approval of the system, where different methods will

| be used to assign numbers to the nodes and edges of the net. Finally, a commercially available tool will be
used to make computations of the net. Particular emphasis will be given to sensitivity analysis with respect!

to the assigned numbers, with the aim of finding the relative importance of the different types of informa-
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tion.

In order to make optimal use of evidences., these will often have to be detailed further. In this way, more
aspects can be made visible and thereby facilitate quantitative assessments. This can be illustrated by the
evidence represented by the use of formal methods. In order to assess the influence of such use on the quality
of the software product, several factors need to be considered, such as

Which methods have been used?*

How have these methods been used?-

i

How well is the use of these methods documented in this particular project?+

Visibility is further improved by assessing the influence on quality in terms of the various quality charac-
teristics, such as those defined in ISO 9126 (20). In this way, more detailed measures are identified in a sys- !

tematic way, some of which may be appropriate for quantitative assessment. As a consequence, an evidence |

that is given a subjective assessment in the overall, can possibly be detailed to a combination of subjective
and quantitative assessments, and thereby better utilize the available evidence. This demonstrates the need l
for empirical results on the influence of formal methods on software product quality. It also indicates how |
these results can be utilized by combining more detailed subjective measures and quantitative measures into |
an overall assessment on the influence of the use of formal methods for each particular development project. |

7 Conclusions ,

IThe effectiveness of software quality assurance largely depends on the success of combining complemen- 1

tary notations and techniques. While this is a frequent observation both in research and practise, there is still {
a lack of consensus on the usefulness of the various combinations. In many instances, even the effectiveness
of a single technique is difficult to measure. The Halden Project addresses these problems by investigating
how different notations and techniques can be combined in order to improve the overall scope and effec-
tiveness of specification and verification. On basis of these activities, the present paper has discussed some
of the options available for combining software quality assurance techniques. While the various options re-
flect a wide variety of techniques, several classes of combinations involve the use of formal methods. In
particular, the combination of graphical and textual notations represents a promising approach to making
formal specifications comprehensible to a wider group of users.

The paper has presented research results related to the combination of Petri nets and algebraic specifica-
tions, as well as to the development of a graphical front-end to the editing of algebraic specifications. The '

concepts of state-based and transition-based algebraic specifications have been applied in the establishment
of a uniform approach to the translation of a wide variety of autonomous and non-autonomous Petri nets
into algebraic specification. The approach involves translating Petri nets optionally into state-based or tran-
sition-based algebraic specifications, and using automatic transformation between these two classes in order
to utilize their relative merits. The translation makes it possible to analyse the nets with techniques estab-
lished for algebraic specification, including the use of the HRP Prover. Furthermore, the nets can be manip-
ulated indirectly through transformation of the resulting specifications. In this way, Petri nets and algebraic
specifications can be integrated to form a common specification document to be used as a basis for the soft-
ware development. The development of a graphical front-end to the editing of algebraic specifications has
resulted in a prototype tool called GRAPHIC-AL Through the use of graphical and hypenext based pres-
entation techniques, GRAPHIC-AL provides useful visualization in the process on building and organising
algebraic specifications. The main goal of the current version of GRAPHIC-AL is to demonstrate an ap-
proach to version control and hypenext-based editing of algebraic specifications. In further work, the
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GRAPHIC-AL will be integrated with a graphical user interface to the HRP Prover.

The practicality of formal methods is further enhanced by a proper combination of formal methods with
CASE-tools and traditional development techniques. The paper has presented results from a research
project concemed with using, and measuring the effect of, formal methods in real-life software develop-
ment. The experiences from the INT-FS project indicate that formal methods of the kind considered are suit-
ed as communication media for the different parties involved in a system development. The chosen methods
are all graphical, and the CASE-tool SDT is directed towards graphical editing and animation. The devel-
opers found that graphical diagrams were well-suited as a medium for discussions with the customers, and
that it was easier to restart from a graphical design specification than from conventional code after a longer
break. It was also noted that errors were easier to find with animation than with traditional debugging of C
code. When it comes to measuring the effect of formal methods, the INT-FS project established a procedure
for the collection of statistical data (error and work-hour reporting in all development phases). Collected
data provides important input to evaluating how the use of formal methods influences on the amount of dis-
tribution of errors introduced or detected during the different phase : of a development. Experiences from
the INT-FS project do however indicate a need for more sophisticated and reliable error counting techniques
that do not conflict with how software systems are developed in practise.

A third class of combinations concerns the use of complementary formal verification techniques. A distinc-
tion is made between theorem proving and model-checking, both of which represent well established ap-
proaches to the verification of software specifications. The suitability of each of the two classes of
techniques depends on the characteristics of the analysed system: Model-checking techniques are applicable
to systems whose states have short and easily manipulated descriptions. Typical systems in this category are
those whose intricacy resides more in the control than in data. These are systems whose role is more readily
described by their possible interaction sequences than by the transformations they apply to compex data.
Theorem proving techniques are more general than model-checking, and can be used to verify many types
of systems including those whose role is described by the transformations they apply to complex data. Due
to their respective advantages and disadvantages, a combination of the techniques may be needed for large
complex systems. By way of example, interactive theorem proving tools may help system developers to ver-
ify decomposition and abstraction steps, while model-checking tools may be used to handle relatively small I

and decidable subsystems. |

There are also several options available for the combination of program testing techniques. While formal
verification is concerned about proving correctness of a specification, testing normally focuses on the (pos- j

sibly symbolic) execution of a specification or a program. The paper has discussed how testing can be made I

more focused if it is guided by the PIE-technique, which is a dynamic failure-based technique for perform-
ing program sensitivity and testability analysis. The main observation from the experimental use of the PIE-
technique was that the number of locations which are likely to hide a possible fault during random testing
was very high, also after reducing the number of such locations by applying different mutant selection cri-
teria. The high number of locations also means that one has a large number of pinpointed locations which
are candidates for other testing methods or techniques. In this view one could conclude that the PIE-tech-
nique was not very efficient. On the other hand, the high number of insensitive locations could also be an
indication of fault tolerant programs.

Finally, the paper has discussed the problem of combining the process-oriented and product-oriented ap-
( proach to software quality. Due to their inherent limitations, neither of the two classical approaches appears
| to be fully satisfactory in ensuring adequate software quality. This is particularly the case for the develop-

ment and assessment of safety critical systems. By way of example, the process-oriented approach may fail

261



due to over-emphasis on traditional quality assurance activities on the cost of adequate testing and verifica- i
'

tion. On the other hand, the product-oriented approach may fait due to insufficient consideration of how the
testing and verification can be facilitated by controlling the software development process. It seems clear
that the quality of a software product should not be seen in isolation from the development process. This is
motivated both from the need to ensure an efficient process and from the underlying assumption that quality
of the development process has an impact on the product quality. The paper has demonstrated how the in-
tegration of software process- and product quality relates to the need to incorporate a variety of factors into
quality assurance or assessment. It is demonstrated how these factors, which represent disparate evidences j
of software quality, can be combined in quality assessment by means of so-called Bayesian networks. !
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ABSTRACT

This paper describes a user-centred approach to control room design for the nuclear industry. The
establishment of a " Control Room Philosophy" and the use of virtual reality (VR) technology in the
design process are key features of this approach. The control room philosophy identifies the functional
aspects of a control centre, defining principles and guidelines to be used throughout the design
process. It can be viewed as a functional requirements specification that is used to guide the design and
development of a control centre. VR technology is used to visualise a design based on a control room
philosophy. VR technology is not only used to visualise the design, enabling designers to interactively
modify it, but also to test and evaluate it against regulative standards for nuclear control rooms. A
design documentation system (DDS) has been integrated with the VR tools to support the
documentation of the design process in a structured manner. The use of VR to visualise a control room
has enabled control room operators to actively participate in the design of new control rooms together
with human factors experts, and a VR of a design can replace a physical mock-up for design testing
and evaluation.
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1. INTRODUCTION

There is increasing recognition of the need to apply human factors principles to a design at as early a
stage in the design process as possible. Vinual Reality (VR) is an interactive medium that assists in
achieving this objective because it enables design engineers to examine evolving designs from the
viewpoint of the end-user, reducing the risk of costly design-induced operational problems while at the
same time improving the quality of the final design.

In the context of the approach described in this paper, VR is defined as an artificial world (the
evolving control room design) in which the user (the design engineer and others panicipating in the
design process) can navigate and interact with objects in the world in real-time. The vinual control
room is rendered using three-dimensional computer graphics.

A control room philosophy provides the foundation for developing a control centre concept based on
functional and operational requirements. It identifies the roles of operators in addition to the functional
requirements of the control centre, it's suppon facilities, and it's infrastructure. It can be viewed as a
functional requirements specification for guiding the design and development of a control centre. It is
important to note that it provides a total perspective of the operation of a control room, from human-
machine interface issues and operations to administrative work. the Halden Project has developed
control room philosophies for a number of different process units, including nuclear power plants and
interim storage facilities for spent nuclear fuel.

An important motivation for the development of a control room philosophy is the early involvement of
end-users in the design process. Since it is considered imponant that operational knowledge and
experience within an organisation is fully utilised, operations-oriented documents are collected, which
together with continuous dialogue with expens within operational and other depanments, provide a
basis from which a complete concept is developed. This process of information collection and
refinement provides an opportunity for operational staff to provide feedback on ideas developed
during the design process. VR-based design tools have been developed at the Halden Project that
enable a three-dimensional model to be used to visualise and modify a design based on a control room
philosophy. Software tools have also been developed to support the design documentation process.

A VR model can be used throughout the lifecycle of a control room, thus its useful life is not limited to
the duration of the design process. After the initial conceptualisation and design stages of a project
have been completed, the VR model can be used to plan construction, operations and maintenance, to
define training sessions, as a basis for planning retrofits and, finally, to plan decommissioning. Thus
the initial investment in a VR model for supporting the creation of a design prototype provides value
later in the life of the control room.

1
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i

2. THE DESIGN PROCESS OF A NUCLEAR CONTROL ROOM
i

Figure 1 describes the design process. The planning and concept development phase comprises of the
conceptual design of the new control centre in terms of a philosophy. The design should be user
requirement driven, not technology driven, which requires that great effort 'oe devoted to the analysis
phase. Continuous end-user participation and feedback is essential to foresee the end-users' design
requirements. Close co-operation between the vendor and the client's operational department is
therefore required throughout the design process. The design process is specified according to
established standards and guidelines, i.e. primarily EC 964, EC 45A, NUREG-0711, and EPRI NP-
3659.

I
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Figure 1: Different phases of the design process.

The outcome from the analysis work provides a detailed basis for the preliminary design, which
consists of a human-machine interface (RMb on workstations, a HMI on large screens, an alarm
system design, and a control room layout. Prototyping starts as soon as possible in the design process
and becomes a parallel activity; the first preliminary design specifications provide the basis for this
work. In the ensuing detailed design phase, prototyping becomes increasingly advanced and
development of a contrd room mock-up can eventually begin.

!
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3. THE CONTROL ROOM PHILOSOPHY

The novelty with this approach to developing a control room philosophy is the concept of a total
perspective for the entire control centre, in addition to the very early involvement of end users in the
development work. By total perspective it is meant that all aspects of a control centre's functions are
examined, includmg operational, administrative, and social aspects. The concept includes not only
issues on human-machine interfaces, I&C or operational topics, but also administrative work and the

infrastructure necessary to run a plant 24 hours a day,365 days a year, including low power operation
during outages. It is therefore necessary to consider the entire activity that is expected to take place

|
within this environment. A brief summary of the content of a control room philosophy is provided in
the following sections.

3.1 Roles of the Operators

The nature of the operators' roles in the main control room (MCR) depends on several factors. Three
main role categories in the philosophy that can be listed for any of the operator positions in the MCR
are plant supervisor, plant operator and plant administrator.

|

The supervisory role can be separated into two main categories: 1) passive monitoring, where the crew
jointly supervise pre-defined plant parameters permanently presented as common information; and 2)
active monitoring where the crew jointly, or individually, search for information to identify the nature
of, and reasons for, an abnormal situation. The nature of this latter role is dependent upon the level of
sophistication of the alarm system and available operator support systems. A philosophy typically
promotes flexible alarm handling and presentation, where all detailed alarm information is available on
request.

The plant operator role is primarily dependent upon the degree of automation, which in this context
can be defined as the task distribution between the human operator and the control systems, with the
goal to maintain the plant in a condition required by safety and operational goals.

The plant administrator role is primarily dominated by plant maintenance administration, supervision
and record keeping; but also factors like logging and reporting, communication with other departments
that relate to the overall plant operation and maintenance, and operator training.

3.2 STAFFING SIZE AND RESPONSIBILITIES

One condition that is often emphasised during the development of a control room philosophy is that
the shift staffing must be maintained A typical example of staffing size to be accommodated by the
MCR is between six and nine opera >rs:

1) One shift supervisor, with the overall responsibility for all activities related to the MCR
functions.

2) Optionally, one assistant shift supervisor, who primarily provides support to the shift
supervisor.
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3) One reactor operator, trained for the control of the reactor and associated circuitry, as well as
the balance of plant (BOP) side of the plant operation. The reactor operator can take over the
BOP side when necessary, which means that s/he has full competence for the entire plant.

4) One turbine operator, trained for the control of the BOP side and all associated process and
electrical circuits.

5-9) Station technicians, that work in the plant outside the MCR for most of the shift time. Their
main tasks are to monitor and inspect component functions, and to perform all local manual
operation on components. Workstations with process computer terminals are proposed in a new
MCR philosophy for the station technicians.

The staffing size determines the baseline requirements for the number of workplaces, size, and layout
of the MCR.

3.3 Control Centre Functions

This part of the control room philosophy identifies and describes the functional principles of the MCR.
The requirements from the process assigned to the MCR provide the basis for the control centre
functions necessary to operate the plant in all operating modes. On an overall level, these functions
can be described as either operational or administrative. The operational functions comprise:

1. safety - what concerns the plant, the personnel, and the public;

2. operation - including both monitoring and process control actions;

3. co-ordination of all operational staff.

Administrative functions are all functions that cannot be related to operational activities, but are
performed by the control centre staff. Roughly they can be divided into plant maintenance-related
work (e.g. during outages); reporting and data logging; staff training; communication with operational
department and other departments; and production, updating, and reviewing of administrative
documentation e.g. procedures, technical system descriptions etc.

3.4 A Functional Control Centre Layout

A functional control centre layout is developed from the top by defining the infrastructure and the
environment around the MCR. The most important support functions are: conference room. control
room office, work permit management office, entrance to the control room, and an emergency control
room (ECR) located at a physically different location than the MCR. The MCR also needs storage
facilities, a kitchen, and so forth, but these areas are not specifically addressed in this paper.

3.4.1 Emergency Control Room (ECR)

The ECR is designed for use when the MCR is no longer accessible due to fire, sabotage,
! contamination, etc. The ECR must therefore include all necessary I&C equipment to be able to shut

the plant down, firstly a hot shutdown and secondly a cold shutdown. The layout of the ECR should

|
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principally follow the MCR to simplify the transition of the plant operation when leaving the MCR
and using the ECR. This will minimise the operator efforts when the transition has to take place, which
can be a very stressful event. The ECR will never replace the MCR, but should be equipped to manage
certain functions in very specific situations. The ECR should include the same type of computerised
operator interface as the MCR for situations where the computer systems are still accessible, which
will support normal working procedures. In addition, the ECR should include an analogue stand-by
syttem completely outside the digitised system in case of a total computer system blackout.

3.4.2 Conference Room And Office Area

An important feature for administrative work is the close location of a conference room for daily
meetings where the operating crew particip.ates. Typical examples are meetings between the shift
supervisor and the operational management, maintenance departments, etc. An office is usually also
required.

Both a conference room and an office could, for example, be located at the back of a MCR, with glass
walls between the rooms and the MCR to maintain a good overview of what is happening in the MCR.
The rooms should be equipped with computerised operator workstations on the process computer
systems, but with the restriction that no control action can be performed. A special entrance should
exist to the conference room so that no visitors disturb work in the MCR.

3.4.3 Work Permit Management Office

This area should be used for all planning and administration of work permits for maintenance work at
the plant. It should contain office space for 8-9 people (depending on the type of control room),
equipped with necessary equipment. This includes personal computers, operator workstations without
coutrol access, in addition to all important technical documentation. Different reception desks can be
included, directed towards both the MCR as well as a radiation protection office, and restricted / non-
restricted areas for radiation. This is for verbal and written communication between this office and the
MCR / maintenance staff.

3.4.4 Entrance To MCR

There is a safety aspect related to the location of the MCR entrance. It should be possible to place the
entrance within the sight line from the MCR workstations to give the operators a good, immediate,
overview of who is entering the control centre area.

3.5 Workstations and their Ergonomic Layouts

The main equipment at the operator workstations typically includes process display monitors, a central
TV surveillance system, telecommunication devices, and a personal computer for administrative work.
The philosophy supports the idea of spreading process information to different receivers who have an
interest in the process state, e.g. the operational management, outage planning, technicians during local
operations or inspections, etc. This can be done by installing operator stations on a computer network
at different locations at the plant. Of course, no control actions be performed from these units.
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Each workstation in the MCR should, in addition to monitoring and control capabilities, have
sufficient space for administrative work (desk area), good communication opportunities within the
MCR as well as with staff outside it, and space for all necessary documentation. The workstation
should be ergonomically designed with, for example, the possibility to adjust the height and local
lighting.

Extra space is generally desirable in the MCR and at the workstations for staff that are undergoing on-
the-job-training in parallel. This is common for all units and for alljob positions.

3.6 f&C Functions

These are examples of main parameters for an I&C functions' philosophy. To comply with the
situation when the crew works as one team, the philosophy states that common information important
to all crew members has to be visible from all locations within the MCR, and shall be provided on
centrally located large screens. The screens should present partly pre-defined information (e.g. plant
overviews, alarm informatiori, etc.) and panly ad hoc information as selected from any of the
workstations. With this, the philosophy will provide flexibility concerning the large screens with both
a pre-defined overview permanently displayed as well as selectable displays dependent on the
situation. These can be presented simultaneously. Furthermore, since the shift team works either as a
team, a group within a team, or as an individual, the philosophy states that all available information
shall be accessible on all MCR workstations. Process control is possible from all operator
workstations. This provides individual workstations equipped for the supervisory function; the reactor
monitoring and control; and the balance of plant operations.

3.7 One Consistent Information Presentation System for all I&C and Support Systems

Information presentation should, in the best possible manner, support the operators in their primary
tasks and goals for a safe and economically sound operation of the plant, it is important to have a
flexible system where parts can be replaced without affecting the user interface. The user interface has

to be internally consistent and unified, independent of the kind of computer system that is used. New
operator support systerns that will be implemented in the future should be able to be integrated with
the process computer system.

It is important that the computer system does not require the user to know how this system is
technically functioning to be efficiently used. This can be achieved by an efficient design of the user ;

interface. It is also important that the computer system does not have limitations in terms of what kind I

of graphics etc. that can be displayed. Other e.g. some graphical forms of representations of the
process can be more efficient to use than present formats. Examples of principles from a philosophy
are: the display formats shall be designed in such a way that the need for information gathering from
several formats is minimised; display formats shall be logically presented to the operator; the user
shall himself / herself be able to control amount and complexity of the information presented.
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3.8 Human Computer Interaction and Process Control Needs

All process control input in a modern computerised control room is through the computer, which in
turn controls the actual component. One of the most important challenges is to develop a computer
interface to the process that requires a very low level of skills for interaction. The operators must feel
that they are interacting with the process not the computer.

This section of the control room philosophy defines the principles and the most important
. corresponding guidelines for computer interaction and process control. It is structured in two parts: 1)
interaction between operators and the computer interface (i.e. display suite navigation), and 2) the
interaction between operators and the process (i.e. process monitoring and control).

3.9 Alarm System Requirements
i

Computerised alarm systems provide the capability to prioritise, suppress, and filter alarm signals to
suit the event. The number zf alarms are in this way reduced by filtering consequence alarms that do
not provide any additional nformation to the situation but instead increase the operators workload and
disturb diagnosis of the situation by requiring the acknowledgement of these alarms. The alarm
philosophy identifies the methods that can be used to prioritise alarms to improve diagnosis, and to
find and act on the root cause of the event. Principles are defined to structure and integrate the alarms
in the process displays and the alarm displays on the terminals and the large screens. A special section
of an alarm philosophy deals with presentation and integration of high level alarms from separate
advanced alarm systems, such as alarms from an early fault detection system and diagnosis systems.

Examples of principles from an alarm philosophy are: The " black screen" approach shall be used,
where alarms are only presented to attract the operator's attention to indicate faults that require an
operator to intervene. Alarm presentation shall adhere to the principles for the information
presentation system. Alarms shall be structured in a causal tree format to identify the connections
between causal alarms and consequence alarms, etc.

4. VIRTUAL PROTOTYPING OF A CONTROL ROOM PHILOSOPHY

The VR-based design tool developed at the Halden Project is a central component of this structured
approach to developing a control room design specification. The main motivations for the VR design
tool are the enabling of early participation of end-users and the removal of the need for a physical
mock-up. In particular, it enables the actual control room operators, who will eventually use the new i

control room, to participate in the design process. It is believed that experienced operators, in
continuous dialogue with human factors engineers and system vendors, have the greatest potential to
develop an optimal control room design at a sufficient levels of detail.

Control room operators are pragmatic experts on what information should be available in a control
room and on work procedures in normal, disturbed and outage operations. However, because operators
are not trained design engineers with broad knowledge of alternative solutions, they benefit from
advice and guidance throughout the design process. Since operators are usually not experts at
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expressing design solutions using traditional computer-aided design (CAD) tools, the VR tool
described in this paper was developed. The VR tool enables operators to design new control rooms by
selecting objects from libraries and positioning them in a room. Objects such as furniture, safety
panels, computer monitors, and walls, can be moved, scaled and reshaped to visualise a design idea.
The operators do not model the actual objects themselves, but can request that a modelling expert add
new objects to the object library. t
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Figure 2: The shift supervisor's view from his/her workplace

A significant part of the design process is a human factors test and evaluation process. This is an
iterative process from the conceptual design stage of the project to the system testing stage. Tools have
been developed at the Halden Project to assist in the verification and validation (V&V) of control
room designs, using a VR model to verify designs against design specifications. International
standards and guidelines for the nuclear industry are used as a basis for the V&V tests supported by
these tools. In the future, it is intended that the tools will be enhanced to support the validation of
functional requirements (using walkthroughs), operational procedures and training programs. |

Typical V&V design tests include evaluating reach and posture, checking sight lines and examining
ergonomics. For example, figure 2 shows a shift supervisor's view from his/her workplace. This view
can be evaluated using the tests provided by the V&V tool. In this example, the reactor and turbine
operators' monitors obscure some instruments on the panels when the shift supervisor is in a sitting
position. The monitors cannot be lowered or angled further, according to human factors I

recommendation. There are two available options. Either the shift supervisor's workspace can be raised
a step higher in the control room or a step can be placed under the panels. Figure 3a shows a

|
mannequin being used to evaluate the effect of adding a step to the panels. Figure 3b shows the

;

mannequin being used to evaluate the effect the step has on reach and posture.
|
|

|

.
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Figure 3b: Mannequin used to evaluate reach andposture

[ Note that a major distinction exists between design process verification and validation (as described
above) and the final design implementation verification (factory and site acceptance tests. FAT / SAT].
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5. USING THE VR TOOLS

In practice, a VR laboratory is established at the site where the control room operators are located. The
lab typically consists of a graphics workstation with appropriate software installed and a projection
system, to facilitate group discussion. 3D input devices and LCD shutter glasses for stereoscopic
viewing can also be used.

The members of the design team are trained to use the VR tools and the design documentation system
(DDS). The VR lab is used as a regular meeting place for all participants in the design process. The
design team follows the guidelines in a control room philosophy to develop a control room prototype
using a structured approach. A typical working day is a combination of design and documentation
sessions.

The initial starting point is a model of a room (walls, ceiling, and floor). The designers can then add
windows and doors and add or remove walls. The primary objects, such as safety panels, large screens
and workplaces can then be placed in the model. In the case of a retrofit. the initial model typically
depicts the layout of the existing control room, otherwise it shows an initial idea for a layout that the
team of designers agree upon as a starting point. At this stage the virtual control room provides a
context within which the designers can focus on specific areas of a control room philosophy,
continuously refining the initial model until a final design is reached.

The initial focus is typically on the layout of instruments, symbols, and mimic on instrumentation
panels, then the design of operator workplaces, the layout of the control room, and, finally, the layout
of the entire control room suite and facilities. The design of process displays can be done in parallel
with the other design activities.
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Figures 4 to 7 show some of the VR tools in use. Figure 4 shows a model of an existing building,
within which a number of objects have been positioned by the design team. The designers add new
objects to the model by picking objects from an object library and dragging them into position. Figures
5 and 8 show the object library in action.
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Figure 5: Object library showing instmments and symbols for a safety panel

In addition to supporting the creation of furniture and other relatively large objects, the object library
is also used when designing the layout of analogue safety panels. The designer selects a panel, then
picks, from the library, instruments, lines, symbols, etc., which are automatically attached to the
surface of the panel. The designer can then drag these objects around the surface of the panel into
position. When a mosaic system is used, objects ' snap' into position. The objects themselves are
models of the components available from the selected vendor. Objects can be grouped together, and
entire groups of mosaic components can be copied or moved around the surface of a panel, or even be
copied to other panels. The designer has great flexibility to experiment with the positioning of
components in order to find an optimal layout. Text labels can be added to label objects and alarm tiles
as appropriate, and a standardised colour palette can be used to modify the colours of lines and
symbols. A final panel layout can be exported from the VR model in a CAD format to print technical
drawings of the panel designs. By connecting the vinual panels to a simulator, it is possible to evaluate
the thaviour of the panels.
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Figure 6: Evaluation of an operator workplace
{

The object library contains a number of different designs of desks and chairs that can be used to design
work places. Additional furniture can be added to the object library as necessary. The designers can
interactively create new work places in the model and evaluate them. The VR tool enables the
designers to evaluate sight lines and measure distances to ensure that information on computer
monitors, large displays, and safety panels is readable and that visual communication between
operators is sufficient. Since the VR tool enables designers to position themselves anywhere within the
virtual control room, it is easy to check that furniture and people do not obstruct vital information.
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Figure 8: Object library with fumiture and other equipment to be placed in the control room

Similarly the design of the supporting infrastructure is developed. Offices with access to the MCR are
positioned, windows added where appropriate, and facilities such as a conference room, rest area,
kitchen and visitors' gallery can be added, in accordance with the control room philosophy. For
example a control room philosophy might recommend that a conference room should have entrances to
the MCR and to a secure area outside the MCR, so that it is possible to enter the conference room
without passing through the MCR.

6. THE DESIGN DOCUMENTATION SYSTEM

As the design develops,it needs to be documented, and the documentation should include all tests and
evaluations. Some of the design documents form the basis of the design specifications for a vendor,
while other are used to demonstrate that a high quality approach to the design development has been
followed, with many iterative tests and evaluations (as required by licensing authorities). To assist the
designers / operators in this task, a computer-based Design Documentation System (DDS) has been
developed and integrated with the VR tool. Pages in the DDS are used to store descriptions of design
solutions, with the ability to immediately retrieve and vie << relevant VR models, providing an
advanced version control mechanism. In addition to support for version control, the DDS also
comprises of the V&V tool described briefly in section 4.

Design documentation is written as the design changes. Information in the DDS guides the designers to
document design arguments, references to standards and exceptions from philosophy guidelines or
standards for all objects iri .he control room. When the design is frozen, reports for different purposes
are generated by the DDS. These reports can serve as the actual design specification, including
pictures from the virtual control room that illustrate the design. All reports from the DDS can be

]
edited using a word-processor package. A particularly useful type of report that the DDS can produce
is a " design change status report", which is regularly printed to keep track of suggested changes to the

1
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developing design. Immediately before the design is frozen, this report serves as a check-list of design
ideas which may not have been sufficiently followed up by the designers.

l
An important feature of the DDS is that it supports the easy handling and browsing of documents.

l
Documents can be copied, moved, and deleted, and new documents can be created in a document |

hierarchy with headings specified by the designer. The DDS supports a top-down approach to the
design documentation, so an overall design philosophy is documented at the highest level, followed by
guidelines that support the philosophy, followed by defined standards. The level below the system
specific standards is the actual design. Figure 9 shows an example of a DDS document stmeture.

During the design process, it is likely that compromises will have to be made due to existing
constructions and limitations, which force the designer to deviate from defined standards. These
exceptions are documented in the DDS together with other design arguments that originate from
operational experiences or good practice.

Key features of the DDS include:

1. Structured top-down approach to the design. All documents regarding design philosophy, concept,
|and general guidelines and standards for each part of the design are available at a high level in the

DDS. Only deviations from these are documented lower down in the hierarchy, to avoid
unnecessary amounts of documentation and to be able to trace all deviations.

2. The design documentation, such as design arguments, standards, guidelines, and references, is
written into the DDS at the time when a design or redesign decision is being made. This approach
avoids time-consuming periods dedicated to design documentation, as documentation is created
online as each problem / issue is discussed and the design arguments are identified.

3. Design documentation can be written directly into the DDS using forms or can be imported from
Microsoft Word (or some other organisation-standard document format). Documents in the DDS
can be exported for reading or manipulating using other software packages.

4. All design documentation can be accessed and viewed over an Intranet (or the Internet, if required)
by anyone that has been supplied with a login-in account and password by the DDS administrator.
Thus, end-users of the design and other people that are interested or have input to the design
progress, have access to the design descriptions that are of interest to them and give feedback to
the design engineers.

{
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Figure 9: Example of top-down design documentation structure in DDS.

7. SUMMARY

The application of VR in combination with an advanced control room philosophy provides a complete
approach for the design of control rooms. The techniques and tools described in this paper have been
used in a number of projects in both the oil and nuclear industries. Design development time is
believed to be shortened and the design acceptance of operators appears to be high. Virtual control
rooms have been found to be good replacements for physical mock-ups. The VR tools described are
under continuous development, with new features being added to assist design teams.
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Abstract

The surveillance and control of any industrial plant is based on the readings of a set of
sensors. Their reliable functioning is essential since the output from the sensors provide
the only objective information about the state of the process. The signal validation task is
to confirm whether the sensors are functioning properly.

Real-time process signal validation is an application field where the use of funy
logic and anificial neural networks can improve the diagnosis of faulty sensors or drift in
sensor readings in a robust and reliable way.

The present work describes the transient and steady state on-line validation method
of plant process signals using anificial neural nets (ANN) and funy logic pattern
recognition.This method has been developed at the OECD Halden Reactor Project and
tested on simulated scenarios covering the whole range of PWR operational conditions
provided by Electricite' De France (EDF) and the Centre D' Etudes De Cadarache (CEA)
in France.

Events and faults in nuclear power plants can set off transients, which subsequently
can activate a large number of alarms presented in a rapid sequence to the operators. A
robust method to suppress less imponant alarms has been sought for a long time.
Starting from the work outlined above the Halden Project has developed a ANN based
system performing a fast classification of the occurring transient, then providing this
information as input to an alarm handling system which again applies this information to
perform event-driven alarm suppression. The paper reports on the first phase of this
project including a description of the method and the prototype system.

1 Introduction

The operation of each industrial plant is based on the readings of a set of sensors. Their reliable'
functioning is essential as the output of sensors provioes the only objective information of the process.
The task of the signal validation is to confirm whether the sensors are functioning properly. Signal
validation must be enough robust to multiple sensor faults as well. This requirement is crucial especially
in case of an accident when the abnormal changes of the process together with possible severe damage of
the sensors can occur.

The present work describes the transient and steady state on-line validation method of the plant process
signals using artificial neural networks (ANN) and funy logic pattem recognition. The use of ANNs for
signal validation has several advantages. The most imponant are - it is not necessary to define the
physical model of the monitored process and properly trained ANNs are less sensitive to the measurement
noise than the model-based techniques.
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This paper represents the continuation of the work at the OECD Halden Reactor Project'. The signal
validation model is based on the set of the ANNs, each driven by a pattem recognition algorithm. This
classifier based on the fuzzy and possibilistic clustering technique identifies the incoming signal pattem (a
snapshot of process signals) as a member of one particular cluster from a set of clusters. They are
recognized to cover the entire operating range represented by the possible combinations of steady state
and transient values. Each cluster is associated with one ANN previously trained only with data belonging
to this cluster. During the operation the classifier provides an automatic switching mechanism to allow the
best-tuned ANN to be used. The maximum membership grade of the sample in the particular cluster and
the maximum signal mismatch in the neural network module input into the Mamdani type fuzzy model to
estimate the reliability level of the validation. This model has been developed and tested on simulated
scenarios covering the whole range of PWR operational conditions provided by Electricite' de France
and the Centre D' Etudes De Cadarache. It does not require any special and additional type of
measurement or equipment (common e.g. in noise diagnostics) as it utilizes only the standard
measurements available in the plant.

PROCESS
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1

' :

t t t t

ONE STEP AEAD BMX STEP IN S1EP AW1 ANN 2 MC MMm
' "

| | | |

441 -

ONE STEP AEAD OUTPUT . REUABtRY
ANN SELECTOR

' Am9Er

|
Figure 1 Neuro-Fuzzy model block diagram

|2 Fuzzy classification

Let x = [x.,x:, .,x -]7 a vector in 91" representing an input dataset. The N components are
correlated process signals that constitute a snapshot of the monitored process at a given time. Given

.
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X = (I,,I:,...,I,) the N x P matrix of P patterns covering the W operating region, the basic idea is

to split this region in Q fuzzy clusters and derive a mapping function which assign each pattern
Idk = 1. .P to each cluster Cdk = 1. .Q at some degree. This transformation is expressed by the
following equation:

I. =o {u,4,u:4,. .ue* } (1)
And

u,4 e (0,1],i = 1. ..Q. k = 1. .P (2)

Where ua is the membership grade of the pattern I. in cluster C,. In pattern recognition the Q clusters
are identified by prototype patterns, which in the case of spherical or ellipsoidal clusters are also called
centroids, so that the representation of a fuzzy classifier for a given X (N x P) matrix dataset with Q
clusters is completely defined by:

B = (h ,[h ,. . .,3g ) (3)

U=(E,E,,..,E)i g (4)

[7,,, = [xf,xf,...,x7) (5)

E,,, = [u,,,, , u,,,: , . . ., u,,,, ] (6)

Where B is the N x Q matrix of the cluster prototypes and U is the Q x P matrix of the
membership grades ofX, also called thefic:y C-partition.

The fuzzy partition p6roblem. as expressed in (3), (4), (5) and (6) can be solved with the minimization
of an objective function , which can be written as:

o e =

J(B,U,X)= M, ,.,(u,,) A (I,,/7,)
2

(7)
..

Where m E[1,=] is called the fuzzifier parameter and A is a function representing the distance
between two vectors. When m = 1 the classifier is crisp and when m >> 1 fuzziness is maximized. m = 2
is the recommended value, for most applications.

The choice of the A function depends by the expected shape of the clusters. If the Euclidean distance
is used, which is the right choice for spherical clusters, the resulting algorithm is the popular Etc.v C-
means algorithm. In this application clusters with different shapes and sizes are expected, so that

'

Euclidean distances would not work well. To take care of the not uniform distribution of the patterns in
the dataset, the GK algorithm. from Gustafson and Keller', has been used. Here the distance function is
expressed as:
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A,/ = (detC,) (x, -8,) C,''(x, -$,) (8)

Where Ca is thefu :v-covariance matrix for cluster I, defined as:

1

I,(u,,), '->(u;)*(x,
,)(x, ,)' (9)y

1
,.

In fuzzy clustering U must satisfy the following three conditions: j

u, = 1, k = 1. . . P (10)
..,

u,, E [0,1] , i = 1. . . Q , k = 1. . . P (l1) )
i

P |

0 < [u < P ,i = 1...Q (12)y
3.,

Condition (10) reflects the probabilistic requirement that the total probability for an input dataset
pattern to belong to any cluster is 1. In other words, pattems not reflecting any of the identified cluster
prototypes are classified and assigned to the relatively most probable cluster, only because of the implicit
cenainty that all the patterns belong to the established partition. There can be uncertainty (or fuzziness)
on where the incoming pattern could be assigned, but no uncertainty on ifit can be assigned somewhere.
When this methodology is applied to signal validation applications, a number of problems may arise:

- Lack of robustness against noisy data. There is no compensation for the noise in the calculation of
B and U.

- It is not able to say "I do not know", also when this would be the best answer. An incoming pattern
might be given a high grade of membership in a cluster, even if it is far away from all the centroids,
only because it is relatively closer to one specific cluster.

Relaxation of requirement (10) leads to a possibilistic approach that results in a possible solution of
the two above mentioned limitations.

A possibilistic classifier initially learns a dataset Xof pattern samples ( in other words it calculates B
and U). During this process, the model increases its robustness to noisy data and many patterns in Xcould
be discarded as not representative of any developing cluster. When new patterns are examined. the
possibilistic model evaluates in which cluster or clusters the incoming pattern could be possibly assigned,
if any.
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Following Krishnapuram and Keller's work", minimization of the objective function (7), without the
constraint in (10), results in the following equations for U and B:

I
u, = (13)

,

MfI ,N,| "''

j

I+
!!,

.

Where m > 1 and

'
1

8 = r (u,),[' '(u )~I (14)j y jy
,.,

Where rh is computed by:

i

17 = (det C,)7 (15)

The step-by step procedure used to develop the fuzzy and possibilistic classifiers can be summarized as
follows:

- Given a set of samples X, compute an initial set of cluster centroids using the ISODATA algorithm, that
has been chosen because it automatically optimizes the number of required clusters

- Initialize the elements of thr partition matrix U with crisp values (0 or 1), using ISODATA. Then run
the GK algorithm, which produces the fuzzy classifier. )

- Use the updated matrix U and B , from the previous step, to start the iterative process as shown in eqs.
(13) and (14) to arrive to a possibilistic partition.

3 The artificial neural networks module

Sample data in dataset X are collected in Q training datasets, to be used for training Q supervised
neural networks. Each pattem in Xis assigned to one or more training set according to the fuzzy partition,
as long as its possibilistic index in U is above a threshold value h in one or more identified clusters, with
h = (0.11). The role of the threshold parameter h is twofold:

- sample patterns not adequately represented in any cluster are discarded, so that they have no influence j
on the network weights calculation. |

- sample patterns possibly represented in many clusters (responsible of the above mentioned coundary
problem) are used in the training set of many corresponding networks.

!

!
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The network architecture used in this work is a five layers (three hidden layers), feedforward structure
trained with the backpropagation algorithm. For better performance, a momentum term and an adjustable I

leaming coefficient have been used . The hidden layers use hyperbolic tangent transfer functions, while
the output layer is linear. This architecture has been proved to be more robust to process noise and
sensor faults.

The input to the ANN's is not limited to the current pattem. To capture the process dynamics, a
number of past values of the time series are used, together with the current ones, so that the total number
of input nodes in each ANN is N xR , where N is the number of dignals and R the number of past values
used. In this work, samples at t-0, t-2, t-5, t-13, t-3./ and t-89 have been used for each signal. This allows j
to consider both short and long time constant effects in the process dynamics.

l

The three feedback loops in Fig. I are used during the recall (on-line validation). I

The in-stepfeedback , in case of mismatch in one or more signals, re-evaluates the corrected pattem i

to get better estimates in the not affected channels. This feedback is triggered only if the signal mismatch
is estimated to be above two standard deviations, to avoid instabilities. /

The back-stepfeedback corrects mismatching signals for the future evaluations, when those values
will be used as past values, as mentioned before. This also triggered by the same threshold value. I

!
Finally, the one-step-ahead feedback monitors the next coming pattern for possible large deviations.

Large deviations have a negative effect on the overall performance, because they lead to false
classifications with the results that not optimal ANN's are triggered for recall, only as a consequence of a
large deviation in one or more channels. Large deviations from the expected values are corrected before
the classification, resulting in a much more accurate and stable validation. In Fig.1, a predictive ANN
calculates one-step-ahead expected values, but tests have shown that the current values (at time t) can be
used as a rough estimation of the values at time t+1.

The recall strategy does not make use of the above threshold parameter to trigger one or more of the
specialized networks. The algorithm used here, applicable only to signal validation processes, applies the
concept of presumption of no sensor fault, if possible. This concept is based upon the well-tested
hypothesis' that when a neural network confirms the sensor input (no fault condition) and the relative
cluster membership grade is high, the network output is reliable.

This leads to the following recall strategy:

- For each process sample: get the most representative cluster, which is the one with the highest
membership grade ul in U

- Recall the output using the neural ne:wk associated to this cluster

- Calculate the maximum absolute deviation, as follows:

crrl = max s, - o, x sgn(s, - oj=1,...,N (16)

Where s, and o, are thej-th network input and output values for a process pattem
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- If erri is very low, accept the result, otherwise recall the pattem using also the network with the second
. highest grade of membership, u2

- Calculate the following weighted error:

errl x ul + err 2 x u2werr = (17).
ul + u2 .

Where err 2 is the maximum error with the second network. Now if: I

abs (werr)> abs (err 1) (l8)

Accept the output from the first network, otherwise calculate a weighted output from:

outl x ul+ out2 x u2
wout = (19)ul + u2

Where out! and out2 are the vector outputs from the two networks.

4 The reliability assessment module

In a previous work' we tried to sobe the reliability problem connected to the use of neural networks,
using a Radial Basis Function network associated to a crisp pattern classifier. This work extends the idea,
exploiting the unique features of a possibilistic classifier.

The possibilistic cluster membership has an important role in the final decision whether the network
output can be considered reliable or not. A high membership grade in one or two clusters increases our
confidence that the data sample is contained in the training volume of one or two neural networks, so that
they will be able to recall the output with low estimation error On the other side, a low membership value
in all the clusters is a clear waming that no network has been trained to recall such a pattem. Note that
using fuzzy clustering techniques, it would not be possible to have neither low values in all the clusters,
nor high values in more than one.

In this work, the reliability function is realized through a fuzzy model (fig. 2), where the input is the
maximum membership grade of the sample and the maximum signal mismatch in the neural network
module, while the output is the reliability membership grade in three fuzzy sets assessing at what extent
the reliability factor can be considered high. medium or low. This fuzzy model applies Mamdani-type
implication rules, with the following fuzzy rules:

IF max-grade is low AND max-mismatch is not low
THEN rel-grade is low.
IF max-grade is high.
THEN rel-gradeis high
IF max-grade is medium ,

'

AND max-mismatch is ' medium
THEN rel-grade is medium

|

1
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For each data sample presented to the system, the three fuzzy rules are fired at different degree,
resulting in three different membership values for rel-grade in the three fuzzy sets high. medium and low.
These values can give a clear idea about the accuracy of the network output.

I
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Figure 2. The reliability fuzzy model

5 Results of performance tests

Training and testing data from a French PWR simulator were used to perform the validation of 14
process signals (e.g. reactor power, coolant temperature, control rod position, boron concentration,

~

feedwater flow, steam flow etc.). The training data were from normal operation conditions, varying from
25% to over 100% of reactor power. To improve the behavior of ANNs during the recall phase, the
technique of the so called robust training was used by adding the noise of 2% and random faults of 20%
of the range for each input signal one at a time, while retaining the noise free values for the desired
output. During training, the generalization ability of ANNs was tested on the cross-validation data set -
10% of patterns put aside from the training set. Fuzzy classification resulted in 15 clusters and 15
corresponding ANNs.

The EDF/CEA tests contained five different cases of variable plant conditions and simulated one or
more sensor faults. The nature and location of these faults as prepared by CEA at Cadarache were not
known in advance, so that no model fitting to these blind test data was possible. Different kinds of
multiple faults were simulated - noise superposed on the signal, bias and drift in the signal, as can be seen
from Fig.3-5.

In the pictures the actual values of signals are the thin lines while the predicted values are thick solid
lines. The error bands in the mismatch plots are calculated by the model according to the expected error
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of prediction for each particular cluster, calculated in advance during the training. The error bands should
be interpreted as follows:

first band (dashed): It is set at two standard deviations of the expected error. Exceeding this band is*

considered as the first warning, especially if the situation persists.

. second band (solid) : It is set to four standard deviations. Exceeding this band is . considered a.

definited alarm condition
..

During the normaloperation scenarios, which the model was trained for, all faults were recognized
correctly, with the reliability level of high or medium. The alarm was triggered either instantly (bias,
noise) or after few samples (drifts) as soon as the mismatch between the signal and the estimated values
exceeded the second error band.

Test 3

7
- 65
} ~ d
? ~ M,--J2 60
c

h
[55 ,

0 100 200 300 400 500 600 700 800 900 1000
Time (s)

7
c 0.5o -

_

.I k.----g ._. - - ~ _- --

0~ ~ rf iT
3 7 N i

-

l T~
'

5-0.5 A
5 \

0 100 200 300 400 500 600 700 800 900 1000
Time (s)

Figure 3 Pressurizer level drift

i

291



Test 2

E 320
'

~

t
2 310

f ~ ',~

~_
300y

5
o
d 290 -

0 500 1000 1500 2000 2500 3000
Time (s)

0.4

$ 0.2 j - ---, ___
w ,___

y q< ~ -q -- y-- .

* '

z
N '' Q [1~r- ~ f -e.~ .--n - w

x ~

E 0.2
.!0
2

-0.4
0 500 1000 1500 2000 2500 3000 ;

Time (s)

Figure 4. Core coolant temperature drift in multi-failure scenario |

Te st 2
1
\

h100 ' '

s
O

80 3
.C

2
o

g60
0 0 500 1000 1500 2000 2500 3000

Time (s)

2-

2
51 w %; TM 7-., : ----- - --

-

g # . . -
7 y

0 -tT - N y p . Q . .v -4 _.g *-

%m ~g ,, ~

s
2 .2

0 500 1000 1500 2000 2500 3000
Time (s)

Figure 5. Core power drift in multi-failure scenario

i
292



One of the EDF/CEA blind tests represented the small leakage in the pressurizer, which was the
scenario completely absent in the training dataset. The aim was to test the reliability assessment capability
of the model. As expected, the model was unable to recognize the faults in this test, but reliability level
was correctly set to low at the beginning of the unknown situation, which gave the warning to take the
model output with care or discard it.

Model was capable to recognize 5 multiple faulty signals simultaneously of all 14 ones. When 6
multiple faults were simulated the reliability level was set to low as indication of unreliable output.

Below in Table 1, the model accuracy is illustrated on few selected signals and second error band
values for the rated power:

Mianni rated Frror hand
Renctnr nower 100 4 0N4

Temo. eontrol rods 232 stens 0.3 %
Coolant temoerature 306 C 0.1 C
Pressudzer oressure 155 bar 0.1 bar

Pressurizer level M.4 4 0.3 %
Feedwater How 2088 kc/s 5 kc/s

Stenm cenerntnr level 45 4 0.012 %
Steam oressure 69 bar 0.12 bar

Table 1: Model accuracy at 100 % power ( 3 simultaneous faults)

6 PEANO as a data validation toolbox

The Neuro-Fuzzy model described in this paper has been implemented in software under Windows NT, in
a client / server architecture, as shown in Fig. 6. The system, called PEANO, has the following features:

PEANO Server:*

1. Full automated training capability. The algorithms described above can be executed and
monitored through a friendly user interface, see Fig. 8

2. Database management. All the training and monitor data can be saved and retrieved in a SQL
database, through an ODBC channel.

3. The server can be connected to the process using one of the following methods:

- TCP/IP

- Analog Boards

RS-232C-

- From file, for testing

4. Wavelet based denoising filter of training data
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PEANO client:*

1. Up to 20 clients can be connected to the same server, for process monitoring.

2. The monitor diplay shows instrument values, estimated values, mismatches and reliability
levels, both in numeric and trend format (see Fig. 7).

3. Real-time digital filtering, to avoid unnecessary alarms due to noise spikes.

4. Real-time accuracy bands calculation, to provide reliable mismatch wamings.

5. Noise level monitoring.

'
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Figure 6 PEANO Client / Server architecture
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7 The ALADDIN extension

ALADDIN is a prototype system that uses a combination of fuzzy clustering and artificial neural
networks (ANNs) to approach the problem of classifying events in dynamic processes. The main

!

motivation for the development of such a system derived from the need of finding new principled ]methods to perform alarm structuring / suppression in a nuclear power plant (NPP) alarm system. One such j
method consists in basing the alarm structuring / suppression on a fast recognition of the event generating -

the alarms, so that a subset of alarms sufficient to efficiently handle the current fault can be selected for
the operator, minimizing the operator's workload in a potentially stressful situation. The scope of
application of a system like ALADDIN goes however beyond alarm handling, to include diagnostic tasks
in general. The possible application of the system to domains other than NPPs was also taken into special
consideration during the design phase.

In this paper we report on the first phase of the ALADDIN project which consisted mainly in a
comparative study of a series of ANN-based approaches to event classification, and on the proposal of a j

first system prototype which is to undergo further tests and, eventually, be integrated in existing alarm, |
5 7diagnosis, and accident management systems such as CASH , IDS', and CAMS . |

|

7.1 Related Work |

|

In recent years the range of experimental applications of ANNs to nuclear power plants (NPPs) has
been growing steadily and with encouraging results. In particular signal validation has beeti at the center

]
of ongoing research here in Halden" It is on this body of work and accumulated experience that the
ALADDIN project was based.

7.1.1 NPP Transient Classification

Focusing more specifically on transient classification in NPPs, we note that among the first to |

demonstrate the feasibility of using ANNs were Bartlett and Uhrig' . That work was developed further
and enhanced introducing a modular ANN architecture". An important contribution was made by Bartal,
Lin, and Uhrig", where they recognized the necessity for a classifier of being able to provide a " don't-
know" answer when presented with a transient of a kind not contained in its accumulated knowledge
base.

An alternative way of dealing with temporal data using an implicit time measure was proposed by
Jeong, Furuta, and Kondo", The same authors recently proposed'' the adaptive template matching
algorithm which allows to describe transients in a two-dimensional continuum of time and severity level.

Since the motivation behind ALADDIN derived from the problem of alarm structuring / suppression
in an NPP alarm system, we need to mention here the work of Ohga et.al." which integrated a simple
ANN based event identification module into an alarm handling system.

In the following we will present a series of neural models for event classification in dynamic
processes, with a special emphasis on fast transients and on the ability to produce a " don't-know"
classification whenever presented with a previously unseen transient.
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7.2 Neural Models for Transiest Classification la ALADDIN

7.2.1 Fuzzy Clustering and RBF Neural Classy 1er

The first approach that was taken consists in a two step process involving a funy and possibilistic
funy clustering phase followed by a classification phase. The objective of the clustering is to transform
an event description so as to make the classification at the same time simpler and robust (both to noise
and to changing initial conditions).

In this context, funy clustering is used to partition the N-dimensional space of the observed
variables into regions through which event trajectories pass. The idea is that a record of the regions
through which a new event passes could provide enough information to properly classify the event, and
still be robust to noise or changing initial conditions. A clustering algorithms derived from Fu=y C-
-Means" was used for this pugose.

One drawback of funy clustering is that even to points which are relatively far from the cluster
| centers (i.e. far from the regions' populated' by the trajectories of the events under consideration) are

| assigned membership values which have to add to 1. This implies that such a clusering will not be able to
| produce a " don't know'' answer in case it is presented with an input vector very different from those it has1

been designed to recognize, and will assign a high membership to the cluster to which the vector is
closest. To overcome this problem a possibilistic ' funy clustering algorithm was developed. Simply

- stated, possibilistic funy clustering relaxes the constraint that the sum of the membership values be j
always equal to one. The result is that the memberships of points falling in areas not ' covered' by the

|clusters will all be zero. This property is particularly important if the clustering has to be used for the
classification of events of safety-critical systems like NPPs, for which the cost of a misclassification can
be very high.

The algorithm which generates the possibilistic funy clustering tends to move the clusters towards
the most populated regions of the input space. Relatively to an event classifier (which ger,erates a
classification from the memberships), if on one hand this property increases the confidence in the
classification (i.e. it reduces the chances of misclassifying an " unknown" event), on the other it can
deteriorate its accuracy (i.e. it increases the chances of misclassifying a "known" event). A combination
of a funy and a possibilistic funy clustering was therefore chosen, where a funy clustering gercrates a
membership signature for the event classifier, while a possibilistic funy clustering generates a
' confidence signature', i.e. an estimate of how ' common' each vector is for the set of *known' events.

The actual event classifier is based on radial basis function (RBF) ANNs which, because of their use
of local receptive field neurons, are less prone to misclassify ' unknown' cases when compared with the ,

more common perceptron-based ANNs. One problem of both kinds of ANNs is that they are not able to |
directly model time-dependent data, i.e. they can only map a static input vector to an output value. Our

~

. problem is that we want to classify time-dependent funy signatures. The solution adopted here is that of
sampling the input data by averaging the funy memberships in three time windows and using those
values as inputs to three independent RBF classifiers. Each RBF network will then have one input for

. each cluster and one output for each event class. The RBFs are trained to recognise a prototypical event j
for each event class. During operation, the classifications generated by the RBFs are weighted according 1

to a confidence value which corresponds to the maximum possibilistic membership in the respective time
windows, and combined to produce a final classification of the event.
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7.2.2 Fu=y Clustering and Cascade-RBF Neural Classifier

In an effort to model more closely the time dependence of the transients we designed a new
architecture, still based on RBF ANNs and fuzzy clustering, but with the important difference that the
RBFs are not independent of each other but each one bases its classification on the fuzzy memberships in
its window (as before) and on the classification generated by the RBF connected to the previous time
window. The RBFs become cascade-connected so that the classification of a network gets directly

i

influenced by the classification given by the previous network, and indirectly influenced by all the |

previous classifications.

The first RBF (i.e. the one connected to the first time window) will be the same as in the previous
model, thus having one input for each cluster and one output for each class. Each subsequent network will

,

have one input for each cluster plus one input for each, and one output for each class. As in the previous j
model, each classification is weighted by the corresponding possibilistic value, while the combination of
the classifications is automatically achieved by the connection in cascade. 1

This architecture should be better able to ' follow' a transient in time as it traverse the fuzzy I

membership landscape, and possibly eliminate ambiguities which the previous RBF model could not
solve.

7.2.3 SOMNeural Classyier

A different approach was devised which is based on the Self Organizing Map (SOM) ANNs". The
network training iteratively adjusts the neurons weight vectors so as to generate a topographic map of the
input space in which similar input vectors activate nearby units. As in the case of the RBF networks, also
SOMs are not directly desigr.ed to model time-dependent data. Furthermore, SOMs are not classifiers per
se so that their output has to be interpreted in order to come to a classification.

The problem of classifying the transients' trajectories becomes here the problem of classifying a
sequence of activation pattems in the 2-dimensional map space. To solve this problem we designed a
system in which the activation sequences of prototypical transients are stored. During operation, all stored
activation sequences are dynamically compared with the activation sequence generated by the current
transient, while this evolves in time, to eventually form a classification

7.2.4 Elman Recurrent Neural Classifier

A substantially different approach was attempted which makes use of a special kind of recurrent
ANN: the Elman network". Recurrent ANNs are a class of ANNs which are able to deal with temporal
input signals thanks to an internal architecture which is recurrent, i.e. it makes use of feedback
connections among the neurons. This property allows us to feed directly the N-dimensional event
trajectories to the ANN and train it to produce in output the required classification.
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7.3 Comparative Results

For a comparative evaluation of these models a NPP simulator was used to generate data relative to a
small set of events. The simulated plant was the Forsmark 2 BWR, which is a 969-MWe ABB reactor in
Sweden, in it was simulated using the APROS simulation environment, developed by IVO and VTT,
Finland. The simulated events were: turbine trip with bypass valve operational (TTWBP), turbine trip
without bypass (TTWOBP), main steam isolation valve closure (MSIV), feedwater heating loss (FWH),
and feedwater controller failure (FWC). Process variables were sampled at 8Hz and the following five
were recorded: reactor water level (RWL), feedwater flow (FWF), steam flow (STF), core pressure (CP).
and power (P). All the events were simulated at 100%,80%,62%, and 49% power. Given only these
variables, it is clear that the transients relative to the TTWOBP and MSIV events will be the most similar.
In order to study the robustness to noise of the various models, a series of tests were performed by
generating noisy transients from the original obtained from the simulator by adding gaussian noise
ranging from 5% to 15%. In total 510 transients were in this way generated.

The first test was performed on the RBF model that was trained to recognise the events at 100%
power. The general performance was hampered by the anticipated ambiguity between the TTWOBP and
MSIV classes. The classification of the FWH and FWC events did not present any problem, while the
classification of the TTWBP events degraded gradually with initial conditions getting funher and further
away from the prototype case. In this model, using also the events at 49% power as prototypes did not
improve the performance. The overlap between TTWOBP and MSIV increased and the classification of
the TTWBP test cases (i.e. the 80% and 62% cases) did not improve.

The cascade-RBF model general performance was quite similar to that of the simpler RBF model.

The more complex cascade-RBF architecturel was still unable to properly discriminate between the
TTWOBP and MSIV classes, however the classification was sharper, i.e. the separation among the classes

2was more marked ,

With the SOM model, the general performance was similar to the Cascade-RBF model. The SOM

architecture 3 was better at discriminating between the ambiguous TTWOBP and MSIV classes (at the
100% and 80% power levels), but was less good at generalizing from the prototypes. This led for example
to a gross misclassification of the TTWBP events at 62% and 49% power.

| The Elman classifier 4 was the only model which could satisfactorily discriminate between the
ambiguous TTWOBP and MSIV classes, and the classification was performed within the first 2.5
seconds, making it a good candidate for alarm filtering applications. The good results of the Elman model
are only partly due to the case with which the Elman ANN is able to use for training several prototypes

1 In these tests it was based on 10 contiguous ume windows and the respective 10 RBFs
2 This comes naturally from the fact that whether in the RBF case two events had to match in only 3 windows (and independently of each c der)
to receive a sirrular classification, in the cascade.RBF case two events have to match throughout the development of the transient. i.e. in all the 10
windows and in tM correct order.
3 in this case a 6x8 matnx of neurons which was trained on the 100% power level cases.
4 in this case a network of eight recurrent neurons which was trained to classify directly the sequences of 5-dimensional vectors denved from the
fire 20 samples of the simulated events at 100% and 49% plus about other 50 transients with added noise (from 3 5% to 10.5%)- |

|
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for each class 5. The main advantage of this recurrent model still lies in its being designed to deal directly
with sequences ofinput vectors.

7.4 The Validation Module and the ALADDIN Prototype

A major problem with most classifiers based on generalization from examples is that their response
is not always predictable when they are presented with a previously unseen type of input. The occurrence

6of an event not included in the design can lead to an incorrect classification . To solve this problem we
therefore need a validation module able to confirm that the answer given by one classifier is a meaningful
one and not simply coincidental.

The solution proposed here makes again use of possibilistic fuzzy clustering. Here the clustering is
made in the space of the whole trajectories, not in the space of the single input vectors. If a trajectory is
composed of say m time steps, then the clustering will need to be performed in m*N dimensions. Given (
such a clustering. a new transient will receive a high possibilistic value only in the case that it is close to

7the ones used in the training phase .

The tests performed showed results which make this approach a very good candidate for inclusion in
a dynamic event classification system. coupled with an accurate classifier such as the Elman model. This
is the configuration that we are currently proposing in the ALADDIN prototype, which is schematically
shown in Figure 9.
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Figure 9: The architecture of the ALADDIN prototype.

S nis did not help in the RBF and cascade-RBF cases and was not possible in the SOM case.
6 his is true for all the ANNs desenbed, even though at different degrees of senousness.
7 One problem with this vahdation method is that the m*N clustenng space has to be fixed in advance, i.e. all the events need to be synchromzed
by a tngger signal in our test cases all the events generated a scram signal wtuch was used as a tngger.
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In this architecture the decision on whether the classification output of the Elman network is
accepted, or an UNKNOWN classification is to be produced, depends on the possibilistic membership
value P produced by the validation module, and on whether the plant operating power is within the design
range of the classifier.
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Abstract

in May of 1998, a technical basis and implementation guidelines document
for A Technique for Human Event Analysis (ATHEANA) was issued as a
draft report for public comment (NUREG-1624 [Ref.1]). In conjunction
with the release of draft NUREG-1624, a peer review of the new human
reliability analysis (HRA) method, its documentation, and the results of an
initial test of the method was held over a two-day period in June 1998 in
Seattle, Washington. Four internationally known and respected experts in
HRA or probabilistic risk assessment were selected to serve as the peer
reviewers. In addition, approximately 20 other individuals with an interest
in HRA and ATHEANA also attended the peer and were invited to provide
comments. The peer review team was asked to comment on any aspect of
the method or the report in which improvements could be made and to
discuss its strengths and weaknesses. They were asked to focus on two
major aspects: 1) Are the basic premises of ATHEANA on solid ground
and is the conceptual basis adequate? 2) Is the ATHEANA
implementation process adequate given the description of the intended |

'

users in the documentation? The four peer reviewers asked questions and
provided oral comments during the peer review meeting and provided
written comments approximately two weeks after the completion of the
meeting. This paper discusses their major comments.

Introduction

in May 1998, a technical basis and implementation guidelines document for A Technique for Human
Event Analysis (ATHEANA) was issued as a draft report for public comment (NUREG-1624 [Ref.1]).
In conjunction with the release of draft NUREG-1624, a peer review of the new human reliability
analysis (HRA) method. its documentation, and the results of an initial test of the method was held over a
two-day period in June 1998 in Seattle, Washington. Four internationally known and respected experts
in HRA served as the peer reviewers. A brief description of the reviewers and their credentials follows:

|

'This work was supported by the U.S. Nuclear Regulatory Commission and was performed at Sandia ;

National Laboratories. Sandia is a multi-program laboratory operated by Sandia Corporation, a Lockheed Martin
Company, for the U.S. Department of Energy under Contract DE-AC04-94AL85000.
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Dr. Eric Holinagel- An internationally recognized specialist in the fields of human reliabilitya

analysis, cognitive ergonomics, cognitive systems engineering, and the design and evaluation of
man-machine systems. Dr. Holinagel is the author of more than 230 publications, including six
books, articles from recognizedjournals, conference papers, and reports. In January 1998, he
published a book entitled Cognitive Reliability and Error Analysis Method (CREAM), which is
itself a new HRA method. He is a member of the Swedish Reactor Safety Council and president of
the European Association of Cognitive Ergonomics. Since 1995 Dr. Holinagel has been principal
advisor at the Organization for Economic Cooperation and Development (OECD) Halden Reactor
Project, and since 1997 adjunct professor of Human-Machine Interaction at Link 6 ping University,
Sweden. He has a Ph.D. in cognitive psychology from the University of Aarhus, Denmark.

Dr. Pietro Carlo Cacciabue - A sector head at the European Commission, Joint Research Centre,*

Institute for Systems, Informatics, and Safety, in Ispra, Italy. He has published more than 100
papers in professionaljournals and conferences and is the editor of a number of conference
proceedings and books on safety assessment and human factors. Dr. Cacciabue serves as liaison
for and holds a number of positions in several intemational organizations, such as: the International
Association for Probabilistic Safety Assessment and Management (director since 1993), consultant
for the Direction Gsnsrale Aviation Civile, France (since 1994), Institution of Nuclear Engineers,
UK,(member since 1984), European Safety Reliability and Data Assoc. (executive committee
member 1992-1995), and the European Association of Aviation Psychology (member from 1996 to
the present). He has a Ph.D. in nuclear engineering from Politecnico di Milano, Milan, Italy.

Dr. Oliver Stracter - A researcher for Gesellschaft fur Anlagen und Reaktorsicherheit (GRS) in*

Germany in the Safety Analysis and Operational Experience Branch. He was a researcher at the
RWTH in Aachen and the Ruhruniversitiit in Bochum and also worked at Siemens Nixdorf AG
compiler laboratory in Munich. Dr. Straeter has published severaljournal articles in the area of
human reliability, including a recent anicle in Reliability Engineering andSystem Safety (Vol 58,
1997), entitled " Human-Centered Modeling in Human Reliability Analysis: Some Trends Based on
Case Studies." Dr. Straeter holds a Ph.D. in human engineering psychology from Technical
University of Munich.

Mr. Stuart R. Lewis - A consultant specializing in the application of reliability and quantitative risk.

analysis methods. Mr. Lewis is the president of Safety and Reliability Optimization Services
(SAROS), Inc., Knoxville, TN, which he co-founded in 1984. Examples of current and past
relevant work include assisting nuclear licensees in updating and maintaining their probabilistic
safety assessments (PSAs) and updating the HRAs for the PSAs of several licensees. He has also
assisted the Oak Ridge National Laboratory by reviewing analyses performed under its Accident
Sequence Precursor Program, and is assisting Electricits de France in keeping abreast of technical
and regulatory developments concerning severe accidents. He performed the HRA portion of
several of the probabilistic risk assessments (PRAs) performed by nuclear power plant licensees for
the U.S. Nuclear Regulatory Commission's Individual Plant Examination program. Mr. Lewis
holds both B.S. and M.S. degrees in nuclear engineering from Purdue University.

In addition, approximately 20 other individuals with an interest in HRA and ATHEANA also attended
the peer review meeting and were invited to provide comments. The peer review team was asked to
comment on any aspect of the method or the report in which improvements could be made and to discuss
its strengths and weaknesses. They were asked to focus on two major aspects:

304



"

|
i

(1) The soundness of the philosophy underlying ATHEANA. Are the basic premises on solid ground
and is the conceptual basis adequate?

(2) Is the ATHEANA implementation process adequate, given the description of the intended users in |
the documentation? Assuming the technical basis is adequate, is the guidance for conducting the
search and quantification processes and for integrating the results into the PRA adequate, for
example, clear, effective, usable?

The four peer reviewers asked questions and commented orally during the peer review meeting. They
clso provided written comments approximately two weeks after the meeting. All of the reviewers

)
indicated that the ATHEANA method had made significant contributions to the field of PRA/HRA, in
particular by addressing the most important open questions and issues in HRA, by attempting to develop
an integrated approach and by developing a tiamework capable of identifying types of unsafe actions that
g:nerally have not been considered using existing methods. The reviewers had many (and sometimes
similar) concerns about specific aspects of the methodology and made many recommendations on ways
to improve and extend the method and to make its application more cost effective and useful to PRA in
general.

This paper discusses the major comments received from the peer review team and provides responses
(but not necessarily resolutions) to specific criticisms and suggestions for improvements. A list of the
general strengths and weaknesses of ATHEANA, as indicated by the reviewers, is provided first. Next,
specific comments bearing on major aspects of the method are presented and discussed . Finally,
general comments related to improving the efficiency and usefulness of ATHEANA are addressed.

G:neral Strengths and Weaknesses of ATHEANA j

The reviewers * general opinion of ATHEANA is that the method represents a significant improvement in
HRA methodology; it is a useful and usable method; and it is a " good alternative to first-generation
HRA approaches." However, the method does not yet go far enough and therefore needs to be improved
and extended. Several of ATHEANA's strengths, as indicated by the four reviewers, are listed below.

1) "Until now, in my opinion, there is no other published approach that tries to solve the problem of
including EOC [ errors of commission) in PSA in such an extensive way. Other methods address
only parts of this. Overall, the general approaches and concepts developed in the ATHEANA-
method are appropriate to deal with the problem of EOC. I think that the ATHEANA-method as

! currently documented contains a lot ofimportant aspects for understanding and integrating EOCs
,

I into PRA. However, many aspects are only mentioned implicitly. An explicit and concise i

elaboration is necessary to assure practicability.. "

2) "The real value of ATHEANA seems to be as a systematic way of exploring how action failures
can occur. This is something that conventional HRA methods do not do well, if they do it at all,
since they tend to focus on producing numbers. Although this use of ATHEANA does not really
answer the need for an HRA approach, it might have a value in itself(as the comments from the
demonstration participants expressed) and it might conceivably be decoupled from the HRA side.
In that case a more streamlined method may be developed, that is less cumbersome to use. The
demonstration of ATHEANA very clearly showed how it can be used to develop detailed
qualitative insights into conditions that may cause problems, how it may generate a solid basis for

,
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redesign of working procedures, training, and interface, and how it may be used as a tool for I

scenario generation. Each of these are significant achievements in their own right."

3) "The method described in ATHEANA is certainly well suited for overcoming the difficulties
encountered when applying more classical human reliability methods and focuses on the important
issues of context and cognition that need to be tackled. Many aspects of the methodology are {
commendable and give great added value to the whole methodology. In particular, the following j
features are important: )

the details in describing many processes and steps in the application of the methodology;e

the consideration for the crucial features that affect human cognition and behaviour in i.

managing modern plants, included in concepts like the error-forcing context; and

the identification of the appropriate retrospective approach for the evaluation of the factors=

influencing behaviour and basic data for prospectively analysing the likely outcome of
erroneous behaviour and probabilities."

4) " Properly applied, the methods that comprise ATHEANA should be able to yield significantly more
insight into the nature of human actions that can contribute to the occurrence of a core-damage |

accident. These methods clearly provide a framework for identifying some types of unsafe actions, I
and especially errors ofintention, that would generally not have been considered using current j
methods. Moreover, they allow for a much more careful definition of the context and causes of these
unsafe actions.

;

Without broader application of the methods, however, it is impossible to draw conclusions regarding
the degree to which important actions that are not considered in present PRAs will be identified. It is
reasonable to expect that some of the most important potential unsafe actions would be the result of j
subtle aspects relating to interactions among plant conditions or performance shaping factors that j

would be very difficult to postulate, even with the proper team makeup and extensive time available I

for the analysis.

What can be expected is that the methods will provide for the integration of understanding from the
diverse team members that will lead to these new insights. This should be a synergistic process,
allowing knowledge to be shared and captured in a way that enhances both the completeness and
realism of the PRA, and the quality of training and procedures. A significant advantage of the
method could be to provide a rationale for the characterization of the human failure events that often
eludes us in present PRAs. While present methods may arguably yield reasonable quantitative
results, they often fail to provide an understanding of the underlying causes of the human failures
that are analyzed. Absent that understanding, it is very difficult to identify measures that can be
taken to reduce the risk associated with unsafe actions. Consequently, it is often frustrating to
identify a human action as risk-significant, but not to be able to give very satisfactory answers as to
why, or what could be done to reduce that significance. With ATHEANA, on the other hand, the
analysis of an unsafe action is necessarily truncated if an error forcing context cannot be identified."
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The above statements clearly indicate that the ATHEANA method has made significant improvements in
IHRA methodology and that the method, as documented, is a useful and usable tool. Perhaps not

surprisingly, current members of the ATHEANA development team (the authors of this paper) agree
generally with the above statements. However, the reviewers were also very clear in indicating that, in
their opinion, there are several important general sho tcomings of ATHEANA. These are listed below. )

1) "There seems to be an inconsistency in the level of models being used, ranging from EOO-EOC
(errors of omission - errors of commission) over the information processing model to the notion of
slips and mistakes. It would be interesting to consider how the search process could be strengthened
while relaxing the dependence on the model(s)."

2) "There is no identifiable way of encompassing management and organization [M&O] factors or
responding to the challenges of the broader socio-technical or contextual way of thinking (which
also is seen by the conceptual problems in taking M&O factors into account in PSA)." ,

3) " Insufficient consistency in the terms and concepts used, and significant differences between what is
written in NUREG-1624 and what was said at the review."

4) "The ATHEANA method is very cumbersome and presumably very costly. The guidance is too
i complex and depends too much on subject matter experts."

5) "The quantification method is weak, and the quantitative results (of the demonstration) are
unsubstantiated. The quantification is excessively dependent on expertjudgement, hence possibly
has low reliability as a method."

6) "The qualitative results are good, but these might have been obtained in other ways, perhaps more
efficiently. It is also doubtful whether a utility will undertake a significant effortjust to get the
qualitative results."

)
7) "The implementation of the basic approaches is sometimes not elaborated far enough from my )

perspective. This makes the use of the method in the current status difficult and may cause high
variance between different users. I also observed that the document NUREG-1624 and the
presentations on the peer-review are sometimes not in accordance to each other. In order to have a
usable and profound method, the basics has to be refined and extended."

8) "Especially, I see the danger that the whole suggested procedure may fail if the role of the cognitive
model (i.e. to work out and structure ems [ error mechanisms]) is not elaborated further. The I

cognitive model has a considerable effect on the consistency between ems, the compatibility of
prospective and retrospective analysis, the link between EFC [ error-forcing context), EM and UA
[ unsafe actions] as well as the quantification procedure."

9) "The methodology clearly presents a dilemma. Its effectiveness results from forming a diverse,
experienced project team to perform a comprehensive, broad-ranging analysis. Few organiz.ations,
however, appear to be in a position to undertake such an extensive analysis without clearly defined,
commensurate benefits. Thus, even ifit is an excellent methodology from a technical standpoint, it
will not be very valuable ifit will not be used."
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10) "The potential wide application and popularity of the method are, however, associated with the
easiness ofapplication of the method and the completeness of the supporting information and data.
The first issue (easiness ofapplication) is related to the clear differentiation between retrospective
and prospective analysis, which contains also the question of applicability of the cognitive model.
The method, as presented in the report, generates some confusion, especially for non-specialists in
human factors, even though one could argue that the ATHEANA team should contain such
expertise. The question of the availability and completeness of a reference database and clear tables
of parameters and variables sustaining the HRA approach has, in practice, already been almost
completely tackled and solved. What remains to be done is simply the clear definition of the
connections between such databases and parameters on the one hand and models, paradigms and
structure of ATHEANA on the other."

Although the above set of comments is not necessarily complete in regard to the limitations of
ATHEANA as indicated by the peer reviewers, it is thought that the selected set does represent the more
important general limitations identified by the reviewers. Some of the above criticisms are responded to
directly, but in other cases, some future decisions are required. The criticisms and responses are grouped
below according to major aspects of ATHEANA.

The ATHEANA Framework and Underlying Models

Two important aspects of the ATHEANA methodology are (1) the multi-disciplinary HRA framework l
(see Figure 2.1, NUREG-1624 [Ref.1)) that describes the interrelationships between human error
mechanisms, the plant conditions and performance-shaping factors (PSFs) that set them up, and the
consequences of the error mechanisms in terms of how the plant can be rendered less safe, that is, UAs
and (2) the human information processing or " cognitive" model (see Figure 4.1, NUREG-1624 [Ref.1] )
that is used to describe the human activities and mechanisms involved in responding to abnormal or
emergency conditions and thereby assist analysts in searching for potential unsafe human actions.
Several of the criticisms listed above (e.g.,1,8 and 10) raise concerns about the descriptions and use of
the framework and the cognitive model in ATHEANA. Essentially all of the peer review team had
questions or concerns about these aspects of ATHEANA. !

Regarding the multi-disciplinary HRA framework, several reviewers thought that the definitions and
distinctions between the components of the framework and their interrelationships with each other and
with the cognitive model were not sufficiently clarified. The reviewers considered this important
because they correctly assumed that understanding the framework (and to some extent its relationship
with the cognitive model) was important to understanding the ATHEANA methodological approach.
One concern was exactly what was meant by " error mechanisms," how they are used in ATHEANA, and
whether or not the terminology was appropriate, given the underlying assumptions of ATHEANA, for
example, people usually behave rationally and are led to UAs as a function of the circumstances.
Another concern was that the distinction between error mechanisms, PSFs and plant conditions was not
sharp enough .

Clearly," crisper" definitions of these terms are needed in the ATHEANA documentation because they
are used to guide analysts in their search for UAs and the associated EFCs. One goal of using the
construct of error mechanisms is to convey to analysts that there are human information processing
activities that may be appropriate in some circumstances, but not in others. Examples of such activities
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tre provided in the ATHEANA documentation and they are elaborated to some degree in the discussion
of the cognitive model (Section 4 of NUREG-1624). The main purpose of the discussion in Section 4 is
to encourage analysts to think about the potential for human error in a different manner than has been
done in other HRA methods and not necessarily to provide a complete and validated set of error

.

mechanisms. It is not obvious that further elaboration of possible error mechanisms will necessarily i
fr.cilitate the ATHEANA search process or the quantification process. Nevertheless, the clear use of the
construct of" error mechanisms" in the context of ATHEANA will be addressed. To the extent that
additional explanation and elaboration of potential error mechanisms will facilitate the search and
quantification processes, such work will be performed for later revisions.

Consideration will also be given to a couple of reviewers' suggestion that the term " error mechanism"
should be dropped because human information processing is probably not limited only by processing
" mechanisms," which implies structures, (e.g., processing is probably'also limited by inappropriate -
processing strategies) and because the behavior that leads to UAs is only an " error" in hindsight. As is
assumed by ATHEANA, the information processing performed may have been perfectly appropriate in
most situations and is inappropriate only because of special circumstances; it therefore is not an error in
the usual sense. Recommendations for a replacement term for the construct included " behavior
mtchanisms" or simply " cognition."

As noted earlier herein, another concem expressed by the reviewers was with the distinction between
pirnt conditions, PSFs, and error mechanisms. It was argued that it is not always easy to determine
whether a particular factor belonged in one category or another (e.g., whether procedures and
instrumentation problems should be categorized as plant conditions or PSFs) and that it was necessary for
ATHEANA to make the distinctions clear. One reviewer indicated that the PSFs should be standardized
and made complete. The current ATHEANA documentation has acknowledged that, in some cases, the

;

distinctions are not always perfectly clear, but the emphasis from the analysis point of view is to ensure
'

thtt the factors relevant to the EFCs are considered. Although it may be possible for the ATHEANA
team to develop a useful underlying model for grouping the relevant factors and this effort may be

3

attempted for revisions to the method, the main consideration in the application of ATHEANA is that as
many relevant factors as possible are considered in identifying the EFCs.

Other issues regarding the models used in ATHEANA concerned the use of the EOC-EOO distinction, I
the slips versus mistakes categorization in the context of the other models used in ATHEANA (e.g., see
criticism 1), and the ability of the method to correctly consider crew-related factors when the cognitive >

model generally applies to information processing by an individual. The latter concem suggests that it
might be useful to include a " crew interaction" model that could be integrated with the cognitive model.
The team will examine the feasibility and usefulness of such an endeavor.

Regarding the slips versus mistakes categorization, several reviewers argued that this categorization was
probably not necessary and at least one argued that it was inappropriate. The use of such terminology,
which does presume an underlying model not explicitly adopted by ATHEANA, will be addressed in
future revisions.

Finally, several reviewers also suggested that the framework and models used in ATHEANA be
compared to other more familiar models from existing methods in order to elucidate the differences
between ATHEANA and other HRA approaches. This would certainly be a useful addition to thei

| ATHEANA report in that it would assist analysts in realizing the advantages to conducting an j

l

i

309

_ _ - .



ATHEANA HRA. Clearly, revision of the ATHEANA documentation should discuss the uses and
appropriate application of ATHEANA to various analysis tasks.

The ATHEANA Process
,

This section addresses a variety ofimportant comments on aspects of the ATHEANA process.

Retrospective Analysis

The use of an ATHEANA-driven retrospective analysis of plant and other operational events was listed
as one of the strengths of the ATHEANA process (see strength 3). More than one of the reviewers
commented on the positive aspects of the use of retrospective analysis for assisting analysts in evaluating
their plant and supporting the proactive HRA. In fact, their main concern was that a formalized,
structured procedure, separate from the proactive search process detailed in ATHEANA, was not
provided in the existing documentation. They suggested that a separate write-up and flow diagram be
developed on how to perform retrospective analysis and on how it interfaces with the proactive analysis.
Reviewers concerned witn the definitions and relationships / connections between the elements in the
framework and cognitive model also felt that clarification of these aspects would also greatly facilitate
the retrospective analysis (see criticism 8). Hey argued for " taxonomies for actions, errors, and PSF"

_

and clear rules for event decomposition in the retrospective analysis. In addition, they also suggested
providing improved guidance on how to use the HERA database (Ref. 2) and the retrospectively analyzed
events documented in Appendix B ofNUREG-1624. [ Note that HERA is a database being developed for
the USNRC that contains documentatior, of significant events from nuclear and other industries. The
events are represented from the ATHEANA perspective and in ABIEANA terminology.]

De ATHEANA team agrees that additional guidance on how to perform and use retrospective analysis
and the HERA database would be useful additions to the ATHEANA documentation. Analysts would be

,

able to leam more directly about the characteristics of ATHEANA and in addition to "self-training" on
the ATHEANA " philosophy," framework, and models, they would better understand events that have
occurred at their plant and how other events might occur in the future.

Prioritization Process

Several of the criticisms listed above (e.g.,4,6, and 9) indicate that the demands of applying
ATHEANA may be cost and time-prohibitive for many nuclear power plants. One aspect of ATHEANA
that was developed in an attempt to allow users to focus their limited resources was a process for
prioritizing the more important accident scenarios. While the reviewers generally were supportive of the
prioritization process, several suggested that the process be further improved and proceduralized.
Specifically, they wanted a " greater consideration of the risk potential of possible human failure events

- (HFEs)" and (on the basis ofinformation provided at the peer review on the results of the trial
application of ATHEANA) an earlier identification and assessment of crew characteristics and other
M&O factors that might make certain types of scenarios more likely to contain risk significant UAs than
others.

: Once again, the ATHEANA team agrees that iroprovements in the prioritization process, as suggested by
the reviewers, would be useful. A characterization of the way plant crews interact with one another and
approach accident scenarios would assist analysts in determining the types of scenarios likely to be
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problematic (see Appendix A, Section A.7, of NUREG-1624 for details). Explicit incorporation of other
M&O factors (which is considered a weakness of ATHEANA; see criticism 2) at the prioritization stage
may also be beneficial. It should be noted that there is nothing about ATHEANA that is inherently
incompatible with the consideration of M&O factors (contrary to criticism 2). The main problems
cssociated with accounting for M 10 factors in ATHEANA are that there are no currently accepted
methods for modeling such fact rs, and the costs associated with the additional analysis may offset the
benefits.

In addition to these two items, there were several other comments related to the ATHEANA process that
the ATHEANA team, in principle, agree with. They include the following:

Provide further guidance for the creative thinking / search process to lessen variability and*

interpretation, including providing guidance on how to " manage" group discussions. Also
emphasize the need to document the process "as you go" and more closely link the documentation
tables with the relevant sections of the search process.

Stress more strongly the importance of modeling the support systems, in addition to the main safety.

systems, in searching for potential HFEs and UAs.

Discuss to what extent dynamic reliability is or is not part of the process and why.*

Further stress where and how one treats organizational factors, team interactions, recovery, and*

dependencies

One additional comment on the ATHEANA process warrants a response from the ATHEANA team, it
was suggested that there should be an explicit use of formal task analysis in conducting ATHEANA.
While it is true that some of the existing HRA methods recommend the use of formal task analysis in
order to understand the operators' tasks during accident scenarios, it is not clear that the additional costs
associated with formal task analysis would necessarily be useful in applying ATHEANA. In conducting
ATHEANA, the HRA team, using appropriate procedures, examines the crew's responsibilities during
various accident scenarios and, when possible, conducts simulator exercises. It may be beneficial,
however, to emphasize the step of carefully examining procedures relevant to particular accident
scenarios early in the process ofidentifying potential UAs and their EFCs. This step is certainly part of
task analysis and should assist analysts in identifying the more critical and likely UAs for further
analysis. I

The ATHEANA Quantification Process

The reviewers raised several issues associated with quantification. These include the overall ATHEANA
approach ofidentifying and quantifying situations where the likelihood of failure is very high, the
methods used to quantify a UA in a particular EFC, and the effect of the various PSFs and plant
conditions on the likelihood of failure. Other comments pertained to the need to address recovery actions
and dependencies in the quantification process.

A basic premise driving the develcpment of ATHEANA is that the HFEs that have heretofore been most
problematic for identifying and assessing their impact on plant risk are those in which a particular
context creates a very high likelihood of failure. This premise is in contrast to the premise implicit in
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most other HRA methods that there is a constant (and usually low) likelihood of human failure for any
given accident scenario. (It is true that some HRA methods have moved beyond this simple assumption,
but they have not been widely used and have rarely been applied in a systematic way.) Therefore, the
search process and the associated quantification process are principally aimed at identifying those
conditions in which the UA probability will be much higher than in other non-forcing conditions.
However, this fact does not imply that the application of ATHEANA would never identify situations in
which the probability of the UA, given the EFC, is significantly less than 1.0. In such situations in which
human error probabilities must be estimated, existing applicable HRA methods may be useful for
quantifying the error probability, given the defined EFC.

Several reviewers suggested that the methods for estimating the probability of the UA be revised or
broadened. We agree that alternative methods can be used. In the trial application, HEART (Ref. 3) was
used because it most directly used conditions similar to those identified as EFCs in the scenarios, bearing
in mind the data sources used in HEART and the level of description for the conditions under which the
data were gathered. It is important to ensure that the method and data used to quantify the likelihood of
an unsafe action in a particular EFC will be sensitive to those factors that create the forcing nature of the
EFC conditions. An alternative approach that was suggested is to use a subjective-assessment method
like SLIM-MAUD (Ref. 4). Such methods could be used in principle. However, the continuing difficulty
is one of selecting appropriate anchor points for the assumed probability distribution. This problem has
been raised previously in reviews of HRAs that have used methods like SLIM-MAUD in which the
analyst provides the range within which a point probability is interpolated.

One reviewer suggested the use of tables for specific PSFs and plant conditions that showed their
influence on the likelihood of unsafe actions. Such data could be derived from historical experience in
the events reported in the database. However, this approach is at odds with the ATHEANA method,
which considers the influence of PSFs and plant conditions to be an integral set ofinfluences on
performance, and not separable and discrete influences such as those reported in THERP (Ref. 5). In
ATHEANA, the typical issue is "What combination of plant conditions and weaknesses in the displays,
procedures, etc., has to occur to mislead operators into believing that action 'x' needs to be taken?" The
key is that it is the combination, not each influence separately, that is important.

It is agreed that the analysis of recovery actions is problematic. In applying ATHEANA, the team has
considered recovery on a case-by-case basis, looking specifically at ways the scenario may develop,
where additional outside staff may become involved, and so on. The approach thus far has not been to
treat recovery actions as separate from the initial UAs. Similarly, the method does not include explicit
processes to model and ~ quantify dependencies between actions. Clearly, future revisions and applications
of ATHEANA must better address the analysis of recovery actions and dependencies.

Improving the Efficiency, Usefulness, and Consistency of ATHEANA

Several of the comments from the reviewers (e.g., criticisms 4,6, and 7) express concerns about the
resources required to apply ATHEANA and whether or not the obtained results w'ill be important enough
and complete enough for users tojustify the costs. A related concern is whether the method has been
specified in enough detail and " elaborated far enough" to allow consistency in the results obtained by
different analysts applying the method. Similar concerns regarding resource demands md completeness
were raised by the participants of the first demonstration of ATHEANA, which was held in 1997 at a
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pressurized water reactor nuclear power plant (see Appendix A, Section A.7, of NUREG-1624 for
details).

The ATHEANA team acknowledges that a broad and careful application of ATHEANA will require
significant resources. Although the search for important HFEs, UAs, and their EFCs will never be
trivial, it can be manageable. Thus, steps will be taken to improve its efficiency (some of which are
discussed below). Will the resources demanded by the method be worth it? ATHEANA will identify
demanding accident scenarios and potential UAs and EFCs that could lead to serious accidents. Whether
or not the method will identify numerous events that result in large increases in calculated plant risk
metrics remains to be seen. Moreover, given the inadequacies of the HRA methods that were used to
conduct the existing nuclear plant PRAs, it is impossible to know exactly what a realistic estimate of the
baseline HRA contribution should be. Therefore, it is difficult to predict what kinds of changes in risk
metrics to expect. In any case, the benefits of ATHEANA are much broader than those from performing
revised PRA calculations alone. The improvements in HRA modeling to better identify operator

| vulnerabilities in accident scenarios and to better understand what are the contributors to operator
! performance will certainly be of significant benefit in assessing and managing plant risk. Nevertheless, it
| must be the case that the method can be applied without an excessive demand on licensee resources.

The peer reviewers and others identified several actions that will increase the effectiveness and
efficiency of ATHEANA. These actions include the following:

developing a computer-based user support system to guide the process and the documentation of thee

results,

refining the prioritization process to facilitate identification of the types of scenarios and situationse

most likely to create problems,

developing better guidance on when and how to develop and use simulator exercises to learn ase

much as possible about where and how unsafe actions can occur, and

producing a " quick reference guide" that would allow analysts to bypass reliance on the NUREGe

document once they have some experience with the method.

Another issue raised by the peer reviewers concerns consistency in the applicatiori of the process and the
potential for significant variability in results because of some of the "open-ended" aspects of
ATHEANA, (for example, the creative thinking and brainstorming aspects of the process for identifying
EFCs and the use of expertjudgment in the quantification process). The ATHEANA team agrees that
additional guidance is needed to ensure consistency in the results obtained using the method.

!

Finally, it should noted that reviewers of the method suggested that the documentation provide estimates
of the costs and resources required to perform ATHEANA and that criteria should be provided for when
ATHEANA should be used. While the former suggestion may be difficult to implement until additional
tests of ATHEANA are completed. it is a reasonable suggestion. Providing a listing of criteria for when
use of ATHEANA is called for would seem to be straightforward and wil! be considered for the revision.

Other Useful Suggestions I
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Several other comments received from the peer review team are worth noting because they are good
suggestions that would improve ATHEANA. They include the following:

ATHEANA should include an overview of PRA for participants without a background in PRA. Any.

training programs developed for ATHEANA could also provide such an overview, and aspects of
PRA could b'e treated in more detail as the analysis progressed.

It was recommended that a single " running" example be used while discussing the implementation.

process.

It was recomraended that additional examples for BWRs sheuld be added. PWRs are.

overemphasized.

Conclusion

Taken together, the comments from the peer review team indicate that the work performed in the
development of ATHEANA has resulted in significant contributions to the field of HRA and that
ATHEANA is a viable HRA method. However, the reviewers also indicated that there were important
clarifications and improvements that needed to be made to ATHEANA. Clearly, many of the
recommendations made by the reviewers would, ifimplemented, make ATHEANA a better, more
effective, easier to use, and more " encompassing" methodology. However, a number of factors must be
considered in determining which of the suggested changes are necessary, which would be useful but are
not critical, and which would be useful but are currently impossible. The development of an HRA
method such as ATHEANA is cenainly limited by the state of current knowledge in a number of domains
such as cognitive psychology, crew dynamics, and management and organizational factors. In addition,
the unavailability of actual data from crew performance in nuclear power accidents or from other
domains that might be generalized to control room performance certainly limits the ability of any HRA
method to precisely predict performance. Other factors include the danger of over-complicating the
method in attempts to be more precise and complete. It seems to the ATHEANA team that the most
important goal is to provide a usable method that is as cost-effective as possible - one that will allow
analysts to identify, understand as much as possible, and quantify as accurately as possible, potential
unsafe human actions that could lead to serious accidents in nuclear power plants or other domains. The
explicit procedures, information, and guidance provided in ATHEANA certainly provides HRA analysts
with a new and explicit set of tools to achieve this goal. To the extent viable changes recommended by
the reviewers will further this goal, in particular by making the method more valid and easier to use,
attempts will be made to incorporate them into the ATHEANA methodology.
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Incorporating Aging Effects into Probabilistic
Risk Assessment

Curtis L. Smith', George Apostolakis,2 Tsu-Mu Kao,2 Vik Shah'

Abstract

Traditional probabilistic risk assessments (PRAs) of light water reactors (LWRs)
include active components but not passive systems, structures, and components
(SSCs) because the passive SSCs are much more reliable than the active ones. The

objective of the paper is to evaluate the feasibility ofincorporating aging effects into
PRAs so that risk impact of aging can be estimated. We have evaluated this
feasibility by incorporating into PRA a flow-accelerated corrosion model, the KWU
model developed by Kastner and Riedle, which estimates wall thinning. For this
purpose, we have used the PRA model developed for the Surry Individual Plant
Examination. In addition, we have employed a load-capacity model based upon a
reliabilityphysics model and simplifying assumptions for estimating failure caused
by flow-accelerated corrosion.

We have demonstrated that the results and insights gained from the U.S. Nuclear
Regulatory Commission (NRC) Nuclear Power Aging Research Program and other
NRC and industry programs related to materials degradation can be integrated into
the existing PRA models. However, our evaluation represents feasibility of such
integration and should not be construed to represent either relative or absolute
magnitude of risk posed by flow-accelerated corrosion in PWRs.

|

|
|
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1. Introduction

'Ile high initial reliability of passive systems, structures, and components (SSCs) at operating light water
reactors (LWRs) is being reduced as the plants are getting older. Deleterious effects of aging mechanisms
have been manifested at older nuclear power plants. While not accounted for in the design of passive SSCs,
several aging mechanisms and affecting phenomena have caused SSC damage (Shah and MacDonald 1993).
This damage has raised questions about the continued safety and viability ofolder nuclear power plants. The
U.S. Nuclear Regulatory Commission (NRC) sponsored the Nuclear Plant Aging Research (NPAR) program
during 1985-1994, which has gathered data and developed insights in aging of LWR SSCs (Vora 1994).
Several other NRC- and industry-sponsored projects have also generated both qualitative and quantitative
information related to material degradation in passive SSCs. This large collection ofinformation, however,
has not been uscd to estimate the risk impact of aging of passive SSCs.

The work evaluates the feasibility of incorporating this large body of qualitative information into
probabilistic risk analysis so that the risk-impact of aging of passive SSCs can be assessed. Simpler
approaches, such as the linear failure rate model (Vesely,1987), are not considered despite ease of their
application because they can not utilize the material degradation information collected by NPAR and,
therefore, resort to expert opinion for the estimation of their parameters. The incorporation of aging models
into PRA will allow assessing the effect of aging on core damage frequency. Such incorporation will also
provide stronger technical basis for making decisions related to plant operation and maintenance. For
example, the results may be used in risk-informed inspection to prioritize components and optimize
inspection activities. In addition, the risk-informed methods presented in the paper will allow better
utilization of resources geared toward plant operation.

,

|
The overall objective of the work discussed in this paper is to assess the feasibility of applying the
LANUASCA method for incorporation ofreliability-physics based models, expertjudgement, and the results
of the Nuclear Plant Aging Research (NPAR) program into an integrated aging risk assessment. The
L4NUASCA method refers to the application of PRA methods described in NUREG/CR-6157, Survey and
Evaluation of Aging Risk Assessment Methods and Applications (Sanzo et. al.1994). The feasiHlity
assessment that is presented here was performed via a trial application of the NUREG/CR-6157
methodology. This application utilizes an existing nuclear power plant PRA for which a SAPHIRE computer
model currently exists [ Smith et al.,1998). The main focus of the project is on pressurized water reactor
(PWR) components, but the application presented here can equally be applied to boiling water reactor
(BWR) components.

We first summarize the aging mechanisms acting on the major PWR components. We then briefly describe
the flow-accelerated corrosion (FAC) mechanism. Next we review the related field experience to identify
how FAC of carbon steel secondary piping may impact plant risk. We then present the approach developed
to incorporate the FAC model into PRA and apply it to four cases related to FAC-caused failures in PWR
secondary piping. We follow this with the demonstration of the approach by applying it to selected segments
of feedwater piping using the SAPHIRE software and the Surry independent Plant Evaluation (IPE) model.
Finally we present conclusions.
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2. Aging Mechanisms in PWR Plants
>

The major PWR components, such as reactor pressure vessel, reactor coolant system piping, steam generator
tubes, feedwater and main steam lines, are subject to several age-related degradation mechanisms. The main
degradation mechanisms may be divided into four categories: embrittlement, fatigue, stress corrosion
cracking, and corrosion. Embrittlement mechanism include radiation embrittlement of reactor pressure
vessels and thermal aging of cast stainless steel piping. Fatigue mechanisms include low- and high-cycle
thermal and roechanical fatigue of piping and other components. Stress corrosion cracking mechanisms
include intergranular and transgran ular stress corrosion cracking of, for example, stainless steel com ponents,
and primary water stress corrosion cracking of Alloy 600 components. Corrosion mechanisms include, for
example, general corrosion, FAC, and boric acid corrosion of carbon steel components. Embrittlement
mechanisms reduce material fracture toughness whereas other mechanisms reduce component strength.

Review of service experience reveals that the major components are experiencing aging-related degradation
of material properties or reduction in strength. In addition, several degradation mechrisms and loading
conditions were not anticipated in the original design but have caused failures in the field (Gosselin 1997,

' Shah et al.1998). An example of such failures include a rupture of feedwater piping caused by FAC. For
effective aging management, it is essential to evaluate the risk impact of the degradation mechanisms.
Physics-based models may be incorporated into the PRA for such evaluation. Toward that end, the main
degradation mechanisms are summarized below.

2.1 Radiation Embrittlement. The main component affected by radiation embrittlement is the reactor
pressure vessel, which is fabricated from low-alloy ferritic steels. The radiation-induced microstructural
changes cause an increase in the yield and ultimate tensile strengths, a decrease in the fracture toughness,
an increase in the ductile-to-brittle transition temperature (belcw which the vessel will behave in brittle ~

manner), and a drop in the upper shelf energy (lower toughness at operating temperature). The increase in
the transition temperature of vessel materials depends on chemical com position (especially presence oftrace
elements, copper, nickel, and phosphorous), neutron fluence (E > 1 MeV), temperatures, and post-weld heat
treatment. Several computer codes have been developed for evaluation of structural integrity of reactor
pressure vessel. Only one of these codes, VISA-Il Code (Vessel Integrity Analysis Code), is in public
domain. The VIS A-II Code performs both deterministic and probabilistic analysis to determine reactor vessel
failure probability following through-wall cracks caused by PTS events (Simonen et al.1986a, b).

2.2 Thermal Aging. Several components in the PWR reactor coolant system are made from duplex
austenitic-ferritic stainless steels, also called cast stainless steels: main coolant piping in several
Westinghouse-designed PWRs, fittings in larger diameter austenitic stainless steel piping, and reactor coolant
pump and valve bodies in most PWRs. The ferrite present in the cast stainless steel improves its resistance
to sensitization, stress corrosion cracking, and intergranular corrosion. However, the presence of ferrite also
causes upward shift in ductile-to-brittle transition temperatures and reduction in fracture toughness after
long-term exposure at PWR operating temperatures. The extent of this degradation is higher with longer
exposure time, higher exposure temperature, and higher ferrite content. This degradation mechanism is
termed thermalaging. Piping made from wrought austenitic stainless steel (for example, Type 304 stainless
steel) is not susceptible to this mechanism because this material does not contain ferrite.

Chopra (1992a,b) has developed two different approaches to determine the extent of thermal aging of cast
stainless steel. These approaches quantify the extent of aging at the PWR operating temperatures [288'C
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(550*F)] by measuring the room-temperature Charpy impact energy after aging at temperatures in the range
of 300 to 400*C (570 to 750*F). Chopra (1992b) has also developed a procedure for estimating mechanical
properties, i.e., Charpy V-notch energy and elastic-plastic fracture toughness, of thermally aged cast stainless j
steel piping components.

!

2.3 Low-Cycle Fatigue. Fatigue damage occurs only in regions that deform plastically under the influence
of fluctuating loads. Thus, smooth specimens free of stress risers that are subject to elastic stress fluctuations

|

do not experience fatigue damage. On the other hand, fatigue damage does occur under elastic stress I

fluctuations if the component contains stress risers where the localized stresses and strains exceed the elastic

limit of the material. After a certain number ofload fluctuations, the fatigue damage at the regions of stress
concentration causes initiation and subsequent propagation of fatigue cracks in the plastically deformed
region.

Thermal and mechanical stresses imposed during system transients, including heatup and cooldown, cause
low-cycle fatigue damage in the PWR vessel and piping components. The susceptible sites in the PWR
primary coolant systems are the nozzles, dissimilar metal welds, and elbows. There have been no reported
failures, not even discovered cracks, in existing PWR main coolant piping.

The ASME Code provides fatigue design curves that are entirely based on data obtained from in-air tests
mainly at room temperature. Fatigue tests on large-scale carbon steel vessel performed in air at room
temperature have shown that the cracks may initiate below the fatigue design curves, but that wall
penetration is not expected until the fatigue cycles exceed the ASME design curves by about a factor of 3
(Cooper 1992). However, recent results from fatigue tests show that the effects of high-temperature pure
water (simulating a PWR environment) on the fatigue strength (resistance to crack initiation) ofcarbon steels
are not fully accounted for in the ASME design curves (Terrell 1988).

2.4 Vibratory Fatigue. Vibratory fatigue failures of piping have occurred predominantly at the socket
welds commonly used forjoining small diameter piping (< 50 mm) and at the fillet-welded attachments.
In several instances, these failures have resulted in complete ruptures of piping. There are two approaches
for high-cycle vibrational fatigue analysis of socket-welded small-diameter piping connections and fillet
welded attachments: (1) ASME Section ill fatigue design, which is an analysis-based approach, and (2)
American Association of State Highway Transportation Officers fatigue design, which is an empirical
approach.

2.5 Primary Water Stress Corrosion Cracking: Primary water stress corrosion cracking (PWSCC) has
caused cracking, and in some cases, leakage from steam generator tubes and tube plugs, pressurizer
instrument penetrations and heater sleeves, control rod drive mechanism nozzles, and reactor coolant piping
penetrations. PWSCC is an intergranular cracking mechanism requiring at least the following three
conditions to be present simultaneously: (1) high applied or residual tensile stress or both,(2) susceptible
tubing microstructure (few intergranular carbides), and (3) high temperature. The PWSCC damage rate
increases as a function of stress to an exponent, typically equal to 4. The PWSCC resistance of Alloy 600
is highest when the grain boundaries are covered with continuous or semicontinuous carbides. PWSCC is
a thermally activated process and, therefore, its initiation and growth are very sensitive to temperature. These
relationships are used in predicting the PWSCC initiation time in Alloy 600 components.
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2.6 Flow-Accelerated Corrosion. FAC affects carbon steel piping, thermal sleeves, J-tubes, and feedrings
carrying single phase, subcooled feedwater and steamlines carrying wet steam. FAC causes wall thinning
and may lead to catastrophic failure of the affected components. Such failures have been reported in the
field. This n~chanism is further discussed in Section 3 and the available models are identified there.

2.7 Selection of a Degradation Mechanism for Incorporation into PRA. The degradation mechanisms
may be divided in two groups based on the resulting failure modes: (1) those that may cause rupture, and
(2) those that may cause cracking. Radiation embrittlement, thermal aging of cast stainless steel
components, PWSCC and IGSCC of steam generator tubes, vibratory fatigue of small-diameter piping, and
FAC may cause rupture, as mentioned earlier, whereas low-cycle fatigue, high-cycle thermal fatigue, and
stress corrosion cracking of components other than steam generator tubes may cause cracking. The
mechanisms that have potential to cause rupture are likely to have significantly more risk impact. Therefore,
we have decided to incorporate a model for one of the degradation mechanism that may cause rupture.

We selected to incorporate FAC mechanism into PRA because, in some instances, it has caused rupture of
feedwater or main steam line. In addition, depending on the affected piping, its risk impact can be
significant. We did not select radiation embrittlement of reactor pressure vessels or stress corrosion cracking
mechanisms acting on steam generator tubes because other USNRC projects have evaluated or are evaluating
their risk-impact. We did not evaluated vibratory fatigue because the associated failures are caused by
premature aging resulting from design and fabrication deficiencies.

3. Flow-Accelerated Corrosion

A briefdescription of FAC is as follows. A thin layer of porous iron oxide [mostly magnetite (Fe30,)] forms
,

'on the inside surface of carbon steel feedwater piping exposed to deoxygenated water in the temperature
range of about 95 to 260*C (200 to 500 F). Generally, this layer protects the underlying piping from the
corrosive environment and limits further corrosion. However, the magnetite layer may be dissolved at the
mdde-water interface and be replaced by new iron oxide formed at the metal-oxide interface, resulting in

trial re. mal and thinning of the piping. This process is called single-phase FAC. A similar corrosion
process causes wall thinning of carbon steel piping exposed to wet steam; this process is called two-phase
FAC.

The FAC phenomena follows a simple two-step process illustrated in Figure 1 (Remy and Bouchacourt
1992). The first step consists of production of soluble ferrous ions and their accumulation at the oxide-water
interface and the second step consists of mass transfer of these ions into the bulk coolant. In the second step,
the flowing water removes the soluble ferrous ions by a convective mass transfer mechanism, which is a
diffusion gradient driven process. Generally, the concentration of ferrous ions in the bulk water is very low
compared to their concentration at the oxide-water interface. Therefore,the ferrous ions present at t'. e oxide-
water interface can diffuse very rapidly into the solution.
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Figure 1. The flow-accelerated corrosion model(Remy and Bouchacourt 1992).

3.1 Single-Phase Flow-Accelerated Corrosion. Single-phase FAC test results have identified several
factors that affect the corrosion rate: (a) hydrodynamic variables - fluid velocity, piping configuration

.(geometry of the flow path), and roughness of the pipe inside surface;(b) metallurgical variables - chemical
composition including weight percentage of chromium, molybdenum and copper in the steel; and (c)
environmental variables - temperature and water chemistry including dissolved oxygen, ferrous ion

' concentration, pH, and amines used for pH control.

The hydrodynamic variables affect the rate of mass transfer of the irc a ions and other corrosion products to
the bulk coolant and thus affect the FAC rate. Fluid velocity affects the mass transfer. At a relatively low
fluid velocity, the corrosion rate is controlled by the rate of mass transfer, whereas at higher velocity (still
lower than the critical velocity above which metal removal by mechanical process takes place), the mass
transfer rate is higher and the corrosion rate is controlled by the chemical reactions at the oxide-coolant and
metal-oxide interfaces. FAC is less frequently observed in straight lengths of pipe free from hydrodynamic
disturbances unless the bulk fluid velocity is high. Laboratory studies of the effect of bulk flow velocities,
which varied from 2 to 18 m/s, on the corrosion of carbon steel in 150*C (300*F) circulating water show
that the corrosion rate increases with an increase in the flow rate and, for a given flow rate, the corrosion rate
is about constant.' The variable piping configuration takes into account the hydrodynamic disturbances
(elbows, tees, reducers, valves, flow control orifices, etc.) that produce high local fluid velocities and result
in a further increase in mass transfer. Experiments have shown that local-flow velocities in elbows can be
two to three times bulk-flow velocities (Bosnak 1987, USNRC 1987a).

3 Feedwater flow in a typical four loop,1100-MWe unit is about 6.8 x 106 kg/h (15 x 10* lb/h), which
corresponds to about 4 m/s bulk flow velocity.
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Chemical composition of carbon steel consisting of trace amounts of chromium, molybdenum, and copper
provides resistance to FAC. The corrosion rate is most sensitive to the weight percent (wt%) of the
chromium in steel. The corrosion rate is insignificant for Chromium content greater than 0.1 wt%.

Two main environmental variables that affect FAC rate are coolant temperature and water chemistry. The |
coolant temperature influences both the ferrous ion production and the mass transfer of these ions into the '

bulk water (Remy and Bouchacourt 1992). As the temperature increases, the ferrous ion concentration at
the oxide-water interface decreases almost linearly. On the other hand, as the temperature increases, the
ferrous ion diffusivity into the coolant increases, resulting in a mass transfer coefficient that increases about
linearly. The resulting corrosion rate variation with temperature is a bell-shaped curve. For the typical |
conditions in the PWR feedwater piping, the maximum corrosion rate occurs at about 150*C (300'F) '

(Chexal and Horowitz 1995). The water chemistry includes dissolved oxygen, ferrous ion concentration,
metallic impurities, and cold pH level. The FAC rate varies inversely with the level of dissolvedoxygen in
the fluid. As the level of oxygen increases above a threshold value, a less porous oxide layer of hematite,
instead of magnetite, is formed. Because the solubility of hematite b the feedwater is several orders of
magnitude lower than that of magnetite, the FAC rate decreases significantly. Laboratory test results show
that the threshold value for dissolved oxygen is less than 15 ppb (Remy and Bouchacourt 1992).

Ferrous ion concentration and metallic impurities in the water affects the FAC rtte. The increase in the;

ferrous ion concentration in the bulk fluid reduces the mass transfer of ferrous ions from the oxide-coolant
interface to the bulk coolant. An increased ion concentration can reduce or suppress FAC when the process
is controlled by mass transfer. FAC rates vary by an order of magnitude over the cold pHrange of 8.5 to
9.5, which is typical for PWR feedwater systems (Shack and Jonas 1988).

3.2 Two-Phase Flow-Accelerated Corrosion. Examination of worn extraction piping has identified two
distinct mechanisms causing damage in the system carrying two-phase coolant: oxide dissolution and
droplet-impact wear (Bosnak 1987, Keck and Griffith 1987). The oxide dissolution mechanism is similar
to single-phase FAC mechanism discussed with one exception. Two-phase FAC has been observed in piping
carrying wet steam. Its occurrence has not been observed in piping carrying dry steam (100% quality).
Moisture in the wet steam is essential to dissolve the oxide film. Field data indicate that the greatest
degradation is seen in the piping containing steam with the highest moisture content, such as the turbine
crossover piping and the exhaust and extraction piping connected to the high-pressure turbines.

The droplet-impact wear mechanism, as its name implies, cause damage by mechanical action. The impact
of liquid droplets, entrained in steam, on carbon-steel oxide films can produce a matrix of cracks and
subsequent fatigue failure of the films, and expose the underlying metal surfaces to the corrosive action of j
the coolant. (Keck and Griffith 1987). !

3.3 Computer Models. EPRI has developed the computer code CHECWORKS (Chexal-Horwitz
Engineering-Corrosion Workstation) for managing FAC of nuclear power plant piping. This program has
capabilities for estimating parameters (such as local water chemistry and flow rate) that affect corrosion
rctes,and for predicting relative corrosion rates to facilitate selection ofinspection locations. The computer
code is based on laboratory data from France. England, and Germany, and on U.S. plant data. The code has
been validated using other U.S. plant data. The main sources of uncertainties are associated with the original
thickness and thickness profile of the piping components, trace amounts of alloy content in the piping

|

|
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material, actual number 0f hours ofoperation, plant chemistry history, and geometric discontinuities on the
inside surface of the piping.

All PWR and BWR plants in the U.S. use the CHECWORKS code (or its predecessor code CHECMATE)
for estimating the FAC rates (Chexal and Horowitz 1995). This code is also used by many fossil plants, by

' the U.S. Navy, and by several overseas utilities. The code has been used for identifying the sites most
susceptible to FAC, prioritizing the locations for inspection, estimating remaining service life for susceptible
components, and evaluating the effectiveness of different water chemistries and other mitigative actions.

Siemens/KWU in Germany has long been active in researching wall thinning rate estimation caused by FAC.
The empirical Kastner model was developed in the early 1980s for the calculation of material losses due to
FAC in single- and two-phase flow (Kastner and Riedle 1986). This model is hereafter referred to as the
KWU-KR model. The KWU-KR model is based on experiments carried out at Siemens/KWU and on plant
data from all the known single and two-phase locations (more than 6,000 data points overall), as well as on
theoretical considerations. After the Surry Unit 2 accident in 1986, the WATHEC program based on the
KWU-KR model was developed to perform weak-point analyses at power plants. In 1991, WATHEC was
interfaced with the DASY program which handles the recording, management, evaluation, and
documentation of the data obtained from non-destructive examinations. These two software packages were
continuously improved in cooperation with European utilities to calibrate the predicted wall thinning rates
for fu;ther plant diagnosis with increased prediction accuracy (Chexal et al.1996).

The FAC models discussed here are developed and validated to estimate the relative corrosion rate at |

different locations in the piping and not to predict pipe rupture, which is needed for assessing safety impact. |
'Simplified assumptions have been made to estimate the capacity ofdegraded piping. These assumptions are

discussed in Section 5.

We have elected to base our calculations on the KWU-KR model because it is well documented in the
published literature. Similar documentation for the CHECWORKS model is not available because ofits
proprietary nature. A third model, part of the BRT-Cicero code, is based on the test data taken at the Cicero
test loop and was developed by the Electricite de France. But the documentation of this model is also not
available because ofits proprietary nature.

3.4 The KWU-KR Model. This model calculates the corrosion rate as a function of Keller's geometry
factor, flow velocity, fluid temperature, material chemical composition, fluid chemistry (pH at 25"C and
dissolved oxygen), exposure time, and, in the case of two-phase flow, steam quality. With this model, the
pipe thickness can be calculated as a function of time. The wall corrosion, W (t), is the thickness of the pipee
corroded away and is calculated by

Ohn!
Wc.wwo,a(I) = (1)

P,,

where

A$a 2FAC rate (pg/cm hr),=

exposure time (br).t =

the density of steel (pg/cm').p,, =
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Kastner and Riedle's work (1987) is the basis for estimating the FAC rate, A$a. Once the FAC rate is
estimated, the wall thickness as a function of time can be calculated. This wall thickness is be found by

Wy.(t) = W,,,,a - W ,. a .w ,s(t) (2)
where

W,,,,(t) pipe wall thickness at time t (cm),=

W,,,g original, nominal pipe wall thickness (cm),=

We..a(t) thickness of pipe corroded away at time t (cm).=

.

The corrosion rate, A&a, is calculated via the following steps.

1. Using the KWU.KR model, the pH, oxygen content, liquid velocity, geometrical factor, total content
ofchromium and molybdenum in steel, and operating temperature are known. We can calculate
FAC rate as the following equations [Kastner,1986] :

A$, = 6.35 k,(B e '-(1 - 0.175-(pH - 7)2] 1.8 e -o na, . j).f(f) (3)
N

with

-10.5% - (9.375x10-' T ) + (0.79 T) - 132.52B =

N -0.0875 h -(1.275 x 10-5 T2)+(l.078 x 10 2 T)- 2.15 (for 0% s h s 0.5%)
=

(-1.29 x 10" T2 + 0.109 T- 22.07) 0.154 e : (for 0.5% s h s 5%)N r6=

where

A4a calculated specific rate of material loss ( g/cm h),2=

k, geometrical factor,=

flow velocity (m/s),w =

pH pH value,=

g oxygen content (pg/kg),=

h content ofchromium an m in steel (total %),=

T temperature (*K).=

ft) a time correction facto-=

Note that the time correction factor,f(ty, .. - . s ate equation is a function ofexposure time in
the KWU-KR model (Kastner and Riedle,1986]; Exploring the behavior of this factor, it can be shown that
the factor f(t) has a value of 1 in small operating periods and tends to the value of 0.79 for an operating
period of 9.6 x 104 hrs (around 11 years). For longer periods (t 2 9.6 x 10' hrs), f(t) equals 0.79. The time

.

correction factor is given by

f(t) = C, + C t + C t + C, t' (4)
2

2 3
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where
the exposure time (hr),t =

9.999934 x 10-',C =
i

3-3.356901 x 10 ,C, =

-5.624812 x 10 ",C =
3

3.849972 x 10-''C. =

The geometry factor, k,, is given by one of the following values:[Kastner,1986)

0.04 for " straight tube" 0.08 for " leaky joints" " labyrinths"
0.15 for "behind junctions" 0.16 for "behind tube intet (sharp edge)"
0.23 for " elbow R/D=2.5" 0.30 for " elbow R/D=1.5"
0.30 for "in and over blades" 0.52 for " elbow R/D=.5"
0.60 for "in branches #2" 0.75 for "in branches #1"
1.0 for "on tubes" "on blade" or "on plate"

This FAC model was developed in 1980s and, therefore, the further understanding developed since then is
not incorporated in the model. The following assumptions are employed in the model. Comments based on
the current understanding of the FAC phenomena are also presented, if appropriate, along with each
assumption.

1. The model has no restriction on the flow velocity up to the critical velocity which metal removal
takes place by mechanical processes.

2. The FAC rates are insignificant at water temperature greater than 240*C, and the resulting material
losses can be ignored. This assumption is consistent with our current understanding.

3. The lower and upper limits for the cold pH are 7.0 and 9.39, respectively. Note that the typical
2limits for PWR are 8.5 and 9.5. The model assumes that the corrosion rate is very small (1 pg/cm /h)

and constant if the pH is greater than 9.39. But the test results show that at higher pH values, the
corrosion rate increases with increasing pH value.

4. The oxygen concentration is less than 30 ppb. For higher concentration, the rate is constant and very
small. The test results and plant data show that the rate is very small for the oxygen concentration
greater than 15 ppb.

5. The chromium and molybdenum content is less than 0.5 wt%. No material loss takes place if the
,

content is higher. This is conservative because the field data show that there is no material loss if |
the content is greater than 0.1 wt%. )

6. The model is valid only for operating periods longer than 200 h. Very high losses can occur in the
start-up phase.

I

7. The two-phase FAC model uses the mean velocity in the water film on the inside surface of the
piping instead of the velocity of a two-phase fluid.

|

326

1



4. IIow Flow-Accelerated Corrosion Can Impact Risk

FAC has caused rupture ofcarbon steel secondary piping at several PWRs. The most notable rupture of feed
water piping occurred at Surry, Unit 2, on December 9,1986. Another noteworthy event associated with
single-phase FAC is the rupture of a drain pump discharge piping (350-mm diameter) at Trojan on March
9,1985. A pressure transient caused the ultimate rupture of feedwater piping already significantly degraded
by FAC at both plants. In neither case were there a leak or any other warning signs indicating incipient
failures.

Two examples ofevents associated with two-phase FAC include ruptures ofthe fourth stage steam extraction
piping, one at Millstone Unit 2 in October,1986, and another one at Fort Calhoun on April 21,1997.
Single-phase FAC has also caused signi6 cant wall thinning in auxiliary feedwater piping at Catawba Unit
2, which has preheat steam generators. Ten Westinghouse-designed PWRs with Models D4, DS, and E of
preheat steam generators are susceptible to such wall thinning (USNRC 1992a). The pipe rupture is a risk-
significant event because it may cause reactor trip. In addition, some of the rupture events, such as a break
of a small steam line, may represent a dominating overcooling event that may contribute to pressurized
thermal shock (PTS) risk to reactor pressure vessel (Selby et al.1985). The PTS risk associated with steam

line break is, however, small; therefore, the PTS risk associated with FAC-induced steam line rupture will
be quite small.

All the FAC-related 6 eld experience in PWR plants is associated with piping outside the containment. But
single-phase FAC has also caused significant wall thinning ofceratin carbon steel piping located inside the
containment at one BWR (USNRC 1992b). Since this piping constitutes a primary pressure boundary, the
event has raised a concern that the rupture caused by FAC may lead to a loss-of-coolant accident. In general
though, FAC may have following four types of risk impacts:

1. May increase the frequency of transients.

2. May increase the unavailability of safety system.

3. May contribute to LOCA in certain BWR plants.

4. May increase the frequencies of certain overcooling events responsible for generating pressurized
thermal shock.

5. Incorporation of Flow-Accelerated Corrosion Modelinto PRA

To determine the risk impact of pipe rupture caused by FAC, we need to determine the probability ofrupture
at different locations in susceptible piping. The probability of rupture can be determined using the load-
capacity formulation for the FAC mechanism. The loads acting on the piping may be represented by the
steady state and transient pressures, and the pressure capacity of piping takes into account pipe wall thinning
caused by FAC. We first describe general load-capacity formulation and then present details for developing
probability density functions for load and capacity.
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5.1 General Load-Capacity Formulation. Let the pressure capacity be C (in our case, the system
maximum allowable pressure is a function of time due to the thickness of the pipe that has been corroded
away). Let the stress or load be L (i.e., the static load from the system operation pressure at full power or
steady state operation and the dynamic load during a pressure transient). The probability of failure of the
piping can be computed from

P,(t) = P(C(t) < L(t)) = 1 - F,.(x, t)f,.(x, t) dx

(5) I< 3
, ,

={ {f,,(y,1)dy f,.(x,1)dt
o ra >

where
pipe failure probability,P,(t) =

C(t) pipe pressure capacity (ksi),=

pipe pressure load (ksi), |L(t) =

the load cumulative distribution function,F (x, t) =
t

fc(x, t) the capacity probability density function (1/ksi),=

f (y, t) the load probability density function (1/ksi), j=
t

operational time (hr),t =

x, y capacity and load pressures, respectively (ksi).=

Equation 5 is based on the simple observation that failure occurs when the load exceeds the capacity. The
capacity probability density function, fc(x, t) can be determined from the remaining pipe wall thickness,
W,,,,(t), as defined in Equ. (2). The KWU-KR model for the corroded wall thickness, W ,,,,,,,,,(t), hasc.

already been defined in Equ. (1). The pipe pressure capacity evaluation would then incorporate the thinning
wall (which is a function of time) to determine the expected pressure capacity. To perform this evaluation,
we made the assumption that the wall thinning is uniform around the circumference. Then, the failure
pressure as a function of time can be calculated from the following equation given by Wesley et al. (1990).

o' W'*(t)
(6)ps, =

c,,,,,,,,,jt)](1 - 0.25 e )r+W
f

where
failure pressure (ksi),ps (t) =

f
failure stress (ksi),o =

f
pipe wall thickness at time t (cm),W,,,,(t) =

initial inside radius (cm)r =

thickness of pipe corroded away at time t (cm) [Equ. (1)]\V o ,i,,,4(t) =c
median hoop strain at failure (failure strain).e =

f

The above equation defines the failure pressure for a straight pipe in terms of hoop stress and includes some
provision for the biaxial stress-state in pipe wall and strain concentration effects. Failure stress and hoop
strain at failure are determined from 51-mm (2-in.) uniaxial tensile test specimens. Both the failure stress
and strain should be treated as random quantities because of variability in the stress-strain relationship,
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uncertainty related to biaxial stress condition, necking, and effective gage length. Mean values for failure
stress, o and failure strain, e , for SA 516 grade 70 carbon steel are shown below in Table 1 (Wesley et al.f j

1990). Although the above equation is for a straight pipe, we have assumed that it is applicable to pipe
6ttings such as elbows.

Table 1. Typical failure stress and strain (hoop strain) values for SA 516 grade 70 urbon steel.

Temperature (*F) Failure stress (o ) ksi Hoop strain (c ), %f f

77 75.6 6.2 l

400 78.3 3.7

600 76.5 5.8

800 63.9 7.9

The load distribution, fh, t), represents the actual and anticipated pressures for a particular section of 1

piping. Normally, the majority of this distribution will be at the nominal system operational pressure. For
example, if nominal system pressure operation is approximately 900 psig and is experienced 95% of the time

| during operation, the load distribution would have 95% of the distribution centered on or around 900 psig.
Transient pressures that cause system pressure to exceed nominal pressures would need to be incorporate
into the load distribution. But, transient pressures are represented by an aleatory type of model.
Incorporating these pressures would entail determining the anticipated pressures and likelihood of
experiencing such a pressure as a function of time.

Once both the load and capacity distributions are known, we can estimate the piping failure probability. To
perform this estimation, the density functions for the distributions could be utilized to obtain an analytic
expression for the pipe reliability as a function of time. This approach was used for the results in this paper.
An attemative approach is to utilize a Monte Carlo simulation routine to determine the fraction of time that
the load pressure is larger than the capacity pressure. This fraction would then directly represents the failure
probability of the pipe due to FAC.

Looking at the " top-most" modeling level for the pipe segment, the load-capacity FAC model2 is comprised
of two parts. First, tiie deterministic aspect is included and is numerically determined by using the pipe wall
thickness [Wy(t)] calculation as described in Section 3. A second, and equally important part of the load-
capacity model, is an aleatory model representing the arrival of transient overpressure loadings (where
" overpressure" indicates a pressure transient above the nominal steady-state pressure). Beneath these top-
level models, we introduce applicable epistemic uncertainties (Apostolakis 1995). As illustrated in Figure
2, under the deterministic portion of the model are epistemic uncertainties of two types, model and
parametric. SpeciHcally, these include the E factor (model); the Guid parameters, including the nominal,
steady-state pressure (parametric); and the piping parameters. Under the aleatory portion of the model are
epistemic uncertainties of a single type, parametric. The parametric uncertainty in this case refers to the rate
of occuaences of transient pressures. These aspects of the load-capacity model are clearly delineated since
they will dictate how the model is solved as part of the PRA.

2 The "model of the world" in the terminology of Apostolakis (1995).
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Figure 2. Graphicalillustration of the load-capacity FAC model
attributes and uncertainty types.

5.2 Detailed Determination of Capacity. The capacity probability density function, f,(x, t), can be
determined using Equ. (4), (1), and (2) along with the KWU-KR model for A$a. The uncertainties in the
quantities on the right-hand side of Equ. (4) detennine f,(x, t). Of these, the most important is the uncertainty
in the prediction of the KWU-KR model itself.

From the published literature [Kastner and Riedle,1986), the relationship between the empirical model
predictions and the measured FAC rates in labc,ratory studies or in power plants can be determined. This
relationship is shown in Figure 3. From the data, it appears that the KWU.KR model has been developed to
over-predict the FAC rate. In other words, it is designed to err mostly on the conservative side and is typical
of models utilized for nuclear power plant safety where conservatism is de rigueur. But. this feature of the
model can be used to determine an " adjustment" factor that would express our uncertainty in the calculated
results. Within Figure 3, there are a total of 1,049 cases where the vanability reflected on individual data points
is due to both parameter uncertainties and the uncertainty due to the model itself.
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To express our uncertainty in the KWU-KR model predictions, we employ the " adjustment-factor" approach
discussed by Siu and Apostolakis (1982) and Apostolakis (1995). This approach is as follows:

We take the available model, the so called deterministic reference model, and introduce a
multiplicative factor E to modify its results. Referring to Equ. (1), the FAC rate is expressed as

A$a = A&n.xwu.g xE (7)

where

A$a the specific FAC rate to be used in Equ. (1)(pg/cm h),2=

A&n. xwu.x the specific FAC rate as predicted by the KWU-KR model(the=

2 ideterministic reference model)(pg/cm h),
the adjustment factor. fE =

i

l
Thus, Equ. (1) becomes. .

E (A&,7_ ,wu_,) t
U,c.cscaa,a(') = (8) I

!P,,

We note that Equ. (5) indicates that the actual specific FAC rate can be considered to be the product ofits j
deterministic reference model prediction and an adjustment factor E which accounts for the inadequacy of
the calculated value. The question is now what type of uncertain variable is E. To determine this, we look

1

at the evidence contained in Fig. 3. !

|
If there were no model uncertainties in the KWU KR model, the points in Fig. 3 would fall on the straight I

line with a slope of one. This would indicate that the calculated (on the ordinate) and the actual (on the
abscissa) values of the specific FAC rate were the same. Clearly, this is not the case. There are a number
of measured values that correspond to a given calculated value. Presumably, the authors of the paper in
which this figure appeared originally made every effort to ensure that the parameter values in the
experiments and the power stations from which the measured values were taken were very close to the
parameter values that were input to the KWU-KR model to generate the calculated values. In other words,
the discrepancies should be primarily due to model uncertainty.

When we make predictions using the KWU-KR model, we do not know how inaccurate the model is with
respect to the actual circumstances that we are attempting to model, even though the parameter values (pH.
flow rate, etc.) that are input to the model are (almost) the same as those anticipated in the actual
circumstances. In other words, we do not know what the value of E (the ratio of the actual over the
calculated value of the specific FAC rate) is. We can say, then, that we have a population of circumstances
similar to Kaplan's (1983) population of plant-specific failure rates. This " circumstance sariability" is
aleatory, i.e., the particular circumstances ofinterest to us will be one of the many circumstances shown in
Fig. 3 (always for the same parameter values). The relative frequency of the points with the same calculated
value of the specific FAC rate determines the likelihood that the factor E will have the corresponding value.
This variability will be there as long as we use the KWU-KR model (as described by Kastner and Riedle,
1986) to produce the calculated value and it is due to the approximations made to develop this model, i.e.,
it is an aleatory variability.
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The recognition that there is " circumstance variability" leads us naturally to the idea of a "two-stage"
Bayesian analysis, as Kaplan (1983) has recommended. Siu and Apostolakis (1985) have, in fact, proposed
an approach to estimate the distribution of E when evidence becomes available. The aleatory probability
distribution of the factor E is assumed to be lognormal with parameters p and o. The epistemic uncertainty
is, in this case, described by a probability density function over the parameter vector [p, o]. Each value of
this vector specifies one aleatory distribution for E. The average of these aleatory curves is used in the
second stage as the epistemic distribution of E for a specific set of circumstances.

In the present case, we note that Fig. 3 contains a fairly large number of points. Thus, the "two-stage"
calculations (and the attendant calculational complexity) are not really needed, since the average aleatory
distribution of E can be derived by simply using standard software packages to fit distributions to data. But,
we cannot do this for every possible value of the calculated FAC rate. Instead, we divide the range of the
calculated values of specific rates of metal loss in Fig. 3 into four regions (denoted Region I through Region
IV). Points above the calculated specific rates ofmetal loss of 2,000 pg/cm h and points below the measured
rate of I pg/cm:h are excluded from the calculations.

The lognormal distribution is found to fit the data in each region very well. The parameters p, o of the
distribution, as well as several characteristic values, are shown in Table 2.

Table 2. Lognormal distributions for the E factor for the four regions of Fig. 3.
Region I Region 11 Region 111 Region IV

5* percentile 0.20 0.05 0.09 0.009
50* percentile 1.39 0.31 0.49 0.13

,

95* percentile 9.47 2.06 2.66 1.99 |
Mean 1.43 0.61 0.83 0.51

Error Factor 6.83 6.62 5.46 14.99

p 0.33 -1.17 -0.72 -2.03
o 1.17 1.15 1.04 1.65 j

l As an example, suppose that we perform our calculations with the KWU-KR model and the result is 25
2g/cm h. The actual value of the specific FAC rate will be (see eq. (5)]

A&n " A&a.Kwu.xn *E, (9)i

where En is the factor corresponding to Region 11. The actual specific FAC rate will also be lognormr.lly
distributed with parameters

pan = -1.169 + In(A$g.xwc.gg) = 2.050 (10)
and

o =1.154 (11)

.
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Jeve al characteristic values of the actual specific FAC rate are (pg/cm h):2

' 5* percentile 4.1 50'h putile U
95* percentile 14.8 Mean 15.1

We observe that the evidence shown in Fig. 3 leads to the conclusion that, even though the calculated value

of the specific FAC rate is 25 pg/cm h, the 95* percentile of the actual rate is'only 14.8 pg/cm h. It is
~

2 2

evident from Fig. 3 that the KWU-KR model predictions are conservative.

5.3 Detailed Determination of the Load. As discussed in Section 4, the " load" in the load-capacity FAC
model represents the actual operating pressures that will be seen by the pipe undergoing the FAC process.
In our nomenclature, the load distribution, f (y, t), is given by two different types of pressures.t

1. Nominal, steady-state pressures
2. Transient pressures

These two loads are treated separately and with different model types. The steady-state pressure is modeled
simply as a parameter with epistemic uncertainty. But, the treatment of the transients is more complicated
because their occurrence in time must be included in Equ. (3). This occurrence of transients is, of course,
an aleatory phenomenon that is modeled using the Poisson distribution. A series of calculations leads to the
following expression for the reliability of a component

t 8
,

1 1[F [C(t )g(t)] diR(t ) = exp -At (12)t t t o
I
lo< .,

We note that this is the aleatory model for the reliability, i.e., this is the model of the world for transients
(Apostolakis 1995). The predictive reliability will be the average over the epistemic distribution ofthe initial
capacity, i.e.,

tg

[F [C(t )g(t)] dt fe,(x) dx (13)R(t) = exp -At 1-
t t t o

0 Log ',
where

fe,(X)'= the probability density function of the initial capacity.

Note that the probability density function of the initial capacity is determined primarily by the epistemic
uncertainty in the factor E. Further, note that an alternative procedure to the calculation given by Equ. (12)
would be to simulate the occurrence of transients (and then calculate the FAC rate for that particular time
period). The treatment of the transient pressures is more difficult than the steady-state pressures since the
time to an transient overpressure is a random variable. But, either of the two methods will provide an
appropriate analysis method.

Finally, the probability of failure due to transients is the complement of Equ. (12). The results of this
calculation is shown in the next section.
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6. Case Study

For our case study, a piping segment was selected for analysis and incorporation into a full-scale PRA model.
The selected pipe segment in our analysis is the same as the particular segment that failed in December of
1986 (13.6 years after commercial operation)at Surry. The 18-inch suction line to the main feedwater pump
A of Unit 2 failed in a catastrophic manner. The condensate feedwater system flows from a 24-inch header
to two 18-inch suction lines, each of which supplies one of two feedwater pumps. In accordance with our
choice to analyze the main feedwater (MFW) system, we specifically model the single pipe segment (FW-04)
failure due to FAC in Surry's MFW system because this event also caused two main feedwater pumps to lose
suction heads at the same time. Thus, we may assume that the event was a loss of the MFWs (corresponding
to the IE-T2 initiating event in the Surry-IPE) which caused a plant transient (Virginia,1991).

The indirect impacts due to failure of the "FW-04" pipe segment were also considered. For the Surry plant,
flooding in the turbine building (91% contribution to core damage frequency) was a significant plant
vulnerability. Flooding may occur as a result of failures in the circulating water and service water systems
in the turbine building. Both of these water systems are gravity fed from the intake canal (20 feet above the
Turbine Building basement floor) [ Virginia,1991]. The "FW-04" pipe segment is located in the basement
of the turbine building. After discussions with Surry PRA and piping personnel, it was determined that there

;

| are no safety related equipment in the area. Hence the indirect effects do not contribute to our case study.

Once the FW-04 piping event was integrated into the Surry PRA model, the basic event was linked to the
FAC " compound" plug-in calculation. With the data for the FAC parameters known, the failure probability
of FW-04 as a function of time can be calculated. Figure 4 illustrates the results of such a calculation. Note
that in addition to the total FW-04 failure probability, the constituents to the total probability are shown. As
previously discussed, these constituents come from two type of models, namely, from either the nominal
steady-state pressure or transient pressures.

The core damage probability due to FAC for 10 years shows a small increase for the loss of main feedwater
event tree sequences (i.e.,just the IE-T2 sequences). The total increase for these sequences over the nominal
was found to be about 30%. However, the impact on the overall core damage frequency over the 10 year
period was found to be insignificant (< 1%). This result is not surprising since the risk increase ratio (or risk
achievement worth)importance measure for loss of MFW at the Surry plant has a value ofonly 1.2. Looking
at the nominal loss of MFW sequences, we see that their contribution to the total core damage frequency is |

less than 1%. Note though that the impact on the risk due to FAC for other plants or plant models has not
been evaluated and needs further investigation.

Our results can be used to check the validity of the linear failure rate model (Vesely,1987). This model
asserts that the failure rate of a component is a linear function of time, i.e.,

A(t) = Ao + aI (14)

The term "a t" accounts for (potential) aging effects.
)
1

!
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Figure 4. Probability of FW-04 pipe failure (due to FAC) as a function of time.

We can calculate the failure rate due to transients using the standard definition of failure rate, i.e.,

dR(t)
dt (15)A(t) = -

R(t)

where R(t) is the reliability of Equ. (12), i.e., the probability of surviving the transients.

We note that this failure rate, Equ. (15), must be calculated within the model of the world. In other words,
it must be calculated before the averaging process of Equ. (13)is performed (equivalently, the failure rate
can not be calculated directly from the curve corresponding to transients shown in Fig. 4). The average
failure rate can be found from the predictive calculation

A(t) = A(t)fe,(x) dx (16)
o

Our results show that the assumption that the failure rate (due to transients) is linear with time is reasonable,
i.e., Equ. (15) leads to linear 1(t). The (epistemic) average value of a (from the case study) is equal to about
3 x 10''/yr . Consequently, the linear model would be a reasonable model to use in this case (assuming, of2

course, that the value of a could be obtained by other means, e.g., by expert opinion elicitation).
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The model of the world for static pressures is deterministic, i.e., failure occurs when the capacity has
deteriorated below the static pressure. Consequently, a failure rate similar to Equ. (15) does not exist. We
note that it would be wrong to calculate a failure rate using the curve labeled " steady state" in Fig. 4,just as
it would be inappropriate to calculate the average failure rate for transients from the curve corresponding
to transients, as discussed above.

The conclusion is that, ifone were to use the linear model of Equ. (15), assuming that a could be determined
by methods other than those of reliability physics, one would model the probability of failure due to
transients but would leave out the probability of failure due to static loads (because these are not aleatory
and the concept of a failure rate does not exist in this case).

7. Conclusions

The overall objective of this work was to assess thefeasibility of applying the "LANL/ASCA" method for
incorporation of reliability-physics based models, expert judgement, and the results of the Nuclear Plant
Aging Research (NPAR) program into an integrated aging risk assessment. The "LANL/ASCA" method
refers to the application of PRA methods described in NUREG/CR-6157, Survey and Evaluation ofAging |
Risk Assessment Methods andApplications (Sanzo et. al.,1994). We successfu lly applied an aging reliability- '

physics model to the existing SAPHIRE Surry IPE risk model and subsequently determined aging-based risk
insights.

As part of the work, general methods were developed to facilitate the inclusion of aging mechanisms into
PRA models. The outcome of development included (1) a generic process to perform the aging-to-PRA
modeling,(2) a focused application of FAC failure modeling, and (3) incorporation of the FAC aging model
directly into a PRA. In summary, the general methods addressed the areas of:

I

The technique of screening for risk-based determination of potential aging-affected components. |
-

The treatment of uncertainties (aleatory and epistemic).-

The integration of deterministic models into the PRA that represents applicable aging failure-

mechanisms.
The determination of component aging-caused failure probabilities via a " load-and-capacity"-

analysis.

j Again, since this is a feasibility study, it was not the objective of the project to address all aging mechanisms
nor to provide a complete picture into the magnitude of the risk or core damage frequency impacts resulting
from aging. The work did qualitatively discuss the spectrum of aging-related issues facing LWRs. Also, the

| work did evaluate aging impacts on the core damage frequency. But to reiterate, these evaluations are of a
feasibility nature and shouldnot be construed to represent the magnitude (both absolute and relative) of risk
posed by aging in LWRs.

An important aspect of the work was the determination and management of key parts of the aging mechanism
failure model. For the FAC failure model, a combination of deterministic and aleatory modeling was
required. The deterministic portion of the failure model was provided by using the KWU-KR FAC rate
model. The KWU-KR model was used to specify the piping capacity as a function of time. The loading on
the piping was provided by utilizing two models one deterministic (for steady-state pressures) and the other
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aleatory (for transient pressures). Epistemic uncertainties on the model parameters, as well as the KWU-KR
model itself, were treated and incorporated directly in the analysis. It is envisioned that, in general, other
aging-related reliability-physics models must be constructed in a similar fashion.

We demonstrated that a rigorous treatment of an important aging mechanism such as FAC need not rely on
sparse failure data in an attempt to quantify a statistical failure rate. Even though the main benefit of these
statistical rate models (e.g., the linear aging reliability model (Vesely,1987]) is their simplicity and ease of
application, we pointed out that these models do not capture the total impact or behavior of complex aging
mechanisms such as FAC.

It was found that FAC in the main feedwater piping over 10 years had only a slight impact on the risk at
Surry. The reason for this result is that the contribution to the total plant core damage frequency from loss
of main feedwater in the Surry IPE is less than 1%. To reiterate, this feasibility study should not be
construed to represent the magnitude of risk posed by FAC in LWRs. While indirect effects were
considered, a rigorous treatment of their impact was not performed. Considering the lack of contribution
to total risk from FAC for the piping that was studied, the indirect effects may become more important.
Further, note that the risk metric used in this paper was core damage frequency. Other risk measures (large
early release frequency, off-site consequences) could be utilized. In addition, monetary arguments were
considered to be outside the scope of the feasibility assessment. The financial risk of events such as a FAC-
caused rupture of MFW piping may be important and could be quantified using the general methodology
described in this paper.

Serious consideration should be given to applying the techniques described in this report to non-aging issues.
|

For example, given the availability of a failure model for pump seals (potentially leading to a loss of coolant l

scenario), the failure model could be incorporated directly into the PRA rather thanjust im bedding the results
of the model in a basic event in the PRA. A similar application could be for embedding an off-site power
recovery model directly into a PRA model.
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ABSTRACT

The U.S. Nuclear Regulatory Commission's (NRC) Accident Sequence Precursor (ASP) program was
initiated by the Office ofNuclear Regulatory Research (RES) to provide a probabilistic method for reviewing
operational experience to determine and assess both known and previously unrecognized vulnerabilities that
could lead to core damage accidents. The ASP program is currently managed by the Office of Analysis and
Evaluation ofOperational Data (AEOD). Standardized Level 1 plant models developed using the SAPHIRE
computer code' are used to assess the conditional core damage probability for operational events during full
power operation occurring in commercial nuclear power plants (NPPs). Because not all accident sequences
leading to core damage will result in the same radiological consequences, work was begun in 1995 to study
the feasibility of developing simplified Level 2/3 models using the SAPHIRE computer code to estimate the
radiological consequences associated with the radioactive release to the environment resulting from the Level
I core damage scenarios. Once developed, these simplified Level 2/3 models were linked to the Level 1
models to provide risk perspectives for operational events. Ten Level 2/3 prototype models were completed
to represent the various pressurized water reactor (PWR) and boiling water reactor (BWR) nuclear steam
supply systems and containment types.

During the development of the simplified Level 2/3 models, several limitations were identified with the
prototype models. These limitations were primarily the result of the simplification process necessary to
develop these models. In addition, in 1997 the NRC began moving towards using large early release
frequency (LERF) as a surrogate for the early fatality quantitative health objectives (refer to Regulatory

2Guide (RG) 1.174 (draft issued as DG-10(1)]. As defined in RG 1.174 LERF is "the frequency of those
accidents leading to significant, unmitigated releases from containment in a time frame prior to effective
evacuation of the close-in population such that there is a potential for early health effects." These accidents
include unscrubbed releases resulting from failure of containment isolation, containment bypass events, and
scenarios which result in containment failure at or shortly after reactor vessel breach. The focus of the Level
2/3 ASP project was then modified to address LERF and to correct the limitations identified with the
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simplified Level 2/3 models. The development of LERF models is also thought to be a more useful and
practical approach for use in event assessment and the AEOD ASP program.

I
In the spring of 1998, work was begun to develop detailed LERF models for the ten plant classes )

established during the Level 2/3 model development work. The LERF models, as well as the previously
developed Level 2/3 prototype models, are based on the accident progression event trees (APETs) developed
during the NUREG-1150 studies.' Because these models will be " detailed" rather than " simplified", it is
envisioned that the initial ten plant models will be capable of being modified to represent any NPP within
each plant containment class given sufficient plant-specific data. Modification of the simplified Level 2/3
models to represent other NPPs could not be readily performed, which provided additional im.petus to move
toward detailed LERF models. ,

!

DEVELOPMENT OF ASP LEVEL 2/3 PROTOTYPE MODELS

The ASP LERF model development builds on the work that had been performed during the development
of the ASP Level 2/3 prototype models. The ASP Level 2/3 work was initiated in 1995 with the objectives
of (1) demonstrating the process for development of simplified Level 2/3 models,(2) determining the |
information required for the development of these simplified models, (3) developing the appropriate i

interface between the ASP Level 1 and Level 2/3 models, and (4) integrating the Level 2/3 models into the
existing ASP software, SAPHIRE. Tlie work resulted in the development of ten prototype, simplified
Level 2/3 models. The NPPs modeled were determined by first sorting all commercial nuclear power plants
(NPPs) into groups based on the combination of different containment and nuclear steam supply system
designs. This categorization produced four boiling water reactor (BWR) groups and six pressurized water
reactor (PWR) groups. These ten prototype models were developed for both NPPs which had detailed
probabilistic risk assessments (PRAs) performed during the NUREG-1150 studies and NPPs that did not.
Therefore, the process necessary to develop simplified Level 2/3 models when a detailed PRA model was
not available was also investigated. The current NPP groups and the prototype NPP selected for each group
are listed in Table 1.

The development of the ASP simplified Level 2/3 prototype models required the binning of all ASP
Level 1 accident sequences leading to core damage into a plant damage state (PDS) based on the conditions
of the reactor coolant system (RCS) and the status of important accident mitigation systems at the time of
core damage. Since the end states of the existing ASP Level 1 models indicate only the core status (OK or
Core Damage) for the accident sequences, and do not include sufficient containment system information that
is crucial for the Level 2 analysis, it was necessary to develop bridge event trees (BETS) which model the
required containment systems. The BETS were then linked to those accident sequences leading to core
damage. The use of BETS allowed system dependencies between the various systems, such as electrical
power, to be accounted for in the fault trees that support the BET top events.

The ASP Level 2/3 modeling process follows the NUREG-1150 Level 2/3 modeling process closely in
that detailed accident progression analyses were performed for each of the different PDSs. The results from
these detailed analyses were then " rolled-up" to quantify the nine to ten top events of the simplified Level
2 SAPHIRE model. Source terms were estimated for each Level 2 sequence and consequence calculations
were performed for either individual source terms or source term groups. These results were then
incorporated into a Level 3 SAPHIRE model. Risk results were produced by linking all the analyses.
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Table 1. Reactor Groups and Reference NPP for Each Reactor Group

Reactor Group Prototype NPP |
Westinghouse PWRs with a large, dry containment Byron *

Combustion Engineering PWRs with PORVs and a large, dry containment Calvert Cliffs

Westinghouse PWRs with a subatmospheric containment Surry

Westinghouse PWRs with an ice condenser containment Sequoyah

Combustion Engineering PWRs without PORVs and with a large, dry
Containment

pg y

Babcock & Wilcox PWRs with a large, dry containment Oconee

BWRs with a Mark I containment (BWR/4 with RCIC) Peach Bottom

BWRs with a Mark I containment (BWR/3 with isolation condenser) Dresden*

BWRs with a Mark Il containment LaSalle

BWRs with a Mark Ill containment Grand Gulf

For the ASP LERF rrodel development, the Byron NPP replaces the Zion NPP as the prototype NPP
*

for the " Westinghouse PWR with a large, dry containment" reactor group and the Dresden NPP
replaces the Brunswick NPP as the "BWR with Mark I containment (reinforced concrete dryw eli and
reinforced concrete with steel liner wetwell)" reactor group.

Although the ASP simplified Level 2/3 prototype models accurately reproduced the detailed analyses,
several limitations with these models were identified when the reasonableness ofextrapolating the prototype
model results to the remaining NPPs in the same reactor group was examined. Because the NPPs of each
reactor group differ greatly (physical attributes, equipment employed, and operational procedures), it is
unlikely that a Le$ el 2/3 model for one NPP can be used as a surrogate for another or that its results could
be extrapolated to the entire reactor group. The generation of a new NPP model would necessitate going
back to the supporting detailed model to make the plant specific modifications, analyzing the detailed models
with the modifications, and then re-rolling up the supporting detailed model results to create the new
simplified model. In addition, each simplified model is created using a predefined set of PDSs. When new
PDSs are created as a result of changes to the Level 1 models, the detailed model must be modified and re-
analyzed to address these new PDSs. Also, because so many details are hidden in the rolling up process, it
was recommended that only the supporting detailed models be modified when performing system importance |

studies.

In summary, an ASP simplified Level 2/3 prototype model is a simplified representation of an underlying
detailed model. The formats and application tools are not compatible, and so translation of the detailed to
the simplified model is required. If any significant model changes are necessary, they are implemented in
the detailed model whose results are then translated accordingly to the simplified model. This process
becomes problematic if many changes are warranted. Therefore, this prototype method contains limitations
that are potentially unmanageable if this process is to be extrapolated to other NPPs beyond the prototype
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models. In addition, the process required to modify and extrapolate these models would be very resource
intensive.

Coupled with the ASP simplified Level 2/3 prototype model limitations is a move by the NRC towards
increased risk-informed decisions through the use of a calculated large early release frequency (LERF).
Together, these two factors resulted in a refocus of this project to des elop a methodology for quantifying the !

LERF which also eliminates the identified ASP simplified Level 2/3 prototype model limitations.
|
|

ASP LERF MODEL DEVELOPMENT

The structure of the ASP LERF models differ from the ASP Level 2/3 prototype models in that the Level i

2 accident progression is only developed as far as it takes to determine whether or not a large, early release {
has occurred. Because it is necessary to develop accident progression sequences only as far as early j
containment failure, it then became feasible to create models similar to the NUREG-1150 APET models.

,

These models ask a series of questions which query the status ofimportant accident mititgation systems and '

determine the most likely outcomes of phenomenological events based on the RCS and containment
conditions of each accident progression sequence. The main advantages of developing these questions in j
a SAPHIRE model (rather than analyzing a detailed model outside <.f SAPHIRE and rolling up the results ;

into a few key event tree top events as was done in the development of the simplified Level 2/3 models), is i

that the impact ofindividual systems or phenomena on the overall LERF results can now be readily obtained.
Also, modifications in the ASP Level 1 models that may result in the production of new PDSs that were not
previously analyzed can be processed without modification to the LERF model. Most importantly, the
feasibility of developing the detailed LERF models was made possible by the modifications made to the
SAPHIRE computer code which significantly accelerated the processing time oflarge event trees and the
development of faster, more powerful personal computers since this program was initiated in 1995. |

The assessment of the LERF is implemented in the ASP LERF models as the frequency of any sequence
in which core damage leads to vessel failure apdthe containment function is compromised. For the PWRs,
the containment function is considered compromised by containment bypass events such as failure to
isolate, steam generator tube rupture or interfacing systems loss-of-coolant accident (LOCA), or
compromised by mechanical failure from phenomena such as over pressurization, impulse loading, missile
generation or direct core contact with the containment wall. For the BWRs the containment function is
considered compromised if the early releases are not scrubbed by the suppression pool a.p_d an event occurs
that breaches the primary containment boundary such as: venting, failure to isolate, interfacing systems
LOCA, or mechanical failure from phenomena such as over pressurization, impulse loading, missile
generation, or direct core contact with the containment wall.

The structure of the ASP LERF models closely mimics that of the APETs developed during the
NUREG-1150 studies. Supporting detailed models were deseloped only as far as early containment failure
from the NUREG-1150 APET models in order to assist in the development and verification process of the
ASP LERF models. The questions in the supporting detailed model are sequentially developed as SAPHIRE
top events in a series of event trees that are linked. These linked trees are referred to as subtrees. The ASP
LERF event trees contain between five and 15 subtrees, depending on the size of the model. Each subtree
has between three to five top events so that each subtree can easily be maintained within SAPHIRE. The
complete APET models developed for the NUREG-1150 studies vary in size from 71 questions (or top
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events) for the Surry model to 145 questions for the Peach Bottom model. Development of the supporting
detailed models and the LERF models would require modeling 43 and 109 of these questions, respectively.

In the ASP LERF models, when a branch of an accident progression question is encountered whose
result can be interpreted as being a contributor to LERF or no LERF (e.g., containment isolation failure and
no vessel breach, respectively), further development of that branch is terminated and its frequency binned
accordingly to its LERF or no LERF end state. Quantification of the branches that are not terminated occurs j
through the assignment of split fractions by a series ofIF-THEN-ELSE rules. These rules are written for
each event tree top event and are based on the logic contained in the NUREG-1150 APETs.

i

The values used in the quantification of the event tree branches are obtained from three sources, all of
which are utilized in the NUREG-1150 APET methodology. The first source is the split fractions applied
directly to the APET logic. In this case, the split fractions obtained from the APET logic are applied directly
to the ASP LERF model. The second source is a distribution that is randomly sampled. In this case, the
average of the randomly sampled distributions is calculated and used as the split fractions is the ASP LERF
models. The third source for the quantification of event tree branches are user functions that calculate split
fractions based on the input of numerous parameters. These input parameters may include containment
pressure at the time ofvessel breach and the percentage ofzirconium that is oxidized during core degradation

,

(which determines amount of hydrogen produced). In these cases, a matrix of possible input parameter '

combinations are analyzed by the user functions (each combination referred to as a case) and the resulting .

split fractions calculated for each case are incorporated into the ASP LERF model as basic events.

The size of the ASP LERF models are rmaller than they would be if full Level 2 models were developed;
however, concern was expressed over the number of sequences that would be generated by these models and
the time that would be required to process them in S APHIRE. This is especially true for the larger BWR and
ice condenser containment PWR models. To address these issues, a number of modeling simplifications
were employed to reduce the complexity of the models and therefore the number of sequences generated.
In addition, a number of code modifications have been proposed and implemented, greatly accderating the
analysis time of SAPHIRE. j

|
Development of ASP LERF models for NPPs that were not part of the NUREG-1150 studies involves

(1) choosing a supporting detailed model that resembles the NPP ofinterest as closely as possible and (2)
making the appropriate plant-specific modifications to that model in order to accurately calculate the split
fractions that will be used to represent the NPP ofinterest. Any necessary plant-specific modifications are
then made to the equivalent ASP LERF model and the updated split fractions are then applied. Verification
of these models are then performed as outlined below.

i

|

|
I'! VERIFICATION OF LERF MODELS
i

To date, four of the ten prototype ASP LERF models have been completed. These include two BWR and I

two PWR models. These models has e been verified to ensure that they accurately reproduce the supporting |
detailed models from which they were developed and produce realistic results. j

To ensure that the ASP models accurately reproduce the supporting detailed mooels, a comparisen of i

the calculated large early release frequencies of the two models was performed for each PDS. Os erall, these
comparisons resulted in very good agreement. For the LaSalle model, most of the PDS LERF comparisons

|

|
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resulted in absolute cercent differences no greater than 5.0% with absolute difference in the LERF values
of no more than 0.05. For the Surry model, the PDS LERF comparisons, the percent differences were
calculated to be no more than 0.05%. A sampling of these comparisons is presented for the ATWS PDSs
in Table 2. The larger

Table 2. Comparison of ASP LERF Model Results to Supporting Detailed Model Results

SUPPo n etailed
ASP LERF Model Percent Difference'

2LaSalle Conditional Large Early Release Probability Results for ATWS Plant Damage States |

PDS-ATWS-1 9.578E-1 9.456E-1 + 1.27
1

PDS-ATWS-2 9.484E-1 9.337E-1 + 1.55 {

fPDS-ATWS-3 9.484E-1 9.337E-1 +1.5 5

PDS-ATWS-4 9.331 E-1 9.200E-1 +1.41 )
PDS-ATWS-5 9.578E-1 9.456E-1 +1.27

2Surry Conditional Large Early Release Probability Results for ATWS Plant Damage States

PDS-ATWS-1 1.336E-2 1.336E-2 -0.037

PDS-ATWS-2 8.397E-3 8.397E-3 -0.002

PDS-ATWS-3 1.423E-2 1.423E-2 +0.021
.

PDS-ATWS-4 1.146E-2 1.146E-2 -0.009

PDS-ATWS-5 1.146E-2 1.146E-2 -0.009

1. Percent Difference = [(Supporting Model LER Prob. - ASP Model LER Prob. )/Supponing Model LER Prob. ] X
100

2. Conditional LER probabilities are calculated by setting the individual initiating event PDS frequencies to 1.00.

percent differences of the LaSalle model can be attributed to the number and type ofsimplifications that were
made to this model in order to reduce its size for incorporation into SAPHIRE. In addition, the process that
is used to quantify some SAPHIRE model split fractioIs from sampled distributions does not necessarily
reproduce the realized split fractions in the supporting detailed model because of the unavoidable differences
in the sampling process.

An additional verification of the ASP LERF models was performed by comparing the calculated ASP
LERF results to equivalent results from a full scope PRA study. The results of the comparison of the Surry
ASP LERF models results to the Surry NUREG-1150 study' are presented in Table 3. As shown in this table,
the magnitude of the calculated ASP core damage frequency (CDF) and total LERF results are below those
obtained from the NUREG-1150 study. The differences in the LERF results for the two models arises mainly
from the differences in CDF (a comparison of the conditional LERF probabilities given core damage
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indicates relatively good agreement between the ASP LERF model and the NUREG- 1 150 study results). The
difference in CDF results are due to differences in initiating events modeled in the ASP Level 1, Rev. 2 QA
(quality assured) models versus the NUREG-1150 study. Only those initiating events which have the highest
frequency are currently being modeled in the ASP Level 1, Rev. 2 QA models; whereas, more initiating
events were modeled in the NUREG-1150 study. The initiating events modeled in the ASP Level 1 analysis
include loss-of-offsite power, steam generator tube rupture (SGTR), small break loss-off-coolant accidents,

{and transients. Future work scope |

I

Table 3. Comparison of Surry ASP LERF Model end state results to equivalent
Surry NUREG-1150 study results !

Frequency (reactor-year'') Conditional Probability *

Total Core Damage Frequency

ASP LERF Model 3.2E-5 N/A
NUREG-1150 Model 4.lE-5 N/A

LERF Rmulting from Induced Steam Generator Tube Rupture Events

ASP LERF Model 2.9E-6 9.1E-2

NUREG-1150 Model 1.9E-6 8.3E-2

LERF Resulting from Bypass Events (no containment isolation, SGTR initiating events)

ASP LERF Model 1.2E-8 3.6E-4

NUREG-1150 Model 6.4 E-9 1.5 E-4

LERF Resulting from Early Containment Failure Events (vessel breach, Alpha mode, rocket)

ASP LERF Model 2.9E-7 9.0E-3

NUREG-1150 Model 2.7E-7 7.2 E-3

Total LERF

ASP LERF Model 3.2E-6 1.0E-1

NUREG-1150 Model 3.8E-6 1.3 E- 1

* Conditional probability calculated by dividing the LERF frequency by the total plant damage state (PDS) frequency
N/A not applicable

of the ASP Level 1 models includes the development of additional initiating events (i.e. large break, medium
break, and interfacing system LOCAs) which will capture a greater percentage of the overall CDF and
subsequently capture a greater percentage of overall LERF for any given NPP.
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VERIFICATION OF ASP LERF METHODOLOGY

The definition of LERF used for the development of the ASP LERF models is consistent with the
definition stated in RG 1.174. However, RG 1.174 does not directly present an approach for determining
the LERF, but instead cites a simple screening approach for calculating the LERF as documented in

5NUREG/CR-6595 . Additional supporting information for NUREG/CR-6595 and RG 1.174 is presented in
References 6 and 7. The ASP LERF methodology is in general agreement with the intent of the NUREG/CR-
6595 approach, however, there are a few exceptions in implementation. The most prominent difference is
that the ASP LERF models are much more detailed than the models described in NUREG/CR-6595. The
NUREG/CR-6595 models were designed to be simplified models with more general application. The
simplified general nature of a NUREG/CR-6595 model creates a problem when trying to investigate the
precursor event implications for a containment system. In other words, the simplifications that are adopted
in the NUREG/CR-6595 models do not accommodate the analysis of a precursor event. Thus, more detailed 4

LERF models were adopted for application in the ASP program,

in essence, the less complex NUREG/CR-6595 models are included in the LERF models, providing
consistency between the two methodologies. During the development of the ASP LERF models, a top event
was added that addresses the timing of the release and the relative potential for evacuation of the close-in
population (see Figure 1). This query is necessary to fulfill the latter part of the definition of LERF as given
in RG 1.174 - "the frequency of those accidents leading to significant, unmitigated releases from
containment in a timeframe prior to efective evacuation of the close-in population such that there is a
potentialfor early health efects."(in the development of the ASP LERF models, early health effects are )

Iinterpreted as early fatalities since, according to RG 1.174," LERF is being used as a surrogate for the early
fatality QHO [ quantitative health objective].") This feature was not included in the NUREG-1150 APET
models because the issue was addressed in the source term and consequence analysis portions of the PRA.

To effectively quantify the "No Early Fatalities" top event shown in Figure 1, it is necessary to determine
a source term for each of these sequences and then calculate consequence results for each source term. The
consequence calculations would require site-specific knowledge of the circumstances under which a general
emergency would be declared, how soon after the accident evacuation would begin, evacuation speed, and
meteorologica! conditions. It was beyond the scope of this project to determine these factors. Therefore,
all LERF accident progression sequences are assumed to result in early fatalities. However, it is possible
with these models to make exceptions for those sequences whose duration from accident initiation to j

radiological release is so long that it is unreasonable to assume that an effective evacuation of the close-in i

population could not occur in a time frame that would prevent early fatalities. An example of such a
sequence would be a long-term station blackout scenario in which the duration between core damage and
vessel failure could be as long as sixteen hours. The "NO EARLY FATALITIES" top event has been
included in these models to allow quantification of these sequences at a later date when sufficient
information becomes available.
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Early ContainmentInitiating Event No Early FatalitiesFailure End State

IE ECF NEF

No Early Fatalities
NOLERF

Containment Failure

Early Fatalities
LERF

No Containment
Failure NOLERF

Figure 1: Exampie ofimpiementation of "NO EARLY FATALITIES" top event in ASP LERF model
event trees

Because the ASP LERF methodology does not explicitly follow the LERF methodology of
NUREG/CR-6595, there is a legitimate concern that ASP LERF results may at times be overly conservative
(i.e., over predict the LERF). On the other hand, the models ofNUREG/CR-6595 are intended to be simpleI

screening method and may at times produce more conservative results. This is important because RG 1.174
proposes an annual average LERF acceptance guideline of 1 E-5 per reactor year and for plant modifications
the change in LERF cannot exceed the acceptance guideline of 1E-6 per reactor year. Overly conservative
results may result in an NPP exceeding these acceptance guidelines.

Reference 6 documents case studies in which the five containment type LERF models of NUREG/CR-
6595 were implemented for five U.S. nuclear plants (Surry, Sequoyah, Peach Bottom, Limerick and Grand |

Gulf). Results of these case studies were compared with the IPE Level 2 results for these plants. In order
to compare the IPE Level 2 results to the LERF, three reporting methods were used: (1) frequency of early

j containment failure or bypass:(2) frequency of a source term release fraction > 0.03 ofI and Cs; and (3)
frequency of a source term release fraction > 0.1 of f and Cs. The results for the two PWR plants Surry and |

'

, Sequoyah indicate agreement between the LERF and IPE results, with the LERF estimates slightly higher i

| than the IPE results. The comparison for the Peach Bottom and Limerick BWR plants (Mark I and 11
'

| containments, respectively), show similar results to those for the PWR plants; however, for these two plants,
there is slightly less agreement between the LERF estimates and the I and Cs release fraction frequencies.
The Grand Gulf (Mark ll! BWR containment) case study indicates lower LERF estimates for two of the three
IPE methods of comparison. The low estimates of LERF for the Grand Gulf case study were mainly
attributed to the exclusion of such things as venting strategies that were included in the IPE but not in the
NUREG'CR-6595 LERF model.

Insights provided from the case studies in Reference 6 indicate that large early releases for the PWR
plants are dominated by bypass events, and the NUREG/CR-6595 models seem to be appropriate, if not
slightly conservative, for estimating LERF. An issue of concern discussed for the PWRs is associated with
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the determination of RCS depressurization, including the importance of human error analysis as well as
incorporating information from deterministic analyses and the possibility ofinduced failures. Insights are
also noted for the application of the NUREG/CR-6595 BWR LERF models for a few important issues: the
LERF models applied somewhat high estimates (compared to the IPE) for the probability of Mark I liner
melt-through, venting strategies should be explicitly included in the LERF models, and although suppression
pool scrubbing is addressed in the LERF models, there is significant source term mitigation when releases
are scrubbed early even if they later bypass the pool. The case study issues discussed in Reference 6 that
span both PWR and BWR LERF methods include the determination ofigniter availability when fault trees
are not included and the concern that although the NUREG/CR-6595 LERF methodology allows the potential
to evacuate for long-term sequences (such as loss of containment heat removal), the application of such an
assumption may have to be verified and may be non-conservative.

The concerns described in Reference 6 are addressed in the ASP LERF models. The PWR ASP LERF
models incorporate the possibility of operator error in the consideration of RCS depressurization;
additionally, the assessment of RCS depressurization incorporates information from deterministic analyses
including the potential for induced failures in the RCS pressure boundary that are not in the vessel. The
BWR ASP LERF models include venting strategies (both containment and MSIV), and the Mark i liner melt-
through probabilities from NUREG-ll50 are adopted (the inclusion of more recent information is being
considered). If the suppression pool is never bypassed through the events that accompany vessel failure,
LERF does not occur even if the containment fails (failure would have to be in the wetwell of a Mark I or
Mark Il for this to happen). As noted in Reference 6, this approach can be overly conservative if earlier
releases are scrubbed and the pool is later bypassed; however, the method was intended to credit scrubbing
only if all the early releases are predicted to be scrubbed. Hydrogen ignition systems for ice condensers and ;

Mark Ills are included in the LERF models. The potential to evacuate for long term sequences is included )
1in the ASP LERF models, but the quantification of this capability is currently under development. Overall,

the ASP LERF models to contain sufficient detail to capture important phenomenological events that a
simplified model cannot incorporate

SUMMARY AND CONCLUSIONS

The objectives for the ASP LERF model development work is to build a Level 2 containment response
model that would capture all ofthe events necessary to define LERF as outlined in RG 1.174, can be directly
interfaced with the existing Level 1 models, is technically correct, can be readily modified to incorporate new
information or to represent another plant, and can be executed in SAPHIRE.

The ASP LERF models being developed will meet these objectives while providing the NRC with the
capability to independently assess the risk impact of plant-specific changes proposed by the utilities that
change the NPPs licensing basis. Together with the ASP Level 1 models, the ASP LERF models provide
the NRC with the capability of performing equipment and event assessments to determine their impact on
a plant's LERF for internal events during power operation. In addition, the ASP LERF models are capable
of being updated to reflect changes in infonnation regarding the system operations and phenomenolgical
events, and of being updated to assess the potential for early fatalities for each LERF sequence. As the ASP
Level 1 models evolve to include more analysis capabilities, the LERF models will also be refined to reflect
the appropriate level of detail needed to demonstrate the new capabilities.
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An approach was formulated for the development of detailed LERF models using the NUREG-1150 ;
!APET models as a guide. The modifications to the SAPHIRE computer code have allowed the development

of these detailed models and the ability to analyze these models in a reasonable time. Ten reference LERF
j

plant models, including six PWR models and four BWR models, which cover a wide variety of
containment and nuclear steam supply systems designs, will be complete in 1999. These reference models
will be used as the starting point for developing the LERF models for the remaining NPPs.
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NRC SUPPORT FOR THE KALININ (VVER)
PROBABILISTIC RISK ASSESSMENT *

D. Bley
Buttonwood Consulting, Inc.

|
D.J. Diamond, T-L. Chu, A. Azarm, W.T. Pratt i

Brookhaven National Laboratory I

D. Johnson
PLG, Inc.

A. Szukiewicz, M. Drouin, A. El-Bassioni, T-M. Su
U.S. Nuclear Regulatory Commission

Abstract

The U.S. Nuclear Regulatory Commission (NRC) and the Federal
Nuclear and Radiation Safety Authority of the Russian Federation
have been working together since 1994 to carry out a
probabilistic risk assessment (PRA) of a VVER-1000 in the
Russian Federation. This was a recognition by both parties that
this technology has had a profound effect on the discipline of
nuclear reactor safety in the West and that the technology should
be transferred to others so tnat it can be applied to Soviet-
designed plants. The NRC provided funds from the Agency for

,
'

International Development and technical support primarily through
Brookhaven National Laboratory and its subcontractors. The
latter s. pport was carried out through workshops, by
documenting the methodology to be used in a set of guides, and
through periodic review of the technical activity. The result of
this effort to date includes a set of procedure guides, a draft final
report on the Level 1 PRA for internal events (excluding internal
fires and floods), and progress reports on the fire, flood, and
seismic analy~ sis. It is our belief that the type of assistance
provided by the NRC has been instrumental in assuring a quality
product and transferring important technology for use by
regulators and operators of Soviet-designed reactors. After a
thorough review, the report will be finalized, lessons learned will
be applied in the regulatory and operational regimes in the
Russian Federation, and consideration will be given to supporting
a containment analysis in order to complete a simplified Level 2
PRA.

This work was performed under the auspices of the U.S. Nuclear Regulatory Commission.

i

|
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Origin of the BETA Project

The Kalinin Probabilistic Risk Assessment (PRA) project was designed to improve reactor
safety and regulation in the Russian Federation (R.F.), by enhancing the political and technical
position of the regulatory agency in Russia and by building a framework and language to
address reactor safety issues. The origins of the project lie in the Lisbon Conference on
Assistance to the Nuclear Safety initiative, held in May 1992, where it was agreed that special
efforts should be undertaken to improve the safety cf the nuclear power plants designed and
built by the former Soviet Union. In the following year, the Gore-Chernomyrdin Commission
(GCC) was established to improve technical cooperation between the U.S. and the R.F. The
U.S. Nuclear Regulatory Commission (NRC) was to provide support to the GCC in nuclear
safety, including support to Gosatomnadzor (GAN), the Federal Nuclear and Radiation Safety
Authority of the Russian Federation. A November 1993 Memorandum of Meeting (mom)
between NRC and GAN recorded agreement for NRC and GAN to work together, including
provision of support to the R.F. to perform a PRA on a VVER-1000 PWR. This was a
recognition by both NRC and GAN that this technology has had a profound effect on the
discipline of nuclear reactor safety in the West and that the technology should be transferred
to others so that it can be applied to Soviet-designed plants. Unit 1 at the Kalinin Nuclear
Power Station (KNPS) was chosen for the PRA, and the effort was carried out under the
auspices of GAN with the assistance of several other Russian organizations:

GAN's Science and Engineering Centre for Nuclear and Radiation Safety (SEC-NRS) -*

the regulatory agency's semi-independent support organization|

' Experimental and Design Office "Gidropress" (EDOGP) - the VVER designer*

Nizhny Novgorod Project Institute "Atomenergoprojekt," (NIAEP) - the architect-*

engineer
Kalinin Nuclear Power Station (KNPS)*

Rosenergaatom Consortium - the " owner" of KNPS*

| The mom addressed how to manage such a project given the many organizations in the R.F.
that would need to cooperate to ensure success. A phased approach was to be used with
completion of the work in each phase before initiation of the work in a subsequent phase. The
four phases of the PRA at Kalinin Nuclear Power Station (later known as the " BETA Project")
were to include:

Phase 1. Project Organization*

Phase 11. Training, procedure guide development, and information gathering*

Phase Ill. System modeling and accident frequency analysis (Level 1 PRA; internal*

and external events)
Phase IV. Containment performance and risk assessment (simplified Level 2 PRA)*

Phase I Activities

During Phase 1, a plan was developed for the PRA, including definitions of tasks, levels of
effort, schedules, and products. Two primary documents were developed in the U.S. with
these specifications:
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General Plan for VVER-1000 Probabilistic Risk Assessment*

Detailed Task Descriptions for the VVER-1000 PRA Project*

The tasks planned for the PRA are listed in Table 1.

Table 1. PRA Task List

Task Task Title

lil.A Plant Familiarization and Information Gathering

Ill.B Identification and Selection of Site Sources of Radioactive
Releases

Ill.C Determination and Selection of Plant Operating States

Ill.D Definition of Core Damage States or D"1er Consequences

Ill.E Selection and Grouping of Initiating Events
_

lli.F Functional Analysis and Systems Success Criteria

lli.G Event Sequence Modeling
-

Ill.H System Modeling

111.1 Human Reliability Analysis

Ill.J Qualitative Dependence Analysis

Ill.K Assessment of the Frequency of Initiating Events

Ill.L Assessment of Component Reliability

fil.M Assessment of Common Cause Failure Probabilities

lit.O Initial Quantification of Accident Sequences =

lil.P Final Quantification of Accident Sequences

lit.R Inte pretation of Results: Importance and Sensitivity Analysis

Ill.S Spatial Interactions _

lil.T Fire Analysis

111. 0 Flood Analysis

Ill.V Seismic Analysis

!!! W rinm mentation

_

-

369

|
-

.. .
. .

.



- . .

,

|

The plan for carrying out the PRA was discussed with the Russian team members at a meeting
held in May 1995, at GAN in Moscow and at KNPS. The plan was incor,.arated into formal
implementing Agreements which delineated the responsibilities of NRC and each of the six
Russian organizations participating in the project, including funding, schedules, and
deliverables.

These first Agreements defined work to be accomplished during the first year of the BETA
Project, including Phase 11 and the initial work on Phase Ill, the Level 1 PRA. Subsequent '

meetings were held in Moscow in August 1996 and May 1997 to negotiate Addenda to the
implementing Agreements for each coming year. The NRC would provide financial support for
the PRA with funds from the Agency for International Development and technical support ,

primarily through Brookhaven National Laboratory (BNL) and its subcontractors.

Phase li and Early Phase 111 Work

Phase || was to provide training, to develop procedure guides for the PRA tasks, and to collect
information on the plant. The technical work of the project began with a series of workshops. *

First was a VVER training program for American members of the BETA team. This was held .~
in the R.F. in December 1995. The PRA workshops for the Russian team members consisted '

of one 8-week long workshop at BNL at the start of the project, followed by 1-week 4
workshops in Russia approximately every six weeks over a period of one and one-half years.
The first workshop took place after the initial plant familiarization and information gathering.
It consisted of scheduled seminars to provide training on specific technical issues
(e.g., development of event sequence diagrams), independent work by the Russian PRA team
with interaction with the U.S. experts as needed, and meetings with the U.S. experts to
review work in progress. The followup worksheps were on technical subjects that enter into
the analysis at later times (e.g., human reliability analysis) and subjects that needed further .

elucidation (e.g., common cause failure analysis).

The procedure guides complemented the workshops. The first draft of the guides used for the
Kalinin PRA were prepared in the U.S., reviewed by the R.F. team and translated into Russian.
A final version [1] is to be published to be of assistance to other PRA practitioners, especially
those with VVER plants. The procedure guides are limited to accidents involving the reactor
core and that occur while the plant is operating at full power. Internal initiating events,
including internal fires and floods, are considered as well as seismic events. Guidance is

i provided for a Level 1, 2, and 3 PRA with the Level 3 PRA guidance limited to offsite
consequences. ,

it was assumed that the team carrying out the PRA would be familiar with the set of guides
developed by the international Atomic Energy Agency (IAEA) for carrying out a Level 1 PRA

#for internal events [2]. The IAEA document represented an internationally acceptable
approach. The new guides improve on the existing guides by: (1) taking into account recent
work in the field, (2) considering special problems that might be specifically present for the
VVER experience, and (3) improving upon the guidance already provided. The idea was not
to duplicate the existing guidance found in the IAEA document or the materialin other guides
that have been produced by the NRC [3,4]. For subjects not well documented in the open

'
,
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literature (e.g., the approach taken for human reliability analysis), detailed guidance was given; '

for tasks where a firm understanding was already well established and documentation freely
available (e.g., system modeling), minimal guidance and appropriate references were provided.

Phase lil, the carrying out of the Level 1 PRA, began with a two-month workshop held at BNL
February-April 1996. A series of seminars on specific PRA tasks were held during the visit to
BNL. During this intensive training, great strides in the analysis were accomplished. @'
Unfortunately, after the BETA team's return to Russia, progress continued at a slower pace
because the team is widely disbursed and involved in other work.

, ,

The product requirements for the Phase ill PRA include:

Databases: component failure rates for all VVER-1000 plants and a KNPS-specific*

database *

IRRAS computer model representing the KNPS Level 1 PRA*

Documentation on the analysis and results*

RELAP5 model for KNPS Unit 1 with ali important plant systems*

Level 1 PRA for the KNPS+

A Technical Review Group (TRG) was set up with U.S. experts and Russian team members.
TRG sessions were held periodically in Moscow (usually in conjunction with training
workshops) to review Russian progress on the analysis. The reports of these meetings
provided guidance to the team for continuation of the work.

By fall 1997, all Level 1 internal event tasks (excluding fire and flood events) had been <

completed except final quantification, uncertainty and sensitivity analysis, and final
documentation. A number of problems were identified, and an approach and budget for
completing the Level 1 PRA were agreed upon.

An additional task was added in 1997 to come up with an Applications Plan. This plan would
include a description of how the results/ insights of the PRA will be implemented / disseminated
at KNPS and other VVER plants. It was to describe those areas where PRA information can
be used to improve the plant operations and safety, how this information will be used, and
how it will be communicated to other VVER-1000 plants.

Current Status of Phase ill

The draft report of the internal events PRA (excluding fire and flood analysis) was submitted
in June 1998, and progress reports on the fire, flood, and seismic analysis were also submitted
during the year. Unfortunately, during 1998, funding problems precluded having U.S. experts
do a detailed review. A cursory review, however, of the internal events report has recently
been completed. That brief review has identified a number of potential problems remaining in
the PRA and its documentation and many questions that can only be answered by a detailed
review and by discussions with the BETA team.

1
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The most important issues that need to be resolved are whether sump plugging is as important
as suggested by the results and whether the analysis of scenarios that were thought to be
important in the past, but have now been downgraded, is valid. Of the many specific technical
questions that are important is the quesdon of why the diesel generator failure rate is *' '

unusually low. While it is possible to cite additional examples of items that are questionable
beyond those already identified, it may be unf air to do so as many of the questions may be
easily answered and determined not to be significant if discussed with the Russian team.

It is also important to note that the English is difficult to read in many places and much of the
text is abbreviated and insufficient to explain to a reviewer what was being done. Although
a different style of writing is not unexpected when dealing with a different culture, this is a
subject that the U.S. experts have repeatedly emphasized in many discussions with the
Russian BETA team.

+ ,

Concluding Remarks

The efforts described in this paper have brought the completion of the PRA for internal events '

,

within sight. It is expected that early in 1999 the review of existing documents will be ,

completed, and the final Level 1 PRA report will be made public. Ongoing work is being done
to add results for internal fires and floods and seismic events. It is our belief that the type of ,

assistance I)rovided by the NRC has been instrumental in assuring a quality product and
transferring important technology for use by regulators and operators of Soviet-designed
reactors. In addition, it is gratifying to observe that the diverse team learned how to surmount
technical, political, and cultural barriers to effectively work together. Once Phase 111 is
completed, work is expected to continue in Phase IV, the containment performance
assessment needed for a Level 2 PRA.
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RISK COMPARISON OF PERFORMING SCIIEDULED MAINTENANCE
AT POWER VS. DURING SHUTDOWN

Arthur Busiik, U.S. Nuclear Regulatory Commission
Pranab Samanta, Brookhaven National Laboratory

Bevan Staple, Sandia National Lateratories
:

Results of studies of a comparison of the risk impacts of performing
preventive maintenance during power operation and during periods of
shutdown are presented. Two plants were studied: the PWR Surry and
the BWR Grand Gulf. In the PWR, four different time windows of cold
shutdown, and power operation were considered. For the BWR, the cold
shutdown time windows occurring before refueling were considered, as
well as power operation and the refueling plant operational states. The
scope of the studies was limited to conventional internal events
(excluding fire and internal floods). For the PWR, risk impacts of
maintenance on the diesel generators, the auxiliary feedwater system, the

*

low pressure injection system, and the high pressure injection system
were included. For the BWR, the diesel generators, the service water

,

system, the high pressure core spray, and the reactor core isolation
cooling system were included; for the BWR case, results on taking two
components out for maintenance simultaneously are included.

1.0 INTRODUCTION

This paper presents a comparison of the risk of performing scheduled maintenance at power operation
and during various periods of shutdown. The motivation for the study comes from the fact that, for
reasons of cost, the nuclear industry is attempting to maximize the time at power and reduce the length of
refueling and maintenance outages, and consequently the nuclear industry is interested in increasing the
amount of scheduled preventive maintenance performed during power operation. It is therefore of >

interest to detennine the risk of performing preventive maintenance at power operation, and compare this
risk to that of performing the maintenance during various times during shutdown and refueling. Risk-
informed regulatory decision making requires this; work already performed shows that the risk during
some periods of shutdown is not negligible, and hence one cannot estimate the risk change from
performing maintenance at power operation instead of at shutdown by assuming that the risk from 4,

performing maintenance during shutdown is negligible. Two plants are studied, the Surry pressurized
water reactor (PWR) and the Grand Gulf Nuclear Station (GGNS) boiling water reactor (BWR). The

.

-

work on the PWR was performed at Brookhaven National Laboratory, with Pranab Samanta as principal
investigator, and that on the BWR at Sandia National Laboratories, with Bevan Staple as principal
investigator. Full reports on the PWR and BWR studies will be reported in the form of NUREG/CR .

reports (ref. I and ref. 2). Some generalizations to other plants are made, in the full studies, but will not
be discussed here. The scope of the studies is limited to conventional internal events (including loss of
offsite power, but excluding fires and internal floods).

<
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Some prior work (ref. 3 and ref. 4), which stopped at estimates of the effect on core damage frequency of
maintenance during shutdown had been performed, but carrying the calculations out to public risk
measures yields more insights as to the relative risk of performing maintenance in different plant

~

operating states,(POSs). During shutdown the containment may be open, which affects the risk. At the
same time, the time since reactor trip is greater, so that the short-lived isotopes ofiodine and tellurium
may have decayed appreciably, with a consequent lessening of the risk of early fatalities. The work built
on prior work on the risk during low power and shutdown for Surry and Grand Gulf (ref. 5 and ref. 6).

Two types of risk measures for scheduled maintenance can be defined. The first type consists of
conditional risk measures, and measures the increase in risk from taking a component, or a group of
components, out for maintenance given that the plant is in a particular plant operational state (POS). One
calculates the risk, given the component (or group of components) is out for maintenance and subtracts
the risk, given the component (or group of components) is not in maintenance, but given that one is in the
given POS. The second type of risk measure multiplies these risk measures by the duration of the

| scheduled maintenance performed in a calendar year on the component, or group of components, and
gives the increase in the annual risk if the scheduled maintenance is done in that particular operating
state. This latter type of risk measure is the most relevant, for making risk-informed decisions concerning
which operational state scheduled maintenance should be performed in. Both types of risk measures
were calculated in the studies.

The methodology and results of the PWR study will be discussed Orst, and then the results of the BWR
study will be discussed.

2.0 RISK COMPARISON FOR A PWR

As noted above, the PWR considered was the Surry plant. Because it was already known that the risks
were very low during refueling, when the water level is high above the reactor flange, these risks were
not quantified here. Instead, the focus was on cold shutdown. The results here are affected by the fact
that, at Surry, the containment was assumed open during itis period. Within the cold shutdown
operational state, the risk can vary with the time since shuto,wn, since the variation in decay heat affects
system success criteria and the time available for recovery, a id since the short-lived radioisotopes decay
as the time from reactor trip increases. Four time windows were deGned: window 1 extends from
shutdown to 75 hours from shutdown; window 2 extends from 75 hours to 240 hours; window 3 extends
from 240 hours to 32 days; and window 4 corresponds to times in excess of 32 days from shutdown.

.

'

in order to determine the risk impact of scheduled maintenance, a base case was deGned in which all
maintenance events were set to FALSE; the core damage frequency and risk measures (conditional on
being in the given POS and given time window), together with their uncertainties, were then calculated.
To determine the risk impact of scheduled maintenance on one or a set of components, the maintenance p
events corresponding to these components were set to TRUE, and the calculation repeated. The
difference between the means of the core damage frequencies gives the mean conditional increase in the
core damage frequency, from the component being out for maintenance in the given POS and time
window. Similarly, the mean conditional increases in the public health risk measures can be calculated.
Howeser, except for the case of the diesel generators, the correlations between the uncertainty
distributions for the two cases (the base case and the case with the compon. its in maintenance) was not
considered. Multiplying these mean conditional risk measures by the assumed time per year for

P
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maintenance in the given POS gives the increase in the calendar year risk measures. For more details
concerning the methodology used, see ref.1; ref. 7 gives details on the cold shutdown model used. In
this paper, results will be given only fer preventive maintenance on single components, not simultaneous
maintenance on two components. Some results on the simultaneous maintenance of two components is
given in ref.1.

The base case results for the core damage frequency (CDF), total early fatalities, and total latent cancer
fatalities, are given in Table I below. These values are conditional on being in the given plant
operational state and time window; the units are per year. These base case results, as already noted, were
based on zero maintenance unavailability for all components; although one can use this base case to see
the risk impact of maintenance on a given component or set ofcomponents, the value of the core damage
frequency with average maintenance unavailabilities would be higher.

The core damage frequency (conditional on being in the given POS and time window) is greater in time
windows 2 and 3 than in time window 1, primarily because the probability of containment sump plugging
was assumed to be greater in time windows 2 and 3. This is a consequence of the greater amount of
maintenance inside containment performed in these time windows; the material used could be swept to
the containment sump and plug it, when emergency cooling recirculation was required.

Table 1. Mean base case results for Surry

'
Cold Shutdown

At Power Window 1 Window 2 Window 3 Window 4

CDF (1/yr) 4.3 E-5 2.0E-5 4.4E-5 4.1E-5 1.2 E-5
_

Tot. Early 7.0E-7 1.3 E-7 3.1 E-8 9.9E- 10 3.7E-11
Fatalities
(1/yr)

Tot. Cancer 1.1 E-2 3.2E-2 3.8E-2 2.6E-2 8.5 E-3
Fatalities
(1/yr)

The components, or component trains, fer which results are presented in this paper are:

TD-AFW Turbine-driven pump in the Auxiliary Feedwater System (AFW)
MD-AFW Motor-driven pump in the AFW
DG1 Diesel Generator 1, dedicated to unit i
DG3 Diesel Generator 3, swing diesel, shared between both units
LPI-B Low pressure injection pump, train B
HPI-B High pressure injection pump, train B
CW-B Cooling water train B
SW-B Service water train B
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Table 2 gives the increase in the calendar year mean CDF from preventive maintenance (PM) of 7 days
per year, on each of the components listed, at power, and during the four time windows of cold shutdown.
Table 3 gives the increase in the calendar year total early fatalities from PM of 7 days per year, anc
Table 4 gives the corresponding results for total latent cancer fatalities.

Table 2. Increase in the calendar year mean CDF from PM of 7 days / year, at Surry

Pow er Window 1 Window 2 Window 3 Window 4
Operation

DGl 6.3 E-06 8.2E-07 5.7E-07 4.3 E-07 3.8E-07

DG3 3.5E-06 4.lE-07 2.7E-07 2.0E-07 1.7E-07

TD-AFW l .6E-06 - - - -

LPI-B 3.8 E-07 1.8E-07 1.2E-07 1.2E-07 1.2E-07

S W-B 3.0E-07 4.2E-08 3.5E-08 1.9E-09 3.8E-09

MD-AFW 2.0E-07 2.lE-08 4.8E-08 4.4 E-08 1.2E-08

CW-B l .4 E-07 3.1E-08 2.3E08 1.9E-09 3.8E-08

HPI-B 2.5 E-08 2.3 E-08 1.7E-08 1.0E-09 9.6E-10

Table 3 Increase in yearly total early fatalities from PM of 7 days / year, at Surry

Power Window 1 Window 2 Window 3 Window 4
Operation

DGl 2.5 E-09 1.9E-09 1.2 E- 10 5.4E- 12 2.2 E-13

DG3 1.4E-09 9.2E- 10 5.0E-11 2.5 E-12 1.0E-13

TD-AFW 6.9E-10 - - - -

LPI-B e 1.0E-09 8.6E-11 2.3 E- 12 1.3 E- 13

SW-B 2. l E-10 2.3 E- 10 2.lE-ll 3.8E-14 e

MD-AFW e 5.8E-I l 2.9E-l l 7.7E- 13 e

C W-B 1.7E-10 1.5E-10 1.5 E- 11 5.8E- 14 e

HPI-B 3.8E-l i 1.2 E- 10 1.2E-l 1 1.9E- 14 e

e: negligible contribution
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Table 4 Increase in yearly total latent cancer fatalities from PM of 7 days / year, at Surry

Power Window 1 Window 2 Window 3 Window 4
Operation

DG1 2.2E-04 6.7E-04 3.2E-04 1.9E-04 6.7E-05

DG3 1.2E-04 3.4 E-04 1.5E-04 9.4 E-05 3.0E-05

TD-AFW 4.8E-05 - - - -

LPI-B 5.8E-06 1.7E-04 7.9E-05 5.4E-05 2.2 E-05

SW-B 1.lE-04 3.8E-05 1.9 E-05 1.9E-06 1.9E-07

MD-AFW 7.7E-06 3.8E-06 2.3 E-05 1.7E-05 e '

CW-B 1.0E-04 2.88E-05 1.5E-05 1.9E-06 3.8E-07

HPI-B 2.7E-05 2.3 E-05 1.2E-05 1.9E-06 e

e: negligible contribution

The Surry plant, as modeled in the study, consists of two units, each with a dedicated diesel, and a third
diesel shared between the two units. Maintenance on the Unit I dedicated diesel generator (DGI) has a
greater risk impact (on Unit 1) than maintenance on the shared diesel generator (DG3). For DG l, the

,,

increase in the yearly core damage frequency is 6E-6 per year, for seven days per year of maintenance at
power, while in window 4 it is 4E-7 per year, more than an order of magnitude lower than at power. The
increase in expected yearly total latent fatalities from 7 days per year maintenance on DGl at power is
2.2E-4 per year, while during time window 4 the corresponding increase is 6.7E-5 per year. For DG3, the
risk impact of maintenance on Unit 1 is less, but one also has to consider the risk impact on Unit 2. Also,
since it is unlikely that both units will be shut down for maintenance or refueling at the same time, the
most likely risk reduction strategy would be to perform maintenance on DG3 when one unit is in time
window 4 of cold shutdown or in the iefueling POS, and the other unit is at power. Maintenance on
diesel generators at power has a greater risk impact than maintenance on the other components studied.

The turbine-driven auxiliary feedwater pump (TD-AFW) is not used during shutdown; since seven days
of maintenance per year on the TD-AFW at power results in an increase in the yearly core damage
frequency of 1.6E-6 per year, and an increase in expected total latent cancer fatalities of 5E-5 per year, it
may be desirable to perform maintenar.ce on the TD-AFW during cold shutdown.

For a low pressure injection pump train, the increase in the yearly core damage frequency from 7 days
per year of maintenance at power is 3.8E-7 per year, while the corresponding value for time window 4 of
cold shatdown is 1.2E-7 per year. The corresponding increase in total latent cancer fatalities is 5.8E-6 per
year for maintenance at power, and 2.2E-5 per year for maintenance in time window 4 of cold shutdown.
Because of the increased health effects from maintenance performed in cold shutdown on a low pressure
injection pump train, and because only a limited amount of maintenance can be performed while in the
refueling plant operational state, it would appear desirable to perform maintenance on the low pressure
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injection pump at power, especially since there is probably a cost saving in so doing.

For each of tne time-windows of cold shutdown, the relative ranking of components that cause the largest
risk impacts are similar: diesel generator, low pressure injection train, service water pump train, motor-
driven auxiliary feedwater pump train, component cooling water pump train, and high pressure injection
pump train. Comparison of the impact across time-windows shows that early fatalities are reduced
significantly for time-windows 3 and 4, i.e., when the elapsed time from shutdown is longer, because of
the decay of shon-lived isotopes. Reduction in latent cancer fatalities is less pronounced as the reduction
here depends primarily on the reduction in the core damage frequency.

3.0 RISK COMPARISON FOR A BWR

As already noted, the BWR considered was Grand Gulf. The study considered the following POSs: full-
power operation (POS 0), cold shutdown (POS 5), refueling with vessel water level at the steam lines
(POS 6), and refueling with the vessel flooded up to the upper containment pool and the refueling transfer
tube open (POS 7). For POS 1 only the time windows before the refueling POS were considered. The
components considered were the emergency diesel generators (EDGs), the standby service water (SSW)
system motor-driven pumps (MDPs), the reactor core isolation cooling (RCIC) system turbine-driven
pump (TDP), and the high pressure core spray (HPCS) system MDP. Maintenance on single
components and selected pairs of components was considered.

3.1 Methodology
P

The conditional risk measures considered were:

(l) Increase in Conditional Core Damage Frequency,1cix Icor=Cn-Co, where C, is the core damage
frequency, conditional on being in a given POS, and conditional on the component (s) being out for s
maintenance; Co is the core damage frequency, conditional on being in the same POS, but with the
component (s) not being out for maintenance.

~

(2) Increase in ConditionalIndividual Early Fatality Risk (IEFR), hen l ern4,-Eo, &ere E, is thei

IEFR conditional on the plant being in a given POS and conditional on the component (s) being out
for maintenance and Eo is the IEFR in the same POS but with the component (s) not being out for

"
i maintenance. The individual early fatality risk is the probability, per unit time in the given POS, of

an individual within one mile of the plant's exclusion boundary dying within one year of an
accident, from early exposure to radionuclides released following an accident. ,

(3) Increase in ConditionalIndividual Latent Cancer Fatality Risk (ILCFR),lacn< I cen4ndo, wherett

F is the ILCFR conditional on the plant being in a given POS and conditional on the component (s)i

being out for maintenance and Fo is the ILCFR in the same POS but with the component (s) not
being out for maintenance. The individual latent cancer fatality risk is the probability, per unit time
of operation in the POS, of dying from cancer for an individual within 10 miles of the plant due to
both early and chrenic (i.e., more than 7 days after the accident) exposure to radionuclides released
following an accident.

(4) Increase in Conditional Population Dose Risk within 50 miles (PDR50), Irm. Ipoa,o= D,-Do. w here
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D, is the PDR50 conditional on the plant being in a given POS and conditional on the component (s)
being out for maintenance and Do is the PDR50 in the same POS but with the component (s) not
being out for maintenance. The population dose, expressed in effective dose equivalents for whole
body exposure, occurs due to both early and chronic exposure pathways to the population within 50
miles of the reactor, from the radionuclides released following an accident.

Risk measures representing the yearly increase in risk due to the performance of preventive maintenance
on a component or group of components were also calculated. These risk measures are the product of the
measures given above and the time spent per year in maintenance, while in a given POS. This group of
risk measures consists of:

(1) Yearly Core Damage Frequency Contribution, lycy. The 1 cor is the expected increase in the1

calendar year CDF due to the performance of preventive maintenance on the component (s)(i.e.,
the product of the Icor and the maintenance duration per year, measured as the fraction of the year
spent performing preventive maintenance on the component (s)).

(2) Yearly Individual Early Fatality Risk Contribution, Insn. The Ir,tra is the expected increase in the
yearly number of early fatalities due to the performance of preventive maintenance on the
component (s)(i.e., the product of the l ra and the fraction of the year spent performing preventiveit

maintenance on the component).

(3) Yearly Individual Latent Cancer Fatality Risk Contribution, Inten. The Ir,tcyn is the expected
increase in the yearly number oflatent cancer fatalities per calendar year due to the performance of
preventive maintenance on the component (s) (i.e., the product of the l crg and the fraction of the

it

year spent performing preventive maintenance on the component).

(4) Yearly Population Dose Risk Contribution, Irm. The ivronso is the expected increase in the yearly
; population dose within 50 miles due to the performance of preventive maintenance on the

component (s) (i.e., the product of the Iroa5o and the fraction of the year spent performing
preventive maintenance on the component).

The concept of degree of belief, D, was also introduced as a means of supporting the decision on when to
perform maintenance when there are overlaps in the uncertainty distributions of the results across
different POSs. The degree of belief represents the percentage of the uncerta:nty observations (i.e.,
sample points) for which a risk measure is greater during a selected shutdown POS than at power. To
add qualitative worth to the degree of belief concept, ranges were established for the percentages and
expressed subjectively as follows:

D < 20% - very low degree of belief
20% < D < 40% - low degree of belief
40% < D < 60% - neutral degree of belief
60% < D < 80% - medium degree of belief
80% < D < 100% - high degree of belief

To illustrate the concept, consider the case where POS 0 and POS 5 have comparable Icor mean values
but in only 15% of the sample points is the Icor greater during POS 5 than during POS 0. Even with
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comparable means, this very low degree of belief (i.e.,15%) that the Ico, is higher during POS 5 than
during POS 0 provides additional impetus to perform preventive maintenance during POS 5 rather than
during POS 0. On the other hand a D of 55% would indicate a more neutral degree belief thus allowing
decision makers to choose either POS or perhaps base their selection on other factors such as economics.

.

Level 1,2, and 3 PRA models were developed for GGNS to simulate accident conditions both at power I

and at shutdown. The Level 1 models for POSs 0 and 5 are modifications of existing models for GGNS
generated in previous NRC-sponsored studies (ref. 6 for POS 5 and ref. 8 for POS 0). The Level I
models for refueling (POSs 6 and 7) were developed specifically for this study. The Level 2/3 models are
adaptations of existing models for power operation (ref. 9) modified to include features specific to low-
power and shutdown operations.

The Level 1 PRA models for each POS were integrated into a single global model with a common
database. The integration assured that the same sets of sample points were used in the uncertainty
analysis used in evaluating the CDF for each POS. A separate uncertainty analysis was performed on the
Level 2/3 models. Thus the Level 2/3 models fcr each POS were also integrated into a single global
model. This step was required to obtain the uncertainty distributions for the CDF and public risk

*
measures calculated for each POS. This method retains the correlations between the base case and the p
case where components are out for maintenance, when the risk increases from maintenance are '

calculated.

.

The Level 1 models for GGNS were lir.ked to the Level 2/3 models through the use of plant damage
states (PDSs), using a computer program designed for the purpose. This linking allowed sensitivities in
the Level 1 models to be quickly observed in the Level 2/3 results.

The risk-based measures were evaluated for several components at GGNS using the linked / integrated 4
PRA models. The methodology was demonstrated for preventive maintenance activities on the
emergency diesel generators (EDGs), the standby service water (SSW) system motor-driven b
pumps (MDPs), the reactor core isolation cooling (RCIC) system turbine-driven pump (TDP), and the
high pressure core spray (HPCS) system MDP. Preventive maintenance on single components and
selected combinations of two components were performed. The results of these evaluations led to
insights about the risk-impact of performing preventive maintenance at power versus shutdown.

The final step in the methodology was to extend the insights from the GGNS evaluation to additional
boiling water reactors (BWRs). Since there are few published shutdown studies for BWRs, this
comparison was limited to the risk impact of preventive maintenance on single components during power
operations. These results will not be presented in this paper; see ref. 2.

3.2 Results

Baseline CDF and Public Risk Results

The PRA models for GGNS were evaluated to obtain baseline CDF and public risk values. As indicated
in Table 5, the mean baseline CDF, IEFR,ILCFR, and PDR50 during cold shutdown are of the same
order of magnitude as the corresponding values during full power operations. However, the values
during refueling are one to two orders of magnitude less than those during full power operations. These

s
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results can be attributed to the fact that during the early stages of cold shutdown the decay heat is still
signi6 cant compared to power and there are similarities in response to the dominant of accidents types
(e.g., loss of offsite power). However, during refueling the decay heat is signi6cantly reduced compared
to full power operation so the time available to respond to certain core damage accidents is substantially
lengthened and the energy removal requirements are reduced. In addition, there is a large inventory of
water available in the upper containment pools for accident mitigation (during POS 7) and even though
the vessel head and the containment is open, the amounts of short-lived radionuclides contributing to
early fatality risk are much smaller than those during full power operation (i.e., the radionuclides have
decayed).

.

Table 5. Mean baseline risk measures at Grand Gulf.*

POS Mean CDF Mean IEFR Mean ILCFR Mean PDR50 ,
,

d(yr ) (IEF/yr) (ILCF/yr) (Sv/yr) '

i

0 9.8E-6 1.5 E- 10 2.8 E-9 2.0E-2

5 1.4 E-5 5.8E-10 6.0E-9 5.8 E-2

6 6.7E-7 1.1E-11 3.7E-10 3.4E-3

7 3.8E-7 8.9E-12 2.1E-10 2.0E-3

' Values are shown conditional on being in the given POS (i.e., does not include fraction of year in the '-

POS).

Conditional Risk increase From the Scheduline of Preventive Maintenance

As indicated in Table 6, the mean Icor, I,tra, l era, and Iroco from performing preventive maintenanceit

activities on single components (the EDGs, the SSW MDPs, or the HPCS MDP) during cold shutdown
are of the same order of magnitude as the mean Ico,,l ra, l era, and Iroco from performing similarit it

activities during power operations. In addition, there are significant overlaps in the distributions of the
measures in both POSs. This is characterized by neutral to medium degrees of belief that observation of
either the Icor. the l crt the l cra.or the Iroco will be higher during cold shutdown than during full poweri it

operations. The motor driven pump B of the SSW system can be used to inject water into the vessel
through a crosstie to train B of the low pressure injection system; this accounts for some of the
asymmetry between the SSW pumps in the table.

The mean risk measures from performing preventive maintenance activities on the single components
during refueling are one to two orders of magnitude less than those from performing similar maintenance
activities during power operations. In addition, there is usually little or no overlap in the distributions of
the measures in both POSs and very low degrees of belief that any observation of either the Icor the l erti

the l cra or the Iron 5o will be higher during refueling than during power operations. The lower riskit

impacts from performing preventive maintenance during refueling can be attributed to the following
factors: (1) the decay heat is signi6cantly reduced compared to power operation so the time available for

.,

response to certain core damage accidents is substantially lengthened and the energy removal
requirements are reduced during refueling, (2) there is a large inventory of water available in the upper

,
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containment pools for accident mitigation especially during POS 7, and (3) even though the vessel head is
removed and the containment is open, the amounts of short-lived radionuclides contributing to early
fatality risk are substantially smaller than those during power operation due to radionuclide decay.
Maintenance on diesel generators in POS 7 has zero impact because the amount of water above the e

reactor core is so great that the time to boiloffin station blackout sequences exceeds the mission time of
24 hours used in the study.

The risk measures associated with performing multiple system intra-division maintenance activities (i.e.,
maintenance on multiple components within a single division while avoiding maintenance on redundant
divisions) are shown in Table 7. A comparison of the risk measures for the different POSs indicates the
same trend as identi6ed for the single components. The risk measures for the multiple component
maintenance outages range from approximately a factor of two to ten times the values obtained from
performing the single component maintenance activities. The risk measures for the multiple component .

'

maintenance outages also show levels of overlap in the risk distributions and degrees of belief similar to
those for the single component maintenance activities.

From these observations it can be concluded that considering uncertainties in the results, there appears to

| be no signincant risk advantage from performing preventive maintenance activities on the EDGs, the
'

SSW MDPs, or the HPCS MDP at GGNS (either singularly or in the combinations evaluated) during cold
shutdown instead of at power. Thus, the decision on whether to perform preventive maintenance on these
components during power operation or during cold shutdown should probably be based on other factors
such as economics. On the other hand, there does appear to be a significant risk advantage from
performing preventive maintenance activities on these components (both singularly or in the
combinations evaluated) during refueling versus during power operations. Thus, preventive maintenance
oflong duration on these components could be scheduled for refueling while those of shorter duration
could be scheduled during power operation or cold shutdown.

Yeariv Risk Contributions From the Scheduline of Preventive Maintenace
,

The yearly risk contributions from performing preventive maintenance on selected single components at
GGNS are provided in Table 8. These values were calculated assuming that the preventive maintenance
outages would be of the same duration for each POS. Generally, the mean lycor, lyiera, Ivitern.and lypon5e
from performing preventive maintenance activities on single components of the EDGs, the SSW MDPs,
the HPCS MDPs, or the RCIC TDP during power operations, cold shutdown, and refueling constitute less
than a 4% increase in the corresponding mean baseline risks (i.e., the mean CDF, IEFR, ILCFR, and
PDR50 presented in Table 1) during these plant states.

The yearly risk contributions from performing preventive maintenance on selected combinations of
components at GGNS are provided in Table 9 for each POS. These values also were calculated assuming
that the preventive maintenance outages would be of the same duration for each POS. The results of
performing multiple system intra-division maintenance activities on the EDGs, the SSW MDPs, and the
HPCS MDPs are similar to the results for the single components. This fact can be attributed to two
factors. First, GGNS's maintenance practices avoids taking redundant divisions of equipment out for
maintenance and thus moderates the risk increases associated with preventive maintenance. Second, ,

many maintenance activities involve maintaining front-line systems and their respective support systems
during the same time period. The unavailability of the support systems makes the front-line systems

s

"
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unavailable.

The results in Tables 8 and 9 indicates that maintaining both front-line systems and support systems at the
same time does not always create signi6 cant increases in plant risks. For example, SSW MDP C
provides cooling to EDG 3, therefore, failure of SSW MDP C fails EDG 3. Thus, taking SSW MDP C
and EDG 3 out at the same time for preventive maintenance does not create significant increases in risks
above those created by taking only SSW MDP C out for maintenance. Note, however, that the yearly risk
contributions associated with preventive maintenance on both SSW MDP C and EDG 3 is less than the
values when only EDO 3 is taken out for maintenance. This occurs because the assumed downtime for
preventive maintenance forjust EDG 3 is 1.2E-2 per year, while the assumed downtime associated with
performing preventive maintenance on both of the components at the same time is 1.7E-3, the minimum
of the downtimes of the two components. Different results would be obtained for different maintenance
down times.

From these observations it can be concluded that under the current preventive maintenance practices at
GGNS, single train and multiple intra-division preventive maintenance activities on the EDGs, the SSW
MDPs, the HPCS MDP, and the RCIC TDP during any POS do not induce significant risks above the
mean baseline risk. However, a signi6 cant increase in the downtime or the frequency of preventive
maintenance activities on the components beyond current practice could appreciably increase the plant's
mean baseline risks. Therefore, managing the scheduling, the duration, and the frequency of preventive
maintenance outages should be considered an integral part of the plant's maintenance plan.

4.0 REFERENCES

1. J. W. Yang, T-L. Chu, G. Marinez-Guridi, and P.K. Samanta, " Risk Comparison of Scheduling
Preventive Maintenance During Shutdown vs. During Power Operation for PWRs",
NUREG/CR-6616, to be published.

2. B.D. Staple, T. Brown, J. Gregory, " Risk Comparisons of Scheduling Preventive Maintenance for
Boiling Water Reactors During Shutdown and Power Operations", to be published as an
NUREG/CR report.

3. P.K. Samanta et al., " Emergency Diesel Generator Maintenance and Failure Unavailability, and
their Risk Insights," NUREG/CR-5994, October 1994.

4. B.D. Staple et al., " Risk Impact of BWR Technical Specifications Requirements During
Shutdown", NUREG/CR-6166, September 1994.

5. T.L. Chu and W.T. Pratt (Editors), " Evaluation of Potential Severe Accidents During Low Power
and Shutdown Operations at Surry, Unit 1", NUREG/CR-6144, October 1995.

6. D.W. Whitehead et al., " Evaluation of Potential Severe Accidents During Low Power and
Shutdown Accident Operations at Grand Gulf, Unit 1", NUREG/CR-6143, July 1994.

7. T.L. Chu, J.W. Yang, G.Maritnez-Guridi, and P.K. Samanta, "A Simpli6ed Level-1 Probabilistic
Risk Assessment Model of a PWR in a Cold Shutdown Condition", to be published as an

385



.

NUREG/CR report.

8. M.T. Drouin, et al., " Analysis of Core Damage Frequency: Grand Gulf Unit i Internal Events,"
NUREG/CR-4550, Vol. 6, Rev.1, September 1989.

9. T.D. Brown et al., " Evaluation of Severe Accident Risks: Grand Gulf Unit 1", NUREG/CR-4551,
*

vol. 6, rev.1, Decemoer 1990.

Table 6 Conditional risk increase from preventive mainteriance on single components.*

Mean Icor (yr-')

POS EDG1 EDG3 SSW MDP A SSW MDP B SSW MDP C HPCS MDP RCIC TDP

POS0 2.8E-5 3.2 E-5 2.5 E-5 2.7E-5 2.8E-5 2.0E-6 1. l E-4 ,

POS 5 1.8E-5(42) 2. ! E-5 (42) 2. l E-5 (54) 2.0E-5 (39) 2.4E-5 (60) 2.0E-6 (33) 0

POS6 1.6E-7 (0) 1.6E-7 (0) 0 3.8E-6 (22) 1.7E-7 (1) 1.5 E-7 (8) 0

POS7 0 0 0 2.0E-6 (15) 0 0 0

Mean l gra (IEF/yr)i

POSO 3.8E-10 4.5 E-10 3.6E-10 3.9E 10 4.l E-10 1.7E-I l 1.6E-9

POS$ 8.2 E-10 (50) 9.6E-10 (52) 9.9E.10 (57) 9.9E-10 (52) 1.3 E-9 (70) 1.9E-10 (83) 0.0 ,

POS6 9.6E-13 (1) 9.6E-13 (1) 0.0 7.?E-11 (19) 8.9E-14 (0) 7. lE-14 (2) 0.0
. e

POS7 0.0 0.0 0.0 3.8E-11 (l6) 0.0 0.0 0.0 )
Mean l .cra (ILCF/yr)ii

POSO 7.4 E-9 8.6E-9 6.5 E-9 7.2E 9 7.4 E-9 6.2E-10 3.0E-8

POS5 9.0E-9 (57) 1.0E-8 (56) 1.0E-8 (67) 1.0E-8 (53) 1.2E-8 (71) 7.8E 10(45) 0.0

POS 6 7.6E-11 (0) 7.6E-l 1 (0) 0.0 2.2E-9 (34) 6.4E-11 (30) 5.5E-11 (9) 0.0

POS7 0.0 0.0 0.0 1.1 E-9 (26) 0.0 0.0 0.0

Mean I,om (Sv/yr)

POSO 5.lE-2 6.0E-2 4.4E-2 5.0E-2 5. l E-2 4.3 E-3 2.0E-1

POS5 9.2 E-2 (61) 9.4 E-2 (62) 9.3 E-2 (70) 9.2 E-2 (56) 1.2E-1(78) 1.4 E-2 (60) 0.0

POS6 6. l E-4 (0) 6. l E-4 (0) 0.0 1.9E-2 (36) 3.3 E-4 (1) 2.8 E-4 (8) 0.0

POS7 0.0 0.0 0.0 9.6E-3 (29) 0.0 0.0 0.0

* Values in the parentheses are percentages and represent the degree of belief that observations of that measure are higher during that POS
than during full power operation. Rist impact values of 0 0 implies that the PRA model for that POS has no cut sets with maintenanse on that
equipment.

D
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Table 7. Conditional risk increase from preventive maintenance on multiple components.'

Mean leo, (yr ')

POS EDG 3 and SSW MDP C EDG 2 and SSW MDP B EDG 3 and liPCS MDP

POS0 7.2 E-5 6.5 E-5 6.4 E-5

POS5 4.2E-5 (49) 3.6E-5 (38) 2.1 E-5 (39)

POS6 2.9E-7 (1) 3.7E-6 (l6) 2.7E-7 (0)

POS 7 0.0 2.0E-6 (9) 0.0

Mean l ra (IEF/ yr)it

POS0 1.3 E-9 1.1 E-9 1. l E-9

POS5 2.l E-9 (64) 1.6E-9 (53) 1.1 E-9 (63)

POS6 1.4E-12 (1) 7.6E-11 (14) 1.4E-12 (1)

POS 7 0.0 4.9E-11(10) 0.0

Mean Intcra (ILCF /yr)

POS0 2.0E-8 1.8E-8 1.6 E-8

POS5 2.0E-8 (66) 1.7 E-8 (57) 9.9E-9 (58)

POS6 1.2E-10 (1) 2.1 E-9 (24) 1.1 E-10 (1)

POS 7 0.0 1.l E-9 (16) 0.0

Mean Iron 3 Sv /yr)

POS0 1.5E-1 1.3 E-1 1.2 E- 1

POS5 1.9E-1 (73) 1.6E-1 (61) 9 9E-2 (60)

POS6 8.0E-4 (1) 1.9E-2 (25) 7.5 E-4 (81)

POS 7 0.0 1.0E-2 (19) 0.0

* Values in the parentheses are percentages and represent the degree of belief that observations of that measure are higher during that POS
than dunng full power operation. Risk-impact values of 0.0 implies that the PRA model for that POS has no cut sets with maintenance on
that equipment.

,
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Table 8. Yearly risk contribution from preventive maintenance on single components.'

dMean lyco,(yr )

POS EDC I EDG3 SSW 31DP A SSW MDP B SSW MDP C IIPCS MDP RCIC TDP

POS0 3.4E-7 3.8E-7 4.3E-8 4.6E-8 4.8E-8 1.2E-8 5.1E-7

POS5 2.2 E-7 2.5 E-7 3.6E-8 3.4 E-8 4.lE-8 1.2E-8 0.0

POS 6 1.9E-9 1.9E-9 0.0 6.5E-9 2.9E- 10 9.2E-10 0.0

POS7 00 0.0 0.0 3.4E-9 0.0 0.0 0.0

Mean luum (IEFlyr)

POS0 4.6E 12 5.4 E-12 6.lE-13 6.6E-13 7.0E-13 1.0E 13 7.4 E-12

POS 5 9.8E-12 1.2 E-I l 1.7E-12 1.7E-12 2.2 E-12 1.2E-12 0.0

POS 6 1.2E-14 1.2E-14 0.0 1.3 E-13 1.5 E-16 4.3 E-16 0.0

POS7 0.0 0.0 0.0 6.5 E-14 0.0 0.0 0.0

Mean Int.cra (ILCF/yr)

POS0 8.9E Il 1.0E-10 1.lE-Il 1.2E-I l 1.3 E-I l 3.8E-12 1.4 E- 10

POS5 1.lE-10 1.2E-10 1.7E-I l 1.7E-I l 2.0E-Il 4.8E-12 0.0

'
POS 6 9.lE-13 9.lE-13 0.0 3.7E-12 1.lE-13 3.4E-13 0.0

POS 7 0.0 0.0 0.0 1.9E-12 0.0 0.0 0.0

Mean ly,ons. (Sv/yr)

POS0 6.lE-4 7.2E-4 7.5E 5 8.5E-5 8.7E-5 2.6E-5 9.2E-4

POS5 1. l E-3 1. l E-3 1.6E-4 1.6E-4 2.0E-4 8.5E-5 0.0

POS6 7.3E-6 7.3 E-6 0.0 3.2E-5 5.6E-7 1.7E-6 0.0

POS 7 0.0 0.0 0.0 1.6E 5 0.0 0.0 C.0

* Yearly risk-impact measure are calculated based on presentive traintenance durations (measured in fractions of a year) of 1.2E-2. 6.1 E-3.
,

|
4.6E-3. and 1.7E 3 for the EDGs, HPCS MDP. RCIC TDP and SSW MDPs respectively. Risk. impact salues of 0.0 implies that the PRA

'

model for that POS has no cut sets with maintenance on that cavipment.
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Table 9. Yearly risk contribution from preventive maintenance on multiple components.*

Mean lycor (yr'')

POS EDG 3 and SSW MDP C EDG 2 and SSW MDP B EDG 3 and HPCS MDP
6

POS0 1.2 E-7 1. l E-7 3.9E-7

POS5 7.lE-8 6.1 E-8 1.3 E-7

POS6 4.9E-10 6.3 E-9 1.7E-9
.,

POS7 0.0 3.4 E-9 0.0

Mean Imra (IEF/ yr)

POS0 2.2 E-12 1.9E-12 6.7E-12

POS5 3.6E- 12 2.7E-12 6.7 E- 12

POS6 2.4 E- 15 1.3 E-13 8.5E-15 *

4

POS7 0.0 8.3 E-14 0.0

Mean lyitera (ILCF /yr)

POS0 3.4 E-11 3.1E-11 9.8 E-11

POS5 3.4 E-11 2.9E- 11 6.0E-11

POS6 2.0E-13 3.6 E-12 6.7E-13 .

POS7 0.0 1.9 E-12 0.0

Mean ly,oa3. (Sv /yr)

POS0 2.6 E-4 2.2 E-4 7.3 E-4

POS5 3.2 E-4 2.7 E-4 6.0E-4
"

POS6 1.4 E-6 3.2E-5 4.6E-6

POS7 0.0 1.7 E-5 0.0

* Yearly risk impact measure for multiple component outages are calculated based on the component with the
shortest preventive maintenance unavailability since that would be the largest possible outage time for both
components. A value of 1.7E-3 was used for outage combinations involving EDG 3 and SSW MDP C and EDG
2 and SSW MDP B. and a value of 6.lE-3 was used for the combination of EDG 3 and HPCS MDP out for
maintenance.

*
e
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