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l. INTRODUCTION

This report presents the data developed in support of the TMI-1 PRA
systems and plant analyses and provides a discussion of the techniques
used and steps taken in developing the data base.

The following four general areas define the scope of the data analysis as
presented in this report:

1. Component Failure Rates

¢. Common Cause Failure Parameters

3. Component Maintenance Frequency and Duration
4, Initiating Event Frequencies

Several other types of data such as component fragility curves used in
the seismic analysis, fire frequencies used in the fire analysis, and

human actions are developed and presented elsewhere in the TMI-1 PRA
report,

The TMI-1 data are developed by combining in a Bayesian update the
cumulative experience from a large population of nuclear power plants
documented in the PLG proprietary data base with the comprehensive
plant-specific data base developed from a detailed review of the TMI
Unit 1 records of several years of operation.

The proprietary PLG generic data base has evolved from all of the PKAs
that PLG has performed to date. It is based on data collected from U.S.
reliability data sources and from operating data of U.S. light water
reactors evaluated in past PLG PRAs,

The following sections describe in detail the methodology used for data
analysis followed by a detailed discussion of the cullected
plant-specific data. The resulting distributions are presented in
tabular form for each of the five categories of data supported by a
series of appendices at the end of the report that provide the detailed
plant-specific data. All plant-specific distributions are stored in a
computer data base that includes a brief summary of the collected data,
the generic distributions used, and several important characteristics of
the distributions.

1-1
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2., DATA ANALYSIS APPROACH

This section provides a discussion of the techniques used in developing
the TMI-1 data base. As mentioned earlier, the data was developed by
updating generic information with TMI-specific information, using
Bayesian techniques.

Familiarity with certain basic concepts of Bayesian analysis is essential
in understinding the content of this section. These concepts are briefly
reviewed in the following.

The method:.ogy used to develop the data for this study is based on the
Bayesian interpretation of probability and the concept of “probability of
frequency" (Reference ¢-1). In this context, for example, component
failure rates are treated as measurable quantities whose uncertainty is
dependent on the state of knowledge of the investigation. The “"state of
knowledge" is presented in the form of a probability distribution over
the range of possible values of that quantity. The probabiliy,
associated with a particular numerical value of an uncertain but
measurable quantity indicates the likelihood that the numerical value is
the correct one.

A key issue in developing state-of-knowledge distributions for the
parameters of the PRA models is to assure that the information regarding
each parameter, its relevance, and its value as viewed by the analyst are
presented correctly and that various pieces of information are integrated

. coherently. "“Coherence" is preserved if the final outcome of the process
is corsistent with every piece of information used and with all
assumptions made. This is done by utilizing the fundamental tocl of
probabilistic inference; i.e., Bayes' theorem (Reference 2-2).
Mathematically, Bayes' theorem is written as

-1
P(xIE,EU) = K L(EIx.EO)P(xIEU) (2.1)
where
P(x|E,EQ) = probability of x being the true value of an

unknown quantity in light of new evidence E and
prior body of knowledge Eg.

L(E|x,Eg) = likelihood of the new evidence E assuming that
the true value is x.
P(x|Ey) = probability of x being the true value of the unknown

quantity based on the state of knowledge Eg prior to
receiving E.

Finally, k is a normalizing factor defined as

all

. K = fL(EIx,EU)P(xIEO)dx (2.2)
X

2-1
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In the context of a plant-specific PRA, there are three types of
information available for the frequency of elemental events.

Ey = general engineering knowledge such as that of the design
and manufacture of equipment.

E1 = the historical information from other plants similar to the one
in question.

Ey = the past experience in the specific plant being studied.

The information of types Ej and Ej toyether constitute the "generic"
information, and E; is the "plant-specific" or "item-specific"
information.

Since the TMI-1 plant has several years of operating experience, the data
developed for the TMI-1 PRA are based on gereric as well as
plant-specific information. Any additional plant-specific information
collected in the course of operating TMI units in the future can be
incorporated into the existing data by applying Bayes' theorem.

It is very important to note that the information Eg brings an element
of plant specificity in the generic data developed for a plant-specific
PRA. In general, decisions regarding the relevance and applicability of
different pieces of information in deveioping each generic distritution
are made based on type E(y information. Therefore, a piece of
information may be judged as being relevant in developing the generic
data in one PKA and not in another. As a result, generic distributions
for different plant-specific studies could be significantiy different.

¢.1 CUMPUNENT FAILURE RATES

¢.1.1 GENERIC FAILURE RATE DISTRIBUTIONS

To discuss the way the failure rate distributions were developed based on
different types of information, we consider the following cases.

o Type 1. Failure data from operating experience at various nuclear
power plants.

W nge 2. Failure rate estimates or distributions contained in various

industry compendia, such as WASH-1400 (Reference 2-3) and IEEE-500
(Reference 2-4).

By type 1 information, we mean a set of failure and success data
collected from the performance of similar equipment in various power
plants. Reference 2-5, for example, provides a detailed 1ist of reported
valve failures at various U.S. commercial nuclear power plants for a
2-year period. Also given in this reference are the number of demands
and total operating time for the valves at each power plant.

Type 2 information, which could be called processed data, are estimates
ranging from the opinion of experts with engineering knowledge about the

0154606 188b6DAR



design and manufacturing of the equipment to estimates based on observed
performance of the same class of equipment in various applications. For
instance, Reference Z-4 provides failure estimates based on the opinion
of several experts. Estimates of Reference 2-5, on the other hand, are
based on recorded failures of equipment at various nuclear power plants,

Normally, type 2 data are either a point estimate usually referred to as
the "best estimate," or a range of values centered about a "best
estimate.” In some cases, a distribution is provided covering a range of
values for the failure rate with tne mean or median representing the
"best estimate" of the source. For instance, IEEE-500 provides a "low,"
“high," and "recommended" for the failure rates under normal conditions
and a "maximum" value under extreme environments. WASH-1400, on the
other hand, assesses a probability distribution for each failure rate to
represent the variability cf the available data from source to source.
Such distributions are normally centered around a median value Jjudged to
be most representative of the equipment in question for nucle: *
applications.

The methodology used to develop the TMI-1 failure rate data uses both
types of information to generate generic probability distribution for the
failure rates. Such distributions represent varizbility of the failure
rates, from source to source (for type ¢ informatisn) ana/or from plant
to plant (for type 1 information). Obviously, as aorciied to TMI-1, these
cistributions are in fact, prior state-of-rnowledge curves for the
failure rate of components. The following discussion helps to understand

the distincticn and serves as a prelude to the discussion of the
inethodology.

Suppose that we have 100 plants and that for each plant the exact value
of the failure rate of a particular type of pump is known. Let Aj be
the failure rate of the pump at the ith plamu. Suppose further that the
Al's can be grouped into a limited number of discrete values, say Al,
through x5, with 20 of the Ai's being equal to Als 35 equal to A2,

25 equal tc 1%, 15 equal to A4, and finally, 5 equal to AE. The
frequency distribution of the Aj's is then given by the histogram

shown in Figure 2-1.

This histogram represents the “"population variability" of the ii's
because it shows how the failure rate of the particular type of pumps
under consideration varies from plant to plant. It is an exact and true
representation of the variability of the failure rate at the 100 plants
in the population without any uncertainty or ambiguity because the

distribution is based un presumed perfectly known failure rates at each
and every one of those plants.

Consider now, the case where only estimates and not the exact values of
the failure rates are available for some but not all of the 100 plants in
the population. With this state of knowledge, obviously we are not able
to know the exact population variability distribution (Figure 2-1). The
question is how one can use this more limited information to estimate the
population variability curve and how close the estimate will be to the
true distribution as given in Figure 2-1.

0154G0E1886DAR



To answer the question, first note that the desired distribution is a
member of the set of all histograms. Because of our limited information,
we are uncertain as to which member of that set is in fact the true
distribution. This situation can be represented by a probability
distribution over the set of all possible histograms expressing our state
of knowledge about the nature of the true histogram.

For instance, if the entire space, H, of all possible histograms is
composed of only n histograms; i.e., if

H {hl,nz,ooc,hn}

where hj represents the ith histogram, the evidence regarding the pump
failure rates at different nower plants can be used to assess a
prof Sility distribution over H as follows

n
P(H) = (pl:pzo--upN) with Zl Pi = ] (2.3)
i=

where pj is the chance that hj is the true histogram.

Figure 2-2 depicts the situation where the variable A is considered to
be continuous and the desired distribution is a density function.

For a perfect state of knowledge, we would be able to say which hj is
the true distribution; consequently, the corresponding pj would be .
equal to 1 and all others equal to (. However, based on the state of

knowledge expressed by Equation (2.3), our estimate of the true histogram
is

h = 2”3 p; h (2.4)

1=l

which is called the "expected distribution." Another histogram of
interest 1s one which is assigned the highast chance of being the true
histogram. We call that the "most likely distribution," hms and we have

Py = Max {pi 1%1,404;0) (2.9)

The problem of obtaining P, defined by Equation (2.3), is formulated in
the Bayesian context as follows [see Equation (2.1))

P(n|E) = k™1 L(E[h, )Py (h,) (2.6)

where Po(h) is the prior state of knowledge regarding the set H defined
by Equation (2.3) and P(hj|E) is the posterior state of knowledyge in
light of the evidence E. The evidence is incorporated via the 1ikelihood
term L(E|hj) which is the probanility of observing the evidence given

2-4
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that the true histogram is h. Finally, k is a normalizing factor defined
as [see Equation (2.2)]

n
k = & L(En;) Py(n;) (2.7)

The expected distribution, Equation (2.4), is our estimate of the true
population variability of the failure rate. It shows how the failure
rates of similar pumps are distributed among plants in the population,
Now if all we know about a specific pump before we have any experience
with it is that it is one member of the population, the population
variability curve also becomes our state-of-knowledge distribution for
the failure rate of that specific pump. In other words, generic
distributions representing the population variability can also be used to
predict the expected behavior of any member of the population if no other
information is available.

For this reason, the generic frequency distributions developed based on
type 1 and type 2 information are used as the state-of-knowledge
distributions for the components at the TMl-1 plant prior to
incorporating the site-specific information,

The following sections describe how types 1 and 2 information can be used
to develop generic distribution,

2,1.1.1 Generic Distributions Based on Actual Performance Rec~rds

(Type 1)

The fellowing discussion is based on the method presented in
Reference 2-6. Consider the case where the following set of information
is available about the performance of a generic component in N plants

11 * {<ki'Ti>; i’l.o.-,N} A (2'8)

where ki is the rumber of failures of the component in the ith plant in
a specific period of time, Ty,

The desired information is, #(A), the distribution of the failure rate
of the component, A, in light of evidence Iy, This distribution
represents the variation of A from one plant to another, and is
analogous to Figure 2-1,

Following our discussion in Section 2.1.1, we would 1ike to express a
posterior state of knowledge about the true nature of the function ¢()).
To make matters practical, it is assumed that ¢()\) belongs to a particular
paraTearic family of distributions. Let 6 be the set of m parameters

of ¢(A

g = {91“"'°m}

2-5
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For each value of 6, there exists a distribution ¢()\|8) and vice

versa, Therefore, the state-of-knowledye distribution over the space of
all possible ¢$(A[8)s is the state of knowledge over all possible

values of 6 and vice versa.

Bayes' theorem in this case is written as [see Equation (2.6)]
P(8]1yly) = k™IL(1y]8,1) Py(8]14) (2.9)

where

P(Gllull) = posterior state of knowledge about 8 in light of
evidence lland prior information ;C'

L(11|e,10) = the likelihood of evidence I1 given that the actual set
of parameters of ¢(\) is 8.

PU(9|IO) = prior state of knowledge about 8 based on general
angineering knowledge 10.

and k is a normalizing factor

-1
K™ fL(Ille,IO)PU(GIIU)de
0

The likelihood term is the (conditional) probability of observing the
evidence, Ij, given that the data are based on an underlying population
variability curve $(x|6) with 6 as the value of its parameters

L = P(<ky T =1, oouuNj6, 1) (2.10)

Note tnat L is also conditional on the prior state of knowledge Ig.

If we assume that the length of cperating hours, Ti's, at different

plants are independent of one another and that the observed failures,
ki's, also have no dependence (according to our model, each ki is

based on a different underlying failure rate) the joint probability
distribution given by Equation (2.10) can be reduced to the product of the
marginal distributions as follows

N
L(1yle,1,) = 'anl.(k‘.,Tile,IO) (2.11)
12

where

Pi(kisTi|6,1y) = probability of observing ki failures of the
equipment in question during the period Ty in the
ith plant assuming that the set of parameters of
the underlying population variability curve is 9.

0154GUb2186UAR



If the failure rate, Aj, at the ith plant is known exactly, using a
Poisson model, the likelihood of observing ki in Tj can be calculated
from

K.
(AT, )" o .
P(kyoT (A} & mmtapee 8XP (A4 T4) (2.12)
1177
i

However, Xj is not known. All we know is that yj is one of

possibly many values of variable x which represents the variation of the
failure rate from plant to plant. In adaition, according to our model,
A is distributed according to 4(x|8) with 6 being unknown. For this
reason, we calculate the probability of observing the evidence,

<kj, Tj>, by allowing the failure rate to assume all possible values.
This is achieved through averaging Equation (2.12) over the distribution
of A

o

Pilkis Tyle,1y) = J/.Pi(ki,Tilx) ¢(x]8)dn
J
J o
e J AT At ,
" Al6)dA 2.13
! T o(r}6) (2.13)

Ueoending on the parametric family chesen to represent ¢(r[6), the
integration in Equation (2.13) can ba carried out analytically or by
numerical techniques. For example, if ¢(x|6) is assumed to be a gamma
distribution which has the following form

a
olhlag) » gy 478 (2:14)

.

with a and 8, both nonnegative, as its parameters, the integral can
be done analytically resulting in (Reference 2-5)

| Ti ' ¥§a F(a+ki) (
P.(k.,T.GB) s 2.15)
| R RS Riaks ki! I'a) (B*Ti)a + ki
In developing failure rate distributions, $(x|8) is assumed to be
lognormal with u and o as its parameters
1 1 (0 x-gn u)2 (2.16)
$(A|uso) = ————cexp ¢- 7 -—-Er—-Ji) ‘
m o\
Ip "+, Equation (Z.13) is calculated numerically.
2-7
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The total likelihood for all N plants can now be found by using
Equation (2.13) in Equation (2.11)

L(I,]8,1,) FI‘ PN )m")ki (AT )I (2.17)
0, = (A6 exp (= ’
1191 ”"‘u/ B 7y i

The posterior distribution resulting from using the likelihood of
Equation (2.17) in Bayes' theorem, Equation (2.9), is a probability
distribution over the m-dimensional space of 8. Any point, 8, in this
space has a cne-to-one correspondence with a distribution, ¢(A;9).

in the space of $(A|6). Figure 2-3 is an example of P(8|Ig, I
constructed for 6 = {a,B8}, the two parameters of gamma distribution based
on the pump data from all U.S. nuclear power plants (Reference 2-7).

The "expected distribution" is obtained from [see Equation (2.4)]

o(x) =f¢(x|e)P(e|IU,11)de (2.18)
6

The quantity ¢(x) "summarizes" the information about A and is used
in this study as the model for generic failure distributions.

Sometimes it is also useful to obtain the "most likely distribution" [see
Equation (2.4)]. Accurding to the definition, the most probable
distribution of X is the one whose paramcters max‘nize

P(8|Igly). These parameters are, therefore, the solution of the
following system of m equations

6P(0|loll)
'—"—';gi—"—'- ei,max s 0; 1‘1,.-.."‘ (2019)

The methodology discussed above also applies to failure on demand type of
data where the evidence is of the form

[} = {<k(,00>, i=1,.00,N) (2.20)

where k; an 0 are the number of failures and demands in the ith
plant, respectively. This can be done if the Poisson distribution used in
Equation (2.13) is replaced by the binominal distribution

K. D, -k,

D, !
- 1 1 11
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Example

For motor-operated valve failure to start on demand, the following data
from six plants were available,

Number of Number of
Plant Failures (k) Demands (D)
1 10 1.65 x 10%4
2 14 1.13 x 10*4
3 7 1.73 x 10*3
4 42 6.72 x 10*3
5 3 1.26 x 10*3
- 31 9,72 x 10*3
|

These data, which form a set of type 1 information, Iy, were used in
mode 1 of the computer code BEST4 (Reference 2-8), which calculates
Equations (2.13) and (2.17) and generates &()) based on

Equation (2,18), The result was a 20-bin discrete probability
distribution with the following characteristics:

<

5th Percentile: 6.10 x 10-4
50th Percentile: 1,05 x 10'3
95th Percentile: 3.19 x 10'3
‘ Mean: 2.26 x 10-3

2.1.1.2 Generic Distributions Using Estimates of Available Scurces of
Generic Data (Type 2)

As mentioned earlier, generic data frequently are not in the fundamental
form given by Equations (2.7) and (2.20). Rather, most sources report
point or interval estimates or even distributions for failure rates

(type 2 information), These estimates are either judgmental (expert
opinion), or based on standard estimation techniques used by the analysts
to translate raw data into point or interval estimates, and sometimes
into a full distribution,

An example of such estimation techniques is the well known maximum
likelihood estimator given by

k
X 8 - (2022)
"t

where k is the total number of failures in T units of operating time,
Most data sources report AM and not k and T,

To develop a model for constructing generic distributions using this type
of data, the following cases are considered,

2-9
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¢.1.1.2.1 Estimating an Unknown Quantity Having a Single True Value

The following method is adopted from Reference 2-9. Suppose there are M
sources, each providing its own estimate of X, which has a single true,
but unknown value At. An example is the failure rate of a particular
component at a given plant. The true value of that failure rate, \¢,
will be known at the end of the 1life of the component. Before then,
however, the failure rate may be estimated by one or more experts
familiar with the performance of the component. Let

13 = (\35i=l,000,M ) (2.23)

be the set of such estimates where x{ is the estimate of the ith
expert for At.

The objective is to use information Ié and obtain a state-of-knowledge
distribution for A¢. Obviously, when everything is known about

Ats such a state-o?-knowledge distribution is a delta function
centered at A¢

P(x|Perfect Knowledge) = §(x-),) (2.24)

Note that in Equation (2.24), A is used as a variable representing the
unknown failure rate.

Assuming a prior state of knowledge, Pg(x), about the quantity X,

Bayes' theorem can be utilized to incorporate information Iy into the
prior and obtain an "updated" state of knowledge about X

-1 .
P(XIXI'OOQ’AN) = k L(AI,...,XNIA)‘)U(X) (2.85)

For‘N indegendent sources of information the likelihood term,
L(A]sesesaAN|A) can be written as

N
LOAt,eeedX) = JT P.(A%[2) (2.26)
1 N jat 1Y)

where

Pi(x;lx) = the probability that the estimate of the ith source is
x;. when the true value of the unknown quantity is A.

The case of dependent sources of information is discussed in
Reference 2-9, Ubviously, if the ith source is a perfect one,

Pi(ATIA) = 6(Af-r) (2.27)

which means the estimate, Aj, is the true value. The posterior,

P(A[ATsesesAN)» 1n this case will be entirely determined by the
estimate of this source

PMATseeesdN) = 8(2 = A7) (2.28)

2-10
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In another extreme, when it is believed that the source is totally
unreliable,

Pi(ATIA) = C (2.29)

where C is a constant. This means that if the true value is A, the
estimate of the ith source can be anything. Using a likelihood of this
form in Equation (2.25), will show that the estimate of this source, as
expected, has no effect on shaping the posterior state of knowledge.

The likelihood term in this approach is the most crucial element. It
reflects the analysts' degree of confidence in the sources of
information, their accuracy, and the deygree of applicability of their
estimates to the particular case of interest.

As can be seen, the subjective nature of evaluating and “weighting" of
the evidence from divferent sources fits very well in the above
formulation. This becomes clearer in discussing the following models for
the Tikelihood functions in Equation (2.26).

Suppose in estimating the true value of A¢ the ith source makes an
error of magnitude E. Two simple models relating A¢, E, and A¢
are

Aj = A, *+E (2.30)

Aj = xt e E (2.31)

In the model of Equation (2.30), if a normal distribution is assumed for
the error term of the estimate of each source, the likelihood function
will be a normal distribution with mean equal to A¢ + bj, where

bj is the expected error or, in other words, a “bias" term about which
the error of the ith source is propagated.

Formally, we have

PO *Ay) =

2
A*=(A .+ b,)
ew{-%(‘ o: ‘)} (2.32)

The variance of the likelihood, of, is the variance of the error
distribution. Values of bj and oj are assessed by the data analyst
subjectively and reflect the credibility and accuracy of the source as
viewed by the data analyst. Sometimes, certain information provided by
the source such as the uncertainty bound foi the estimate can be ussd to
asSess 04

T o,
%

If, in addition to a normal 1ikelihood function, a normal prior
distribution representing the state of knowledge of the data analyst is
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assumed for At with mean A( and variance oﬁ, the posterior
distribution 1n Equation (2.25) will also be normal with mean, xp.
given by

Ag i% wi(A¥-by) (2.33)

and variance

I > e (2.34)
P i=0 o

i

where "i‘ defined as

Q
W, = - (2.35)

is the weight given to the ith source.
Note that

N

20w =1 (2.36)
i=0 !

The mean, therefore, is a weighted average of the individual estimates
after correcting for their expected biases. Also, as can be seen from
Equation (2.35), smaller values of oj result in higher weights,
implying that the source which 1s believed to make errors of smaller
magnitudes (oj is the variance of E) is assigned a higher weight;
something which is intuitively expected. Extreme cases are when

o = U (highest degree of confidence in the ith estimate), for which
Wi =1, ¢nd wher g4 =« (no confidence at all) for which wy = 0.

If, instead of the model of Equation (2.30), the model of Equation (2.31)
1s applied and the logarithm of the error is assumed to be normally
distributed, the likelihood function for the ith source becomes a
lognormal distribution

\ ‘ l(znx; - (am, + zmi))z)
P](kl l)\t) = ——'__-:—oi—)‘;—exp l- ? O.i ‘ (2.37)

where Lnbj is the logarithmic mean error about the logarithm of the

true value, &ni¢, and o is the multiplicative standard deviation.
Again, Pj(Aj*|A¢) is the probability that the estimate of the ith source
is A} when the true value of the failure rate is A¢. Some evidence in
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support of the lognormality of Pj(A}|A¢) are provided in
References 2-9 and 2-10,

By using the model of Equation (2.37) for individual likelihoods in
Bayes' theorem, Equation (2.25), and assuming a lognormal prior
distribution for Ay the posterior state of knowledge will also be a
lognormal with the following median value

*
Agq = f} i (2.38)
0.0 <0\ D

where w; is defined as in Equation (2.35).

The median, then, is a weighted geometric average of the individual
estimates u«fter correcting for the multiplicative biases. Note that the
usual arithmetic and geometric average methods frequently used in the
literature are special cases of these Bayesian normal and lognormal
models. For instance, Reference 2-4 uses the following gecmetric average
of the estimates provided by several experts

N 1/N
T=(ﬂlxi) (2.39)
1

which assumes equal weights (W.= 1), no bias (b,= 1), no prior
information, and does not show any uncertainty Aoout the resulting value,

Example

Reference 2-5 provides a point estimate of 5.60 x 10~3 for the demand
failure rate of motor-operated valves. We would like to use this
estimate and obtain a state-of-knowledge distribution for the MOV failure
rates. We use the lognormal model of Equation (2.37) to express our
confidence in the estimated value

1 ; ] [4MA] = (&n Ayt anb, ) 2) o
—oF expi- Vi 12.40)
% " ‘

POVIIA,) =

where x; is the estimate (5.60 x 10~3) and A¢ is the assumed true value
of the failure rate which remains an unknown variable at this point, Our
subjective judgment about the magnitude of error of the data source is

expressed by assigning numerical values to the "bias" term bj and the
logarithmic standard deviation oy,

We assume that there is no systematic bias (b1=1). We estimate o)

with the aid of range factor (RF) which is a more understandable
quantity. Unless otherwise indicated, the range factor here is defined
as the ratio of the 95th to the 50th percentiles of the lognormal
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distribution. Therefore, given the range factor, the value of o) is
obtained from the following equation

Ln RF ;
%1% T.045 (2.41)

For our example, we assume a range factor of 3. Normally, such a range
factor represents a relatively high degree of confidence and means that
the source's estimate could be a factor of 3 higher or smaller than the
true failure rate and such a statement is made with 90% confidence.

Using this range factor in Equation (2.41) results in a value of 0.67 for
01¢

If we now use the 1ikelihood of Equation (2.40) in Bayes' theorem,
Equation (2.25), and assume a flat prior cistribution, Pg(At), the
posterior distribution will be

P(XAT = 5.6 x 107°) = 106,65 exp

3

| 1_(2n A - &n 5.6 x 1075 )2](2 i
| 2 0.67 42
winich has the foilowing characteristics:

Sth Percentile: 1.87 x 103

b0th Percentile: 5.6 x 10-3

9uth Percentile: 1.68 x 10-2

Mean - 7.01 x 10-3

¢.1.1.2.2 Estimating Distributions Using Point Estimates of Various
Sources

We now go back to our original problem which was estimating the

generic failure rate distribution ¢(A|8). This time, however, we assume
that instead of having the set of <kj,Ti> defined*in Equation (2.8)

from various plants, we are given one estimate, Ajs for each plant.

That is, the evidence is ot the form

I = (A] i=1, vouy N} (2.43)

The model to be used is a combination of the methods presented in
Sections Z.1.3.1 and 2.1.3.2.1 and is fully discussed in References 2-7
and 2-11. A particular family of parametric distributions,

¢(A|6), is assumed for \ and the information Iy is used in Bayes' theorem
to obtain a posterior distribution over the entire set of possible values
of & and consequently over all pessible distributions ¢(r|6).

Formally

P(ellz, Ig) = k=1 L(Iye, Ig) Py(e|lp) (2.44)

see the set of definitions immediately following Equation (2.9) for
interpretation of the terms in Equation (Z2.44),
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The total likelihood function in the present case when xz's are

independently estimated can be written as [see Equation 2.11)]
N
L(lzle,lu) = i[ﬂ Pi(x;|e,lo) (2.45)
where
Pi(x?]e.lu) = probability that the estimate provided for (2.46)

the ith plant is AJ if the parameter of
the population variability distribution of
the failure rates is 6.

To make matters clearer, note that we are assuming that the ith source of
data is providing an estimate for the failure rate at a particular plant
and all we know is that failure rates vary from plant to plant according
to the variability curve ¢(A[6). Each \j, therefore, is an estimate of
one point in that distribution. As a result, there are two sources of
variability in the estimac2s. First, estimates of individual sources are
not necessari’ perfect; i.e., they could involve errors and biases as
discussed in Section 2.1.1,2.1. Second, even if all the sources were
perrect, the estimates would still be different due to the actual
variation of the failure rate from plant to plant.

Based on our discussion in the previous section, the confidence that we
have in the accuracy of the estimate Aj for the failure rate at

the ith piant can be modeled by a lognormal distribution [see

Equation ,2.37)). Assuming no bias, we have

LR L PRYY ,
exp ). 3 (—‘Tl) ‘ (2.47)

* i
/T o A% (

where A4 is the true value of the failure rate at the ith plant,
Again, we really do not know A but we assume that it belon?s to
$(x[8), the distribution representing the yariability of Ai's from
plant to plant. The relation between Pj(A}|8,Ig) and ¢()|8)

is shown in Figure 2-4,

Therefore, as we did in the case of Equation (2.13) we write

Pyajlea1g) = J Pi{IA) & (Al8)an (2.48)
v

As it was mentioned earlier, in developing the failure rate distributions
3’5 1p)

$\A(0) 15 assumed tu be lognormal defined by Equation (2.16). With
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this assumption, the integration in Equation (2.48) can be done
analytically and the result is

; : ‘ | (amY-pny ) I
Piirsl0s1,) » exp { - = (2.49)
AEA . 7 s I R,
Zmo, + 0" A, A g, to
i i i
Equation (¢.44), Bayes' theorem, is now written as:
-1 N

P(O[AY) veey AR) = K i[& Pi(A¥le, 1) Py(e]ly) (2.50)

The most probable and expected distributions of A can pe found in the

same way as discussed in Section ¢.1.1.1. The expected distribution is
calculated by using the result of Equation (2.47) in Equation (¢.18). The
parameters of the most likely distribution are shown to be solutions of
the following system of equations (Reference 2-12)

¢ ﬁ (01' +o) - é
ny = ' N ) ) ln)\‘. (Z.bl)

(2m3 - 2ny)

N 2
2 | - ry i (2.52)
i=l o, +o g, *+o !

For perfect sources of information (i.e., oj = 0), the above equations
simplify and result in the following solution

N 1
m =(r1 x;) " (2.53)
i=1
2 1 & 2
o =5 2 (&n AY - 40 y) (2.54)
i=0

Note that Equations (2.53) and (2.54) are similar to the conventional
results for fitting a lognormal distribution to a set of estimates. It
should also be mentioned that the results of this section apply to any
set of failure rate estimates from various sources where a true
variability is suspected to exist among the actual values being estimated
by each source. For instance, if several generic sources of data provide
estimates for a particular type of equipment and it is known or suspected
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that each source's estimate is based on a different subset nf the
population, the methods of this section can be applied to obtain a
generic distribution representing the "source to source" variability of
the failure rate.

Examgle

The following set of estimates are available for the demand failure rate
of MUVs.

Source Estimate
WASH-1400 (Reference 2-3) 1.00 x 10-3
N-1363 (Reference 2-5) 5,60 x 10=3
GCR (Reference ¢-12) 1.00 x 10°3

To use the model of this section, we need to assign range factors to each
source as a measure of our confidence in the estimate p;ovided by that
source. In this way, we will be able to determine Pi(Aj|Ai),

Equation (2.47), for each source.

Following our discussion in the example of Section 2.1.1.2.1, we assign a
range factor of 3 to the estimate of N-1363., For the estimate of
WASH=1400, we assign a range factor of 5 which results in a broader
likelihood, Pi(Aj|xj), for that source and represencs a less

degree of confidence as compared to N-1363. This is due to the fact that
the estimate of N-1363 appears to be based on a larger sample of MUV
failures in nuclear applications than the sstimate of WASH-1400. The
latter provides a range factor of 3 for the lognormal distribution whose
median (1.00 x 10’3) we have taken as the estimate. Assigning a larger
range factor of 5 also means that we believe WASH-1400 has overstated its
confidence in the estimated median value.

The idea of broadening some of WASH-1400 distributions when used as
generic curves was introduced in an early site-specific PRA study
(References 2-13 and 2-14) where th2 WASH=1400 curves (as given) were
used as generic prior distributions. It was then found that several
posterior distributions, reflecting the evidence of the specific plant,
lay in the tail region of the prior distributions on the high side.
These results led us to the conclusion that the generic curves had to be
broadened to reflect greater uncertainty.

References 2-15 and 2-16 provide further support to our decision. In
Reference 2-15, the authors review experimental results that *est the
ddequacy of probability assessments, and they conclude that "the
overwhelming evidence from research on uncertain quantities is that
people's probability distributions tend to be too tight. The assessment
of extreme fractiles is particularly prone to bias." Referring to the
Reactor Safety Study, they state “The research reviewed here suggests
that distributions built from assessments of the 0.05 and 0.95 fractiles
may be grossly biased."
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Commenting on judgmental biases in risk perception, Reference 2-16 states:

A typical task in estimating uncertain quantities like failure
rates is to set upper and lower bounds such that there is a Y8%
chance that the true value lies between them. Experiments with
diverse groups of people making many different kinds of
Judgments have shown that, rather than 2% of true values
falling outside the 98% confidence byunds, 20 to 50% do so
(Reference 2-15). Thus, people think that they can estimate
such values with much greater precision than is actually the
case.

The numerical effect of using a larger range factor is illustrated in the
followiny table

fanndbing 4 5th L5 T g5th Range
Distribution | porcentite | Aecian Hean Percentile | Factor
WASH-1400 | 3.3 x 107" 1 x 7 (L2 x 107¥ | 30 x 1008 3
Broadened . -4 ., -3 -3 -3
Vistribution | €+*V X 10~ 12,0 x 10 1.6 x 10 5.0 x 10 5
[ e

We see here that the medians a; ¢ the same and the mean value increases
slightly refiecting the extension of the high side tail of the curve.

For the cases where WASH-1400 wes the only source used for a failure
rate, the above methodology was used to generate a broader generic curve
from the distribution of WASH-1400, The applied range factor, however,
was not necessarily the same for each case. Several examples of this
situat’on can be found in the detailed failure rate description of
Reference 2-17.

Similarly, we assign a range factor of 10 for the GCR estimate. Tiis
reflects a lower degree of confidence in the estimate of Reference 2-12.

These range factors can be used to obtain the corresponding oj values
by using Equation (2.41). The results are 01=0.67, 01=0.98, and
03=1.40, for WASH-1400, N-1363, and GCR, respectively. These values
as well as the estimate from the three sources were used as the main
input to the mode 2 of the computer code BEST that calculates
Equations (2.47) through (2.50) and obtains an expected curve based on an
integration similar to Equation (2.18).
The resulting histogram has the following characteristics:

5th Percentile: #.4 x 104

b0th Percentile: 1.5 x 103

gsth Percentile: 7.4 x 103

Mean: 2.0 x 10-3
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2.1.1.3 Generic Distributions Based Un a Mixture of "ype 1 and Type 2
Data

An obvious extension of the situations discussed in Sections 2.1.3.1
and Z.1.3.¢ is the case where a mixture of Ig and Iy information is
available. In this case, the equivalent of Equations (.2.9) and (2.44) is
P(e|lz,I1,10) = k=1 LIz, I1]6,10)Po(e]1g) (2.55)
If 1] and [y are independent pieces of information
L(Iz,11]8,1g) = L(Iz]8,1g)L(1}]8,Ig) (2.56)

where the terms in the right-hand side of the eg'~ “an are defined by
Equations (2.11) and (2.4%).

The expected distribution of A can now be found from

$00 = [ sle) P (8]1,1,,14)d0 (2.57)
U

Example
As an example, we use the combination of the data given in the examples
in Sections Z.1.1.1 and 2.1.1.2.2. This informeiion was used ¢S the main
input to mode 3 of the computer code BEST3 which caiculates
Equations (2.55) through (2.57). The resulting discretized dis:ribution
has the following characteristics:

5th Percentile: 7.49 x 10-4

5Uth Percentile: 2.84 x 10°3

g5th Percentile: 1.05 x 10-2

Mean: 4,30 x 10-3

¢.1.1.4 Development of Generic Failure Rate Gistributions

Ueveloping a generic data base requires a thorough review, analysis, and
tabulation of the available generic data for each of the identified
component failure mod.i. The PLG generic data base is proprietary. It
was updated to its current form during the Seabrook PRA (Reference 2-18),
and it is documented in Reference 2-17, a PLG proprietary report. This
PLG generic data base was used as the generic data basis for the TMI-1
PRA.  In addition to generic data sources, several well documented
site-specific failure rate data from power plants examined in previous or
ongoing risk studies were used in the development of the generic data
base. This assures that the final failure rate distributions accurately
reflect all information currently available.

A practical difficulty in using the available generic estimates in the
process of developing generic distributions was the lack of
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standardization in the generic literature. This dictates that utilizing
generic sources involves much more than a simple catalog of published
failure rate estimates. Each sourco presents its own unique set of
advantages and drawbacks, and these factors must be carefully eveluated
before a meaningful comparative analysis may be performed. Typical
problems encountered include incomp *ibility between failure and test
data, inclusion of failures due to ocher than hardware related causes,
exclusion of failures due to licensing based reportiny criteria, and a
general lack ¢f specific documentation of assumptions made, boundary
conditions, and methodologies applied. Uften it is simply not possible
to discern the reasons for significant differences among several sources
publishing data for the same component failure mode.

Jecause of the inherent difficulty in ascertaining the direct
comparability among these various estimates, the only practical approach
to the problem is the assignment of subjective “"weighting factors" to
each piece of data, based upon the perceived compatibility of the source
with the desired failure rate information. These weights are assigned by
assessing either a range factor or o parameter for the likelihood
functions for each source according to the models discussed in

Section Z.1.2. This process is computerized via the computer code BEST3,
which takes as input various point estimates and corresponding subjective
range factors as well as plant-specific experience of the component in
question at various plants. The code then performs Bayesian calculations
based on the models and generates an average distribution for the failure
rate representing source to source and/or plant to plant variability of
the data. This process involved several iterations in running the code
and reviewing the results to ensure that the range of discrete
probability distribution was a reasonable representation of the input
information and that the binning of the distribution (20 bins or less)
was done properly.

In other cases, where oniy one source of data was available for the
component, failure rate distributions were represented as 1 jnormal. In
general, these failure rate distributions were derived by defining the
median value and range factor as the two most physically meaningful
parameters of the lognormal distribution (the range factor is defined
here as the ratio of the y5th percentile to the median, or the square
root of the ratio of the 95th and 5th percentiles). In order to provide
traceable documentation of the data sources used in this analysis, the
median value of such distributions wis based on published data. The
range factor was subjectively assigned such that the resulting 5th and
95th percentiles of the distribution represent realistic bounds for
expected or observed component failure rates.

The relative magnitudes of the range factors developed for the various
distributions were influenced by a set of consistent evaluation

criteria. In general, range factors significantly greater than 10 (i.e.,
a span of more than 100 in failure frequency between the 5th and

95th percentiles) were considered to produce distributions so broad as to
convey a nearly uninformed state of knowledge and, therefore, would be of
marginal utility in any quantification process. The mean value of such a
broad distribution, while defined mathematically, is virtually
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meaningless as a representation of expected component performance
because, in truth, very little is known about how the entire population
behaves. Some distributions were assigned range factors on the order

of 1U. Typically, these distributions were characterized by sparse
generic data not closely correlated to the desired component failure mode
and a relatively low degree of confidence in the available source. .t i-
felt that a distribution this broad conveys only marginal knowledge as t.
the behavior of a populaticn and is generally indicative of the
application of good engineering judgment to minimal prior information
Some distributions were assigned range factors on the order of 3 to 5
(i.e., spans of approximately 10 to 25 between the 5th and 95th
probability percentiles)., While these distributions are still relativel)
broad, they represent a higher degree of confidence in the failure rate
estimate used as the median value.

Trezatment of the generic distributions from IEEE STD-500 (Reference 2-4)
is discussed in the following. This reference contains data for
electronic, electrical, and sensing components. The reported values were
mainly synthesized from the opinions of some 200 experts (a form of the
Delphi procedure was used). Each expert reported a "low," “recommended,"
and "high" value of the failure rate under normal conditions and a
“maximum" value which would be applicable under all conditions (including

abnormal ones). The pooling of the estimates was done using geometric
averaging technique, e.g.,

N 1/N

This method of averaging was considered a better representation of the
expert estimates, which were often given in terms of negative powers

of 10. In effect, the usual arithmetic averages of the exponents were
used, which, as discussed in Section 2.1.1.2.1, is a special case of the
Bayesian model presented in this report.

Reference 2-4 does not recommend a distribution. The method of
averaging, however, suggests that the authors have in mind a Tognormal

distribution. Our task now is to determine this distribution from the
given inforudation,

The recommended value is suggested to be used as a "best" estimate. The
word "best" is, of course, subject to different interpretations. We have
decided to use it as the median value mainly for two reasons. First, for
skewed, lognormal type distributions, the median is a more representative
measure of central tendency than the mean, which is very sensitive to the
tails of the distribution. Thus, we suspect that the experts who
submitted their "recommended" estimates actually had in mind median
values. Experimental evidence (Reference ¢-19) also indicates that
assessors tend to bias their estimates of mean values toward the

medians. The second reason is that this choice is conservative, since
the mean value of our resulting distribution is then larger than the
“recoamended” value. The “"maximum" value is taken to be the

95th percentile of the lognormal distribution.
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For the majority of the components for TMI-1 PRA, generic component
failure rates were taken from PLG Generic Data Base (Reference 2-17). In
a few cases additional generic distributions had to be developed for some
specific types of equipment. Reference 2-17 provides a detailed
documentation of the generic distributions usecd in this study. The mean
value of the generic distributions are listed in Section 3 in conjunction
with the TMI-specific failure rate distributions.

¢.1.2 DATA SPECIALIZATIUN

Data specialization or the development of plant specific failure rate
distribution is achieved by applying Bayes' theorem as follows

P(A|E2) = k=1 L(E2x) Py (1) (2.59)

where P(A|E2) is the plant-specific failure rate distribution
reflecting the plant-specific experience Ep, and the generic
distribution Py(A) as prior state of knowledge about the failure rate
of the component in question. The likelihood term, L(E[X), takes
the form of a Poisson distribution when A is the rate of failure per
unit time and the evidence Ep is k failures in T time units

K
Pk, T(a) = TL oA (2.60)

If A is a demand failure frequency and Ep is k failures in D demands,
then L(Ep|A) is a binomial distribution

Pk OIN) = roeyrser (32)7 7 A (2.61)

The magnitude of the effect of adding plant-spes . ic data depends on the
relative strength of the data compared with the prior level of confidence
expressed in the form of the spread of the prior distribution. Typically
both the location and the spread of the posterior or updated distribution
is affected by the plant-specific evidence. The mean value of the ypdated
distribution could be higher or lower than the mean of the generic prior
but adding the plant-specific data normally reduces the spread of the
distribution, as shown in the following example. The generic distribution
for the MUV demand failure frequency presented in the example of

Section 2,1.1.3 wes updated with 15 failures in 5,315 demznds.
Calculations were performed using mode 4 of the computer code BEST3, The
following table compares some basic characteristics for the generic prior
and updated distributions.

. Mean Stn 95th
Distridbution (per dema-d) Percentile Median Percentile
Generic 4,30 x 1073 | 7,49 x 104 | 2,84 x 20°3 | 1.05 x 11~¢
Updated 2.88 x 1079 | 1,83 x 10°3 | 2,82 x 10°3 | 1.7i x 10-3
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€.,2 CUMMUN CAUSE FAILURE PARAMETERS

In the TMI-1 PRA, dependent failures such as common cause failures at the
systems level are treated either explicitly by means of identifyirg causes
of dependent failure and incorporating them in the systems or aven:
sequencze models, or implicitly by using certaiu parameters to acce.nt for
their contribution to the systems' unavailability. Examples of the first
cateyory are sharing of common components, fires, floods, and certain
types of human error during test and maintenance. This section deals with
the .ezcond category, cddressing common cause failures that are nc covered
in the first category, such as design errors, construction errors,
procedural deficiencies, and unforeseen environmental variations.

The parametric mod-1 used in this study to quantify the effect of the
second category of dependent failures is known as the multiple Greek
letter method (Reference 2-20) which is an extension of the beta factor
method (Reference ¢-21). The following is an overview of the method and
the Bayesian technique used in developing state-of-knowledge distributions
reflect: g various sources of uncertainty in estimating the parameters of
the methed.

2+72.1 UVERVIEW UF THE MGL METHUD

in the MGL method, the total failure probability of each component is
determined from all irdependent and common cause contributions for that
component . For instance, for a component in a system of three redundant
and ident.cal components we have

U = + 202 + Q3 (2.62)
where Ui is the frequency of simultaneous failure of i compc ents.,
The common cause parame..r, 8, is then defined for each component as the
conditional probability of a common cause event involving a second or
third unit, given that a specified component failure occurs.

. ,
FE W, (2.63)

A second common cause failure parameter, y, is defined for each
compgnent as the conditional probab‘lity that a common cause failure
involving that component involves all three components in the system

. Q3 )
Y - m (Z.ba)

An important observation about the MGL model that is useful in collecting
data and estimating parameters is that, for systems having iden.ical
components and identical conditions and environments acting on the
compenents but with different numbers of components, *he only parameters
that are "conserved" (i.e., invariant among systems with different
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component populations) are Q and Qh. All the remaining parameters

(Qzy U3, B, y) are a function of the number of identical components in
the system. For example, consider two systems, one with two components
and one with three components. In the two-component system, all common
Cause events are modeled by (y inasmuch as no more tnan two components
can fail. However, some of the common cause events in the two-component
system might cause all three components to fail in a three-component
system. 1iherefore, despite the fact that each component experiences the
same causes of independent and common cause events, we have

Qz(first system) # Qz(second system)

Q3(first system) = 0 # Q3(second system)

Qg(first system) = 2Qp(second system) + Q3(second system)
To avoid problems, it is recommended that when parameters a-~e estimated,
all data are interpreted to assess the impact of each event in the
particular system under investigation. This technique will be
illustrated later.

After rearranging Equations (2.62), (2.63), and (2.64), the following
identities are obtained

QJ » YBUC
Q, = 51 - y)eQc
Ql . (l T B)Qc (2.6‘3)

These parameters can now be used to calculate system unavailability due
to both independent and dependent failures. For example, the following
MGL models are obtained for two system configurations. For the
one-out-of-three s)stem

U(173) = ¥, + 1 = (1 - 8)8¢ + 31 - y)%%? (2.66)*

+(1-8)%)

that, to the third order in B and Q, can be further simplified to

3

W1/3) = v80, + (1 - )8Q2 + Q2

(2.67)*

The first term on the right side of Equation (2.67) accounts for a
triple-component common cause failure, the second accounts for a

*Approximation comes from the “rare evenc" approximation,
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double-component common cause event in combination with a single
independent failure, and the third represents the case of triple
independent failures.

For a two-out-of-three system

Q(2/3) = H1 - v)BQ, + v8Y, + 3(1 - 8)%f (2.68)*

which to the third order in 8 and (¢, is simplified to
Q(2/3) = (3 = y)BQ, + 3(1 - )¢ (2.69)*

¢e2.2 ESTIMATORS FUR THE PARAMETERS UF THE MGL MODEL

To develop estimators for the parameters of the MGL method, we start with
the following general formula for the failure frequency (¢ of a
component in a system of m (identical and redundant) units

m
(m=1)! ,
" 32;‘1 (m-J[;\! G-1T7T 4 (¢.70)

where

Qj = Failure frequency of simultaneous failure of j components in
the system.

For instance, for a component in a three-unit system (m = 3), we have

3 :
Z!
% = & T T Y

2! 2 2!

T !
Toratarnle t ot
» Ul + ZQZ + Q3 (2.71)
An estimator for QJ is
* nJ
UJ = —~ - (2.72)
m=3JT 37T 70

*Approximation comes from the “rare event" approximation.
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= number of events involving j components in failed state.

.2 =
c
0" '

= number of demands on the entire system of m components.

Keplacing Q5 in Equation (2.70) with the corresponding estimator yields
. 1 u
0 === 3 jn. (2.73)

In the following, we develop estimators for the first three parameters of
the MGL model for a system of m components. Estimators for the higher
order parameters canr be developed in a similar fashion. Based on the
definition of B as the conditional probability that given a specified
component failure, at least one other component also failed due to the
same cause, we have

R - (m=1)!
B Z T G Y (£:24)

The parameter y is defined as the conaitional probability that given a
common cause failure of two components, at least a third unit also failed
due to the same cause. Therefore,

1 < (m-1)!
L TR sz w7 3-10 Y (2.75)
Similarly
V- - (m=1)! i
B Fz W07 (3-17 4 (2.76)

Therefore, using Equations (2.72) and (2.73), we obtain

g = (szjd jnj)/(g1 JnJ) (2.77)
(& m)/(E ) (2.7
(BB ) e
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For instance, for a three-unit system (m = 3), we have

Zn2+3n3

B3 ® nl+2nz¢3n3 (2.80)

3n3

2.2.3 ASSESSMENT OF UNCERTAINTY

Point estimators developed in the previous section only provide single
values for the parameters of the MGL model. However, since the estimates
are typically based on limited information, the true value of a parameter
may actually differ from the point estimate. The objective of
uncertainty analysis is to assess the range of values of each parameter
based on the available information and various sources of uncertainty.
Variation of the value of a parameter could be due to one or a
combination of the following reasons:

l. Size of the data sample.
¢. Uncertainty in data classification.

3. Variation among the plants in equipment systems and operational
philosophy.

The following sections describe how each of the above sources of
uncertainty was treated in this study.

¢+¢+3.1 Assessment of Uncertainty Due to Data Sample Size

The first of these sources of uncertainty is a well-known subject in
statistics. Larger sets of failure and success data would result in
estimates with higher degrees of confidence simply because they are more
represenative of the general pcpulation. For instance, in

Equation (2.77), the larger the total number of failures given by the term

f&
N, = Jn,
t =173

the more accurate the estimated value of B. The mathematical models
presented in the following Bayesian method provides a mechanism for
handling this source of uncertainty. We will limit the discussion to a
two-parameter MGL model which applies to a system of three components.
Extensicn of the results to higher order parameters will be a simple task.

Based on the definition of 8 and y, [Equations (2.63) and (2.64)], we
define

12 1 conditional probability of component failure being
a single failure.
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f, = CU + 303
U= Uu + an
The mode of the posterior distribution occurs at

'B . _A-l
mode A+B=2

C-1
Ymode ~ T+U-2

The mean values are calculated from

Note that for a noninformative prior, the mode of the posterior
distribution is

dn2+$n3

=
. .
mode nl+1n2+3nJ

g

3n3
Ymode 2n2¥3ﬁg

(2.88)

(2.89)

(2.90)

(2.91)

(2.92)

(2.93)

(2.94)

which correspond to the point estimates deveioped in Section 2.2.2 for

m= 3,

The variance of the posterior distribution for 8 and y are

V(g) = —2
(A+8 )" (A+B+1)
Viy) » ——29

(C+D)4(C+041)
For instance, for a noninformative prior

(2n2+3n3+1)(n1+1)

vig) = ) ey '
(nl+dn2+3n3+z) (n1+zn23n5+3)
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As we can see, the variance decreases as cthe total number of failures
(n_ = nj*¢nz+3n3) increases. Since smaller variance means smaller range

of uncertainty, the larger the number of failures in the data sample, the

higher the confidence in the estimated value.

2.2.3.2 Assessment of Uncertainty Due to Data Classification

An important source of uncertainty is the judgments that are made in the
process of classification of data for use in quantifying common cause
parameters. Treatment of this type of uncertainty and several other
aspects of data classification that have direct impact on the assessment
of common cause parameters are discussed below.

Uf fundamental importance in a meaningful assessment of the contribution
of common cause events to the system unavailabiiity is a detailed review
and systematic classification of failure events experienced in the
nuclear industry. The data used for this study are based on review and
classification of several thousand failure events reported by U.S.
nuclear power plants, as well as TMI-specific component failure events.
The data classification approach was that of Reference 2-22. In short,
events were classified into one of two categories of dependent and
independent events. Uependent events are those that involve several
component abnormalities that are casually related. All other events are
classified as independent. Abnormal states of components »-e classified
as either failed or functionally unavailable where, in both cases, the
component is not capable of performing its function according to a given
success criterion. The failed state applies to cases where, in order to
restore the component to operability, some kind of repair or replacement
action on the component is necessary. A functionally unavailable
component, however, is capable of operating but the function normally
provided by the component is unavailable due to 10ss of input such as
motive power, command signal, cooling water, air, etc.

Sometimes, even though a given success criterion has been met and the
component has performed its function according to the success criterion,
some abnormalities are observed that indicate that the component is not
in its perfect or nominal condition. Although a component in such a
state may not be regarded as unavailable, there may exist the pocential
of the component becoming unavailable with time due to changing

conditions, or due to more demanding operational modes. Events involving

these potentially unavailable states provide valuable information about
Causes and mechanisms of propagation of failures and thus should not be
ignored. The concept of potentially unavailable states alsc serves a
practical need to enable the consistent classification of "grey area"
cases and difficult-to-classify situations. The “potentially
unavailable" component state category is defined for this situation. It
refers to the cases where the component is capable of performing its
function according to a success criterion but an incipient or degraded
condition, as defined below, exists.

¢ Degraded. The component is in such a state that it exhibits reduced
perrormc-ce but insufficient degradation to declare the compcnent
unavailable according to the specified success criterion. Examples
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of degraded states are relief valves opening prematurely outside the
technical specification liaits but within a safety margin and pumps
producing less than 1UU% flow but within a stated performance margin.

¢ Incipient. The component is in a condition that, if left unremedied,
could ultimately lead to a degraded or unavailable state. An example
is the case of an opcrating charging pump which is observed to have
excessive lube oil leakage. If left uncorrected, the lube oil would
reach a critical level and result in severe damage to the pump.

A key to distinguishing between degraded and incipient conditions is the
knowledge that an incipient condition has not progressed to the point of
a noticeable reduction in actual performance, as is the case with a
deyraded condition.

It is important to recognize that potent:ally unavailable is not
synonymous with hypothetical. Both incipient anu degraded conditions are
indicative of observed, real component ;tates that, without corrective
action, would likely lead to unavailable component states.

Uependent events were further grouped into events in which the cause of
tailure of the component(s) of interest is the failure of another
component (component-caused events) and those where the cause(s) of
failure(s) is something other than the state of another component
(~oot-caused events). Finally, events in the dependent category were
screened based on a set of criteria for applicability to PRA type systems
analysis in general and the TMI-1 PRA in particular. The events that are
not screened out in this process are named "common cause events" and are
used to estimate the common cause mode) parameters.

In estimating the parameters of the MGL model, a particular system size
must be considered. The next step is to calculate the number of
component failures for each of the various “system impact" categories.
System impact category refers to the number of components being affected
in an event. For instance, if in an event two components are failed, the
system impact category for that event is 2. We explain this step with
the aid of a hypothetical example.

Suppose that we want to estimate the common cause contribution to the
unavailability of a system of three identical redundant components.
Therefore, we need to estimate g and y in addition to the failure

rate of the component. Suppose, further, that the data after screening
indicate that there have been 88 independent events involving 70 actual

and 18 potential failures. In addition, assume that there have been
three common cause events:

¢ Event 1, Common cause failure of two components in a system of two
components. However, the cause of failure is such that if a similar

event occurred in our example system, it would most likely affect all
three components.

o Event 2. Two components failed within a short period of time but it

cannot be determined, based on the event description, whether the two
failures shared the same failure cause.
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e Event 3. Une component failed and another in degraded condition
(potential failure) due to the same cause.

Event 1 involves a situation where the data from a two-component system
should be "extrapolated" by postulating the impact of the cause of the
event on a three-component system. Therefore, with regard to the "system
impact"™ of this event, there are two hypotheses: (1) the cause only
affects two of the three components, and (2) it affects all three,
Weights can be assigned to each of the two hypotheses that reflect the
analyst's judgment regarding the two hypotheses. In Table 2-1, this
situation is represented by weights of 0.05 and 0,95 assigned to the
first and second hypothesis, respectively.

Event 2 also involves two hypotheses: (1) two components were affected
independently, and (2) the event is a common cause failure of two
components. In Table 2-1 a weight of 0.9 is assigned to the first
hypothesis, while the second one is given a weight of 0.1,

In event 3, we are dealing with a common cause situation. However, only
one component actually failed, whiie tne state of the other one was
"potentially failed." If we assign a weight of U.10 to the potential
failure, the effective number of failures in the event is

1+ (0.1)(1) = 1.1, as can be seen in Table 2-1. Note also that there is
only one hypothesis regarding the system impact of the cause.

Table 2-1 summarizes the information obtained for the common cause events
in the form of effective number of component failures in each event for
each hypothesis. This effective number can be calculated for the jth
event from

i
hij b Wik (2.98)
k=1
where
i = "system impact" index, which is defined as the number of

components assumed to be affected by the cause.

Wjik = the weight assigned to the state of the kth component in
the event j for system impact index i.

ln|our example, for the independent events the effective number of
failures is 70 + (0,1)(18) = 71.8, where 0.1 is the weight given to
potential failures.

In addition to the effective number of components per hypothesis,

Table ¢-1 lists the weight given to each hypothesis. Finally, the last
column of Table 2-1 provides the effective number of failures for each
system impact category. For category i, this number is calculated from

=
o
"
©

> it ﬁJi = effective number of component failures
)=1

J® for system impact category i (2.99)
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where pjj is the weight given to the ith hypotnesis regarding eveit j.

e are now ready to calculate point estimates for 8 and y using F}‘s

8" - (2.100)

Mgty 5 (2.101)

For the present example, based on the values provided in Table Z-1, we
have

* 0,41 + 2,85

= 0.04
74,59 + U.4] + 2,85

Y* - ————_2.85 . 0087

U.41 + 2,85

The abuve estimators reflect the uncertainty due to data classification.
. The value of nj's could also be used in the likelihood of Bayes'

theorem discussed in Scction 2.2.3.1 to obtain the combined effect of

uncertainties due to data classification as well as data sample size.

242.3.3 Plant-to-Plant Variability of the MGL Parameters

The third source of uncertainty is the variation of the value of the
parameters from plant to plant. This type of variability stems from the
fact that similar equipment and systems in various plants may show
inherently different failure rates due to a variety of reasons, such as
minor design differences within the same category of equipment and
variation in system designs and operating philosophies leading to
different ccupling mechanisms.

There are two approaches for dealing with this issue. Une approach is to
assess the variability of the parameters based on statistical evidence
from all plants without screening events based on their applicability to
the situation under consideration. This results in a wider range of
possible values for the parameters. In the second approach, failure
events from various plants are reclassified and events not considered to
be applicable to the plant or system of interest are excluded from the
data base. The result is the formation of a data sample much larger than
one based only on the records of the specific plant under consideration.
The resulting uncertainty range for the estimated parameters will

. obviously be smaller in this case as compared with a distribution
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representing differences in plants. This reduction in uncertainty is the
result of applying the additional information about the specific
characteristics of the system being analyzed. This was the approach
taken in this study to quantify the common cause parameters.

2.2.4 GENERIC CUMMUN CAUSE PARAMETER DATA BASE

Based on the approach described in the previous section, the generic data
is normally screened for applicability to the particular systems analyses
being considered. In that sense, the industry-wide data is specialized
to the TMI-1 plant even at the “generic" level. The generic data used
for this study and the result of event screening are documented in
Reference 2-17, The data base includei common cause events for several
Key components such as reactor trip breakers, diesel generators, pumps,
and valves. Mean values of the generic distributions are provided in
Section 3, in conjunction with the updated distributions.,

.3 CUMPUNENT MAINTENANCE DATA

Maintenance activities which remove components from service and alter the
normal configurations of mechanical systems can provide a significant
contribution to the overall unavailability of those systems. This
section describes how generic and plant-specific maintenance data are
used to develop the distribution of component maintenance unavailability.

These distributions apply to maintenance performed during unit noncold
shutdown operating periods (i.e., at power operation or in some cases, at
hot shutdown). These include the regularly scheduled preventive
maintenance. The specific causes leading to these maintenance activities
are not delineated; they include repairs of component failures
experienced during operation, repairs of failures during periodic
testing, remsval from service for special testing or inspection, minor
adjustments, hardware modifications, etc.

To quantify maintenance unavailabilities, both the frequency and duration
of maintenance are necessary; the frequency of maintenance defines the
rate at which cemponents are removed from service wnile the duration and
frequency combined determine the component unavailability to be applied
in the quantification of system unavailability.

The unavailability due to maintenance is calculated from

feo
U * Totes (2.102)

where f is the maintenanc2 frequency and t is the mean duration or, as
it is frequently called, mean time to repair.

When fer << 1, then
QM = for (2.403)

Therefore, in order to obtain a state-of-knowledge distribution for the
unavailability, Qm, one needs to have state-of-knowledge distributions
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for both f and t. Such distributions are developed as described in the
folle:ing.

2.3.1 FREQUENCY OF MAINTENANCE

The component maintenance frequency distributions for this study wer~
developed by updating yeneric maintenance frequency distributions using
TMl-specific maintenance frequency data. The method of updating was the
same used in updating failure rates described in Section 2.1.2. Five
generic maintenance frequency distributions were developed for five
general component categories based on the component type, its normal
service duty, and the applied technical specifications inoperability
limitations. The basis for these distributions is described in
Reference 2-16 and their mean values are presented in Section 3 in
conjunction with the TMI-specific distributions.

2.3.2 DURATION OF MAINTENANCE

As applied in tnis data base, the duration of a maintenance event
includes the entire time period during which the affected component is
unavailable for operation. This period is defined from the time when the
component is originally isolated or otherwise removed from service to the
time when the component is returned to service in an operable state and,
in many cases, it may be only weakly dependent on the actual time
required for maintenance personnel to effect the repairs.

Five generic distributions for the maintenance duration were used from
the PLG proprietary daia base documented in Reference 2-=17. The
distributions for the TMI-specific mean maintenance duration were
developed based on the five generic maintenance duration distributions,
updated with TMI-specific component repair times. The following explains
the Bayesian technique that was used to develop these distributions.

The following analytical model is used to model the variability of the
repair times from plant to plant or from occasion to occasion.

Let t denote the actual repair time in any instance, and imagine that the
value of t has been recorded for many, many occasions where this repair
operation was performed. From these records, one would be able to plot a
curve ¢(t), showing the frequency distribution of t. The desired mean
duration, t, could be immediately computed from this distribution

T = G/ t ¢(t)dt (2.104)

To know 1, therefore, we need to know ¢(t). The problem, of course,
1s that in real life, one does not usually have the curve (t).
Usually, all one has is a small set, E, of values

£ = (ti; 1= lyeee N} (2.10%)

where the ti's represent the observed repair times.
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Within the Bayesian framework, the solution to this problem is
straightforward. One imagines the true distribution, #(t), as embedded
within a parametric distribution space, ¢(t|8), and the probability
distribution is erected on this space using Bayes' theorem and evidence E

PBIE,Ey) = k™IL(E[9,Eq) Pylo]Eq) (2.106)

where € is given by Equation (2,105) and P(6|E,Ep) is the poster ar
probability distribution over 6, the set of parameters of &(t).

It is assumed that there is a minimum repair time, tp, and that the
actual repair times are mostly distributed about an average value, with a
few much longer than the average. In other words, it is assumed that

x =t -t (2.107)
is approximately lognormally distributed
2
6(x|u,0) = —— exp ‘,}(2—""—0-“—"—‘1) I (2,108)
T ox )

If x is distributed according to Equation (2.108), the 1ikelihood of
observing a particular value, xj, where

- to $2.109)
is
Enx, = &n
7"(&”“’0) . E‘lc—'x—i' exp ; %(—i—o——i) : (2.110)

consequently, L(E|8,Ep), the total 1ikelihood in Equation (2.106) for
8 = {u,0}, becomes

N
Lxpaxgueeaaxylu,o,Bp) = 1[11 & (x;u,0) (2.111)

The posterior, P(u,0|E,En), which can now be calculated from

Equation (2.106), is the probability distribution for different pairs of
u and o ani consequently for different d(x|u,o0) given by Equation (2,108).
tach such distribution has a mean value, x, which is given by

X *uy exp(%-oz) (2.112)
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Therefore, the posterior distribution on u and o is also a probability
distribution about x which is related to the mean repair time by

T =X 4+ to (2.113)

We now have a probability distribution for t (tp is a constant) which
represents our state of knowledge about the mean repair time in light ot
the observed repair times as given in Equation (2.105).

The generic information enters the picture through the prior distribution
Po(a?Eo) in Equation (2.106) that for a lognormal maintenance
dictribution takes the form Po(nuio|Eg). Therefore, for each

category of component the prior state of knowledge needs to be expressed
in terms of a probability distribution for u and o. This is done by
transforming the probability distribution over the generic distribution
of the actual repair times to a distribution over the parameters of
lognormal distribution (u, o). This is done with the aid of computer
code RTIME2 (Reference 2-23), which transforms state-of-knowledge
distributions over the 5th and 95th percentiles of the generic lognormal
distribution into a discretized grid for u end o. The details of the
development of the five generic maintenance frequency distributions are
provided in Reference 2-17. The mean values of the generic distributions
are tabulated in Section 3 together with the updated distributions.

2.4 INITIATING EVENTS FREQUENCIES

The initiating events are divided into two groups according to the method
using for quantifying their frequencies. The first set is composed of
those events for which the available data from other nuclear power plants
are judged to be relevant, This includes essentially all initiating
events except those involving failure of systems that have configurations

unique to the TMI-1 plant, requiring a plant-specific analysis of those
systems.

The methodology used to develop the generic and plant-specific
distribution of the frequencies of the initiating events in the first
group is similar to one used for component failure rates, as described in
Section 2.1, The details of the development of the generic frequencies
and the compiled raw data are described in Reference 2-17.

The details of the development of the frequency of the initiating events
in the second group (i.e., those requiring plant-specific analysis of the
systems involved) are presented in Section 3.5 of this report.
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TABLE 2-1. EXAMPLE OF THE CALCULATION OF THE EFFECTIVE NUMBER
OF FAILURES FOR VARIOUS SYSTEM IMPACT CATEGORIES

Dependent Events

System Independent Effective
Impact . Events Event 1 | Event 2 Event 3 Number of
Category Failures't

p** at p nf p | Al p n

1 1.0 71.8 {0.0 0 109 2] 0.9] 1.1 ﬁl = 74,59
2 0.0 0 0,06y 2 0.1 2] 0.1} 1.1 52 = 0.41
3 0.0 0 0.95) 3 10.0f 0] 0.0 0 ﬁ3 = 2.85

*Refers to the number of components affected in the event.
**Weight assigned to various hypotheses.
TEffective number of compornent failures for each event for each

h¥pothesis (Equation 2.98).
™Total effective number of component failures for each system impact

category (Equation 2.99).
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3. TMI PLANT-SPECIFIC DATA BASE

3.1 INTRODUCTION

A comprehensive and well-documented summary of the TMI-1 operating
experience provides the cornerstone for the Bayesian analysis of the data
developed for this study. This section explains the process of
plant-specific data collection in the areas of (1) component failures,
(¢) common cause events, (3) component maintenance, and (4) initiating
events., It also provides the summary of collected data as well as the
resulting updated distributions for each of the above four categories.
Detailed listings of the plant-specific wata are provided in a series of
four appendices at the end of this report.

The TMI-1 plant started up on September 2, 1974, The data collection
effort covered the pericd from the date of the beginning of conmercial
operation through June 30U, 1984, even though the plant has been shut down
since February 17, 1979, Table 3-1 lists the primary documents and
operating records used during the plant data collection task. Each of
the documents and sources of information are described in more detail
under the corresponding topic in the following sections. For component
failure data, the entire period from September 2, 1974, through

June 30, 1984, was covered. For reasons explained later, the maintenance
data had to be limited to the noncold shutdown periods. Table 3-2
provides the history of TMI-1 cold shutdown outages including reasons for
Such shutdowns. The initiating events data were collected for the period
September ¢, 1974, through February 17, 1979,

3.¢ CUMPUNENT FAILURE RATES

Quite simply, the collection of plant-specific failure rate data requires
the analyst to count and record, for each component and failure mode
beiny modeled, the number of failures and the corresponding numoer of
demands or operating hours. Unfortunately, these data are virtually
never found together in the same plant records. The solution to this
problem demands a judicious accounting for each type of data to ensure
accurate and consistent failure rates.

3.2.1 CUMPUNENT FAILURE DATA

3.¢.1.1 Definition of Failure

The data presented in this section are used in the system analyses to
Quantify the frequency of hardware failures that prevent a system from
meeting success criteria defined by the event tree molels. Several
failure causes are evaluated in each analysis, and all causes are
combined to determine overall system unavailability for each set of
success criteria. The failure rate data must be comparable with these
applications. The failures must include all events that functionally
disable a component for the failure mode being evaluated. This ensures
completencss of the failure rate data base. However, failures due to
causes other than internal equipment malfunctions must be closely
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examined to determine whether they are evaluated separately in the system
model. This avoids potential double-accounting for failures in the
system analysis results.

For example, if a normally closed motor-operated valve must open and
remain open for a system to operate properly, equipment failures that
prevent the valve from closing after it opens are not relevant for the
valve data base. However, these failures are relevant data for a valve
that must reclose. If one of the failures occurred because vest persone}
left a circuit breaker open, and if this failure cause is evaluated
separately in the valve model, the event applies to the evaluation of
test personnel error rates. It is not included in the valve hardware
failure rate data because doing so would double-account for the test
personnel errors, However, if testing errors are not evaluated
separately in the valve model, the event is included as a valve hardware
failure to ensure complete accounting for all the plant-specific evidence.

A component failure is thus an event in which a piece of equipment fails
to perform a function required by the system model. The event is
included in the hardware failure rate data base if its cause is not
evaluated explicitly in a separate part of the model. If the cause is
yuantified separately, the event is used as evidence for the appropriate
failure cause,

The equipment operating records document a large number of component
malfunctions. Many are clearly component failures that should be
included in the data base. For example, a motor-operated valve may fail
to close because of loose limit switch contacts, or a pump may fail to
start because its circuit breaker closing coil has burned out. However,
a large number of events documented as malfunctions require additional
investigation and subjective evaluation to determine whether they should
be included as functional failures. For example, pump shaft vibration is
indicative of possible damage to the pump bearings. Severe vibration is
normally included in the data base as functional failure of the pump
during operation because shaft seizure or other failures will occur
within a few hours if the pump remains running. Ubservation of minor
vibration or bearing noise may be the reason for pump inspection,
additional lubrication, or corrective maintenance. These minor problems
are sometimes considered as failure “precursors" because they will
eventually progress to pump damage if left unattended. However, they are
not normally included in the failure data base because the pump will
continue to run for several hours or days before experiencing severe
damage. Additional information about the types of repairs made, the
parts replaced, and tha urgency of the repairs often provides importa..
insight about the severity of these malfunctions. Preventive and
corrective maintenance is performed to stop the progression of minor
problems, and only the events that actually cause equipment damage are
correctly included as failures. The effects on component availability
from inspections, preventive maintenance, and minor repairs are included
in the maintenance data base described in Sectinn 3.4.

The first step in collecting failure data for a component is to determine
the failure modes and failure causes to be included in the data base.
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These are defined by the success criteria and types of analyses performed
for the system models. The second step is to include only those
malfunctions that cause functional component failure for each failure
mode being evaluated. This requires close examination of the plant
records, discussions with cognizant operating and maintenance personnel,
and experienced interpretation of the functional severity of "borderline"
events.,

3.2.1.2 Failure Lata Sources

several sources of information were consulted for collecting equipment
failure data. All major equipment malfunctions are documented on either
a "Work Request" or "Job Ticket" form. Combined together, there are
about 40,000 work requests and job tickets covering the period

September ¢, 1974, tnrough June 30U, 1984. Apgroximately 21,000 such
records are on computer for the period 1977 through June 1984, About
19,000 work requests dated prior to 1977 are recorded in a 1oybook by
date of issue and work request number. The majority of logbook entries
include a few words about the nature of the problem and the component
designation for the components involved. To obtain more detailed

information, the original work requests recorded on microfilms had to be
reviewed.

A work request or job ticket is written whenever significant maintenance
is required on any piece of mechanical or electrical equipment. Minor
adjustments may be made without work requests, but all work requiring
equipment disassembly, repair, or replacement is documented on a work
request or job ticket form. The work requests thus provide a complete
history of all significant adjustments, repairs, and replacements of
TMi-1 mechanical and electrical components. They are less complete as a
source for documenting elactronic and control equipment malfunctions.

Each work request identifies the specific component affected, the
observed problem, and the desired maintenance activities. Work requests
and job tickets are written for both "safety-related" and
“nonsafety-related" equipment, and they are written during all plant
operating modes. They are, in a sense, the most “pure” and complete
documentation of component malfunctions available. Since each work
request or job ticket is assigned a unique identification number, they
also afford easy traceability for all failures recorded in the data base.

Use of the work requests and job tickets to collect equipment failures
greatly simplifies the collection of compatible component operating time
and demand data. Work requests are written for all component
malfunctions, regardless of the plant or equipment operating conditions
when the problem is observed. The data analyst can, theretore, include
all the equipment operating experience as relevant “success" data for the
failure rate calculation. Use of more restrictive failure records, such
as failures reported only during periodic testing, or failures while the
reactor is at power would have required a corresponding reduction of the
experience base to provide consistent failure rate data. By restricting
the data base, the analyst is also forced to subjectively assess each

piece of demand and operating time data to determine its applicability to
the limited failure experience.
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Another important advantage afforded by the work requests and job tickets
is that they provide a record of the component malfunction and the
corresponding repairs on a single form. In many cases, both types of
information are required for the analyst and plant personnel to determine
the relative severity and functional effects of a “borderline”
malfunction,

Two drawbacks of the work requests are the larye volume of records that
must be reviewed and the lack of detail in some of the malfunction and
repair descriptions. Etach work request form had to be examined first to
determine if it applied to a component being modeled in the study. If it
did, a more thorough review was performed to determine the exact failure
mode and any available information about the cause of failure. Several
hundred work requests were actually found to be relevant for the failure
data base. Because descriptions of the malfunctions and repairs are
often quite brief and abbreviated, it was occasionally difficult for even
experienced plant operations and maintenance personnel to reconstruct a
specific malfunction. Unless the event could be conclusively discounted
as not degrading equipment performance, it was retained in the data base
as a functional failure or the component.,

All component failures collected for the Tal-1 plant-specific data base
are documented on the data sheets in Appendix A. Each data sheet
includes the specific component affected, the observed failure mode, a
brief description of the failure cause, the date of the failure, and the
corresponding work request or job ticket identification number.

3.2.2 CUMPUNENT DEMAWDS AND OPERATING HUURS

Une of the most difficult tasks in the development of a comprehensive
data base is to ensure that the failure events and the successes have
been derived from compatible data sources. The documents reviewed for
component failure events do not contain any information about the
corresponding component success data. Therefore, other documents were
used for information about component demands and operating hours.,

3.2.2.1 Uemand Data Sources

The two most important sources for TMl-1 component demand data are the
periodic test procedures and the plant operating procedures. Since the
WOrk requests and job tickets provide information about component
failures during all modes of plant operation, it was not necessary to
restrict the demand data to tests or operations performed only during
certain plant conditions. Therefore, the TMI-1 success data include
information obtained from all modes of operation between

September ¢, 1974, and June 30U, 1984,

Table 3-¢ summarizes the cold shutdown outages for the TMI-1 plant. This
information is important for the development of component demand data
from the periodic test reports, because many of the testing schedules
change when the reactor is placed in cold shutdown.

Many of the periodic test procedures are also used to verify redundant
equipment operability during maintenance and to verify repai.ed equipment

U158GU6 1886 VAR



operability aftar maintenance. The component maintenance records
described in Section 3.4 and the operability testing requirements were
used to estimate the number of additional performances of each test for
maintenance outages.

Uf the 134 test procedures reviewed in detail for the study, 64 provided

information about relevant mechanical and electrical equipment operations
for the component failure rate data base. Table 3-3 lists these tests by
number and summarizes the nunber of performances for each test during the
data base period.

For many of the failure modes in the data base (e.g., failure of
motor-driven pump to start on demand), specific operations performed
during a test provide direct evidence of component response; €.9., Start
pump X, For a large number of failure modes, however, no analagous
specific operations are included to directly verify successful component
performance. In many cases, observed flow rates, pressures,
temperatures, or levels can be used as evidence that components have
operated suc-essfully or are aligned in their normal positions. As an
example of th's method of test data synthesis, consider the component
failure mode "manual valve transfers closed". Referring to the example
in Figure 3-1, a system flow test is performed to verify the operability
of pump X by closing motor-operated valve A and running the pump on
recirculation flow. Successful performance of the test requires that the
pump start and that adequate flow is observed at flow gauge F., This
test, in addition to verifying pump X operability to start and run,
provides the following test data:

¢ Motor-gperated valve A closes and reopens on demand.

¢ Tne piping from the suction source through the recirculation line is
not plugyed.

¢ Check valve C opens successfully.
¢ Manual valves M1, MZ, and M3 are open.

The test does not provide any information about the status of the flow
path through motor-operated valve A and manual valve M4, The test would
detect failures to close valve A if a flow path were available downstream
from valve A, if valve M4 had not failed in the closed position, and if
the leakage through valve A were sufficient to degrace the measured flow
at gauge F. However, the internal status of valve M4 cannot be
determined from the test. If the valve disc had separated from the valve
stem, the flow path would be blocked, but since motor-operated valve A is
closed throughout the test, this failure mode cannot be detected during
normal test conditions. Therefors, the test is not included in the
success data for valve M4, This general process was applied to all
systems tested during the periodic tests to develop additional
information sbout the demands on, and the operating status of, components
not specifically addressed in the periodic test performance steps.

Reactor plant and turbine unit startups and shutdowns also provide an
important source of component demand data. The TMI-1 operating
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procedures were reviewed to identify equipment routinely cycled during
these evolutions. Uperating records from the monthly reports document
all reactor plant and turbine unit power changes. The demands from
routine plant operations were added to the test nerformances o complete
the demand data base tTur each cowmponent.

3424247 ypeialing Hours Uata Sources

The operating hours for several large motor-driven components at TMI-]
are provided by Uperations Surveillance UPS-594 which has monthly
readings of run-time meters for loads on buses D and t. These run time
meters provided a source of information on operating hours for most of
the large motor-driven pumps and ventilation units in the plant-specific
data base.

To calculate plant-specific failure rates for component failure modes
like “valve transfers closed" or "heat exchanger plugs during operation,"
the data analyst needs the corresponding number of component operating
hours in the unfailed state. For example, if one spurious closure of a
motor-operited valve had been experienced in the plant valve population,
the data analyst would need to know how many valves were included in the
population and, for each valve, how many hours it had remained open.
Vetailed success data for these generally passive component failure modes
are not directly available from any plant records and are extremely
difficult .7 estimate. The TMI-1 plant-specific data were obtained from
a detailed analysis of the normal plant operating procedures and
paractices and from a review of the periodic test records.

A normal flow path alignment was identified for each system in the plant
model. Uperation of the system in this alignment verfies that all the
associated valves, p'oing, and heat exchanyers are open and functioning
properly. The plant power operating records and the equipment run time
meter 10gs were used to determine the total number of successful
operating hours for each component in the flow path. For example, normal
operation of a system might provide continuous flow through a series of
three motor-operated valves and a heat exchanger. If the run time meter
records ingicated that the system had been operated for 1,000 hours, the
evidence for the plant data base was 3,000 open valve hours and

1,000 open heat exchanger hours. This accounting process was used to
estimate all the passive component operating success hours for normally
running systems and for systems operated in a specific alignment during
certain plant modes; e.g., the decay heat removal system.

some systems, such as the reactor building spray system, are operated

only during periodic tests but remain unchanged between tests. Each of

these systems was also analyzed for component success data. Although

these systems are normally in standby, the periodic tests verify the

status of several of their components. This testing provides sufficient

information to include these components in the success data base if their

status remains the same between tests, For example, if a normally open

valve was verified to be open because of the flow path established durin

a test, and if the valve remained open between tests, the tota! number o?

hours between the tests was included in the success data for the valve. '
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If the valve failed in the closed position during or between the tests,
its failure would have been discovered during the periodic test and would
have been documented in a work request. Therefore, these standby system
component hours were also added to the success data for normally
operating systems.

34443 UPUATEU CUMPUNENT FAILURE RATE DISTRIBUTION

As described earlier, the TMI-1 component failure rate distributions were
developed by combining two pieces of information; namely, the generic
distributions described in Section 2.1 and the plant-specific failure
data presented in the previous section as well as Appendix A. The
updating process was based on the methods discussed in Section ¢ and, in
particular, Equation (2.%9). The computer code BEST4 (Reference 3-1) was
used to perform the calculations., Basic characteristics of the resulting
distributions are listed in Table 3-4., Also presented in the table are
the plant-specific failure and success data for each component, as well
as the mean values of the generic distributions. In cases where no
plant-specific data were collected, no updating was performed and the
listed distributions are generic.

3.3 CUMMON CAUSE FAILURE PARAM_TERS

Several common ca'ise events were identified in the course of the
component failure data collection task, as described in Section 3.2.
These events are summarized in Appendix B. Appendix B also provides
detailed tables of (he screened generic common caused events used to
quantify the common cause parameters for this study (see discussion in
section Z.¢; especially, Table 2.1). The coumon cause parameter
distributions listed in Table 3-5 were developed by combining the genaric
and plant-specific data using the approach discussed in Section 2.2. The

computat ons were performed with the aid of the computer code BETA
(Reference 3-¢).

3.4 CUMPUNENT MAINTENANCE DATA

3.4.1 DEFINITIUN OF MAINTENANCE

In this study, component maintenance includes much more than unscheduled
repairs of equipment faiiures. A component is considered to be out of
service for maintenance whenever it is disabled for special inspections,
routine preventive maintenance, scheduled overhaul, modifications,
repiacement, or repairs, The frequency of these maintenance events is
substantially higher than most component failure rates, because the
failure rates include cnly those events that cause severe functiona)
damage to the equipment. The maintenance event durations also depend on
the type of activity. The effective "mean time to repair"” a component

may be only weakly correlated to actual maintenance personnel hours spent
repairing failures.

The only maintenance events included in the data base are those that
remove a component from service in a manner that prevents it from
performing the function analyzed in its system model. For example, a
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normally closed motor-operated valve may be required to open
automatically and remain npen for successful system response to an
initiating event. Any activity that removes the valve from service in
the closed pusition and prevents it from opening is counted as a
maintenance event affecting the availability of the valve, If, howaver,
the valve was deenergized in the open position while the mator was
repliced, the event would not be included in the maintenance data base
because it did not prevent the valve from satisfying its required
function.

The duratien of a ma.ntenance event lasts from the time a component is
tagged out of service to the time it is returned to service in an
operable conaition. In many cases, this period is only weakly correlated
to the actuil number of maintenance personnel hours spent working on the
equipment, Factors which make the observed event duration longer than
the actual repair time include time for the plant operators to align the
system for maintenance and to realign it after the work is completed,
time to perform required operadbility testing, delays for spare parts,
time for coffee breaks and meals, and overnight or weekend periods when
maintenance personnel may not be scheduled to work, and where no conflict
with technical specifications develops.

3.4.2 MAINTENANCE DATA SUURLES

The most accurate information about component unavailabilities due to
maintenance at TMI-1 is founc in the “Switching and Tagging Urders.,“ The
plant-specific maintenance data are derived from a review of all
switching and tagging orders written betw2en September 1974 and

Feoruary 1979,

When a component is realigned in an abnormal configuration, tags are
posted locally and in the control room to inform personnel of the
equipment status. These tags lenote the repositioned valves,
disconnected circuit breakers, special control switch positions, and
other actions required to isolate a component from its system so that
personnel may work on it safely., The equipment is considered to be
functionally disabled whrenever the tags are in place, and it is available
for normal service when “he tags are remaved.

The s«itching and tagging orders contain all the information necessary to
determine the effect of each maintenance event on functional component
availability. A brief description of the reason for maintenance and the
specified position for each component realigned for the job are included
on each form. The orders also contain signature blanks for work
authorization and job clearance. The dates and times of these signatures
venote the full period that the component was unavailable for service.

All switching and tagging orders were screened according to the TMI-1
cold shutdown outage periods listed in Table 3-2, Equipment removed from
service during cold shutdown was not included in the data base because
the nat.re and duration of these maintenance events do not represent
maintenance performed during the operating periods of interest in this
study. OSome maintenance events were initiated before the reactor was
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placed in cold shuldown or extended beyond the r actor startup time.
These were included in the data base for the duration of time above cold
shutdown, because they affected component availability during the
pertinent reactor cperating modes. The TMI-1 plant-specific maintenance
data are summarized in Appendix C which provide information about the
date of each maintenance event, the corresponding tag order, componert
affected, and work performed and it: duration.

3+4.3 UPUATED CUMPUNENT MAINTENANCE DISTRIBUTION

As discussed in Section 2, component maintenance tnavailability
distribution for each componant is developed as the distribution of the
product of maintenance frequency and maintenance duration for that
component. Therefore, separate updated distributions were developed for
component maintenance frequencies and durations based on the generic
agistributions discussed in Section 2.3 and plant-specific data presented
in Appendix C.

3.4.3.1 Updated Maintenance Frequency Distributions

Table 3-6 provides basic characteristics of the updated maintenance
frequency distributions. These distributions were developed with the aid
of mode 4 of the computer code BEST4 (Reference 3-1), which was used to
perform the updating calculations based on Equation (2.59)., Table 3-b
also lists the plant-specific data in the form of ti number of

maintenance events and the total number of component hours for each
component.

3.4.3.2 Updated Maintenance Mean Duration Distrib-tions

Maintenance duration distributions were developed based on the procedure
described in Section 2.23.2. Each distribution was developed by
establishing a prior distribution for the two parameters of the assumed
lognormally distributed maintenance durations pased on generic
information. This prior parameter grid was chen updated using thre
plant-snecific data with the aid of RTIMLZ computer rnde (Referenrz 3-3),
The discributions listed in Table 3-7 are the resulting uncertaf. iy
distributions of the mean maintenance durations. A total of 48 nean
maintenance durations was developed for 47 components. The table shows
that, for NSRW pumps, two distributions were developed: one for
short-duration maintenance activities and another for long=-duration
maintenance. This was done to acknowledge that for that component, a
single unimodal distribution, such as lognormal, could not represent the
data.

3.5 INITIATING EVENT GRUUP FREQUENCIES

Table 3-8 lists the internal ini .ating event groups chosen for the TMi-]
plant analysis. Each qroup contains one or more specific initiating
events believed to result in the same general plant response as modeled
in the plant evant trees.

Details of the selection and grouping of initiators are provided in
Section 2 of tne Plant Model Report. As was discussed in Section 2«85
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the internal initiating event groups are divided into two general sets.
Ine first set is composed of those events for which the available data
from other nuclear power piants are judged to be relevant. This group
includes all initiating event groups except groups 5, 13, 14, 18, and
19. The available generiz and plant-specific data were input to the
Bayesian data analysis process to generate a frequency distribution for
each of the initiating event groups.

For the second set the data from other power plants could not be used.
This is due to the fact that the systems involved have designs and speci=-
fications unique to the TMI-1 plant, which require a plant specific
analysis. For this reason, the frequency of groups 5, 13, 14, 18, and 19
were quantified by analyzing the corresponding systems and scenarios.

The following sections describe how the frequency of each category was
developed.

3.5.1 EVENTS QUANTIFIED, BASED UN GENERIC AND PLANT-SPECIFIC DATA

The generic frequency distributions were developed, based on the industry
experience with PWRs in general and B&W plants in particular. The loss
of offisite power data base covers the PWR as well as BWR experience.
Vetails of how these generic frequercies are developed are provided in

Reference 3-4, The mean values of the generic distributions are given in
Table 3-8.

Among the sources for the generic plant population event data for
initiating events was the Electric Power Research Institute study of
pressurized water reactor transients (Reference 3-5). The study
summarizes the events initiating forced shutdowns at 36 PWR units from
their initial year of operation until January 1981,

The 41 initiating event data categories listed in the EPRI study for PWRs
were reviewed and 27 of those categories were summed for 4 of the event
groups chosen for this analysis as shown in Table 3-9. To the extent
possible, the data from the EPRI study was carefully examined. In some
cases, incidents not included in the EPRI stucy were added to the data
base, while in other cases, further consultation with other sources
resulted in removal of incidents from the data base. The final result of
this process is given in Reference 3-4, where th: plant population data
for these initiating event categories are listeu for each of the 36 PWR
units included in the data base.

The EPRI study, because it was done for ATWS analysis, does not provide
any data for causes of losses of RCS inventory (groups 1, 2, 3, and 4) or
for steam line breaks (groups 6 and 7). Tnese initiators include events
which are either the direct result of pipe failures or which have the
same effect on plant response as would a pipe failure. Catastrophic pipe
failures have occurred (n a variety of industrial and nonnuclear power
generation facilities. However, the types of piping involved and their
operating temperature, pressure, and flow conditions are generally quite
different from those of interest in these initiating events. The
industry experience adds to the general understanding of pipe failure
phenomena, but evaluation of its direct applicability to this data base
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requires a much more detailed comparative engineering and design analysis
than was possible within the scope of this study.

Several sources of nuclear industry data including Nuclear Power
Experience (Keference 3-6) were consulted to obtain plant population data
for these initiators. No events applicable to categories 1 and 2 were
reported for FWRs. However, the investigation provided information atout
several events which were judged to be applicable to the data base for
groups 3, 4, and 7. These events and the resulting plant population data
are described in Reference 3-4,

In the case of large and medium LUCAs /groups 1 and 2) it was Jjudged that
there is little, if any, plant-to-plant variation in the frequency since
the primary piping systems are essentially designed according to the same
codes and manufactured based on similar standards. Moreover, these
piping systems are not affected as much by the variation of operating
Fractices among plants as are other components and systems. Therefore,
it was decided to use the cumulative experience at U.S. PWRs (zero events

in 428 reactor years) as evidence in a one-stage Bayesian updating
process.

The loss of offsite power initiating event (group 7) data was based on
extensive review of the history of losses of offsite power at all nuclear
power plaats in the United States, the details of which are reported in
Reference 3-4,

For the loss of air sysc-ms initiating event (grrup 13), the plant
population data were obtained from review of N ar_Power

Experience (NPE) (Reference 3-6) for the peric. /0 through 1985. No
evidence of total loss of air system was fc: 4 in this review.
Furthermc~e, it was observed that air cont ~(nation has always only
resulted in isolated component failures without any signivicant impact on
tne operation of the air system, as a whole, or on the plant operation.,

For steam generator tube rupture (group 8), loss of ATA power (group 15),
and lToss of one DC power vrain (group 16), NPt was reviewed and several
events were judged to be applicable to the data hase.

In the case of steam generator tube rupture initiating event, the review
of the industry experience did not reveal any major tube rupture events
that did not result in an automatic plant trip.

The plant population data for the excessive feedwater flow (group 9) is
based on the review of the operating history of B&W plants
(Reference 3-7).

For TMI-1 plant-specific initiating events, data was collected by
reviewing plant records, such as monthly operating reports and weekly
reports for the period of September 2, 1974, through February 19, 1979.
The NRC Gray Books were also reviewed for the same period.

Appendix U summarized the collected data for each of the quantified
initiating eve~t catecories, based on generic and plant-specific data.
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The statistica! information is summarized in Table 3-8, Bayesian
calculations were done using computer code BEST4 (Reference 3-1). The
tatle also presents the initiating event' : frequency distributions
resulting from updating the generic distributions with plant-specific
data.

3.5.2 INITIATING EVENTS WHOSE FREQUENCIES WERE QUANTIFIED BY
PLANT-SPECIFIC ANALYSIS

3.5.2,1 Loss of River Water

The frequency of loss of river water system is believed to be dominated
by external causes that prevent flow of river water to pump intake. The
blockage of river water flow has in fact happened in the past at the TMI
site., The most severe occurrence happened in Februarv 1979 when,
following a heavy rainfall, debris was wiashed down the river in large
quantities and resulted in plugging of the intake screens for 5 hours.,
Unit ¢ was operating at the time, and Unit 1 was shut down for

refueling, The Uri¢ 2 intake screens were the only ones plugged during
this event, The flcw of river water to the intake stucture was virtually
reduced to zero. The source of water for the 6-hour period before the
screens were finally cleaned was tne water already in the pump house when
the blockage occurred.

Events of this type form the basis for the calculation of the frequency
of the loss of river water initiating event (¢pw). This frequency is
calrulated based on the site-specific data for the frequency (fgp) of
severe plugging of the intake screens (one event in 12 site-years) and
the chance of recovery, given plugging of the screens.

The time available to unplug the screens depends on the volume of water
available in the intake structure (assuming no water flowing from the
river) and the number of pumps operating.

The volume of available water ranges between 1.4 x 10° to 4,1 x 10°
cubic feet, depending on the river water level, ranging from a norma)
level at 278 feet to a high level of 303.5 feet. Assuming two river
water pumps operating at full capacity (7,250 gpm), the time available

for recovery action ranges from 1.3 to 4 hours. For one pump operating,
this time is doubled.

The following probability distribution is assessed for the frequency of
failure of the recovery action HRE4,

Mean : 1,78 x 10-1
5th Percentile: 3,02 x 102
50th Percentile: 3,45 x 10-2
g5th Percentile: 9.86 x 101

For a discussion of the derivation of the duration of HRE4, see the TMI-1
Human Actions Analysis Report,

3-12
01586 UB6DLAR



A distribution was developed for fgp based on a uniform prior and
evidence of one event in 1¢ years. The basic characteristics of this
distribution are:

Mean: 8,43 x 10-¢

5th Percentile: 9,06 x 10-3

5Uth Percentile: 6,12 x 10-¢

95th Percentile: 1.74 x 10-1
The frequency of the loss of river water is then calculated from

drW = fsp * HRE4

The main characteristics of the distribution of gy are listud in
Tab]e 3‘60

3.5.,2,2 Loss of Nuclear Services Closed Cooling Water

For detailed discussion of the calculation of the frequency of this
initiator, see Section 4 of the Systems Analysis Report. Table 3-8 lists
the basic characteristics of the distribution.

3.5.2.3 Loss of Control Building Ventilation

For detailed discussion of the calculation of the frequency of loss of
control building ventilation, se2 Section 6 of the Systems Analysis
Report. Basic characteristics of the distribution are provided in
Tab]e 3'80

3.5.2.4 Inadvertent Opening of DHR Valves (V-Sequence)

The following .¥0 scenarios are consi”2red to be the most likely ways of
an outside containment LOCA,

. Scenario 1. Failure of two series check valves in the cold leg
injection lines of LPI/DHR, followed by failure of lower pressure
downstream piping.

a Scenario 2. Failure of three normally closed series motor-operated
valves in the hot leg suction path of DHR, followed by failure of
lower pressure downstream piping.

3.5.2,4,1 Scenario 1 (LPI Cold Leg Injection)

Figure 3-2 shows the simplified LPI cold 1eg injection path arrangement
of the LPI/DHR system at TMI-1,

In general, the frequency of failure for two valves, V1 and Vy, in
series (V) is assumed to be nearest to the RCS) can he expressed as

g = A(V]) ¢ P(Va|Vy) + A(V2) * P(V|Vp) (3.1)

3-13
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where

As = the frequency of failure of both series valves,

A(Vy)

the frequency of random, independent failure of
Va]ve Vl.

P(V2[Vy) = the conditional Tikelihood that Vp is failed, given

A(V2) = the frequency of random, independent failure of Vy
(events per hour),

P(V1|V2) = the conditional probadility that V; is failed, given

that V2 fails,

P(V2|Vy) and P(Vy|Vp) are composed of both random, independent,
and demand type failures of the second valve,

In some cases, the random, independent failure frequencies and
conditional probabilities for the two valves will be approximately equal,
but in other cases, they will not. For example, if V] leaks slightly

but Vp does not, V) would be exposed to the differential pressure

loading to which V; is normally exposed. In this situation, V| would
have RCS pressure on both sides of the disc and would be expected to have
a lower failure rate than V2, which is exposed to a greater

differential pressure. Thus, Equation (3.1) could be written as

Ag = AVL) @ POV, V) o (1-P[) # X (V,) o PH(V,|V,) o P

+A(Vp) ¢ P(VYIV,) ¢ (1-P)) # X' (V,) « P'(V|V,) + P, (3.2)

Pr = the probability that the space between valves is
pressurized to RCS pressure,

>
_—
-l
—
N
u

the frequency of a random, independent failure
of V1, given that the space between valves is
pressurized (events per hour).

P'(Vgl V1) = the conditional probability that Vp fails, given
that V) has failec and the space between valves is

pressurized.

x'(Vy2) the frequency of a random, independent failure
of Vo, given that the space between valves is

pressurized.

P'(V1[V2) = the conditional probability that Vi fails, given
that Vy has failed and the space between valves is

pressurized.

0158G062086VAR




Un the basis of the loadings across the valve discs, the following
assumptions appear to be reasonable for the lines that contain the check
valves.

Lo A'(V2) = A(Vy).

. X'(Vy) is small compared to A(Vy).

3. A(V2) is small compared to A'(V2).

4, P'(Vy|Vv2) = P(Vg|Vy).

Substituting for \'(V2) and P'(V1|Vy)

Ag = AVL) # P(V,IV)) o (2=P) # A1 (V)) o PI(V,|Vy) o P, (3.3)
#A(Vy) ¢ PVI[V,) o (1=Pp) # A(V)) » P(V,|Vy) o P,
or
Ag = A(Vy) ¢ PV,IV)) # A (V) o« PY(V,|V)) + P, (3.4)

tA(V,) ¢ PVIV,) o (1-Py)
Tne third term in Equation (3.4) is small compared to the first; therefore
Ag = AVY) # P(Vo[Vy) # A (V)) « PH(Vy[V)) » P (3.5)
As a conservative upper bound, it can be argued that
As = A(V]) o P(V2|V]) « (14P]) (3.6)

Because only a minute amount of leakage is required to pressurize the
space between valves, it is assumed that Py approaches 1.0. Therefore

Ag = 2+ A(V1) « P(Vg|Vy) (3.7)

Given that V) has failed independently, V2 could fail upon demand

(due to the sudden pressure challenge), or it may fail randomly in time,
sometime after failure of Vi, The latter failure mode is represented

by the standby redundant system model. Equation (3.7) conservatively
reflects the potential for discovery of the outboard valve rupture before
the next testing opportunity of the inboard valve because of the ability

to alarm and indicate this condition to the operator via the accumulator
pressure sensors.

The term P(Vz| Vi) ir Equation (3.7) contains two components: one
representing random failures of the second valve, given that the first

valve has failed, and the second representing a demand failure at the
time the first valve failed.

3-15
U158G062396DAR



The determination of the frequency of occurrence of random failures is
facilitated by assuming that the two series check valves in each path
represent a standby redundant system, and failure of the downstream check
valve cannot occur until failure of the check valve nearest to the
reactor coolant system loop has occurred. The probability of random
failure (unreliability) for a single injection path is given by

Upath = 1 = e™At (1 + at) (3.8)
where A is the appropriate failure rate of a single check valve. This

expression was then used to derive a failure (or hazard) rate for the
path. That is,

-1 c
*pann(t) = TT—:-UEZZET'HF [l - QpathJ (3.9)
or
e A
xpatn(t) = II—:jI:; (3.10)
At

The plant is expected to 4o to cold shutdown at least once every

1.5 years at which time these valves will be inspected. If it is
determined that the system is not functioning, it is repaired at that
time. Therefore, the time-dependent failure rate is bounded at

1.5 years. The average failure rate over a time period, T, is given by

& XEE 2 |
path per reactor year T (1 + [
U At (3.11)

=a}m - an (1 +AT))

When AT << 1, this result can be expanded to obtain

1 ZT

<xpath> ik

(3.12)

The demand component ¢f the path failure frequency is merely the product
of A and the demand failure rate, Aq. Thus,

s> sy (AL
Doaen” = A B #2g) (3.13)

Finally, the above expression for . sth> is multiplied by a factor

of ¢ to account for the logic used i developing Equation (3.7). This
logic is that the two valves can fail in either sequence because of an
assumed high likelihood of inboard valve leakage and pressurization of
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the space between valves. Thus, the rinal expression for the series
valves in the injection lines is

Aoaen® = 20 BT+ 2g) (3.14)

path’

As an upoer bound, the check valve fail to operate on demand, V7F, will

be used for A4, For A, it was assumed that even though the disc

rupture mode of failure is extremely unlikely, it 1s implicitly included
in the check valve leak data. The following distribution was developed

for the disc rupture mode of failure (V7R) based on extensive review of

PWR, ECCS, and RPS check valve leakage data.

95th Percentile 3.2 x 10-8
Mean 8.3 x 10-9
Median 2.3 x 109
| Sth Faercentile 1.6 x 10-10
{
Therefore

since there are two injection paths, then the annual frequency of
scenario 1 is

®1 = ¢ Apath’

A point estimate for ¢j, using *° mean values for VIR and VIF and
T =1,5 years is 7.8 x IU'B/yeax

3.5.2,4,2 Scenario 2 (DHR Hot Leg Suction Line)

This scenario involves failure of three series MOVs, DH-V1, DH-V2, and
UH-V3, Given that sucn failures occur, the low pressure piping and the
RHR system components downstream of these MOVs would be exposed to RCS
pressure,

The sequential failure of all three vaiues due to random causes is Jjudged
to be very unlikely. The frequency of this scenario, $2, is then
calculated based on assuming (1) sequential failure of V1 and VZ followed
by failure of V3 due to failure of V1 and V2, and (2) rupture of V1 disc,
followed by failure of V2 due to V1 failure and finally failure of V3 due
to V2 failure. Therefore

2

AT
92 = A(FZ) Ag + A 2y
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In this case, we use VIF and V7R for M4 and )\, respectively,
Therefore

+ VIR « (VIF)?

VIR « T
¢2 =2 ¢« VIR » VlF(-——?———J

A point estimate-Yaing mean values for V'R and VIF and with T = 1,5 years
is é2 = 9,3 x 10°*Y/year,
Finally, the annual frequency of the V-sequence is given by
b =91 + 42
The distribution of & is provided in Table 3-8,

3.5.2.5 Loss of Air System

For detailed discussion of the calculation of the frequency of this
initiator, see Section 18 of the Systems Analysis Report. Table 3-8
lists the basic characteristics of the distribution,
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TABLE 3-1. TMI-1 RECORDS CONSIDERED IN DATA SEARCH

Source Data

Monthly Cperating Report Plant Power History, Forced and Scheduled
Shutdowns, Initiating Events, Vital
Equipment Failures

Weekly Reports Initiating Events

- Maintenance Request Logbooks Component Failures

:ﬁ Work Requests (microfilm) Component Failures
Job Tickets (microfilm) Comporient Failures
Computerized Work Requests and Job Tickets Component Failures
S itching and Tagging Orders Component Maintenance Events
Component Run-Time Fecord Component Operating Hours
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TARLE 3-2. TMI-1 COLD SHUTDOWN OUTAGES

From To Reason Duration
(*.ours)

October 20, 1974 October 30, 1974 Repair Pressurizer Valve Leaks i o
November 17, 1974 November 21, 1974 Replace Faulty Control Rod Drive Motor #<
April 5, 1975 April 14, 1975 Repair Control Rod Drive Cable Connector 205
Mey 25, 1975 June 11, 1975 Repair DR Pump 1B and Control Rod Drive 389
September 27, 1975 | October 8, 1975 Repair RCP 1A 285
October 16, 1975 October 19, 1975 Repair Control Rod Drive Stator 84
Ncvember 12, 1975 November 24, 1975 Repair Control Rod Drive Stator and Turbine 295

Valve

December 17, 1975 December 21, 1975 Repair Makeup Valve 81
January 16, 1976 January 17, 1976 Replace Control Rod Stator 35
February 21, 1976 May 24, 1976 Refueling Outage 2,215
November 6, 1976 December 2, 1976 Miscel ianeous Repair 638
March 156, 1977 May 15, 1977 Retueling Outage 1,296
September 16, 1977 | September 25, 1977 | Miscellaneous Repairs 224
March 18, 1978 April 30, 1978 Refueling Outage 1,053
June 21, 1978 June 29, 1978 RCP Seal Failure 173
February 17, 1979 March 27, 1979 Refueling 912
March 28, 1979 October 2, 1985 TMI-2 Accident 46,116

NOTES:

1. Unit 1 started commercial operation on September 2, 1974.
2. Data based on TMI monthly operating reports (January 1, 1975 to August 31, 1977) and NRC “Gray Book"

Reports, 1974 through 1978.
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TABLE 3-3. TEST PRUCEDURES CONSIDERED FOR SUCCESS DATA DEVELOPMENT

Sheet 1 of 7
Procedure Number Title Number of Tests
Performed*

1300-3A A/B Reactor Building Spray Pump Functional Test Recirculation 18/25
Mode and Reactor Building Spray System

1300-38 A/B Decay Heat Removal Pump Functional Test and Decay Heat 32/37
Removal System Valve Operability Test

1300-3C Decay Heat Closed Cooling Water Pumps Functional Test 41
Surveillance Frequency - 92 Days

1300-3V UDecay Heat River Water Pump Functional Test and 48
Decay Heat River Valve Operability Test

1300-3E Spent Fuel Cooling Pump Functional Test Tk
.urveillance Frequency - 92 Days

1300-3F A/B Motor-Driven Emergency Feedwater Functional 20/17
Verification and Valve Operability

1300-3G A/B Turbine-Driven Emergency Feedwater Pump 26/35
Functional Test and Valve Test/Valve Lineup
Uperability Test

1300-3H A/B Makeup Pump and Valve Functional Tests 13717

1300-31 A/B NSRW Pump Functional Test and Valve Uperability 31/40
Test

1300-3J Nuclear Service Closed Cooling Water Pump and Vali: 40

Functional Test

*Numbers separated by "/" (e.g., 18/25) correspond to the procedures separated by "/  in

column; e.g., 1300-3A A/B.

**Test procedure reviewed but did not invoive components of interest in data analysis.
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TABLE 3-3 (continued)

Sheet 2 of 7
: Number of Tests
Procedure Number Title Performed*
1300-3K A/8 Reactor Building Emergency Cooling Pump Functional Test 30/41
and Reactor Building Emergency Cooling System
1300-3N Chilled Water Pump (AH-P-3A/B) Funciional Test and Valve 44
Uperability Test
1300-3P IST of Check Valives During Shutdown 10
1300-3Q Quarterly Inservice Testing of Valves During Normal Plant -
Uperations
1300-3R IST of Valves Shutdown and Remote Indication Check *ok
1300-3T Pressure Isolation Test of CF-V-4A/B, CF-V-5A/B, and 3
DH-V-22A/8
1300-4A Hydrostatic Test for ISI *x
1300-4C A/B NSRW Pump Functional Test and Valve Operability Test 4/1
1300-4E Nuclear Services Closed Cooling Water Pump and Valve 5
Functional Test During Refuelings
1301-1 Shift and Laily Checks -
1301-4.1 Weekly Surveillance Checks wh
1301-4.4 Borated Water Storage Tank .
1301-4.6 Station Storage Batteries Required Interval - Weekly ek

*Numbers separated by "/" (e.g., 18/25) correspond to the procedures separated by "/" in the procedure number

column; e.g., 1300-3A A/B.
**Test procedure reviewed but did not involve components of interest in data analysis.
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TABLE 3-3 (continued)
Sheet 3 of 7

: Number of Tests
Procedure Number Title Performed®
1301-5.8 Station Batteries Required Interval - Monthly -
1301-6.7 Monitoring of Silt Buildup in River Water Screen Hou<. o
1301-8.2 Diesel Generator Annual Inspection e
1301-9.7 Intake Pump House Floor, Silt Accumulation ok
1301-10.1 Internal Vent Valve Inspection and Exercise o
1301-13.1 Emergency Equipment Readiness -
1302-5.1 and Reactor Coolant Temperature Channels and Pressure/Temperature b
1302-5.5 Comparator
1302-5.2 and RPS High and Low RC Pressure Chanriels Required Interval - e
1302-5.3 Refueling Interval

1302.5-4 Reactor Coolant Flux Flow Comparator Required Interval -

Refueling Interval
1302-5.6 RPS Pump/Flux Comparator and RCP Power Monitor Surveilla-.ce e

Calibration
1302-5.7 High Reactor Building Pressure Channel -
1302-5.8 High and Low Pressure Injection Analog Channels R
1302-5.10 Reactor Building 4 psig Channels Required Interval - *h

Refueling Interval

*Numbers separated by "/" (e.g., 18/25) correspond to the procedures separated by /" in the procedure number
column; e.g., 1300-3A A/B.
**Test procedure reviewed but did not involve components of interest in data analysis.
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TABLE 3-3 (continued)

Sheet 4 of
: Number of Tests
Procedure Number Title Performed®

1302-5.11 Reactor Building 3V psig Pressure Channels Required Interval - *k
Refueling Interval

1302-5.18 High and Low Pressure Injection Flow Channel -

1302-5.19 Borated Water Storage Tank Level Indicator i

1302-5.25 Reactor Building Sump Level Required Interval - i
Each Refueling Period

1302-5.26 UTSG Level Channel Calibration e

1302-5.30 Diesel Generator Protective Relaying Required Interval - 7
Refueling Interval

1302-5.31A 4,160V D and E Bus Degraded Grid Undervoltage Relay System *h
Calibration

1302-5.318 4,160V D and E Bus Loss of Voltage Relay System Calibration

1302-5.31C 4,160V ID Bus Loss of Voltage/Degraded Grid Auxiliary Timer 3
Calibration

1302-5.31D 4,160V 1t Bus Loss of Voltage/Degraded Grid Auxiliary Timer 3
Calibration

1302-5.34 Reactor Trip on Loss of Feedwater/Main Turbine Trip Requirea o
Interval - Refueling Interval

1302-6.3 EFW Flow Instrumentzticn Calibration Required Interval - *h
Refueling

*Numbers separated by "/" (e.g., 18/25) correspond to the procedures separated by "/ in the procedure number

column; e.g., 1300-3A A/B. ' .
**Test procedure reviewed but did not involve components of interest in data analysis.
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TABLE 3-3 (continued)

Sheet 5 of
Procedure Number Title Numﬁz;fgimlsits
1302-6.16 PURV Setpoint and Remote Position Check Required Interval -
Kefueling Interval
1303-1.1 Reactor Coolant System Leak Rate .
1303-4.1 Reactor Protection System 140/Channel
1303-4.11 HPI and LPI Logic and Analog Channels o
1303-4.13 Reactor Building Emergency Cooling and Isolation System Analog we
Channels
E: 1304-4.14 Reactor Building 30 psig Analog Channels
i 1303-4.106 Emergency Power System 200 DGA,
177 DGB
1303-4.17 Main Steam Isolation Valves Required Interval - Monthly wik
1303-4.18 4 kV ES Bus Undervoltage Relay Test Required Interval - Monthly .
1303-4.19 HP! and LPI Analog Channels g
1303-5.1 Reactor Building Cooling and Isolation System Logic Channel and ket

Component Test

1303-5.2 Loading Sequence and Component Test and High Pressure Injection 23
Logic Channel Test

1303-5.5 Control Room Emergency Filtering System Operation Test 7

*Numbers separated by "/" (e.g., 18/25) correspond to the procedures separated by "/" in the procedure number
column; e.g., 1300-3A A/B.
**Test procedure reviewed but did not involve components of interest in data analysis.
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TABLE 3-3 (continued)

Sheet 6 of 7
Procedure Number Title Numgz:fgingits
1303-5.12 Co?trgl Building Emergency Ventilation System Air Distribution okl
es
1303-6.1 Reactor Building Integrated Leak Rate Test 3
1303-8.4 Reactor Building Spray System Compressed Air Test 2
1303-10.1 Reactor Building Purge System Required Interval - No More than *
Unce a Week Prior to Refueling Operation
1303-11.2 Pressurizer Code Safety Valves Setpoint Verification 8
1303-11.3 Main Steam Safety Valves 7
1303-11.8 High Pressure Injection 7
1303-11.9 Rcactor Building Emergency Cooling System 7
1303-11.10 Engineered Safeguards System Emergency Sequence and Power 8
Transfer Test
1303-11.11 Station Batteries Load Test %
1303-11.13 Contro! Room Filtering System Test "W
1303-11.14 Reactor Building Purge Exhaust _
1303-11.16 Decay Heat Removal System Leakage e
(A, D/B, C/E)
1303-11.19 Turbine Overspeed Testing 211/6/6

**Test procedure reviewed but did not involve components of interest in data analysis.
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TABLE 3-3 (continued)

Shee* 7 of 7
Procedure Number Title Num%z;fg:mlzits

1303-11.21 Core Flooding System Valve Uoerability Test 8
1303-11.22 Main Steam Isolation Valves -
1303-11.26 Reactor Building Isolation Valve Cycle Test Required Interval - e

Cold Shutdown
1303-11.27 Makeup and Purification System Leakage Check Z
1303-11.39 Emergency Feedwater Pump Automatic Start 10
1303-11.42 Emergency Feedwater Flow Test From Condensate Storage Tank 3

Surveillance Frequency
1303-11.45 PUORV Setpoint Check *k
1303-11.50 Reactor Building Spray System Leakage Check 5
1303-11.53 Emergency Feedwater Flow *x
1303-11.54 Low Pressure Injection Z
1303-12.3 Venting of MU Pumps and HPI Lines el
1303-12.4 Venting of DH Pumps and LPI Lines e

01616U62386DAR
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TABLE 3-4.

TMI-1 COMPONENT FAILURE RATE DATA BASE

Sheet 1 of 3
WR-] Eapertonce h ' TMI-) Specific Distribution
Designator Component Description Fallure Mode .::: - Sth 95th
Fatlures | (hours/demands) Mean PO Median Pachattie
ACR Atr Compressor Fallure during Operation 7 8.61+4 Mours 9.0!-; 8.10-5 2.82-5 7.49-5 1.24-4
ACS Alr Compressor Faflyre To Start on Demand » 3.29- 3.29-3 2.22-4 1.64-3 1.01-2
AD) Alr brfor =~ Compressed Afr System Fatlure during Operation [} B8.61+4 Wours 1.69-7 1.66-7 1.85-3 9.15-8 4.24-7
AR Alr Filter (venttlation) Fatlure during Operation - 5.83-6 5.83-6 1.90-7 1.87-6 1.78-§
AF2 Adr Filter }o!l removal) Fatlure during Operation - 1.76-5 1.76-5% §.7327 5.62-6 5.37-5
AF3 Afr Filter (compressed afr system) Fatlure during Operation - 3.5¢-5 3.54-5 1.15-6 1.13-§ 1.08-4
C Battery Charger Fatlure during Operation 9 5.17+5 Mours 1.86-5 1.63-5 8.49-6 1.35-5 2.83-5
BISF Bistable Fatlure To Cperate on Demand » 4.40-5 4.40-5 2.89-6 1.95-§ 1.27-4
870 Battery (125v OC) Fatlure of Qutput during Operation 5 1.72+5 Hours 7.53-7 1.29-5 6.02-6 1.18-§ 2.38-5
370 125 Battery Fatlure of Output on b 4.84-4 4.84-4 7.51-5 3.26-4 1.15-3
Bus Electrical Bus Fatlure during Operation i 4.58-7 4.96-7 7.73-8 3.36-7 1.17-6
CBIFC Circult Breaker (AC 480V and adove) Fallyre To Close on Demand . 1.61-3 1.61-3 2.80-4 1.22-3 3.23-)3
CBiFO Circutt Breaker (AC 480V and above Fatlure To Open on Demand ® 6.29-4 6.495-4 5.95-% 3.67-4 1.41-3
(43R0 Circuit Breaker (AC 480V and above Transfers Open during Operation - 8.28-7 8.23-7 5.08-8 3.95-7 2.36-6
CB2FC Circuit Breaker (AC 480V and above Faflure To Close on nd - 2.27-4 2.27-4 6.48-6 8.89-5 6.52-4
cszr0 Circult Breaker (AC or OC, LY. 480V) Transfers Open during Operstion b 2.68-7 2.68-7 2.50-8 1.41-7 9.11-7
(€212 Circuft Bresker (reactor trip) Faflure Yo Open on Demand 1 876 Demands 4.66-3 2.50-3 1.04-3 2.32-2 4.72-3
CFR Single Contro) Rod Assembly Fallure on Demand 0 610 Demands 3.20-5 3n-s 1.80-6 1.41-5 1.07-4
CvF Cavitating Yentord Fatlure during.Operatign bt 2.66-6 2.66-6 8.68-8 8.52-7 8.14-6
0GS Diesel Generator Fatlyre To Start on Demand L] 869 Demands 2.14-2 1.58-2 1.04-2 1.51-2 2.38-2
DGR Otesel Gererator Fatlure durfng First Hour of Operatfon 6 983 Hours 1.70-2 6.58-3 3.48-3 6.84-3 1.13-2
0GR2 Diese! Generator Fallure after First Hour of Operation - 2.50-3 2.50-3 2.43-4 1.60-3 5.80-3
0 Pacumatic Damper Fatlure Yo Operate on Demand - 1.52-3 1.52-3 2.83-4 1.14-3 3.16-3
or Pneumatic Damper Transfers Open/Closed during Operation - 2.67-7 2.67-7 1.78-8 1.20-7 6.71-7
02T Fire Damper Inadvertent Actuation b 4.20-8 4.20-8 1.65-9 1.41-8 1.31-7
DIF Gravity Damper Fatlure To Operate on Demand . 1.52-3 1.52-3 2.83-4 1.18-3 3.16-3
EFVCC EFW Valve Control €7 cute Feilure on Demand » 2.41-4 2.41-4 1.39-5 1.10-4 7.67-8
CFENAB EFW Enadle Faflure during Operativn - 4.54-5 4.54-5 5.35-6 2.75-% 1.37-4
EFACT EFW Actuation Cir uit Fatlure on Demand > 2.41-4 2.41-4 1.39-5 1.10-4 7.67-4
EFwLSW EFW Leve) Switcr Fatlure during Operation » 5.65-6 5.69-6 2.70-% 5.22-6 9.94-6
£Fus! €FW Stgnal Isr ator Fallyre during Operation - 8.75-6 8.75-6 2.25-6 6.90-6 2.06-5
£FSIG EFu Actustte _ontrol Stignal Fatlure during Operation » 2.07-5 2.07-5 6.89-6 1.57-% 4.60-5
(JF Expansion int Fatlure during Operation b 1.64-6 1.64-6 1.00-8 2.24-7 6.96-6
FCO Feedwater and/Auto Statton Fallure To Switch to Manual Control on & 8.07-4 8.07-4 8.94-5 4.46-4 2.15-3
Demand

FCs Feedwater Mand/Auto Station Fatlure during Operation o 1.30-§% 1.30-§ 1.44-6 7.20-6 1.47-5
Fsp River Water Screen Plu'l durt ration 0 12 Hours 1.18-1 4.51-2 2.00-3 2.35-2 9.47-2
FT Flow Transmitter Fatlyre during Operation - 6.25-6 6.25-6 6.03-7 4.18-6 1.41-§
Fum 1CS Feedwater Module Fallyre during Operation - 1.30-4 1.30-4 1.44-5 7.20-5 3.47-4
FI Fuse Fallure during Operation ® 9.20-7 $.20-7 2.83-8 3.16-2 2.83-6
Fir Ventilation Fan Fallyre during Operation 13 2.58+5 Hours 7.89-6 3.63-5 2.37-5 3.39-§ $.27-5
Fis Ventilation Fen Fatlure To Start on Demand 5 932 Demands 4.04-4 2.94-2 8.56-4 2.28-] $.87-3
Wxp Heat Eachanger '!2: during Operation ] 1.59+6 Wours 1.95-6 7.49-7 1.4127 §.82-7 1.53-6
HIR Heat Exchanger Lesks/Ruptures during Operation [} 1.59+6 Wours 1.95-6 7.45-7 1.41-7 5.82-7 1.53-6
Imm ICS Integrated Mastsr Module Fatlure during Operatio~ * s.-5 $.21-5 5.78-6 2.88-5 1.39-4
Ny Inverter Fatlure during Operation - 1.83-5 1.83-5 1.73-6 1.14-5 4.16-5
LC Stesm Generator Water Leve)l Controller | Fallure during Operation - 2.66-5 2.66-5 8.68-7 8.52-6 8.14-5

*No plant-specific data collected,
NOTE: Exponential notation 1s indiceted 1n abbreviated form; 1.e., 8.61+4 = §.6" x 10%; 9.81-5 = 9.81 x 10°5,

[T AT NN

"a




62-¢

TABLE 3-4 (continued)

Sheet 2 of 3
™I-) 1f1c Distribution
TMI-1 Experience PR JpuiTaE e
Desfgnator Component Description Faflure Mode e m o
Follpreniy iasess "3 - Percentile S Percentile

LS E5AS Load Sequencer Fallure To Operate on Demand . 2.40-6 2.40-6 7.84-8 7.69-7 7.34-6
LW Limit Switch Fatlure To Operate on Demand bt 4.28-4 4.28-4 6.83-5 2.83-4 1.10-1
Ly Leve)l Transmitter Fatlure during Operation . 1.57-5 1.57-§ 3.51-6 1.12-% 3.38-5
“Wr Manua) Loader Fallure during Operaifon » 2.66-5 2.66-5 8.68-7 8.52-6 8.14-5
e Reactor Butlding Spray Nozzles Plug during Operation . 7.06-8 7.06-8 2.70-9 3.02-8 2.00-7
OGF Offsite Grid Fatlyre on Demand, glven Plant Trip » 2.66-4 2.66-4 8.68-6 8.52-5 8.14-4
4] Pushbutton Switch Fall To Operate on nd . 2.40-5 2.40-5 8.29-7 7.90-6 7.32-5
(2] Piping, GE, 3-inch Diameter Fallure per Section - 8.60-10 8.60-10 1.98-12 1.80-10 2.02-9
PP2 Piping, < 3-Inch Diameter Fatlure per Secti.a per Wour » 8.60-9 8.60-9 1.98-11 1.80-9 2.02-8
PS Power Supply Fallure during Operation . 1.71-5 1.71-§ 1.18-6 7.25-6 4.39-5
PSe Pressure Switch Faflure To Operate on Demand " 2.69-4 2.69-4 1.4)-5 1.25-4 7.69-4
Pr Pressure Transmitter Fatlure during Operation i 1.57-% 1.57-§% 3.51-6 1.12-% 3.34-§
s Normally Operating Motor-Driven Pump Faflure To Start on Demand 2 393 Demands 2.35-3 3.49-3 8.61-4 2.67-3 8.16-3
PIR Normally Operating Motor-Oriven Pump Failure during Operation 0 1.56+5 Hours 3.36-5 6.69-6 1.27-6 4.76-6 1.45-8
P2s Standdy Motor-Driven Pump Fatlure To Start on Demand 3 1731 Demands 3.29-3 1.83-3 5.29-4 1.69-3 2.96-3
PR Standdy Motor-Driven Pump Fatlure during Operation 6 1.07+5 Wours 3.42-5 4.48-5 2.06-5 3.84-5 6.93-5
PIES Turdine-Driven fmergency Feed Pump Fatlure To Start on Demand 0 119 Demands .3-2 in-2 §.75-3 2.50-2 2.10-2
PR Turbine-Oriven Emergency Feed Pump Fatlure To Run 0 33 Demands 1.03-3 9.30-4 5.98-5 4.46-4 2.52-3
Pis Turbine-Driven Main Feed Pump Fatlure To Start 2 120 Demands 3-3-2 2.23-2 7.49-3 2.03-2 3.78-2
PR Turdine-Oriven Main Feed Pump Failure during Operation 3 6.36+4 Nours 1.03-3 6.90-5 2.70-5 6.04-5 1.25-4
Pas Normally Operating River Water Pump Fatlure To Start 2 430 Demands 2.35-3 3.05-3 71.58-4 2.80-3 5.99-3
PaRr Normally Operating River Water Pump Fallure during Operation B 1.18+5 Hours 3.36-5 3.02-5% 1.22-5 2.45-5 5.30-5
PSS Standdby River Water Pump Fatlure To Start 4 814 Demands 3.29-3 4.11-3 1.46-3 3.58-3 7.20-3
PSR Standb; River Water Pump Failure during Operation = 5.45+4 Wours 3.42-5 4.41-5 1.27-8 3.9%-5 8.56-5
P6sS Vacuum Pump Fatlure To Start - 2.35-3 2.35-3 2.51-4 1.44-3 6.42-3
PER Vacuum Pump Fatlure To Run - 3.36-5 3.36-5 2.75-6 1.64-5 9.00-5
RO Relay Fatlure To Operate on Demand o 2.41-4 2.41-4 1.41-5 1.35-4 6.40-4
ug “hlo Fatlure during Operation L 4.20-7 4.20-7 2.83-0 1.90-7 1.41-6
RSC Reactor Sump Clogs/Fatls during Operation - 1.00-5 1.00-5 3.46-7 3.29-6 3.05-5
F Service Water Strainer Failure during stion 2 6.02+5 Hours 6.21-6 3.23-6 7.44-7 2.50-6 6.06-6
IF Seal Inj:ction Line Filter Plugging during ration - 3.23-6 3.23-6 3.58-7 1.79-6 8.59-6
SMF Signal modifier Faflure cduring Operation ® 2.94-6 2.94-6 4.66-7 2.04-6 6.42-6
STC Shunt Trip Cofd Fatlure To Operate on Oemand s 1.40-4 1.40-4 3.27-8 1.05-4 2.94-8
1CF Timing Circuit Fatlure To Operate on Demand - 2.40-6 2.40-6 7.84-8 7.69-7 7.34-6
100 Time Delay Relay Fatlyre To Operate on Demand o 2.41-4 2.4)-4 1.41-5 1.35-4 6.40-4
1€ Temperature £lement Fatllure during Operation b 7.50-7 7.50-7 1.67-8 1.99-7 2.31-6
Tes Turdbine Exhaust Boot Fatlure during Operation o 2.66-6 2.66-6 8.68-8 8.52-7 8.14-6
™ Temperature Moaitor Loop No Output % ) . J.a-6 J.41-6 3. 14-8 5.67-7 1.02-5
R Tank Rupture during Operation 0 6.89+5 Hours 2.66-8 2.45-8 7.59-10 1.0¢-8 6.86-8
uo IS Unit Load Demand Module Fatlyre during Operation . 1.43-4 1.43-4 1.58-% 7.91-§ J.81-4
ves Ventilation Chiller Fatlure To Start on Demand 5 375 Oemanas 8.07-3 1.-2 4.72-3 1.02-2 2.00-2
YCR Ventilation Chiller Failyre during Operstion 3 8.61+4 Hours 9.44-5 4.86-5 2.27-% 4.33-5 7.80-5
VIF Motor-Operated Yalve Fatlure To Operate on Demand 50 1.42+4 Demands 4.30-3 3.51-3 2.78-3 3.40-3 4.25-3
nr Motor-Operated valvs Transfers /Closed during Operation - 9.27-8 9.27-8 1.03-8 5.02-8 2.37-7
v2F Solenoid valve Fatlure To rate on Deman » 2.43-3 2.43-3 7.64-5 9.79-4 6.94-3
w21 Solencid Yalve Trensfers Open/Closed during Operation ] 8.12+5 Mours 1.27-6 4.947 3.09-8 2.83-7 1.41-6

*No plant-specific data collected,
JOTE: Exponential notatfon 1s fndicated fn sddreviated form; f.e., 2.40-6 = 2,40 x 10°6; ) 56+5 « 1.56 x 105,
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TABLE 3-4 (continued)

Sheet 3 of 3
™I-Y ffic Distributd
TMI-1 Experience A SORERS T SH T
Designator Component Description Fatlure Mode i
Fatl (hours/demands ) — Mean bl Median i
SRS g y Percentile Percentile
VIF Afr-Operated Valve Fatlure To Operate on Demand 7 2.72+3 Demands 1.52-3 2.16-) 1.40-3 2.13-3 3.43-3
Vim Alr-Operated Valve Fatlure To Modulate to Control Pressure - 1.62-2 1.62-2 3.99-3 1.20-2 3.50-27
vir Afr-Operated Valve Transfers Open/Closed during Operation ? 1.56+6 Mours 2.67-7 3.24-6 1.36-6 2.87-6 4.78-6
¥arc Atr-Operated Yalve Transfers Open/Closed during Operation 0 1.72+8 Mours 2.67-7 2.62-7 1.50-8 1.10-7 7.85-7
ViFp Alr-Operated Valve Fatlure To Transfer to Fatled Position i 2.66-4 2.66-4 7.57-6 1.04-4 7.62-4
VaF Electrohydraulic Valve Fatlure To Operate on Demand * 1.52-3 1.52-3 2.83-4 1.14-3 3.16-3
varv Electrohydraulic Valve Transfers /Closed during Operation - 2.67-1 2.67-7 1.78-8 1.20-7 6.1-7
V6F Stop Check Valve Fallure To Operate on Demand 9.13-4 9.13-4 7.01-% 4.21-4 2.35-3
Y&y Stop Check Valve Transfers Open/Closed during Operation Ly 1.04-8 1.04-8 2.43-9 7.80-9 2.19-8
NIF Check Valve (other than stop) Fatlure To Operate on Demand 1 4.96+3 Demands 2.69-4 2.11-4 7.14-5 1.4)-4 3.72-4
VIFI Check Valve (intermediate cooling) Fatlure To Operate on Demand 1 276 Demands 2.69-4 5.09-4 1.37-4 2.45-4 1.41-3
VIFR Check Valve (river water) Fatiure To Operate on Demand 10 3.48+3 Demands 2.96-4 2.08-3 1.16-3 1.79-3 3.22-3
VL Check Valve (other than stop) Gross Reverse Leakage during Operation 1 2.04+5 Mours 5.36-2 9.78-7 1.41-7 $.45-7 2.56-6
VIt Check Yalve (intermediate cooling) Gross Reverse Leskage during Operatton 7 3.18+4 Wours 5.36-7 1.91-4 8.53-5 1.62-4 3.05-4
VLR Check Valve (river water) Gross Reverse Leakage during Operation 1 1.40+5 Mours 5.36-7 1.06-6 1.43-7 5.66-7 2.86-6
VIR Check Yalve Gross Reverse Leakage during Operation . 7.24-5 7.24-5 1.20-6 1.65-5 2.22-4
Y Check Valve (other than stop) Transfers Closed; Plugs during Operation 1] 1.23+6 Mours 1.04-8 1.03-8 2.43-9 7.80-9 2.15-8
vITt Check Valve (intermediate cooling) Transfers Closed: Plugs during Operation 0 1.91+5 Mours 1.04-8 1.04-8 2.43-9 7.8¢-9 2.18-8
VTR Check Valve (river water Transfers Closed; Plugs during Operation) )] 1.7448 Wours 1.04-8 1.04-8 2.43-9 7.80-9 2.18-8
var Manual Yalve Fatlure To Open on Demand . 7.40-4 7.40-4 1.80-4 4.86-4 1.89-3
var Manual Yalve Transfers /Closed during Operatton 0 9.47+6 Mours 4.20-8 2.14-8 1.41-9 1.41-8 §.66-8
or Reltef lo’ln (other than PORY or Fatlure To n on Demand - 2.42-5 2.42-5 7.55-7 9.72-6 6.92-5
safe
V90 l.llclw:ln (other than PORY or Premature Open . 6.06-6 6.06-6 1.08-6 3.94-6 1.73-5
safuty
VIOFS Press. “fzer Safety Valve Fatlure Yo Open on Demand (passing 131 Demands 3.28-4 2.92-4 1.34-5 1.41-4 8.98-4
steam
VIOFW Pressuriier Safety Valve ﬁnun)lo Open on Demand (passing 131 Demands 3.28-4 2.92-4 1.38-5 1.41-4 8.98-4
water
VIORS Pressurizer Safety Valve Fatlure To Reseat on Demand (passing 0 131 Demands 2.87-3 1.53-3 8.84-5 1.07-3 4.30-3
steam
V10RW Pressurizer Safety Valve Fatlure To Reseat on Demand (passing * 1.01-1 1.01-) 2.88-3 1.20-1 2.50-1
water)
viI07 Pressurizer Safety Valve Transfers Open/Closed . 3.03-6 3.03-6 5.38-7 1.97-6 8.65-6
VIIFS PORY Faﬂurc)h Open on Demand (passing 0 18 Demands 4.27-3 4.10-3 9.95-4 3.20-3 8.28-3
steam
vIIFe PORY Fatlure To Open on Demand (passing 0 18 Demands 4.27-3 4.10-3 9.95-4 3.20-3 8.28-3
water)
Y1IRS PORY Fatlure To Open/Reseat on Demand 1] 18 Demands 2.50-2 2.C5-2 5.85-3 1.77-2 3.85-2
(nassing steam)
V1R PORY h(ﬂun To Reseat on Demand 0 18 Demands 1.01-1 1.00-1 2.88-3 1.20-1 2.50-1
passing water) .
mr PORY Transfer Closed during Operation * 3.03-6 3.03-6 §.38-7 1.97-6 8.65-6
Yi2F Turtina Stop/Control Velve Fatlure To Operate on Demand . 1.25-4 1.25-4 2.92-5 9.37-§ 2.63-4
vyt Pressure Controlled Regulating Valve Transfer Closed during Operation = 1.6%-5 1.69-5 1.88-6 9.37-6 4.51-%
VI4F Atr Compressor Transfer Valve Fallure to Operate on Demand - 1.582-3 1.52-) 2.85-4 1.03-3 3.57-3
Ys Y-Type Stratner Fatluyre during Operation . 2.66-6 2.66-6 8.68-8 8.52-7 8.14-6
0F Transformer (GST/UAT/RAT) Fatlure during Operation 0 1.72+5 Mours 1.56-6 1.26-6 2.83-7 9.89-7 2.45-6
X2F tron.fo;sv)lsuuon Service/480V Fatlure during Operation ] 1.38+6 Mours 6.87-7 4.28-7 7.06-8 3.46-7 8.37-7
to 4, v
X3 !rmsn’;mr (instrument/120V to Faflure during Operation - 1.85-6 1.55-6 7.44-8 6.57-7 4.18-6
480v

*No plant-specific deta collected.

NOTE: Exponentfal notation fs fndicated in abbreviated form; f.e., 2.72¢3 = 2,72 x 103; 1.52-3 = 1.52 x 1073,
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TABLE 3-5. TMI-1 COMPONENT COMMON CAUSE PARAMETER DATA BASE
Sheet 1 of 3
Distribution
Designator Parameter Component Failure Mode " Sth S 95th
» Percentile ot Percentile
BACR Beta Factor Air Compressor Fails during Operation 5.00-2 5.11-3 2.98-2 1.28-1
BACS Beta Factor Air Compressor Fails To Start on Demand 1.00-1 1.02-2 6.98-2 2.49-1
BBISF Beta Factor Bistable Fails To Operate on Demand 5.00-2 5.11-3 2.98-2 1.28-1
BCB4FO Beta Factor Circuit Breaker (R.T.) Fails To Open on Demand 1.85-1 9.74-2 1.76-1 2.58-1
BDGS Beta Factor Diesel Generator Fails To Start on Demand 4.93-2 2.51-2 4.65-2 7.01-2
BDGR1 Beta Factor Diesel Generator Fails during First Hour of 4.09-2 1.59-2 3.75-2 6.39-2
Operation
BDGR2 Beta Factor Diesel Generator Fails after First Hour of 4.09-2 1.59-2 3.75-2 6.39-2
Operation
BDIF Beta Factor Pneumatic Damper Fails To Operate on Demand 1.00-1 1.02-2 6.98-2 2.49-1
BFIR Beta Factor Ventilation Fan Fails during Operation 5.00-2 5.11-3 2.98-2 1.28-1
BF1S Beta Factor Ventilation Fan Fails To Start on Demand 5.00-2 5.11-3 2.98-2 1.28-1
BHXP Beta Factor Heat Exchanger Plugs during Operation 5.00-2 5.11-3 2.98-2 1.28-1
BP1S Beta Factor gor-ally Operating Motor-Driven Fails To Start on Demand 5.63-2 9.06-3 4.72-2 1.07-1
ump
BPIR Beta Factor :ornal]y Operating Motor-Driven Fails during Operation 1.39-2 8.20-4 9.47-3 3.38-2
ump
BP2S Beta Factor Standby Motor-Driven Pump Fails To Start on Demand 1.62-1 8.44-2 1.54-1 2.28-1
BP2R Beta Factor Standby Motor-Driven Pump Fails during Operation 3.35-2 5.25-3 2.80-2 6.41-2
BP3S Beta Factor Turbine-Driven Pump Fails To Start on Demand 2.43-2 6.05-4 1.48-2 6.39-2
BP3R Beta Factor Turbine-Driven Pump Fails during Operation 3.17-2 1.82-3 2.16-2 7.67-2
BP4S Beta Factor gor-ally Operating River Water Fails To Start on Demand 5.63-2 9.06-2 4.72-2 1.07-1
ump
BP4R Beta Factor :or-ally Operating River Water Fails during Operation 1.39-2 8.20-4 9.47-3 3.38-2
ump g
BPSS Beta Factor Standdby River Water Pump Fails To Start on Demand 5.63-2 9.06-3 4.72-2 1.07-1
Bi SR Beta Factor Standby River Water Pump Fails during Operation 1.39-2 8.20-4 9.47-3 3.38-2

NOTE:

Exponential notation is indicated in abbreviated form: i.e, 5.00-2 = 5.00 x 10-2,



TABLE 3-5 (continuec)

Sheet 2 of 3
Distribution
Designator Parameter C nent
9 ompo Failure Mode S Sth S 95th
Percentile Percentile
BS Beta ~actor EFW Pump (pump portion) Fails To Start on Demand 2.56-2 6.37-4 1.56-2 6.71-2
BR Beta Factor EFW Pump (pump portion) Fails during Operation 3.42-2 1.97-3 2.34-2 8.26-2
BRD Beta Factor Relay Fails To Jperate on Demand 1.00-1 1.02-2 6.98-2 2.49-1
BSF Beta Factor Service Water Strainer Fails during Operation 1.00-1 1.02-2 6.98-2 2.49-1
BTDD Beta Factor Time Delay Relay Fails To Operate on Demand 5.00-2 5.11-3 2.98-2 1.28-1
BVCS Beta Factor Ventilation Chiller Fails To Start on Demand 5.00-2 5.11-3 2.96-2 1.28-1
BVCR Beta factor Ventilation Chiller Fails during Operation 1.00-1 1.02-2 6.98-2 2.49-1
BVIF Beta Factor Motor-Operated Valve Fails To Operate on Demand 8.07-2 6.29-2 7.99-2 9.41-2
BY6F Beta Factor “top Check valve Fails To Operate on Demand 1.00-1 1.02-2 6.98-2 2.49-1
BV9F oota Factor Re;i:f)\lalve (not PORV or Fails To Oper on Demand 1.00-1 1.02-2 6.98-2 2.49-1
safety
o BVI1OFS Beta Factor Pressurizer Safety valve Fails To CUpen on Demand (steam) 5.00-2 5.11-3 2.98-2 1.28-1
o BVIOFW Beta Factor Pressurizer Safety valve Fails To Open on Demand (water) 5.00-2 5.11-3 2.98-2 1.28-1
. BVIORS Beta Factor Pressurizer Safety valve Fails To Reseat on Demand (steam)| 5.00-2 5.11-3 2.98-2 1.28-1
BVIORW Beta Factor Pressurizer Safety Valve Fails To Reseat on Demand (water)| 5.00-2 5.11-3 2.98-2 1.28-1
GACR Gamma Factor Air Compressor Fails during Operation 5.00-1 2.11-1 5.20-1 7.60-1
GACS Gamma Factor Air Compressor Fails To Start on Demand 5.00-1 2.11-1 5.20-1 7.60-1
GBISF Gamma Factor Bistable Fails To Operate on Demand 5.00-1 2.11-1 5.20-1 7.60-1
GCB4FO Gamma Factor Circuit Breaker (R.T.) Fails To Open on Demand 4.29-1 1.77-1 4.08-1 6.27-1
GFIR Gamma Factor Ventilation Fan Fails during Operation 5.00-1 2.11-1 5.20-1 7.60-1
GF1S Gamma Factor Ventilation Fan Fails To Start on Demand 5.00-1 2.11-1 5.20-1 7.60-1
GHXP Gamma Factor Heat Exchanger Plugs during Operation 5.00-1 2.11-1 5.20-1 7.60-1
GP1S Gamma Factor Normally Operating Motor- Fails To Start on Demand 2.50-1 7.18-5 1.81-1 5.84-1
Driven Pump
GPIR Gamma Factor Normally Operating Motor- Fafls during Operation 5.26-1 4.23-2 4.88-1 9.21-1
Driven Pump
GP2S Gamma ractor Standby Motor-Oriven Pump Fails To Start on Demand 3.66-1 1.37-1 3.44-1 5.56-1
GP2R Gamma Factor Standby Motor-Driven Pump Fails during Operation 2.49-1 8.12-3 1.80-1 5.81-1

NOTE: Exponential notatfon is ¥ndicated in abbreviated form; f.e, 2.56-2 = 2.56 x 10-2,
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TABLE 3-5 (continued)

Sheet 3 of 3
Distribution
Designator Parameter Compcnent Failure Mode v Sth s 95th
Percentile Percentile

GP4S Gamma Factor Normally Operating River Fails To Start on Demand 2.50-1 7.18-5 1.81-1 5.84-1
Water Pump

GP4R Gamma Factor Normally Operating River Fails during Operation 5.26-1 4.23-2 4.88-1 9.21-1
Water Pump

GRD Gamma Factor Relay Fails To Operate on Demand 5.00-1 2.11- 5.20-1 7.60-1

GTDD Gamma Factor Time Delay Relay Fails To Operate on Demand 5.00-1 2.11- 5.20-1 7.60-1

GVIF Gamma Factor Motor-Operated Valve Fails To Operate on Demand 2.01-1 1.23- 1.94-1 2.64-1

GVOF Gamma Factor Relief valve (not PORV or Fails To Open on Demand 5.00-1 2.11-1 5.20-1 7.60-1
or safety)

GVIO0RS Gamma Factor Pressurizer Safety valve Fails To Reseat (steam) 5.00-1 2.11-1 5.20-1 7.60-1

NOTE: Exponential notation is indicated in abbreviated form; 1.e, 2.50-1 = 2.50 x 10-7.
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TABLE 3-6. TMI-1 COMPONENT MAINTENANCE FREQUENCY

Sheet 1 of 2
i3 Eagartance® kil TMI-1 specific Distribution
Designator Component Mean
Mean 5th 95th
Py, —— e (events/hour) | Percentile — Percentile
MFCD1 Main Steam ADV 6 6.36+4 2.75-5 3.25-5 2.23-5 3.10-5 4.08-5
MFCD2 Pressurizer Spray Valve 2 9.54+4 2.75-5 2.68-5 1.81-5 2.55-5 3.45-5
MFCF1 Reactor Building Fan 41 9.54+4 2.19-4 4.02-4 2.94-4 3.85-4 4.89-4
MFCF2 Motor-Operated Cooler Inlet Valve o 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFCF3 Motor-Operated Cooler Outlet Valve - 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFCF4 Reactor Building Cooling Unit e 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFCFS Reactor River Water Pump 73 6.36+4 8.42-5 1.06-3 8.44-4 1.03-3 1.24-3
MFCFé Motur-Operated River Water Discharge Valve i 2.75-5 2.75-5 1.85-£ 2.62-5 3.67-5
MFCF7 Reactor River Pump Minimum Flow Valve s 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFCF8 Reactor River Strainer 2 6.36+4 2.19-4 7.38-5 4.06-5 6.53-5 1.21-4
MFCF9 RR-V5 i 2.75-5 1.85-5 2.62-5 3.67-5
MFCF10 Fan Motor Cooler e 2.75-5 1.85-5 2.62-5 3.67-5
MFCIN Letdown Isolation Valve 2 9.54+4 2.75-5 2.68-5 1.81-5 2.55-5 3.45-5
MFCS1 Reactor Building Spray Pump i 1 6.36+4 2.19-4 1.78-4 1.15-4 1.75-4 2.47-4
MFCV1 Control Tower Instrument Air Compressor 13 1.27+5 1.08-4 6.80-5 1.16-4 1.46-4
MFCV2 Control Building Fan 32 1.27+5 2.19-4 2.33-4 1.70-4 2.30-4 2.75-4
MFCV3 Chilled Water Train (pump and chiller) 17 6.36+4 2.19-4 2.53-4 1.60-4 2.43-1 3.39-4
MFC31 MU-V26 - 2.75-5 1.85-5 2.62-5 3.67-5
MFC32 MU-v25 i 2.75-5 1.85-5 2.62-5 3.67-5
MFDAI Station Battery 0 6.36+4 2.75-5 2.55-5 1.77-5 2.44-5 3.35-5
MFDA2 Battery Charger 2 1.91+5 2.75-5 2.44-5 1.77-5 2.33-5 3.15-5
MFDH1 DHR Pump 30 6.36+4 8.42-5 3.41-3 2.43-4 3.27-4 4.41-4
MFDH2 DHR Cooler *h 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFDH3 DHR MOV 10 1.26+5 2.75-5 3.49-5 2.46-5 3.35-5 4.60-5
MFDH4 LPI/HPI Cross-Connect Strainer 5 6.36+4 2.19-4 1.10-4 5.74-5 1.06-4 1.60-4
MFEF] EFW Pump 24 9.54+4 2.19-4 2.43-4 1.79-4 2.42-4 3.14-4
MFEF2 EFW P_r Steam Supply vValve 10 1.59+5 2.75-5 3.35-5 2.35-5 3.26-5 4.16-5
MFEF3 EFW Logic Channel - 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFFW] Condensate Pump 19 9.54+4 1.26-4 1.76-4 1.14-4 1.68-4 2.30-4
MFFW2 Condensate Booster Pump 36 9.54+3 1.26-4 3.19-4 2.37-4 3.09-4 4.00-4
MFGA] Diesel Generator 102 6.36+4 2.75-5 1.57-3 1.29-3 1.53-3 1.82-3
MFGA2 Fuel 0i1 Transfer Pump e 6.36+4 2.75-5 2.77-5 1.94-5 2.65-5 3.66-5
MFHAL DHRW Pump 78 6.36+3 8.42-5 1.13-3 9.28-4 1.12-3 1.32-3
MFHA2 DHRW Discharge Valve i 2.75-5 2.75-5 1.85-5 2.52-5 3.67-5
MFHA3 River Water Strainer 5 6.36+4 2.19-4 1.10-4 5.74-5 1.08-4 1.61-4
MFHAG Decay Heat Cooler 5 1.27+5 2.75-5 2.90-5 2.00-5 2./8-5 3.84-5
MFHAS Decay Heat CCW Pump 14 6.36+4 8.42-5 1.58-4 9.93-5 1.58-4 2.21-4
MF HAG Decay Heat Service Cooler (scheduled) bt 2.75-5 1.85-5 2.62-5 3.67-5
MFHL] DH-V3 2 3.18+44 2.75-5 2.88-5 1.97-5 2.75-5 3.87-5
MFHP] Normally Running Makeup Pump 14 3.18+4 1.26-4 2.84-4 1.87-4 2.79-4 3.96-4

*TMI-1 experience is based on the maintenance events documented on maintenance summary sheets (Appendix C).
**No plant-specific data collected.

NOTE: Emal notation is indicated in abbreviated form; i.e, 6.36+4 -‘ x 10%; 2.75-5 = 2.75 x 105,
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TABLE 3-6 (continued)

Sheet 2 of 2
PE-1 Expericnce® e TMI-1 Specific Distribution
Designator Component . ) : n:a nh % Mean Sth s 95th
- 2 e b {events/hour) Percentile o percentile
MFHPA Maintenance Frequency - Two MU Pumps il 2.75-5 1.85-5 2.62-5 3.67-5
under Maintenance
MFHP2 Standby Makeup Pump 27 6.36+4 8.42-5 3.07-4 2.19-4 2.92-4 3.98-4
MFNSTL NSRW Pump - Long Duration 8 9.54+4 2.75-5 3.37-5 2.33-5 3.28-5 4.28-5
MFNSTS NSRW Pump - Short Duration 86 9.54+4 1.26-4 8.71-4 7.20-4 B8.61-4 G.74-4
MFNS2 MOV -t 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFNS3 NSCCW Pump 23 9.54+4 1.26-4 2.10-4 1.49-4 2.03-4 2.70-4
MFNS4 Single Auxiliary Building 12 1.27+5 2.19-4 1.10-4 6.78-5 1.05-4 1.48-4
MFNSS Nuclear Services Cooler 0 3 e 2.75-5 2.65-5 1.77-5 2.52-5 3.45-5
MFOP1 Auxiliary Station Service Transformer ninl 1.26-4 i.26-4 5.46-5 1.10-4 2.15-4
MFPO1 Frequency that PORV Is Declared Inoperable e 2.75-5 2.75-5 1.85-5 2.52-5 3.67-5
with Reactor at Power
MFPO2 Frequency that PORV Block Valve Is Declared aed 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
Inoperable with Reactor at Power
MFRT] RPS Channel -t 8.42-5 8.42-5 3.65-5 7.34- 1.44-4
MFSE] ICCW Pump 5 6.36+4 1.26-4 9.74-5 5.36-5 9.30-5 1.44-4
MFSR1 Sump Isolation Valve 0 0 2.75-5 2.75-5 1.85-5 2.62-5 3.67-5
MFSR2 DH-V5 ek 2.75-5 1.85-5 2.62-5 3.67-5

*TMI-1 experience is based on the maintenance events documentes on maintenance summary sheets (Appendix C).
**No plant-specific data collected.

NOTE: Exponential notation fs indicated in abbreviated form; 1.e, 6.36+4 = 6.36 x 10%; 2.75-5 = 2.75 x 10-5,
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TABLE 3-7. TMI-1 MEAN MAINTENANCE DURATION DATA BASE

Sheet 1 of 2
" — -
Senarke ‘MI-1 Specific Distribution
Designator Component Mean
! = ( ho:rs ) - s Median S
{hours) | Percentile Percentile
MDCD1 Main Steam ADYV 5.6 1.3/41 6.70+0 1.59+1 1.70¢1
MDCD2 Pressurizer Spray Valve 5.6 6.48+0 3.57+0 5.58+0 1.12+1
MDCF1 Reactor Building Fan <0.9 1.7441 1.57+1 1.60+1 2.14+)
MOCF2 Motor-Operated Cooler Inlet Valve 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDCF3 Motor-Operated Cooler Outlet Valve 5.6 5.56+0 3.20+0 5.48+0 7.53+0
MODCF4 Reactor Building Cooling Unit 20.9 2.09+1 1.23+1 1.90+1 2.7941
MDCFS Reactor River Water Pump 20.9 1.46+1 1.1541 1.42+1 1.82+]1
MUCF 6 Motor-Operated River Water Discharge 5.6 5.56+0 3.20+0 5.48+0 7.50+0
Valve
MDCF?7 Reactor River Pump Minimum Flow Valve 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MOCF8 Reactor River Strainer 20.9 2.05+] 1.07+1 1.80+]1 3.26+1
MOCF9 RR-V5 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDCF10 Fan Y¥ctor Cooler 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDCIN Letdown Isolation Valves 5.6 8.85+0 4.39+0 7.60+0 1.30+]
MDCS1 Reactor Building Spray Pump 20.9 1.70+1 1.04+1 1.61+] 2.36+1
MDCV1 Instrument Air Compressor 20.9 2.04+1 1.91+1 1.92+1 2.48+1
MDCV2 Control Building Fan 40.4 2.49+1 1.82+1 2.23%1 3.51+1
MOCV3 Chilled Water Train (pump and chiller) 40.4 3.29+1 1.91+1 2.7641 5.85+1
MDC31 MU-V26 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDC32 MU-V25 5.6 5.56+0 3.20+0 5.48+0 7.50+C
MDDA1 Station Battery 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDDA2 Battery Charger 5.6 4.74+0 3.03+¢ 4.35+0 7.02+0
MDDH1 DHR Pump 20.9 1.29+1 1.04+] 1.24+1 1.56+1
MDOH2 DHR Cooler 20.9 2.09+1 1.23+] 1.90+1 2.79+1
MDDH3 DHR MOV 58 1.18+] 6.32+0 1.17+1 1.70+1
MDDH4 LPI/HPI Cross-Conne.t Strainer 2N.1 2.14+] 1.22+] 1.87+] 3.28+]
MDEF 1 EFW Pump 20.9 1.43+] 1.12+1 1.25+1 1.92+1
MDEF2 EFW Pump Sieam Supply Valve 5.6 1.62+] 8.95+0 1.7041 1.70+]
MDEF3 EFW Logic Channel 10.8 1.08+) 6.91+0 9.54+0 1.58+]
MDFW1 Condensate Pump 116.4 9.96+]1 2.78+1 9.91+1 1.35¢+2
MDFW2 Condensate Booster Pump 116.4 4.62+) 2.56+] 3.55+1 9.91+]
MDFW3 MFW Pump 4.4 3.9 1.67+} 2.7741 6.21+1
MDFW4 Feedwater Pump 40.4 1.2642 2.30+41 6.26+1 3.29+2
MDFW5 Feedwater Isolatfon Valves 40.4 7.76#0 4.26+0 6.97+0 1.20#41
MDGA1 Diesel Generator 40.4 2.17+1 1.81+1 2.164] 2.44+)
MDGAZ Fuel 011 Transfer Pump 40.4 3.98+] 1.74+]1 3.08+1 7.02+1
MDHA] DHRW Pump 20.9 1.60+1 1.22+]1 1.55+1 1.88+1
MDHA2 DHRW Discha Yalve 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDHA3 Hﬂntemncer&fnt!on - River Water 20.9 2.14+) 1.22+] 1.87+1 3.28+1
Strainer

"'Tm-l exper)-iem:e consists of individual outage durations documented On component iy intenance summary sheets
Appendix C).

NOTE: Exponential notation is indicated in abbreviated - f.e., 1.37+1 = 1.37 x 10).
016161217860AR
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TABLE 3-7 (continued)

: Sheet 2 of 2
- -
W PP TMI-1 Specific Distribution
Designator Component ‘l:e_: ) - Stn - 95th
e (hours) | Percentile Percentile
MDHA4 Decay Heat Service Cooler 20.9 5.704 2.78+ 5.45+1 7.25%1
MDHAS Decay Heat CCW Pump 20.9 1.98+1 1.90+41 1.92+1 <214
MDHA6 Decay Heat Service Cooler (scheduled) 20.9 5.70+1 2.78+1 5.45+] 7.25%1
MDHLY DH-Y3 5.9 5.14+40 3.13+0 4.73+0 7.22+0
MDHP) One 4U Pump 20.9 1.3041 1.11+1 1.2441 1.5541
MDHP2 Twe MU Pump 20.9 2.0941 1.2341 1.904] 2.79+1
MDNSIL NSRW Pump - Long Duration 1i6.4 3.93+2 3.00+2 3.57+2 4.76+2
MDNS1S NSRW Pump - Short Duration 5.6 1.2341 1.1541 1.204] 1.34%)
MDNS2 MOV 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDNS2 NSC'Wd P mp 116.4 9.84+] 3.494) 5.91+i 1.15+2
MDNS4 Sirgle wxi'iary Building Ventilation 20.9 2.439 1.25% 2.3441 3.314
Train
MDNS5 Nuciear >orvices Cooler 20.9 5.70% 2.7841 5.45+1 7.2501
MDOP1 Auxiliary Station Service Transformer 116.4 1.17+2 1.60+] ¢ .87+ 2.77+42
MDPO Duration between Mold Shutdowns e 2.50+3 1.35+3 2.07+3 3.99+3
MDRT] RPS Cianne) 5.6 5.56+0 3.20+0 5.48+0 7.50+0
MDSE1 ICCW Pump 116.4 5.88+] 1.58+1 2.84+1 1.68+2
MDSR] Sumn Isoiation Yalve 5.6 5.° ¢« 3.20+0 54840 7.50+0
MDSR2 BWST Isolation Valve 5.6 L2640 3.27%0 5.48+0 7.50+0

;LHI-I expgience consists of individual outage durations documented on component maintenance summary sheets
mendix -
**Based on TMI-1 cold shutdown outage history {Table 3-3). No generic disti ibution was used.

NOTE: Exponential notatfon is indicated in abbreviated form; f.e., 5.70+1 = 5,70 x 10!,

01616062386DAR
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TABLE 3-8. TMI-1 INITIATING EVENT FREQUENCY DATA BASE

2] e e Distribution
Designator Initiating Event Category Mean®
Events Years Mean* . - SOEN
Percentile Percentile Percentile
LL 1. Large LOCA 2.66-4 0 4.5 1.91-4 7.30-6 7.36-5 5.21-4
ML - X Medium LOCA 8.00-4 0 4.5 4.20-4 1.91-5 1.86-4 1.32-3
SB 3. Small LOCA 3.56-3 0 4.5 3.25-3 2.66-5 9.43-4 1.06-2
VS8 4. Very Small LOCA 5.19-3 0 4.5 5.05-3 2.19-4 2.55-3 1.37-2
Vs 5. Inadvertent Opening of DHR Valves o 0 4.5 1.00-7 4.58-10 6.38-9 1.66-7
SLI 6. Steam Line Break in Intermedii.e Building 8.00-4 0 4.5 4.20-4 1.91-5 1.86-4 1.32-3
SLY r Steam Line Break in Turbine Building 6.86-3 0 4.5 6.34-3 1.79-4 2.84-7 1.58-2
TR 8. Steam Generator Tube Rupture 1.39-2 0 4.5 1.13-2 3.95-4 6.43-3 2.82-2
EXC 9. Excessive Feedwater Flow 2.32-1 0 4.5 1.18-1 2.09-2 7.87-2 2.78-1
Fw 10. Total Luss of Main Feedwater 5.48-1 0 4.5 2.33-1 5.11-2 1.83-1 4.81-1
RT 11. Reactor Trip 6.64+0 3 4.5 1.38+0 6.66-1 1.39+0 2.28+0
T 12. Turbine Trip 1.89+0 7 4.5 1.64+0 7.75-1 1.53+0 2.32+0
LA 13. Loss of Afir System e 0 4.5 6.00-3 2.00-4 1.87-3 1.89-2
LC 14. Loss of Control Buflding Ventilation e 0 4.5 1.95-4 5.37-5 1.35-4 4.17-4
ATA 15. Loss of ATA Power 7.16-2 2 4.5 5.42-2 5.18-3 3.61-2 1.73-1
LD 16. Loss of DC Power Train A 3.33-2 0 4.5 2.77-2 3.73-3 1.€7-2 5.99-2
AC 17. Loss of Offsite Power 1.28-it e 4.5 7.10-2% 1.91-2 5.30-2 1.54-1
LNS 18. Loss of Nuclear Ser ~_es Clos~. Cooling Water e 0 4.5 1.43-2 4.59-3 1.10-2 2.74-2
LR 19. Loss of River Water i 0 12.0 7.41-3 3.51-4 1.26-3 2.25-2

*Events pe-~ calendar year.
**Event freguency quantified based on analysis of the system(s) involved.

T Frequency per site-year.

NOTE : cm.m notatfon is indicated in abbreviated form; i.e., 2.66-4.66 x 104,

01616122986NAR




TABLE 3-7. GROUPING OF EPRI EVENT CATEGORIES INTO TMI-1 INITIATING EVENT GROUPS

Sheet 1 of 3

. Plant Specific

Initiating Event Group

NP-2230 Initiating Event Category Used

®

1. Large LOCA

2. Medium LOCA

3, Small LOCA

4, VYery Small LOCA
5

+ Inadvertent Opening of
DHR Valves

6., Steam Line Break in
Intermediate Buiiding

7. Steam Line Break in
Turbine Building

8. Steam Generator Tube
Rupture

9, Excessive Feedwater Flow
10, Total Loss of Main Feedwater

11. Reactor Trip

24,

25,

27.

30.

‘].

12.

None,
None,
None,
None.

None.
None.
None,
None.

None,

Total loss of feedwater flow (all loops), This trznsient occurs
when a simultaneous loss of all main feedwater occurs, excluding
that due to loss of station power (see NP-2230 category 35).

Loss of condensate pumps (all loops). This transient occurs when
all condensate pumps fail, causing a loss of feedwater flow.

Loss of condenser vacuum., This transient occurs when efther a
complete 10ss or decrease in condenser vacuum results from a
hardware or human error,

Condenser leakage. This transient occurs when excessive secondary
system leakage occurs in the condenser,

Loss of circulating water. This transient occurs when circulating
water is not available to the plant.

Loss of RCS flow (one loop). This transient occurs when an
inadvertent hardware or human error interrupts the flow in one loop
of the reactor coolant system,

Uncontrolled rod withdrawal, This transient occurs when one or more
control rods are withdrawn inadvertently,

CRDM problems and/or rod drop. This transient occurs when failures
in the control rod drive mechanism (CRDM) occur which lead to out o.
tolerance conditions in the primary system. The transient may
include dropping of one or more control rods into the core as part
of the CRDM failure.

High pressurizer pressure.

CVCS malfunction - boron dilution. This transient occurs when
hardware or operator error results in a CVCS malfunctior such that
reactor power is affected.

Pressure, temperature, power im'*lance. This transient o :urs when
various primary systems signals indicate pressure, temper .ture, or
power imbalances.

Total loss of RCS flow. This transient occur, whe~ a hardware or
operator error causes a loss of reactor coolant system flow,

01616060485
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TABLE 3-9 (continued)

Sheet 2 of 3.

15. Loss or reduction in feedwater flow (one loop). This transient
occurs when one feeawater pump trips or when another occurrence
results in an overall decrease in feedwater flow.

Plant Specific

NP-2 ing E
taltsating Bvent Group 230 Initfating Event Category Used

17. Full or partial closure of MSIV (one loop). This transient occurs
when one MSIV closes, the rest remain open, or the partial closure
of one or more MSIVs occurs,

21. Feedwater flow instability - operator error. This transient occurs
whzn feedwater is being controlled manually, usually during startup
or shutdown, and excessive or insufficient feedwater flow occurs.

22, Feedwater flow instability - miscellaneous mechanical causes., This
transient occurs when excessive or insufficient feedwater flow
results from hardware failures in the feedwater system,

23, Loss of condensate pumps (one 1o0p). This transient occurs when
one condensate pump fails, reducing feedwater fiow,

28, Miscellaneous leakage in secondary system, This transict occurs
when excessive 1eakage occurs in the secondary system, other than
the condenser (see NP-2230 category 27).

36. Pressurizer spray failure,

37, sgurious auto trip - no transient condition, This transient occurs
en an auto scram {s inftiated by a hardware faflure in
fnstrumentation or logic circuits and no out of tolerance condition

exists, ‘
38.

Auto/manual tsip due to operator error., This transient occurs when
an auto scram or manual scram is inftiated by human error and no
out of tolerance condition exists.

39, Manual trip due to false sfanals. This transient occurs when an
operator initfat:s a scram based on information from erroneous
instrumentation.

40, Spurious trips - cause unknon, This transient occurs when a scram
occurs and no out of tolerance condition can be detected, nor cause
of scram determined.

6. High or low pressurizer pressure. This transient occurs when the
pressurizer pressure is outside of the required operating limits,

12. Turbine Trip 33, Turbine trip, throttle valve closure, EHC problems., This transient
occurs when a turbine trip occurs or 1f turbine problems occur
which, in effect, decrease steam flow to the turbine, causing a
rapid change in the amount of energy removed from the primary
system,

34, Generator trip or generator caused faulis. This transfent occurs
when the generator is<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>