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ABSTRACT

This report presents the results of independent code assessment conducted
at BNL. The TRAC-PF1 (Version 7.0) and RELAP5/MOD1 (Cycle 14) codes were as-
sessed using the critical flow tests, level swell test, countercurrent flow
limitation (CCFL) tests, post-CHF test, steam generator thermal performance
tests, and natural circulation tests. TRAC-BD1 (Version 12.0) was applied
only to the CCFL and post-CHF tests.

The overall conclusions of the study are as follows:
1. The TRAC-PWR series of codes, i.e., TRAC-PIA, TRAC-PD2, and TRAC-
PF1, have been gradually improved. However, TRAC-PFl appears to

need improvement in almost all categories of tests/phenomena
attempted at BNL.

2. Of the two codes, TRAC-PF1 and RELAP5/MOD1, the latter needs more
improvement particularly in the areas of:

- CCFL

Level swell

CHF correlation and post-CHF heat transfer

- Numerical stability.

: 8 For the CCFL and post-CHF tests, TRAC-BD1 provides the best overall
results, However, the TRAC-BD]1 interfacial shear package for the
countercurrent annular flow regime needs further improvement for
better prediction of CCFL phenomenon,

It is our understanding that both the TRAC-PF1 and RELAP5/MOD] codes have

been improved significantly so that the newer versions of these codes, i.e.,
TRAC-PF1/MOD1 and RELAP5/M0OD2, should produce better results,
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EXECUTIVE SUMMARY

Independent assessment of the TRAC-PF1 (Version 7.0), RELAP5/M0D1 (Cycle
14) and TRAC-BD1 (Version 12.0) codes has been performed using various sepa-
rate-effect tests, The tests simulated can be grouped in the following six
categories:

1. Critical flow tests (Moby-Dick nitrogen-water, BNL flashing flow,
Marviken Test No. 24).

2. Level swell tests (GE large vessel test).

3., Countercurrent flow limiting (CCFL) tests (University of Houston,
Dartmouth College single- and parallel-tube tests).

4, Post-CHF tests (Oak Ridge rod bundle test).

5. Steam generator tests (B&W 19-tube model S.G, tests, FLECHT-SEASET
U"tube S-Go teStS).

6. Natural circulation tests (FRIGG loop tests).

TRAC-PF1 and RELAPS5/MOD1 were applied to all of the above categories; however,
because of resource limitations, TRAC-BD1 was applied only to the CCFL and
post-CHF tests.

Useful results were obtained for all TRAC-PFl calculations except for the
Dartmouth College parallel-tube CCFL tests. RELAP5/MOD1 did not produce any
useful resu't for the Moby-Dick nitrogen-water tests and the code was not ap-
plied to the parallel-tube CCFL tests because of its poor prediction of the
single-tube CCFL tests. TRAC-BD1 produced useful results for both CCFL and
post-CHF tests.

Regarding the computer run time, both TRAC-PF1 and TRAC-BD1 took approxi=-
mately 3 ms of CPU time (in the BNL CDC-7600) per cell per time step. In that
respect, RELAP5/MON]1 was faster because it took aoproximately 1 ms per cell
per time step, However, RELAP5/MOD]1 usually took <maller time steps than
TRAC-PF1, and thus, the CPlU-to-real time ratio of these two codes was quite
comparable., Sometimes, the RELAPS5/MOD]1 maximum time step had to be restricted
to avoid numerical instabilities. In those cases, RELAPS5/MOD]1 was actually
more expensive to run than TRAC-PF1,

From the results presented in Chapters 2 through 7, the frllowing conclu-
sions and recommendations are drawn for each code:

Conclusions and Recommendations for TRAC-°F1

1. For two-component two-phase critical flow without phase change,
TRAC-PF1 can be expected to produce stable results for all void
fractions, which is an improvement over the TRAC-PIA code. However,
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the results are sensitive to the friction factor option selected for
calculation. The homogeneous friction factor option overpredicts
the mass flow rate by ~15 to 22%, whereas the annular friction
factor option underpredicts the same by -5 to 12%. It is recom-
mended that the same single phase friction factor be used for both
the homogeneous (NFF=1) and the annular (NFF=2) flow friction factor
options.

For single-component (i.e., water) two-phase flow with phase change,
TRAC-PF1 may significantly underpredict the subcooled critical flow
rate by as much as 25%, as shown in the BNL flashing test simula-
tions. An accurate flashing delay model seems to be a necessary
(although not sufficient) condition for achieving better agreement
with the subcooled critical flow data, Simulation of Marviken Test
No. 24 also supports this conclusion.

The choking option of TRAC-PFl seems to be reasonable for subcooled
critical flow through short nozzles if "correct" upstream boundary
conditions are provided.

TRAC-PF1 needs a more accurate flashing delay model for the bulk or
pipe flow., The present delay model in the choked flow formulation
cannot predict the early pressure undershoot observed in the experi-
ment. This undershoot and the ccerresponding liquid superheat could
he important in determining the vapor generation rate later in the
transient,

TRAC-PF1 tends to overpredict the void fraction below the mixture
level and the level swell during a rapid depressurization transient,
A high interfacial shear in TRAC-PF1l is helieved to be partially
responsible for the higher void fraction and the higher level swell
rate.

For situations where liquid is injected in the middle of a test
channel, the CCFL phenomenon is greatly influenced by the ligquid en-
trainment inception and rate. In such cases, TRAC-PFl predicts an
early liquid entrainment which results in lower liquid downf low
rates. Therefore, the TRAC-PFl entrainment model /correlation needs
improvement,

For situations where liquid flows down from an upper plenum, the in-
terfacial shear seems to be the dominant parameter for CCFL phenome-
non. In such cases, TRAC-PFl produced good agreement with data for
small pipe diameters (-0,025 m I.D.). Thus, the Dukler correla-
tion for interfacial shear seems reasonable for small-diameter pipes
or chaanels. However, for large diameter pipes (-0.15 m 1.,D.),
TRAL-PF]l produced anomalous behavior because of the discontinuities
in the Dukler correletion, [Ir this case, the Bnar.than-Wali.s cour-
relation mav be used,
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A good prediction of single-tube CCFL data does not guarantee simi-
lar success for the parallel-tube CCFL data. For example, TRAC-PF1
produced good agreement with the Dartmouth College 0.0254 m I.D.
single tube data. However, it could not even produce a stable re-
sult for the parallel-tube experiments conducted in three 0,.0254 m
1.D. tubes. Also, the interfacial shear package must include corre-
lations valid for the entire countercurrent annular flow regime,
i.e., wavy-transition-rough film regimes, to enable TRAC-PF1 to ade-
quately predict the parallel-tube CCFL phenomenon.

TRAC-PF1 can not accurately predict the low flow CHF conditions as
evidenced from the ORNL post-CHF and FRIGG loop tests. Correlations
other than the Biasi CHF correlation, which was based on single tube
data, should be investigated. However, TRAC-PFl does calculate va-
por superheating in the post-CHF regime.

TRAC-PF1 produces a more stable result for the integral economizer
once-through steam generator (IEOTSG) heat transfer than its prede-
cessor, TRAC-PD2, and yielded reasonable results for a load change
transient.

For a loss-of -feedwater transient in a once-through steam generator
(0TSG), TRAC-PFl underpredicted the exit steam flow rate. This was
caused by the lower initial water inventory due to a lower rate of
condensation of the aspirated steam. An increase in the condensa-
tion rate improved the result, indicating that the direct-contact
condensation rate in TRAC-PFl is underestimated.

A noding study showed that approximately 10 nodes in each side of
the steam generator are adequate for TRAC-PFl for simulating tran-
sients such as loss-of -f eedwater,

For large-break LOCA conditions, TRAC-PFl tends to overpredict the
secondary-to-primary heat transfer. The actual nonequilibrium ef -
fects are also somewhat underpredicted by TRAC-PFl, Thus, the code
would tend to exaggerate the steam binding effects and would tend to
predict slower core reflood.

TRAC-PF1 should have the capability of modelinn the steam generator
shell wall. Although not of utmost importance (or a full-scale
plant, this capability might be necessary for moceling tall-but-
skinny model steam generators.

TRAC-PF]1 with either the homogeneous or the annular two-phase fric-
tion factor option overpredicted the loop mass flow rate during na-
tural circulation condition, However, the results obtained with the
annular friction factor option have been closer to the date, both
qualitatively and quantitatively.

- vii =~
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3.

Conclusions and Recommendations for RELAPS5/MOD]

For single-component (i.e., water) two-phase flow with phase change,
RELAP5/MOD]1 may significantly underpredict the subcooled critical
flow rate by as much as 25%, as shown in the BNL flashing test simu-
lations. An accurate flashing delay model seems to be a necessary
(although not sufficient) condition for achieving better agreement
with the subcooled critical flow data, Simulation of Marviken Test
No. 24 supports this conclusion,

For the RELAPS/MOD]1 choking model, it seems that the short nozzles
have to be treated as zero-volume area changes to obtain good agree-
ment with data, even though this contradicts the reality, Also, the
RELAPS/MOD1 choking mode] seems to be sensitive to nodalization,

RELAPS/MON]1 needs a more accurate flashing delay model for the bulk
or pipe flow. The present delay model in the choked flow formula-
tion cannot predict the early pressure undershoot observed in the
experiment, This undershoot and the corresponding liquid superheat
could be important in determining the vapor generation rate later in
the transient,

RELAPS/MOD1 predictions for the average void fraction, level swell
rate, and break flow rate during level swell due to rapid depressur-
ization seem reasonable. However, the code underpredicts the vessel
pressure and produces an irreqular axial void fraction profile, It
seems that the interfacial shear package of RELAPS5/MOD] needs re-ex-
amination and improvement.

There seems to bhe no need of representing a converging-diverging
discharge nozzle with a zero-volume junction for RELAPS/MOD] calcu-
lation, as suggested by the RELAPS code developers.

The RELAPS/MOD] flow regime map for high void fractions must be
changed to include an annular-mist regime before the code can be ex-
pected to produce reasonable results for CCFL applications. At pre-
sent, RELAPS/MOD] cannot predict a CCFL situation even in a simple
round pipe.

RELAPS5/MOD1 cannot accurately predict the low flow CHF conditions as
evidenced from the ORNL post-CHF and FRIGG loop tests., Other CHF
correlations should be investigated.

RELAPS/MOD] tends to overpredict the vapor generation rate at the
post-CHF region. This results in almost no vapor superheating until
all the liquid droplets are evaporated in the RFLAPS/MOD] calcula-
tion, However, this does not represent the reality, Thus, the
RELAPS5/MOD1 model for vapor generation in the post-"HF reqime snou'd
be improved,

- viif =
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For the steam generator (IEOTSG) tests, the RELAPS/MOD1 (Cycle 14)
results are slightly improved over those of Cycle 1. However, the
new results still suffer from numerical instability. Therefore, re-
strictions on the maximum time steps is necessary for the RELAPS/
MOD1 calculation. This is valid for both once-through and U-tube
steam generator simulations.

For RELAPS5/MOD1, use of more nodes does not necessarily lead to bet-
ter agreement with the experimental data of steam generator (IEOTSG)
thermal performance.

Although RELAP5/MOD1 produced reasonable results for the 0TSG loss-
of -f eedwater transient, it fails Lo predict the initial superheated
steam condition at the exit of the secondary side. Consequently,
the total primary-to-secondary heat transfer at steady state is un-
derpredicted by as much as 10%.

For large-break LOCA conditions, RELAP5/MOD]1 tends to overpredict
the secondary-to-primary heat transfer, The actual nonequilibrium
effects are also underpredicted by RELAP5/MOD1 as in the post-CHF
tests. Thus, the code would tend to exaggerate the steam binding
effects and would tend to predict slower core reflood.

RELAPS/MOD]1 tends to overpredict the vapor-to-droplet heat transfer
in the dispersed droplet regime. Improvement in this area is
needed.

RELAP5/M0D]1 also produced an anomalous void profile in the secondary
side of the FLECHT-SEASET U-tube steam generator which indicated
some errors in the code (either FORTRAN or in interfacial shear).

The bundle mass flux during natural circulation has been overpre-
dicted by RELAPS5/MOD1 for all three sets of FRIGG loop runs. The
overprediction is believed to be due to underestimation of the two-
phase wall friction losses,

Further efforts should be directed toward improving the numerical
stability of RELAPS/MODI1,

Conclusions and Recommendations for TRAC-BD1

For situations where liquid is injected in the middle of a test
channel, the CCFL phenomenon is greatly influenced by the liquid en-
trainment inception ana rate. In such cases, TRAC-BD1 tends to pre-
dict good agreement with data, Thus, the TRAC-BDl entrainment incep-
tion and rate correlations seem to be reasonable,

For situations where liquid flows down from an upper plenum, the in-
terfacial shear seems to be the dominant parameter for the CCFL phe-
nomenon, In such cases, TRAC-BP1 tends to overpre ict the liguid
downf low rate, indicating a lower intertacial shear.

- ix -




3. The interfacial shear coefficient used in the TRAC-BD]l code overpre-
dicts the liquid downflow rate. Use of the Kutateladze CCFL corre-
lations tends to improve the prediction. However, the Kutateladze
constant in the CCFL correlation has to be adjusted to achieve
a good prediction. It seems that a combination of the Dukler
correlation (for small-diameter pipe) and the Bharathan-wallis
correlation (for large-diameter pipe) should produce a better
interfacial shear correlation for the counter-current annular flow
regime.

4, For parallel-tube CCFL tests, the TRAC-BDl results were, at best, in
some ¢ alitative agreement with the data. It seems that the inter-
facial shear packauye must include correlations valid for the entire
countercurrent annular flow regime, i.e., wavy-transition-rough film
regimes, to enable TRAC-BD1 to adequately predict the parallel-tube
CCFL phenomenon.

5. The CHF correlation used in the TRAC-BD1 code, i.e., the Biasi crit-
jcal quality boiling length correlation, seems to be adequate.
Vapor superheating calculated in the post-CHF reqime also looks rea-
sonable., However, further assessment with more post-CHF experiments
is needed to make a definitive statement about the TRAC-BD1 post-CHF
model accuracy.

As a final note, the code assessment conducted at BNL was directed at
evaluating the adequacy of the thermal-hydraulic models and recommending areas
of further improvement. Thus, only the separate-effects experiments were simu-
lated, Conclusions regarding the overall code accuracy for full-scale reactor
application can only be made by assimilating all code assessment results ob-
tained at BNL, INEL, LANL, and SNL. This last task is beyond the scope of the
present effort,
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Several changes were also made in the constitutive relations package,
First, the Kutateladze-type CCFL correlations are added to limit liquid down-
flow at the upper tie plate and side entry orifices. These can be activated
by user options. Secondly, an integral or critical quality<boiling length
type CHF correlation is used rather than the local-type correlation used in
TRAC-PF1. Also, the Version 12.0 assessed at BNL contained the Ishii-Andersen
ng:r)package (Mohr, 1981) and an improved subcooled boiling model (Phillips,

a).

The numerical scheme is basically the same as in the TRAC-PD2 code
(Liles et al., 1981). The time step is, therefore, restricted by the material
Courant limit,

1.4 Report Outline

Chapters 2 through 7 present the bulk of the TRAC-PF1, RELAPS5/MOD1 and
TRAC-BD1 assessment work performed at BNL., Each chapter deals with a single
type or category of experiments such as critical flow, level swell, etc, The
order of discussion is the same as shown in Table 1,2.1. Within each chapter,
the assessment results for each test including user experience are presented,
and summary and conclusions for each type of experiment are reported. This
format allows a more convenient intercode comparison for the same experiment
or phenomenon.

Finally, the overall summary, conclusions, and recommendations, including
user juidelines for each code, are presented in Chapter 8,
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2. SIMULATION OF CRITICAL FLOW EXPERIMENTS

Experiments conducted in three different critical flow test facilities
were simulated with TRAC-PF1 and RELAP5/MODL, T[he Moby-Dick nitrogen-water
experiments (Jeandey and Barriere, 1979) provide small-scale steady-state two-
component two-phase critical flow data with no phase change. The BNL flashing
experiments (Abuaf et al., 1981) conducted in a small-scele converging-diverg-
ing nozzle produced data for steady-state steam-water critical flow with phase
change, Area-averaged axial void fractions were also measured in the BNL ex-
periments. Finally, the Marviken critical flow tests (Marviken, 1982) provid-
ed large-scale transient steam-water critical flow data. Advanced best-esti-
mate codes such as TRAC-PF1 and RELAP5/MOD1 should adequately predict the data
obtained in all of these test facilities.

2.1 Moby-Dick Nitrogen-Water Experiments

2.1.1 Test Description

Several steady-state nitrogen-water two-component two-phase flow tests
were conducted in the Moby-Dick test facility at Grenoble (Jeandey and
Barriere, 1979), The test section had three parts, The first part was a ver-
tical straight pipe section of 14 mm inside diameter and approximately 2.67 m
length, This was followed by a 7° diverging nozzle 0,254 m long. The final
section was another straight pipe of 45 mm inside diameter and 0.42 m length,
Water zntered through the bottom of the test section and independently metered
nitrogen was injected into the test section approximately 1,68 m from the bot-
tom,

Experimental measurements included the pressure (for all tests) and dia-
metral void fraction (for only a few tests) along the length of the test sec-
tion, In addition, the pressure and temperature at the test section inlet and
exit, the nitrogen temperatures (near room temperature), the water and nitro-
gen flow quality, and the water mass flow rate were also measured,

Two tests have been simulated with TRAC-PFl: Run Nos, 3087 and 3141,
which correspond to the flow qualities of 5.91 x 10" and 51.3 x 10**, respec-
tively., Simulation of the same two tests was also attempted with the RELAPS/
MOD1 code. In spite of many attempts, the RELAPS code produced severe oscil-
lations for both tests, and no useful results were obtained, The input decks
were sent to the code developers at INEL and no further calculations were at-
tempted at BNL, Thus, only the TRAC-PFl results for the Moby-Dick nitrogen-
water tests will he discussed here,

2.1.2 Input Models

For TRAC-PF1 calculations, the test section was simulated by a series
combination of a TEE and a PIPE component as shown in Figure 2,.1.1. Forty-two
cells or volumes were used to represent the entire test section, Cells with
different lengths were used, with greater resolution in the throat area. Two
BREAK components, one at the entrance and the other at the exit of the test
section, were used to impose the pressure boundary conditions, The nitrogen
mass flow rate was needed to effect closure and was specified with a FILL com-
ponent attached to the free end of the secondary side of the TEE component,
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TRAC-PF1 was run with fixed boundary conditions to reach a steady state
The air-water option of the code was se-
lected and the air partial pressure was set to zero as recommended by the LANL

for each of the tests considered.

staff (Woodruff, 1982).

Both the homogeneous (NFF=1) and the annular (NFF=2)

wall friction factor options were used to study the sensitivity of the pre-
dicted mass flow rate to the friction factor options.
ficients were used in any calculations.

2.1.3 Code Predictions and Comparison with Data

No additive loss coef -

The TRAC-PF1 predictions of the water mass flow rate are shown in Table

2.1.1.

The results obtained using the homoyeneous friction factor option

(NFF=1) are compared to those obtained using the annular friction factor op-

tion (NFF=2),

duced significantly different water mass flow rates.
tal values of the water mass flow rate fall between the two TRAC predictions.

Table 2.1.1

As can be seen, the two options as available in TRAC-PF1 pro-
Note that the experimen-

Summary of Moby-Dick Nitrogen-Water Test Results

Water Mass Flow Rate (kg/s)
TRAC-PF1 Calculation| TRAC-PF1 Calculation
Annular Homogene0u;
Friction Friction
Run Flow Factor Error Factor Error
Number | Quality | Experiment Option (%) Option (%)
3087 |5.91x10-* 1.915 1.786 -6,7 2,205 +15.1
3141 |51.3x10-" 1.222 1.074 «12.1 1.4978 +22.5
The code (TRAC-PF1) produced stable solutions for all cases. This is a

signif icant improvement over the TRAC-PlA code which could not reach a steady
state for the high void fraction test, f.e., Test No, 3141 (Saha, 1980)., How-
ever, it can be seen from Table 2.1.1 that for Run No, 3087, 1.e,, a low qual-
ity test, the predictions are closer to the experiment ] values than those for
the high quality test, 1.e,, Run No, 3141, It can als) be seen that the water
flow rate is underpredicted by the annular friction factor option, whereas ft
is overpredicted hy the homoqgeneous friction factor., However, the results
using the annular friction factor option are closer to the experimental mass
flow rates. This is in agreement with the results obtained with the TRAC-PIA
code (Saha, 1980), and is caused primarily by the large difference in the sin-
gle-phase friction factors used in these options. (The homogeneous friction
factor option uses a smooth wall, Blastus-type single<phase friction factor
correlation, whereas the annular friction factor option uses a rough-wall,
Cochrogk-tgpc single-phase friction factor with roughness heights equal to
5x 10*° m,

s 11l =



Comparisons between the predicted and the measured axial pressure distri-
butions for both runs are shown in Figures 2.1.2 and 2.1.3. Good agreement
between the data and the pressure predictions was achieved, However, the ho-
mogeneous friction factor option slightly underpredicted the pressure at the
throat for Run No. 3087, The pressure returned to the correct pressure in all
the predictions because pressure houndary conditions were imposed at the en-
trance and exit of the test section,

2.1.4 Discussion

The key parameter, i.e.,, water mass flow rate, calculated by TRAC-PFl is
very sensitive to the friction factor option chosen for the calculation, The
code underpredicted the water mass flow rate when the annular friction factor
was used and overpredicted the same when the homogeneous friction factor op-
tion was chosen., Although the differences between the two axial pressure pre-
dictions, i.e., with the annular friction factor and the homogeneous friction
factor, are small, the differences in the predicted water mass flow rate are
quite large, The primary reason for this is the large difference in the sin-
qgle-phase friction factors used in these options, However, TRAC-PFl 1s an im-
provement over the TRAC-PIA code, as stable steady-state results were obtained
for both tests simulated with TRAC-PF],

2.1.5 User Experience

No difficulty was encountered in running the TRAC-PFl code for the Moby-
Dick nitrogen-water to<ts, Relatively fine nodalization was usea to ensure
that the results are independent of node size. Similar nodalization was pre-
viously used for TRAC-PIA assessment, The computer run time statistics are
shown in Table 2,1.2,

For RELAPS/MOD1, no useful calculation could be performed at BNL despite
many attempts, The input deck was sent to the code developers at INEL; howe
ever, no response was received,

2.2 BNL Flashing Tasts

2.2.1 Test Description

The BNL flashing tests (Abuaf et al,, 1981) were simulated with the
TRAC-PF1 (Version 7,0) and RELAPS/MOD] (Cycle 14) codes to determine the
capability of the codes in predicting the steady-state steam-water critical
flow rate through a pipe or nozzle, Steady-state steam-water flashing tests
at low pressures (p < 7 bar) were conducted in a vertical converging-diverging
nozzle. The test section was made of stainless steel and it was symmetric
about the throat. The throat inside diameter was 0,0254 m and the inside
diameter at the inlet and outlet of the test section was 0,0508 m, The length
of the converging-diverging portion of the test section was approximately 0.5/
m. The total angle of convergence and divergence was approximately 5%,
Subcooled water entered at the bottom of the test section and flowed upwards,
As the pressure dropped, flashing began at or near the throat, and a two-phase
mixture flowed through the diverging part of the test section, The vapor was
condensed in the exit tank by spraying cold water, and the water from the exit
tank was pumpe' Sack to the test section entrance,
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Table 2.1.2 Computer Run Time for Moby- ick Nitrogen-Water
Test Simulations

Computer: BNL CDC-7600
Code: TRAC-PF1 (Version 7.0)

Calculation Test No., 3087 Test No, 3141
Annular Homogenous Annular Homogeneous
Friction Friction Friction Friction
Item Factor Factor Factor Factor
No. of Cells 42 a2 a2 42
Problem Time (s) 3.92 10.3 2.004 1.137
No. of Time Steps 331 352 n 309
CPU Time (s) 49 54 64 42.8
CPU-to-Problem Time 12.5 5.2 31.9 37.6
CPU (s)/Cet” Time Step [3.5 x 107 | 3.6 x 1C=* [4,0 x 10-? | 3.3 x 10+

Experimental measurements included the axial pressure and area-averaged
void fraction distribution along the test section, In addition, the pressure,
temperature and the water flow rate at the test section inlet, and the pres-
sure and temperature at the exit tank were measured, The measurement accus=
racies were:

Temperature: * 0.1°C

Pressure: * 1% of reading
Flow rate: : 0.5% of readina
Void fraction: : 0.05

Four tests have bheen simulated with TRAC<PF1 and RELAPS/MODL, These are
Run Nos, 291-295, 309-311, 318321, and 339.342, farlier, the same tests were
simulated with TRAC-PIA and TRAC-PDZ (Saha et al., 1982h),

2.2,2 Input Models

The converging-diverging test section was represented in TRAC-PF]l with
two PIPE components of forty-seven (47) cells each in series, All cell
lengths were 0,00635 m, and the cell centers coincided with the pressure tap
locations, The pressure boundary conditions at the inlet and exit of the test
section and the water temperature at the inlet were specified, and the code



predicted Lhe water mass flow rate through the test section. No choking model
was used, allowing the code to calculate natural or self-choking condition,
This allowed direct comparison between the TRAC-PFl and TRAC-PD? results, The
homogeneous friction factor option (NFF=1) was used for all runs,

For RELAPS/MOD1, the converging-diverging test section was modeled with
one PIPE component with forty eight (48) volumes, All cells were 0.0127 m
long, except for the two on either side of the throat which had lengths of
0.00635 m each. The pressure boundary conditions at the inle' and exit of the
test section and the water temperature at the inlet were specified, und the
code predicted the water mass flow rate through the test section,

The RELAPS5/MOD1 choking option had to be used for Run No, 291-295; other«
wise the code would not produce a stable solution, For all other runs, the
code was allowed to calculate a natural or self-choking condition 1ike the
1RAC calculations, Thus, the combined effects of the interfacial shear and
the interfacial mass transfer were being assessed through these flashing

tests,

2.2,3 Code Prediction and Comparison with Data

Both TRAC-PFl and RELAPS/MOD]1 flow predictions were much lower than the
experimental values, These results were comparable to the TRAC-PDZ predic-
tions as shown in Table 2.2.1. It can be seen that al' codes significantly
underpredicted the water mass flow rate data.

In general, the annular flow friction factor option of TRAC results in a
lower prediction of the mass flow rate, MHowever, the predictions were not ex-
pected to be very sensitive to this option since the frictional pressure drop
component is a small fraction of the total pressure drop in a converging-
diverging test section, This was confirmed by recalculating Runs 339-342 with
TRAC=PF1, using the annular flow friction factor option, The predicted mass
flow rate was 7.58 kq/s, which is less than 1% lower than the value (7.63
kg/s) predicted with the homogeneous friction factor option,

Figures 2,2.1 through 2.2.4 depict the pressure and area-averaged void
fraction distributions along the length of the test section as predicted by
the TRAC<PF1 and RELAPS/MOD] codes, and the comparisons with the experimental
data, In general, the predictions are significantly diffarent from the data,
as can be expected from the predicted lower mass flow rates shown in Table
2.2.1, Except for Run Nus, 291-295 where the RELAPS choking option was used,
the RELAPS/MODL and TRAC<PF1 resulls are close to each other, However, hoth
codes signif icantly overpredicted the throat pressure for all tests, which is
consistent with the predicted lower mass flow rates, This has also resulted
in an overprediction of void fraction in the diverging part for most runs,

As shown in Figure 2.2.1, the choking option in RELAPS/MOD] caused pres-
sure oscillations just downstream of the throat for Run Nos, 291-295, As a
result, the void fraction showed oscillations and the velocity decreased sig-
nificantly, For all other runs, RELAPS/MODL predicted slightly higher void
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fraction than TRAC-PFl, with some delay in void inception. These two effects,
however, tend to compensate each other resulting in a very small difference in
the predicted mass flow rates as shown in Table 2,2.1,

2.2.4 Discussion

Stmulation of the BNL flashing tests with RELAPS/MOD] and TRAC-PF1 showed
similar results. In both cases, the code underpredicted the mass flow rate
significantly, As expected, the TRAC-PFl predictions were not very sensitive
to the friction factor option since the frictional pressure drop component was
a small fraction of the total pressure drop in the converging-diverging test
section, Also, the mass flow rates predicted hy TRAC-PF1 and RELAPS/MON] are
quite close to those predicted hy TRAC-PDZ,

It should be noted that the TRAC-PF1 and RELAPS/MOD] pressures in the
converqing section are very close to each other., However, they both overpre-
dicted the experimental pressures in the converging section including the
throat., In the experiment, no s‘gnif icant vapor generation or flashing occur-
red until the 1igquid reached the throat., As a result, there was a large pres-
sure undershoot and 1iquid superheat (on the order of 5 - 10° for tie experi-
ments considered here) at the throat, Neither TRAC-PFl nor RELAPS/MOD1 was
able to predict this, Both codes predicted that flashing would occur upstream
of the throat as soon as the liquid became s)ightly superheated (0.1 to 0,2°K
for TRAC-PF1 and 0,5 - 1° for RELAPS/MODL)., This resulted in a higher pres-
sure prediction at the throat and, consequently, a lower mass flow rate,
Therefore, inclusion of an accurate flashing delay mode! seems to be a neces-
sary condition for achieving better agreement with the BNL flashing data.

Improved modeling is also necessary to achieve better agreement with the
pressure and void fraction data in the diverging part of the test section,
However, this seems to be of little or secondary importance in predicting the
“correct” mass flow rate, Figqures 2.2.1 and 2.2.,4 show the TRAC-PFl and
RELAPS/MOD. predictions for the pressure and void fractions in the diverging
section to be quite different; yet, the mass flow rate predictions for these
test were quite close (see Table 2,2,1). Therefore, the pressure calculations
in the converqging section, which were indeed quite close for the TRAC and
RELAPS calculation, dominate the mass flow rate prediction for subcooled crit-
fcal flow. It should also be noted that TRAC-PF]l uses a twoe«fluid model in
contrast to the drifteflux mode! previously used by TRAC-PDZ, This brought
about some changes in the pressure and void fraction predictions in the di«
verging section, hut no significant change in the mass flow rate, Thus, a
better agreement in the converqing section is much more important for
achieving a better agreement in the mass flow rate,

2.2.5 lser Experience

No difficulty was encountered in running TRAC-PFl for any of the BNL
flashing tests, However, for one test, namely, Run Nos, 291-295, RELAPS/MODI
produced severe oscillations when the choking option was not used, The test
was then simulated with RELAPS/MOD]L using the choking option,
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Table 2.2.1 Summary of BNL Flashing Flow Test Results

PR e —

Experiment TRAC-PF1 TRAC -PD2 RELAPS/MOD1
Inlet Inlet Exit Mass Flow [Mass Flow S Flow s Flow

Run Pressure|Temperature|Pressure Rate Rate * Rate ) 4 Rate %
Nos. (kPa) (°c) (kPa) (ka/s) (ka/s) Error (ka/s) Error (kg/s) Error
291-295| 502 148.9 47 6.43 4.7% -26.2 5.08 -21.0 4,92+ -23.5
309-311| 556 149.1 397 8.79 7.10 -19.2 7.28 -17.2 7.12 -19.0
318-321] 322 121.1 167 8.98 7.74 -13.8 71.79 -13.2 7.85 -12.6
339.342] 320 121.3 252 8.97 7.63 -14.9 1.6% -14.3 7.62 -15.1

*Prediction using the RELAPS choking option; the calculation without the choking option failed.
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Fine nodalization was used for both the TRAC-PF1 and RELAPS/MGD1
calculations in order to avoid any node size sensitivity in the results,
Similar noding was also used in the previous TRAC-PD2 and TRAC-P1A simulations
of the BNL flashing tests. The computer run time statistics for the present
calculations are shown in Tabie 2,2.2.

2,3 Marviken Critical Flow Test

2.3.1 Test Description

The Marviken critical flow tests (Marviken, 1982) were conducted to study
the blowdown of initially subcooled water from a full-scale reactor vessel
through large-diameter pipes. The test apparatus consisted of a vessel with
an inside diameter of 5,22 m and a height of 23,14 m, A vertical discharge
pipe 6.3 m long with an inside diameter of 0,76 m was attached to the vessel
bottom. The same vessel and discharge pipe were used for all tests, However,
various-size vertical nozzles were attached to the hottom of the discharge
pipe to study the effect of break diameters and nozzle lengths. A rupture
disc assembly was installed at the downstream end of the test nozzle and it
was burst to inftiate the blowdown., Initially, the apparatus was partially
filled with water at medium pressure (~50 bar) with a vapor region at the
top of the vessel, The liquid leve!l in the vessel, the amount of water sub-
cooling, and the initia, water temperature profile were varied from one test
to another,

For the current assessment effort, Test No. 24 (Ericson, 1979) was se-
lected, This test used a short nozzle with 0,5 m inside diameter, The nozzle
had a rounded entrance sectifon followed by a constant diameter (0.5 m) section
0,166 m in length, Thus, the length<to-diameter ratio of the nozzle was only
0.33, The initial average 1iquid suhcooling in the vessel was 33°C, This
test provides a formidable challenge to the code to predict the transient cri-
tical flow rate accurately through fullescale short pipes. The test was pre-
viously simulated with the TRAC-PD2 and TRAC-PIA codes (Section 2.4 of Saha et
al,, 1982v).

The experimental measurements included pressures, differential pressures,
and fluid temperatures at many locations in the test apparatus. A three-beam
gamma densitometer was employed to measure the fluid density in the discharge
pipe, approximately 3,18 m above the nozzle entrance. The mass flow rate out
of the nozzle was evaluated mainly by two methods: 1) by calculating the ves-
sel mass inventory from the differential pressure measurements; 2) by using
the pitot-static and fluid density measurements in the discharge pipe, The
two methods produced reasonably close values of the mass flow rates. The
errors in the measurements were as follows (Ericson, 1979):

Pressure: 4 9 to + 90 kPa
Temperature: 2 0.6 to ¢+ 2°C

Fluid density: 50 kq/m’ or more

I+
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Table 2,2.2 Computer Run Time Statistics for BNL Flashing Test Simulations

Computer: BNL CDC-7600

'\calcutmm TRAC-PF1 RELAPS/MOD1
Run Nos. | Run Nos. | Run Nos. | Run Nos. | Run Nos. | RPun Nos. | Run Nos. |Run Nos.
Item 291-295 | 309-311 | 318-321 | 339-342 | 291-295 | 309-311 | 318-321 [339-342
No. of Cells 94 94 94 94 48 48 48 48
Problem Time (s) 10.1 10.1 10.1 10.1 9.0 4.0 4.0 9.0
No. of Time Steps 217 n 977 282 15388 25920 25261 28258
CPU Time (s) 64 115 309 64 676 889 851 9983
CPU-to-Problem Time 6.34 11.4 30.6 6.34 75.1 222.2 212.8 110.9
CPU (s)/Cell/Time-step 2.5x10-% | 3.3x10°% | 3.4x10-? | 2.4x10-* | 0.9x10~? | 0.7x10-? | 0.7x10-? {0.7x10-3
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Mass flow rate:
a) Vessel inventory method: + 5 to + 12%

b) Pitot-static method: + 3 to + 10% in subcooled water
reqion,

+ 8 to + 15% in two-phase region,

2.3.2 Input Model Description

The test was simulated by both TRAC-PF1l (Version 7.0), and RELAPS/MOD]
(Cycle 14), One-dimensional components with the two-fluid formulation such as
PIPE, BREAK and FILL of TRAC-PFl were used. The vessel and the discharge pipe
together were modeled by a PIPE component with 40 cells, The test nozzle was
initially modeled bt a PIPE component with 40 cells. The nodalization for the
vessel and discharge pipe is shown in Figure 2.3.1. The cell lengths in the
vessel and the discharge pipe varied from 0,02 m to 1.0 m. The cell lengths
in the nozzle were smaller. Sixteen cells near the break were each 0,002875 m
long, while 15 cells in the middle were each 0,008 m, and 9 cells near the
discharge pipe were each 0,025 m long. Finer nodalizations were used around
the vapor-liquid interface in the vessel, the area changes, and the nozzle
exit where steep gradients in flow parameters could be expected,

A zero-flow boundary condition at the top of the vessel was provided by a
FILL component, and a pressure boundary condition of 1,0 bar at the exit of
the nozzle was provided by a BREAK component. Initially, there was no flow in
the test apparatus and the pressure and the temperature conditions were pro-
vided from the data. The initial condition for fluid temperature is given in
Figure 2,3.2. It was found that the wall friction factor options did not af -
fect the large diameter system, Therefore, the annular friction factor optien
was used. No additive friction factor was used in any cell,

The simulation was performed in two ways, In the first calculation, the
nozzle was modeled with the 40-volume PIPE described above, and the code was
allowed to compute natural choking, The calculation took 417 CPU seconds for
55 seconds of transient time in the BNL CDC-7600 computer, In the second cal-
culation, the nozzle was modeled with a 2 equal volume PIPE, and the TRAC-PF]
choking option at the BREAX was used, This calculation was faster and took
only 128 CPU seconds for 55 seconds of transient in the same computer,

This test was also simulated with the RELAPS/MODL/(Cycle 14) code, The
nodalization for the vessel and the discharge pipe was exactly the same as in
the TRAC-PF1 calculation, and it included a PIPE, a SINGLE VOLUME, and a TIME
DEPENDENT VOLUME, The nozzle was modeled with a single volume, and the RELAPS
choking model was applied. The calculation took 189 CPU seconds for 60 sece
onds of transient on the BNL CDC-7600 computer,
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2.3.3 Code Prediction and Comparison with Data

Figure 2.3.3 shows the comparison of the computed break mass flow rates
with the data. TRAC-PFl underpredicted the break mass flow rate for both
cases., However, the first case with the 40-cell nozzle was slightly better
than the second case with the two-cel)l nozzle. Figure 2.3.4 shows a compari-
son of computed vessel top pressure with the data. Here again, TRAC-PF1 un-
derpredicted the pressure during the subconoled blowdown stage, and overpre-
dicted the same during the saturated blowdown stage. However, both calcula-
tions are self-consistent, i.e., the case with the lower mass flow rate pre-
diction computed the higher pressure. On the other hand, there is an anomaly
between the computed break mass flow rate and the vessel top pressure; both
are ynaerpredicted during the subcooled blowdown period. Furthermore, both
calculations failed to predict the initial pressure undershoot observed in the
experiment, This indicates that TRAC-PFl needs a flashing delay model as
pointed out in Section 2.2.4.

TRAC-PF1 uses a two-fluid formulation for the PIPE component, as opposed
to the drift-flux formulation used in TRAC-PD2., There have also been changes
in the constitutive relationships. However, the TRAC-PFl prediction for this
test did not improve over the previous predictions with TRAC-PD2 (Section 2.4
of Saha et al,., 1982b). TRAC-PF1 underpredicted the break flow rate by as
much as 29% during the subcooled blowdown period (t < 20 seconds), wher eas
TRAC-PD2 underpredicted the same by no more than 25%. The error in the
measured (or evaluated) mass flow rate was not more than 12%,

Figures 2.3.3 and 2.3.4 also show the comparison of RELAP5/MOD1 predic-
tions with the data, and the TRAC-PF1l calculation. RELAPS5/MOD]1 also underpre-
dicted the mass flow rate, but its prediction was closer to the data than that
of TRAC-PFl. The largest discrepancy between the RELAP5/MOD1 break flow rate
and the data was no more than 17%. RELAPS5/MOD1 calculation also showed the
same anomalous behavior between the vessel pressure and the mass flow rate,
both being underpredicted in the subcooled blowdown region. However, it
should be noted that RELAP5/MOD1 predicted a lower vessel top pressure than
TRAC-PFl., This is consistent with the RELAP5/MOD]1 break flow rate being larg-
er than that of TRAC-PFl in the subcooled blowdown period.

2.3.4 Further Analysis and Discussion

It is evident from Fiogures 2.3.3 and 2.3.4 that the TRAC-PFl code pre-
dicted different mass flow rates and vessel top pressures depending on the
type of modeling used for the nozzle. As these results were based on a com-
plete modeling of the test apparatus, the break flow rates were affected by
conditions inside the vessel. In order to study only the critical flow model
in the subhcooled blowdown period, the test nozzle and a small part of the dis-
charge pipe, where temperature and pressure were measured, were simulated.

The new set-up was modeled with two BREAK and one PIPE components for TRAC-
PFl. The pressure and temperature boundary conditions at the inlet were spec-
ified from the data. The atmospheric pressure was provided as the boundary
condition at the exit BRFAK., The test section was modeled in two ways. In
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the first approach, the PIPE component had 49 cells and the lower 40 cells
represented the nozzle. No choking model was used for this approach; instead,
the code was allowed to compute a natural or self-choking condition. In the
second approach, the PIPE comnonent had four cells and the lower two cells
represented the nozzle. The choking model of TRAC-PFl was used. This same
setup was modeled in RELAPS/MOD1 with two TIME DEPENDENT VOLUMES, two
JUNCTIONS, and a PIPE component. The PIPE component was modeled with various
combinations of volumes to study the effect of nodalization on the critical
flow model, and also to have the same nodalization as TRAC-PFl simulation for

intercode comparison.

Figure 2.3.5 shows a comparison of experimental and predicted break flow
rates for TRAC-PF1 and RELAPS/MOD] with the same nodalization. The first
TRAC-PF1 calculation with the 40-cell nozzle and the self-choking option,
underpredicted the mass flow rate which is consictent with the earlier full
test simulation shown in Figure 2.3.3. However, the second approach with the
2-cell nozzle and the TRAC-PFl choking option, yielded better agreement with
the data than both the first approach (49 cell) of the TRAC-PFl and RELAPS/
MOD1 calculation. In fact, RELAPS/MOD]1 results are quite close to the self
choking case of TRAC-PFl, Figure 2.3.6 shows a comparison between the data
and the predicted pressure at 76 mm above the nozzle exit., For all three cal-
culations, the predicted pressures were higher than the data in the subcooled
part of the transient, TRAC-PFl and RELAPS/MOD1 have similar choked flow
models. Both of them account for a flashing delay in computing pressure near
the choked point. RELAPS uses the Alamagir-Lienhard-Jones (Jones, 1980) model
and TRAC-PF1 uses a modif ied Burnell model (Burnell, 1947; Zaloudek, 1963).
This explains the difference in the predicted pressure near the choke point.
Figure 2.3.7 shows a comparison of predicted void fractions near the exit. As
the nodalizations for two TRAC calculations are different, the exit void
fractions are not exactly at the same location but are in the last cell,
RELAPS/MOD] predicted a void fraction lower by an order of magnitude than both
TRAC-PF1 calculations. The discrepancy can be attributed to the differences
hetween the flashing delay and vapor generation models in the codes. There is
also a difference between the two TRAC-PF1 calculations. The predicted void
fraction is larger for the 49-cell self choking case, and so the flui’ is pro-
bably closer to the equilibrium in this case. The above study also indicates
that the vapor generation model in TRAC-PFl is dependent on nodalization. It
should be noted that the RELAP5/MOD1 calculation had better agreement with the
data than other TRAC-PFl calculations for full test simulations, and had worst
agreement with the data for nozzle simulations. The reason for this discre-
pancy was probably due to the differences in the interfacial mass and momentum
transfer models in these two codes. This phenomenon was more effective when
large volumes with two phase regions were simulated for the full Marviken

test.

The RELAPS5/MOD]1 code was also applied to the same nozzle/discharge pipe
with three different nodalizations, and tre resultis for break flow rate are
shown in Figure 2.3.8. The best agreement with the data was obtained for the
case where the discharge pipe was modeled with a three-volume pipe, and the
nozzle was modeled as an area change junction. However, when the number of
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volumes in the discharge pipe was increased to nine, the code overpredicted
the break flow rate. For the case with two volumes each in the discharge pipe
and the nozzle, the code underpredicted the break flow rate. It should also
be noted that in their oriqinal calculation for this test INEL modeled the
nozzle as a zero volume area change and this is also their recommendation.

The RELAPS5/MOD]1 results are clearly very sensitive to the nodalization which
should be resolved by the code developers.

The following observations are made from the TRAC-PFl and RELAPS5/MODI
predictions of the Marviken Test 24:

a) Neither TRAC-PF1 nor RELAP5/MOD]1 predicted the pressure and mass
flow rate undershoot due to lack of proper flashing delay correla-
tions in their vapor generation models. However, this improvement
alone may not be sufficient to achieve better agreement with the
data for the entire transient. The codes do have different flashing
delay models for computing the critical flow rate, but that does not
affect the bulk vapor generation rate.

b) Two approaches to modeling the critical flow rate with TRAC-PFl were
tested., Both produced reasonable predictions, but the natural chok-
ing option (with a 40-cell nozzle) produced slightly better results
for the mass flow rate for the full test prediction., The largest
error here was comparable to the largest error in the earlier TRAC-
PD2 calculation of this test (-25% in the subcooled blowdown
stage).

¢) The choking model in TRAC-PFl produced better agreement with the
mass flow rate and pressure data than the natural choking or RELAPS
calculation when only the nozzle part of the test was simulated.
This is a better test of the code's ability to predict the critical
flow, and the TRAC-PF1l choking model appears to be superior to that
of the RELAPS5/MOD1 code.

d) In the RELAP5/MOD1 simulation of the nozzle, the calculation had a
strong dependence on nodalization. This should be resolved by the
code developers through user guidelines. Since the nozzle section
has a finite volume, we believe that it should be explicitly mod-
eled. This is contrary to the code developer's recommendation of
treating the nnzzle as a zero-volume area change,

2.3.5 User Experience

No difficulty was encountered in running either the TRAC-PF1 or RELAPS/
MOD1 code for Marviken Test No. 24, Use of coarse noding at the nozzle with
the choking option did reduce the computer running time, The run time statis-
tics for the base calculations presented in Section 2.3.3 are shown in Table
Svdrdy
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Table 2.3.1 Computer Time Statistics for Marviken Test No. 24 Simulation
Computer: BNL CDC-7600

Calculation TRAC-PF1 RELAPS5/MOD1
Without With With
Chok ing Chok ing Chok ing
Item Option Option Option
No. of Cells 80 a2 4]
Problem Time (s) 55 55 60
No. of Time Steps 2114 1202 6034
CPU Time (s) 419 128 189
CPU-to-Problem Time 7.62 2,33 3.15
CPU (s)/Cell/Time Step 2,5 x 103 2.5 x 10°° 0.76 x 10-3
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2.4 Summary and Conclusions

Both TRAC-PF1 (Version 7.0) and RELAP5/MOD1 (Cycle 14) were applied to
several critical flow tests conducted in Moby-Dick nitrogen-water, BNL
flashing, and Marviken critical flow test facilities. With the exception of
RELAP5/MOD]1 simulation of Moby-Dick nitrogen-water tests, all calculations
provided useful results as presented in Sections 2.1 through 2,3. From these
results the following conclusions can be drawn:

1.

For the two-component, two-phase critical flow without phase change,
TRAC-PF1 can be expected to produce stable results for all void
fractions, which is an improvement over the TRAC-PlA code. However,
the results are sensitive to the friction factor option selected for
calculation. The homogeneous friction factor option overpredicts
the mass flow rate by ~15 to 22%, whereas the annular friction
factor option underpredicts the same by ~5 to 12%. It is recom-
mended that the same single-phase friction factor be used for both
the homogeneous (NFF=1) and the annular (NFF=2) flow friction factor
options.

For the single-component (i.e., water) two-phase flow with phase
change, both TRAC-PF1 and RELAP5/MOD] may significantly underpredict
the subcooled critical flow rate by as much as 25%, as shown in the
BNL flashing test simulations. An accurate flashing delay model
seems to be a necessary (although not sufficient) condition for
achieving better agreement with the subcooled critical flow data.
Simulation of Marviken Test No. 24 also supports this conclusion,

The choking option of TRAC-PFl seems to be reasonable for subcooled
critical flow through short nozzles if "correcl" upstream boundary
conditions are provided. For the RELAP5/MOD] choking model, it
seems that the short nozzles have to be treated as zero-volume area
changes to obtain good agreement with data, even though this contra-
dicts the reality. Also, the RELAP5/MOD]1 choking model seems to be
sensitive to nodalization, (Such a nodalization study was not per-
formed for the TRAC-PF1 choking model.)
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3. SIMULATION OF LEVEL SWELL EXPERIMCNT

The GE large-vessel blowdown Test No. 5801-15 (Findlay, 1981) was simu=
lated with both the TRAC-PF1 (Version 7.0) and the RELAP5/MOD1 (Cycle 14)
codes. The purpose of this experiment was to study blowdown from the top of a
large vessel partially filled with saturated water and the level swell caused
by the rapid depressurization due to blowdown. These phenomena, i.e., top
blowdown and level swell, are important for LOCA and steam line break analy-
sis. Also, the water level in a BWR and in the steam generator secondary side
of a PWR affects the function of the plant control system, and thus governs
the course of many operational transients,

3.1 GE Large Vessel Test

3.1.1 Test Description

As shown in Figure 3.1.1, the test facility consisted of a carbon steel
pressure vessel of 4,5 m® (160 ft?) volume, 1.19 m (47 in.) inside diameter
and 4.3 m (14 ft) height. The vessel was fitted with a blowdown line and a
dip tube of 0.254 m (10 in.) diameter for top blowdown tests, The entrance to
the dip tube was at 3.2 m (10.5 ft) elevation from the bottom of the pressure
vessel. The blowdown flow rate and depressurization rate were varied by
mounting different sized flow limiting venturi nozzles in the horizontal por-
tion of the blowdown line. The tests were initiated by rupturing the disc as-
sembly at the end of the venturi nozzle.

The experiment simulated at BNL, i.e., Test No. 5801-15, was a top blow-
down test. The throat inside diameter of the venturi nozzle for this test was
0.0635 m (2.5 in.), and the vessel was initially filled with saturated water
up to 1.68 m (5.5 ft) elevation at a pressure of 73,1 bar (1060 psia)., The
vessel pressure and axial void fraction distribution were measured during the
transient,

3.1.2 Input Models

The base nodalizations used for TRAC-PF1 and RELAPS5/MOD1 calculations are
shown in Figure 3.1.2 along with a schematic of the test apparatus. For TRAC-
PF1, the pressure vessel and the vertical dip tube leading to the ventu: ! noz-
2le were modeled by a TEE component., The 7-volume primary pips of the TEE re-
presented the vessel, whereas the secondary pipe with four volumes modeled the
dip tube. The vessel cross-sectional area was appropriately reduced to take
into account the presence of the dip tube inside the vessel, A 3-volume PIPE
component represented the converging straight and diverging sections of the
venturi nozzle. Two zero-velocity FILL components and one BREAK component
where the atmospheric pressure was specified, completed the TRAC model. Chok-
ing option was applied at the venturi nozzle.

The RELAP5/MOD1 model was practically the same as the TRAC-PF1 model.
The pressure vessel was represented with a 5-volume PIPE, a BRANCH and a one-
volume PIPE in series, The dip tube was modeled with a four-volume pipe con-
necting the BRANCH and the venturi nozzle represented by a three-volume PIPE,

- 35 =



"nsn

NODE &

L L R0

NODE &

1850

NODE ¢

LR R

NOOE 3

150

NOOE 2

180

NODE

on

PRESSURE VESSEL
mi0

14 11 LONG

T80 cu M APPROXIMATELY!

108" - _f4>_
| 10m DIAMETER DIP TURE
/_ FOR TOP BLOWDOWN

ra.

/— S5 MWATER LEVEL

Figure 3.1.1

BLOWODOWN LinE

= RUPTURE DISC ASSEMBL Y

FLOW LiMiT NG
VENTURI Wit
MENIMUM THROAT
SIZES FROM
270188

GE Large Vessel Test Facility.

-3 e




A time-dependent volume (TMDPVOL) with atmospheric pressure completed the
model. The RELAPS/MOD1 choking option was applied at the nozzle.

To study the effect of nodalization, both the TRAC and RELAPS
calculations were repeated with different nodalizations (e.q., 2l-volume
vessel with 2-volume nozzle, 7-volume vessel with 2-volume nozzle, 7-volume
vessel with 6-volume nozzle, etc.). In addition, a RELAP5/MODI calculation
was run where the nozzle was represented with a junction only as recommended
by the code developers. The junction had the nozzle throat area.

3.1.3 Code Predictions and Comparison with Data

Only the base case results with seven volumes in the vessel and three
volumes in the nozzle are discussed in this section. As shown in Fiqure
3.1.3, the vessel pressure calculated by the TRAC-PF1 code aqreed closely with
the data except for the initial two seconds, while the aqreement between the
computed and the measured vessel pressure was not as good for RELAPS5/MODI.
Neither calculation showed a slight dip in pressure hefore a steady decline
occurred because neither code includes a flashing delay model for bulk flow,

Fiqure 3.1.4 shows the predicted axial void fraction distributions along
with the data at various times during the transient., The void fractions calcu-
lated by TRAC-PFl were generally higher, and the calculated level swell rate
was faster than the data. On the other hand, the void fractions calculated by
RELAP5/MOD1, although relatively close to the data, showed an irreqular axial
distribution.

The higher void fractions and the faster level swell rate calculated by
TRAC-PF1 were believed to be caused by a high interfacial shear. High inter-
facial shear reduces the bubble rise velocity and retains the bubbles longer
in the water, thus swelling the water level at a faster rate., Likewise, an
improper interfacial shear package is probably responsible for the irreqular
axial void fraction profiles predicted by the RELAP5/MOD]1 code.

Fiqure 3.1.5 shows the total break flow inteqrated over time plotted with
respect to time. The data for the break flow rate were not directly avail-
able, but were estimated from the data on void fraction distribution. TRAC-
PF1, while adequately predicting the vessel pressure, overpredicted the data
for the integrated break flow rate. This appears to indicate that the flash-
ing or vapor generation rate during depressurization is too high in TRAC-PF1,
This seems consistent with the higher TRAC-PFl void fraction prediction which
creates more interfacial area for larger vapor generation rate., In contrast,
RELAPS5/MOD1 shows the opposite trend, It underpredicts the pressure while
showing good aqreement with the data for the inteqrated break flow rate, indi-
cating a lower flashing rate, Note that the RELAPS5/MOD1 void fractions below
the mixture level are indeed lower than those for TRAC-PFl., Thus, there seems
to be a consistency between the void fraction and the vapor generation rate
for both codes.
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3.1.4 Further Analysis and Discussion

As mentioned in Section 3.1.2, calculations were performed with different
nodalizations. For both TRAC-PF1 and RELAPS/MOD1, the new results were very
clocZ .0 the base results shown in Figures 3.1.3 through 3.1.5. Only the
RELAPS/MOD1 calculations with a zero volume nozzle showed some difference.
This is shown in Figures 3.1.6 and 3.1,7., However, note that all RELAPS/MODI1
calculations including the one with the zero volume nozzle showed an irrequiar
axial void fraction profile and significantly underpredicted the vessel pres-
sure, Therefore, it can be concluded that the RELAPS5/MOD1 interfacial shear
(or drag) pack>ge needs improvement. It is our understanding that the shear
package has been significantly revised for the newer version of RELAPS, i.e.,
RELAPS/MOD2,

TRAC-PF1 also needs improvement in the interfacial shear package since it
tends to overpredict the void fraction and the level swe!l rate. Also, the
TRAC-PF1 results obtained for the GE large vessel test were very similar to
those obtained for the Battelle-Frankfurt top blowdown test with TRAC-PD?2
(Section 2.5 of Saha et al,, 1982b). Therefore, it can be concluded that
changes made to the TRAC-PD2? code did not significantly improve the predic-
tions of the level swell tests.

3.1.5 User Experience

There was no difficulty in running either the TRAC-PFl or the RELAFS/MODI
code for the GE large-vessel top blowdown test, The base nodalization with a
7-volume vessel and a 3-volume nozzle was found to be adequate for both TRAC-
PF1 and RELAP5/MOD1 calculations. From the accuracy viewpoint, it was not
necessary to treat the nozzle as a zero-volume junction as suggested by the
RELAPS code developers, although, this does improve the computer running time,
The run time statistics for both TRAC-PF1 and RELAPS5/MOD1 calculations for
this test are given in Table 3.1.1.

3.2 Summary and Conclusions

Both the TRAC-PF1 (Version 7.0) and the RELAP5/MODI (Cycle 14) code were
assessed using the GE large vessel Test No, 5801-15, Neither code experienced
any particular difficulty in calculating the test. From the results presented
in Sections 3.1.3 and 3.1.4, the following conclusions can be drawn:

[ Both the TRAC-PFl1 and the RELAP5/MOD]1 code need a more accurate
flashing delay model for the bulk or pipe flow. The present delay
models in the choked flow formulation cannot predic' the early pres-
sure undershoot ohserved in the experiment. This undershoot and the
corresponding liquid superheat could be important in determining the
vapor generation rate later in the transient.

ey TRAC-PF1 tends to overpredict the void fraction below the mixture
level and the level swell, It also overpredicts the break flow rate
(by as much as 20%), although the pressure prediction agrees quite
well with the data. A high interfacial shear in the TRAC-PF| code
is believed to be partially responsible for higher void fraction and
higher level swell rate,
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&5 RELAPS/MOD]1 predictions for average void fraction, level swell rate,
and break flow rate seem reasonable. However, the code underpre-
dicts the vessel pressure and produces an irregular axial void frac-
tion profile, It seems that the interfacial shear package of
RELAP5/MOD]1 needs reexamination and improvement.

4, The base nodalization as shown in Figure 3.1.2 seems to be adequate
for calculation of the level-swell-type phenomenon, Also, there
seems to be no need of representing the discharge nozzle with a zero
volume junction for the RELAPS5/MOD]1 calculation, as suggested by the

RELAPS code developers.

Table 3.1.1 Computer Run Time Statistics for GE Large Vessel
Test No. 5801-15

Computer: BNL CDC-7600

Calculation TRAC-PF1 RELAPS/MOD1
3-Volume 3-Volume Zero=-Volume

item Nozzle Nozzle Nozzle
No. of Cells 14 14 11
Problem Time (s) 20 20 20
No. of Time Steps 236 28814 7798
CPU Time (s) 21 400 115
CPU-to-Problem Time 1.05 20 5.75
CPU (s)/Cell/Time Step 6.3x10-? 0.99x10-? | 1,34x10-3
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4., SIMULATION OF COUNTERCURRENT FLOW LIMITATION (CCFL) EXPERIMENTS

Countercurrent flow limitation (CCFL) or "flooding" is an important phe-
nomenon for both PWR and BWR LOCAs, Because of steam upflow in a PWR down-
comer and a BWR core during the ECC (Emergency Core Cooling) water injection,
there will be some delay before the ECC water can reach the core. This delay
is expected to be important in determining the peak clad temperature (PCT)
during a LOCA, CCFL is also important in a Once-Through Stean Generator
(OTSG) operation since the auxiliary feedwater is injected at the top of the
steam generator.,

The amount of liquid downflow for a given upflow of gas or vapor depends
primarily on the interfacial shear and liquid entrainment. Therefore, air-
water tests can be used as a first step for assessing the CCFL prediction cap-
ability of the advanced codes. At BNL, all three codes, namely, TRAC-PF1
(Version 7.0), RELAP5/MOD1 (Cycle 14), and TRAC-RD1 (Version 12,0), were ap-
plied to the air-water flooding tests conducted at the University of Houston
and Dartmouth College. First, the tests conducted in single round tubes will
he discussed. Later, the TRAC-PFl and TRAC-BD1 results for parallel-tube CCFL
tests conducted at Dartmouth College will be presented, (Based on the RELAPS/
MOD1 predictions of the single-tube tests, the code was not applied to the
parallel-tube tests.)

4,1 University of Houston Tests

4,1.1 Test Description

The test section was a 4,11 m long, 0.05 m [.D., vertical tube. Water at
ambient pressure and temperature was injected into the middle of the test sec-
tion through a 0.225 m long porous section surrounded by a jacket. Air at am-
bient pressure and temperature was supplied at the bottom through a collecting
chamber, which was also used to collect and measure the water downflow rate,
The top of the test section was connected to another chamber in which the
Tiquid film was separated from the air-droplet mixture and the upward film
flow rate was measured, The air-droplet mixture was passed through a separa-
tor and the entrained liquid flow rate was measured, There were four stations
on the test section for film thickness measurements and four more stations for
pressure measurements. A schematic of the test facility is shown in Fiqure
4,1.1. Further details of the test section and instrumentation can be found
in the data report (Dukler and Smith, 1979),

lfour different water feed rates were used: 100 Ib/hr (0,0126 kg/s), 250
Ib/he (0.0315 ka/s), 500 1b/hr (0,063 kg/s), and 1000 1b/hr (0,126 kg/s). In
each series of tests, the air flow rate was gradually increased from 120 1b/hr
(0,01512 kg/s) to 300 I1b/hr (0,0278 kg/s). The air flow rate at the flooding
point or the onset of liquid upflow increased as the water feed flow rate was
decreased,

For the current assessment, the test series with water feed rates of 100

1b/hr and 1000 1b/hr were chosen. These two water feed rates produced two
distinctly different flooding situations.
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4.1.2 Input Models

In principle, the test could be simulated either with the one-dimensional
TEE components or with the VESSEL module of TRAC-PFl with one cell per axial
level. However, both components use the same two-f luid formulation with only
minor differences in the constitutive package, Also, one-dimensional compo-
nents take much less computer time per cell than the VESSEL module, Therefore,
it was decided to use the TEE components for most of the cal-rulations,

For both the TRAC-PF1 and TRAC-BD1 calculations, the test set-up was
modeled with two TEE components as shown in Figure 4,1.2. The bottom TEE had
B cells in the primary pipe and the side pipe for air injection was connected
to the 6th cell., A zero-flow FILL component was attached to the bottom of
this TEE to simulate the closed end, The top TEE which represented most of
the test section had 23 cells in the primary pipe and the water was injected
through the side pipe connected at the 12th cell, The top of this TEE was
connected to a BREAK component where the system or atmospheric pressure was
imposed as a boundary condition.

The RELAPS5/MOD1 model for the test apparatus was also similar to that
shown in Fiqure 4,1,2, Two BRANCH and three PIPE components were used, The
branches were connected to two TIME DEPENDENT JUNCTIONS for simulating the air
and water injections. The top PIPE was connected to a TIME DEPENDENT VOLUME
where the system pressure was imposed., The middle PIPE represented the sec-
tion between the water and air injection points, whereas the bottom PIPE with
a closed end represented the lower part of the test section. Thus, the same
nodalization and node sizes were used for all three codes.

The codes were run for a given water and air injection rate until a
“stable" situation was achieved. The calculated liquid downflow rate was
time averaged and compared with the data. Each calculation represented a
point on the CCFL or flooding curve. Thus, several calculations were needed
to generate the CCFL curve for a given water injector rate (e.q., 100 1b/hr or
1000 1b/hr). Each calculation took anywhere from 50 to 140 CPU seconds in the
BNL CDC-7600 computer., The CPlU-to-real time ratio for TRAC-PFl and RELAPS/
MOD1 was 2 to 4, whereas that for TRAC-BO1 was 15 to 20.

4,1.3 Code Predictions and Comparison with Data

A test case with water feed rate of 100 1b/hr and air flow rate of 200
Ib/hr was simulated with TRAC-PF1l, first using the VESSEL module and then
using the TEE component., Figure 4.1.3 shows a comparison of liquid velocities
and void fraction distributions at the upper part of the test section as pre-
dicted by TRAC-PF]l with two different approaches. It seems that using the
VESSEL module, TRAC-PFl predicted a higher liquid velocity and a higher void
fraction than that using the TEE component, Higher liquid velocity implies a
thinner film or a smaller area fraction for the 1iquid phase, and so the void
fraction will be higher., Thus, both calculations are self-consistent, How-
ever, it was surprising that although both the VESSEL and the TEE components
use the same two-fluid formulation, slightly different results were obtained.
Slightly different interfacial momentum transfer or shear packages were used
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in these modules yielding different liquid velocities. This was confirmed
when the FORTRAN coding of these components were reviewed at BNL; there were
indeed some differences. Finally, it was decided to use the TEE components
for TRAC calculations, as less computer time was required. Also, as shown in
Figure 4,1.3, there were some irreqularities in the TRAC-PF1 VESSEL results at
the exit of the test pipe.

4,1,3.1 Water Feed Rate of 100 Ib/hr

In the first series of tests, the water injection rate was 100 1b/hr and
the air flow rate varied from zero to 300 1b/hr, This test was simulated with
TRAC-PF1, RELAPS5/MOD1, and TRAC-BD1, and the comparison of predicted liguid
downf low rate for specified air flow rate with the data is shown in Figure
4,1.4, For comparison purposes, the TRAC-PD2 result reported earlier (Section
2.6 of Saha et al,, 1982b) is also shown in the figure., It can be seen that
TRAC-PF1 underpredicted the liquid downflow rates and showed some oscillations
in the filling rate. This indicates that either the interfacial shear or the
entrainment rate or both were overpredicted,

The RELAPS5/MOD]1 results were in poor agreement with the data, At only 50
Ib/hr air flow rate, the code predicted a total upflow of all the injected
water, The reason for this poor prediction is that RELAPS/MOD]1 assumes a
droplet flow reqime for void fraction greater tnan 0.95 and does not allow for
a8 liquid film on the wall., However, in the University of Houston tests, !i-
quid flowed down as a film on the wall even when the void fraction was aqreater
than 0,95, RELAPS5/MON1 was unable to recognize this film or annular flow re-
gime and, therefore, predicted a total upflow of liquid in the droplet form,

Of the three codes, TRAC-BD] yielded the best aqreement with the data.
Two TRAC-BD1 predictions are shown in Fiqure 4.1.4, One was obtained using
the CCFL cption available in TRAC-BD1, and the other without it. The TRAC-BDI
result without the CCFL option slightly overpredicted the liquid downf low
rate, indicating that either the interfacial shear or the entrainment rate or
both were slightly undernredicted, However, when the CCFL option was used,
the liquid downflow rate was restricted to what was allowed by the Kutateladze
flooding correlation for a specified air flow rate, This set of calculations
slightly underpredicted the liquid downflow rate, Note that the experimental
data lie between these two sets of TRAC-BD1 calculations,

4,1.,3,2 Water Feed Rate of 1000 1b/hr

The second series of tests which were simulated with all three codes used
a water injection rate of 1000 Ib/hr. In this case also, the comparison he-
tween the code predictions and the data was the same as the previous series
with a water feed rate of 100 1h/hr. As shown in Figure 4,1.5, the TRAC-BDI
predictions are in best agreement with the data. Also, most of the experimen-
tal data points do lie between the two TRAC-BN1 predictions, one with and the
other without the CCFL correlation,

TRAC-PF1 again underpredicted the liquid downflow rate, as did

RELAPS/MOD1, As a matter of fact, RELAPS/MOD] predicted a total upflow of 1n-
jected water at only 50 1b/hr air flow rate.
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4,1.4 Discussion

The countercurrent flow in these University of Houston tests was governed
by the interfacial shear at the liquid film and the liquid entrainment rate.
In case of no air flow rate, all the liquid flowed down, As the air flow rate
was gradually increased, the liquid film interface became rough and led to in-
ception of liquid entrainment. Some of the entrained droplets were deposited
on the wall above the water injection point and formed a film. Figures 4.1.4
and 4.1.5 show the air flow rates at which the liquid downflow rate started to
decrease from the total ligquid injection rate. These points (e.q., air flow
rate of 250 I1b/hr for the water feed rate of 100 1b/hr, and the air flow rate
of 135 1b/hr for the water feed rate of 1000 1b/hr) represent the inception of
liquid entrainment. It should be noted that TRAC-PFl underpredicted these en-
trainment inceptions for both water feed rates, whereas TRAC-BD]1 which uses
the Ishii-Mishima model (Ishii, 1981) produced mixed results., RELAP5/MOD1, on
the other hand, did not have an entrainment model and assumed a pure mist or
droplet flow for void fractions greater than 0.95.

Fiqures 4.1.4 and 4,1.5 also show the air flow rates at which the liquid
downf lows approached zero owing to sufficiently high air flow rates. Good
prediction of this part of the test will depend upon correct interfacial snear
and entrainment rates, TRAC-BN]1 uses an interfacial shear model based on the
Ishii (1977) drift velocity and the void distribution parameter, Cy. TRAC-
PF1 uses a model of interfacial shear based on NDukler's correlation (1980),
RELAPS/MOD]1 computes the interfacial shear at the annular film from the Wallis
correlation (1970). These models have been compared in Figure 4,1.6, In gen-
eral, the Wallis correlation (1970) yields a lower interfacial shear coeffi-
cient than the Nukler correlation (1980), Thus, a code using the Wallis cor-
relation would predict a higher liquid downflow rate than a code using the
Dukler correlation.

In general, the University of Houston tests are more useful for assessing
the entrainment model than the interfacial shear model, However, if the en-
trainment rate from the test could be substituted in a code, then the interfa-
cial shear model can be explicitly assessed, A study (Popov, 1983) was under-
taken at BNL to assess the various models for entrainment rate and interfacial
shear which have been used in the advanced code or are currently available in
the literature. The study concluded that the modified Ishii entrainment model
and the Bharathan-Wallis model (1979) for interfacial shear are probably the
best for countercurrent flow applications.,

4,1.5 User Experience

No particular difficulty was experienced in running the TRAC-PF1, RELAPS/
MOD1, and TRAC-BD1 codes for the University of Houston tests, However, the
calculations never reached a "steady state"; therefore, the calculated liquid
downf low rates had to be averaged over certain time periods for comparison
with the data.
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4,2 Dartmouth College Single Tube Tests

4,2,1 Test Description

The test set-up, shown in Fiqure 4.2,1, consisted of a vertical test sec-
tion (pipe) connected to an upper and a lower plenum, Water at room tempera-
ture was injected in the upper plenum, where a liquid level was maintained by
controlling the height of a drain pipe and the water flow rate. Air was in-
jected in the lower plenum., The water downflow rate was determined from the
water collected in the lower plenum over a fixed time, The tests were con-
ducted for various pipe and plena sizes and test section to plena junction
geometry. The details of the test results can be found in Bharathan (1979).

For the purpose of code assessment, the test sections of the inside dia-
meter of 0,0254 m and 0.152 m with square-edge entrance were selected, The
tests with a pipe inside diameter of less than 0.0254 m were not selected be-
cause a pattern of periodic water filling and blowing was observed for these
cases (Clark et al., 1978). Two separate test apparatus were used for these
tests., The smaller tube (0.0254 m [.D,) was connected to two plena each of
0.33 m [.D. The test section was 1.51 m long. The air flow rate varied from
0.0064 to 0.0215 kg/s. The larger test section (0,152 m 1.D,) was connected
to two 55 gallon drums with an internal diameter of 0.554 m, The l2ngth of
the test section in this case was 3.66 m, The air flow rate varied from 0,103
to 0.274 kg/s. The test report (Bharathan, 1979) did not provide any informa-
tion about the water level in the upper plenum, but it was approximately 4 to
5 times the 1.0, of the test section (Bharathan, 1982).

Unlike the University of Houston tests discussed in Section 4.1, the
NDartmouth College tests had almost no liquid entrainment, Therefore, the
countercurrent flow behavior in these tests should mostly depend on the inter-
facial shear stress, including form losses, and the data are more appropriate
for assessing the interfacial momentum transfer models used in the advanced
codes.

4.2.2 Input Models

The tests were modeled with all three codes, namely, TRAC-PFl (Version
7.0), RELAP5/MOD]1 (Cycle 14), and TRAC-BD1 (Version 12,0). The input configu-
ration used for the TRAC-PF1 and TRAC-BDl codes was the same, and is shown in
Figure 4,2.2, The test set-ups (small pipe of 0,0254 m 1.0, and large pipe of
0.152 m 1.D,) were modeled with three TEE components. Part of the upper ple-
num and drain pipe were modeled with the upper TEE, part of the upper plenum
with water injection, the test section and part of the lower plenum were mo-
deled with the middle TEE, and the bottom TEE represented part of the lower
plenum and the air injection pipe, The water and air injection pipes and the
close end at the bottom were modeled with FILL components while the upper open
end and the end of drain pipes were modeled with BREAK components. The ncdal-
izations for the two test sections are shown in Fiqure 4.2,3, There were 18
cells for the 0,0254 m 1.0, pipe and 25 cells for the 0,152 m [.D. pipe. The
cell lengths varied from 0,074m to 0.01 m in the test section for the smaller
diameter tube and from 0.02m to 0,18 m in the larger pipe.
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For the RELAP5/MOD1 calculations, the test set up was modeled with four
PIPE and three BRANCH components as shown in Figure 4,2.4, The nodalizations
for the test sections were exactly the same as for TRAC-PF1 and TRAC-BD1
calculations and as shown irn Figure 4.2.3, In addition, for the
smaller-diameter pipe, the upper and lower plenum diameters were gradually
reduced at the junction of plena and test pipe. This was done to reduce the
sudden area change effects,

The assessment calculations were repeated for different air flow rates.
Each produced only one point on the flooding or v ]‘g vs ¥ 1% curve. The
nondimensional gas and liquid flow rates, j*q and j*¢, are defined as

g = avg 7og 1Wle, = 0,)9D, (4.2.1)
it = (L -a)v, o Mo - 99595. (84.2.2)

where a, v, p, 9, and D are void fraction, phasic velocity, phasic density,
acceleration due to gravity, and pipe diameter, respectively,

The liquid flow rate was determined by calculating the liguid inventory
in the lower plenum for a given time interval. The computer running time for
each calculation varied with the air flow rate and the time period of calcula-
tion. The TRAC-PF1 small pipe calculation took from 123 to 143 CPU seconds
for 15 seconds of transient, whereas, for the large pipe case, it took 173 to
207 CPU seconds for 20 seconds of transient, In contrast, the TRAC-BDl small-
pipe calculation took 110 to 220 CPU seconds for 15 seconds of transient while
the large pipe calculation took approximately 420 CPU seconds for 9.5 seconds
of transient. For RELAP5/MOD1, the calculations for the large pipe took ap-
proximately 190 CPU seconds for 17 seconds of transient, All calculations
were performed on the B8NL CDC-7600 computer.

4,2.3 Code Predictions and Comparison with Data

4.2.3.1 Small Tube (0.0254 m 1.D.)

TRAC-PF1 was applied first £y this test. In the initial modeling, the
lower plenum was modeled larger than in the test, to minimize the effect of
stored water and to stabilize the flow, However, this did not work as the
code predicted liquid bridging in the test sections and periodic dumping of
water for air flow rates as high as 0.00314 kg/s. In the test, the dumping
was observed only at air flow rates below 0,00111 kg/s. The dumping behavior
occurred in *he test because of bridging (blocking) of the test section with
liquid which prevented the flow of air. This led to the accumulation of air
in the lower plenum and an increase in the pressure. When the pressure
difference between the lower and upper plena exceeded the hydrostatic pressure
due to liquid in the upper plenum and the test section, the liquid bridge (or
plug) was expelled and the air flow resumed, This behavior was repeated
periodically. In the larger lower plenum case, the pressure in this lower
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plenum took a while to build up, leading to an initially large flow of liquid
from the upper plenum which hridged the test section and caused dumping be-
havior. Hence, the test and the simulation would be sensitive to the lower
plenum size, In all final calculations, to be reported here, the actual size
of the lower plenum was used,

Figure 4,2.5 shows a comparison of the liquid downflow ratec for given
air flow rates as predicted by the TRAC-PF1 and TRAC-BD1 codes and the data.
TRAC-PF1 results were in good agreement with the data, The cod so predict-
ed a dumping behavior for air flow rates less than 0.005 kg/s (/j% =
0.241), which is closer to the experimental conditions. The curve through the
calculated points showed changes in slope as the air flow rate was increased.
This was not in total agreement with the data, and needed further investiga-
tion, to be discussed later. TRAC-BD1, on the other hand, predicted dumping
at much higher air flow rates. However, it did compute stable countercurrent
flow at higher air flow rates, but the liquid downflow rates were highly over-
predicted. This behavior of the TRAC-BDl solution indicated that the inter-
facial momentum transfer was probably underpredicted by the code. Other pos-
sible reasons are inadequate wall friction and a lack of automatic entrance
loss at the area changes (e.q., junction between the upper plenum and the test
section) in TRAC-BD1. For RELAP5/MOD1 calculations, there were severe insta-
bilities and no useful results were obtained,

4.2.3,2 Large Tube (0,152 m 1.D.)

A1l calculations for this test were performed with a correct size test
set-up. Fiqure 4.2.6 shows the comparison of liquid downflow rates as pre=
dicted by TRAC-PF1, TRAC-BD1 and RELAP5/MOD1 with the data for various air in-
jection rates. TRAC-BD1, predicted qualitatively correct behavior, but in
most cases overpredicted the liquid downflow rate. On the other hand, TRAC-
PF1 predicted anomalous behavior in the range of air flow rates of 0,191 kg/s
( g * 0.47) to 0.103 kg/s (/3‘-'= 0.36); the computed liquid filling
rate decreased with decreasing air flow rate. However, TRAC-PFl predicted
correct behavior for air flow rates below 0,103 kq/s (V]%g = 0.36). For
RELAP5/MOD1, there was no liquid downflow until the air f?ou rate was reduced
below 0.07 kg/s (/J%q = 0.3)., Calculation below this air flow rate was very
unstable. Thus, the RELAP5/MOD1 prediction was in the worst agreement with
the data.

4,2.4 Discussion

As mentioned earlier, because of very little entrainment, the Dartmouth
College tests are appropriate for assessing the interfacial shear packages
used in the advanced codes for countercurrent flow application. Therefore, an
attempt will be made to explain the code results as shown in Figures 4,2.5 and
4,2.6 through the interfacial shear used.

TRAC-PF1 employs the Dukler correlation (Dukler, 1980) for the interfa-
cial shear whilli is expressed as

fi = {3.08 1oga[4A(1-E)/(1-a)] - 16,16} , (4,2.3)
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where

A = Reg (D/0.0508) -2 for D> 0.,0508 m ;

. Reg for D < 0.0508 m,

Here a, E, D, and Reg are the void fraction, entrainment rate, pipe diane-
ter, and the vapor or gas Reynolds number, respectively. Equation (4.2.3) was
developed from the University of Houston flooding tests conducted in a 2-inch
(0.0508 m) diameter pipe, and it has been plotted in Fiqures 4.2.7 and 4.2.8
as .a function of liquid fraction, a¢, i.e., (l-a), and vapor Reynolds num-
ber, Req, for two pipe diameters (0.0254 m and 0,152 m). Notice that ac-
cording to Equation (4.2.3), the shear coefficient, f;, has discontinuities

at certain af and Reg combinations, and it increases with decreasing gas

flow rates or gas Reynolds number, In TRAC-PFl, the code developers avoided
the discontinuity by imposing an upper limit on the shear coefficient as the
larger of 1.2 and 23.53 D. Even with this upper limit, the Dukler correlation
has a strong bearing on the TRAC-PFl prediction of liquid downflow rate and is
more dramatic in the case of the 0.152 m [.D. tube. The liquid downflow rate
is controlled by the interfacial shear stress which is def ined as fjvp*.

In the case of the TRAC-PFl prediction, when the air flow rate was decreased,
the f; increased because of thicker film and lower gas Reynolds number. In
the air flow rate range of 0.191 kg/s (YJ*q = 0.47) to 0.103 kg/s (/J%g =
0.36), the f; increased rapidly as the film thickness approached the f?lm
thickness at which the discontinuity occurred. This increase in f; overcom-
pensated the reduction in v, (or v,;) resulting in a lower liquid downflow
rate as shown in Figure 4,2,6, For air flow rates below 0,07 kg/s (fj'b =
0.3), the shear coefficient was computed from the second branch of Dukleér's
correlation where f; decreased with increasing film thickness. Thus, there
was a much faster reduction in interfacial momentum transfer and the liquid
filling rate increased sharply, as shown in Figure 4.2.6. Similar behavior
was observed for the 0,0254 m [.D, pipe case, although, the effect of discon-
tinuity was milder and was reflected only in terms of change in slopes of

/3’3 vs /% curve as shown in Fiqure 4.2.5,

The interfacial shear coefficient in an annular flow regime in TRAC-BD1
was derived from the drift velocity correlation of Ishii (1977) and a distri-
bution parameter given by Andersen and Chu (1982). The interfacial momentum
transfer model for the annular flow regime in TRAC-BD1 is as follows:

0.015&(«1*0)20! 1-aC, 1-aC,
Flg = T ' - Ve Co¥y | (—T:;— Vg " Covt) : (4.2.4)
where
P
o - LBUm) (412, (4.2.5)
VY a [}
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1 +a
and C, " 5% (4.2.6)

Here vq and vy are the average gas and liquid velocities in their respec-
tive phasic areas, and Fyq is the interfacial force per unit volume of

the gas phase. The interfacial shear coefficient as def ined by Dukler (1980)
or Wallis (1970) can be obtained from the TRAC-BD1 description as

1 1
fi = 0,0075 Va [1-75(100)]‘ 1 .W) . (1 - m ) . (4.2.7)

For countercurrent flows, vq and v, are of opposite signs; therefore, the
last two terms will be greater than 1.0. The variable a is generally small
for thin films. For the large tube case (0.152 m 1.D.), 'a' varied from
0.0014 to 0.003.

The well-known Wallis correlation (Wallis, 1970) for interfacial shear
coefficient in the annular flow regime is

f; = 0.005 [ 1+475(1-a)] . (4.2.8)

A comparison of expressions for the interfacial shear coefficients in Equa-

tions (4.2.7) and (4.2.8) indicates that the TRAC-BD1 model, i.e., Equation

(4.2.7), produces a larger interfacial shear stress than the Wallis correla-
tion (Equation 4,2.8). Therefore, the Wallis correlation would produce even
larger water downflow rates than that predicted by TRAC-BDI1.

In an attempt to suggest a better model for interfacial shear coefficient
in annular flow regimes, the Bharathan-Wallis correlation (Bharathan, 1979)
was also investigated. This correlation was developed from the Dartmouth
College data and had been shown to predict a countercurrent flow limitation
superior to the Wallis or Dukler correlation in an earlier simulation of
flooding test with 0,0508 m [.D. test section (Popov and Rohatgi, 1983). The
Bharathan-Wallis correlation is as follows:

Ceo
f, = 0,005 +Cpy 6% 2, (4.2.9)

where

9.07

Cey = 0.275 (10 /0%) ,

fl

Cep = 1.63 + 4,74/D* ,

f2

§* = 8//0/[9(o, - pg)l
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N o

6'0(1'/:)/2 ’

o* = 0//o/lg(p, - 0g)] .

Here 4, D, and o are the film thickness, pipe diameter, and surface tension,
respectively. This correlation indicates that f; depends upon surface ten-
sion, but is unaffected by gas or vapor Reynolds number. Comparisons of the
Bharathan-Wallis correlation with the Dukler and Wallis correlations are shown
in Fiqures 4,2.7 and 4,2.8 for 0.0254 m and 0,152 m [.D. pipes.

Both the Wallis and the Bharathan-Wallis correlations were incorporated
in TRAC-PF1 at BNL. Calculations were performed for the large diameter pipe
tests, and the new results along with the original TRAC-PF1 and TRAC-BD1 pre-
dictions are shown in Figure 4.2.9, As expected, the Wallis correlation, be-
cause of lower interfacial shear coefficient, tends to highly overpredict the
1iquid downflow rate and seems inappropriate for countercurrent flow situa-
tions., The Bharathan-Wallis correlation, on the other hand, tends to under-
predict the liquid downflow rate, particularly at higher air upflow rates,
However, it does not suffer from any anomalous behavior as depicted by the
Dukler correlation for the large diameter pipe.

Similar calculations were performed for the small diameter (0.,0254 m
[.D.) pipe. From the small and large diameter pipe calculations, it is con-
cluded that a combination of the Dukler and the Bharathan-Wallis correlations
is probably required to obtain a good correlation for interfacial shear in the
annular flow regime for countercurrent flow applications. The Dukler correla-
tion seems appropriate for the smaller-diameter pipes, whereas the Bharathan-
H?llis correlation produces more consistent results for the larger diameter
pipes.

For TRAC-BD1, the Kutateladze CCFL correlation was also used for the
large diameter pipe tests. As shown in Figure 4,2,10, the use of CCFL corre-
lation improved the TRAC-BD1 prediction for the 0,152 m [.D, pipe tests, How-
ever, the code was still predicting larger liquid downflow rates than the ex-
periment, Similar calculations have been performed by the TRAC-BD] code de-
velopers at INEL for the Dartmouth College 0,025%4 m 1.D. pipe tests. However,
to achieve a good agreement with the data, the value of the Kutateladze ccne-
stant, K, was changed from the standard value of 3.2 to 1.2, This indicates
that TRAC-BD! will require different values for the Kutateladze constant for
different experimental apparatus and hardware, Since TRAC-BD1 cannot predict
this constant a priori, the built-in Kutateladze correlation must be used with
caution,

The RELAPS/MOD] interfacial shear package could not be assessed because
of poor agreement between the code predictions and the data. It is clear that
RELAPS must first have a better flow regime map including an annular-mist re-
gime before the code is applied to CCFlL applications. [t is our understanding
that such a change has been made to the newer version, i.e,, RELAPS/MODZ,
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4,2.5 User Experience

There was no particular difficulty in running the codes for the Dartmouth
College tests. However, RELAP5/MOD1 produced very few useful results because
of severe numerical instabil ties, The TRAC-PFl and TRAC-8D1 results were not
very stable either, However, chey could, at least, be time averaged a7d com-
pared to the data. The computer run time statistics for these calculations
are shown in Table 4,2,1,

Table 4,2.1 Typical Computer Run Time Statistics for the Dartmouth
College Single Tube CCFL Test
Computer: BNL CDC-7600

Calculation RELAPS/
TRAC-PF1 MOD1 TRAC-BD1
Small Large Large Small Large
Item Tube Tube Tube Tube Tuhe
No. of Cells 41 47 49 4] 47
Problem Time (s) 29 39 16.8 19 14,7
No. of Time Steps 1496 1774 5388 2428 5312
CPU Time (s) 224 316 190 206 422
CPU-to=Probhlem Time 1.7 8.1 11.3 10.8 28,7
CPU (s)/Cell/Time Step 3.6x10°3 (3,810 % [0, 7x10 7 |2, 1x10" |1, 7x107?

4,3 Dartmouth College Parallel Tube Tests

4,3,1 Test Description

The experimental facility (Clark et al,, 1978) as shown in Figure 4,3,1
consisted of an upper plenum which could be connected to a lower collection
chamber by one, two, or three vertical tubes up to 1.52 m in length, The up-
per plenum and lower collection chambers were constructed of 0,33 m 1.0, Lu=
cite cylinders, Water was introduced into the upper plenum by means of an an-
nular injection ring to minimize asymmetrical entrance effects in the tubes,

A drain was installed to provide a constant water level of approximately 0.1 m
in the upper plenum for all tests, The upper portion of the plenum was open
to the atmosphere through a disentrainment device designed to minimize splash-
ing during operation,

The lower chamber was sealed at both ends and was 0,71 m in depth, A
drain was provided to expel water accumulated during testing, and a port in
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the side of the chamber accepted an air injection system, An aluminum honey-
comb baffle was installed above the air injector to reduce asymmetrical en-
trance effect in the tubes being tested. All tubes tested were machined with
square edges at both ends and were mounted vertically in the apparatus with
the end surfaces aligned flush with the end plate surfaces of the upper and
lower chambers.

During the experiment, the air flow rate was changed stepwise, After
each step, a sufficiently long time was allowed for the flow to establish,
The air flow rate was changed either in the ascending or descending order with
the only requirement that none of the tubes was completely filled with water
downflow. Therefore, throughout the experiments each tube remained in either
a countercurrent flow or a pure air upflow regime, After a steady-state con-
dition was achieved, the pressure drop across the tubes, i.e., the pressure
difference between the top of the lower chamber and the bottom of the upper
plenum, the air flow rate, and the intergrated water downflow rate were mea-
sured., The water downflow rate was measured hy means of a graduated scale in-
stalled in the lower chamber. All experiments were conducted at near-atmos-
pheric pressure and room temperature. The details of the experiments can be
found in (Clark et al,, 1978).

The test series with three parallel tubes each of 0,0254 m [.D., and 1,52
m length was chosen for simulation with TRAC-PF1 (Version 7,0) and TRAC-BD]
(Version 12.0), The RELAPS/MOD1 code was not applied to these tests because
of its poor prediction of the single tube tests discussed in Sections 4.1 and
4.2,

4,3,2 [nput Models

The test section was modeled primarily using the VESSEL module of TRAC-
PF1 and TRAC-BD1, One radial ring and three 120° azimuthal sectors were used
in both models. For TRAC-PF1, the axial flow area in each azimuthal sector
was reduced to that for 0,0254 [.D, tube, and no communication across the azi-
muthal cell boundaries was allowed, Thus, three distinct parallel tubes were
created within the VESSEL module of TRAC-PF1,

For TRAC-BD1, three test pipes were modeled with three one-dimensional
CHAN (or CHANNEL) components. The nodalizations of both TRAC-PF1 and TRAC-BD1
input models were the same, and as an example, the TRAC-BD1 nodalization is
shown in Figure 4.,3,2, The upper and lower parts of the VESSEL did represent
the upper and lower plena of the test apparatus. Several PIPE, BREAK, and
FILL components were attached to the VESSEL to complete the model.

Water was introduced into the upper plenum between Cell Junctions 5 and 6
horizontally in a radial direction at a rate exceeding the conservatively es-
timated free-fall water downflow rate in a channel, The excess water was al-
lowed to leave the upper plenum through a drain pipe (not shown in Fiqure
4.3.2) connected at Cell 7. Thus, a constant water level was maintained, The
air entering the upper plenum through the vertical channels was allowed to
leave through PIPE 2 and/or the drain pipe at Cell 7, Atmospheric pressure
was specified at BREAK 1 representing the top of the test apparatus.
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Air was injected into the lower plenum vertically at Cell Junction 2
using a FILL component. PIPE 1 and FILL 1 shown in Fiqure 4,3.2 were not
present in the experimental facility, but were added for the convenience of
computation. The code had to he run for a certain period of time for each
operational point (with fixed air flux) until a stable condition was reached,
During this time, water collected in the lower plenum could fill it up, thus
changing the flow conditions at the entrance of the tube. During the experi-
ment, the lower plenum was periodically drained by means of a manually operat-
ed valve. This drainage was simulated by attaching PIPE 1 at the bottom of
the lower plenum where the water was collected without altering the tube en-
trance conditions.,

Another difficulty related to the size of the lower plenum had to be
overcome, Since the air volume in the lower plenum would affect the time re-
sponse of the system, an air shield (or restriction) was placed between the
lower plenum and PIPE 1 (shaded area in Figure 4.3.2), In order to drain the
water down, but at the same time keep the air from diffusing into the drain
pipe (PIPE 1), a very high value of the additional friction loss coefficient
for the air was used, Thus, the effective lower plenum volume in the model
was kept the same as in the experiment,

4,3.3 Code Predictions and Comparison With Data

The TRAC-BD1 code was first run to simulate a very slow transient with
the dimensionless air tlux changing with time as

d(a* _sJ* )

0 . 0,006 (4.3.1)

where J*, o is the initial nondimensional value of the air flux, This was
done to account for any possible history effect in establishing a stable oper-
ating condition, Later, additional calculations with constant air fluxes were
run using the code's restart capability, Fiqure 4,3,3 shows the paths for the
slow transient (solid line) as well as the runs made with fixed air fluxes
(dashed lines), The TRAC-BN] results showed that each point on the slow tran-
sient can indeed be regarded as a quasi-steady-state calculation,

Since the water downflow rates during these experiments were not report-
ed, only the data on overall pressure drop across the test section were avail-
able for code comparison., Fiaure 4,3.,4 shows the TRAC-BD] results and the
measured nondimensional pressure drop, AP* vs J'q. These are def ined as

ap - (5 45 0)/ae, - 0g)] (4.3.2)
. 1/2 -1/2
I*0* Qg total Arotar 19 (P90, = pg)] . (4.3.3)
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In the above equations, AP, L, () .totc}- Atotal, and D represent the mea-
sured pressure difference hetween the lower and upper plena, tube lenqgth,
total volumetric gas flow through all three tubes, total tube flow area, and
tube inside diameter, respectively. Standard symhols are used tor the phasic
densities and the acceleration due to gravity,

In Figqure 4,3.4, the alphabets A-R-C-D-f represent the experimental path
as the air flow rate was decreased in steps, whereas the numbers ]-2-3-4.5 de-
note the TRAC-BU1 results. For J*,; greater than approximately 1.0, the code
prediction is in close agreement with the data (see Paths A-B and 1-2)., This
is to he expected since in this region only air flowed through all the pipes
and no water was able to flow down., This also confirms that TRAC-BD1 correct-
ly predicts the wall friction due to single phase gas flow.

As the air flow rate was decreased further, i.e., J*; < 1.0, according
to TRAC-BD1, water started to flow down through one of thée pipes while only
air continued to flow up through the two remaining pipes, In the experiment,
however, there was two-phase countercurrent annular flow in one pipe and sin-
gle-phase air upflow in two pipes. This corresponds to Point C in Fiqure
4,3,4, Notice that the nondimensional pressure drop AP* increased as the flow
pattern changed from Point B to C. A change in flow pattern was also observed
in the calculation (Point 2 to 3). However, instead of having one pipe in the
countercurrent annular flow regime, TRAC-BD1 calculated the pipe to be in a
low=void (a=5%) two-phase downflow reqime, and the other two pipes in the sin-
qle-phase air upflow reqgime., This resulted in higher air flow rates through
the air-filled pipes and caused higher AP* (see Path 4 to 5), which was in
contradiction with the experimental path D<E, Calculations could not he con-
tinued below J*q of approximately 0.5 because of the code fatlure in
numerics.,

In short, some qualitative aspects of the experiments were predicted by
TRAC-BD1. However, there were significant disagreements between the code pre-
diction and the experimental data reqarding AP* and flow pattern below J*,
of approximately 1.0 when water starts to flow down through one or more tubes,

The TRAC-PF]l results for these tests were even more discouraqing, Calcu-
lations were performed to obtain steady states for various nondimensiona' air
flow rates (J*g) ranging from 3.9 to 0,39, No stable results were obtained
for any air flow rate. The results indicated considerable difficulty in con-
verqgence for both high and low air flow rates and took an extremely lonq run=
ning time, As an example, the void fraction, pressure, air velocity, and 1i-
quid velocity at the top of the three pipes for the nondimensional air flow
rate (J*q) of 1.974 are shown in Figure 4.,3,5. Generally, air could not
penetrate through the water in the upper plenum in the beginning, and the
lower plenum pressure started to increase, At some point (usually about 0,2
to 0.4 bar above the atmospheric pressure), air violently penetrated the water
ahove one of the test pipes and entrained most of the water in that cell, The
air velocity in the pipe increased rapidly (up to the order of 500 m/sec) and
the pressure in the pipe decreased substantially below the atmospheric press-
sure, Finally, the calculational time step decreased to a very small value
(in the order of 0.1 msec) because of the high qas flow rate, and the CPli«to-
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real time ratio increased to a prohibitively high value (in the order of
2000). This is equivalent to more than a half hour of computer time for each
second of real time, At this point, the calculation was usually terminated,
either because of exceedingly small time steps (0.1 msec) or because the pres-
sure was out of range in the water property table,

Other calculations were performed beside those mentioned above by chang-
ing several parameters, such as the mode and location of injection of water
and minimum time step, etc. Howe er, these calculations also failed. For
example, one calculation was run with the lower and upper plena divided into
three independent sections (by setting the azimuthal flow area to zero), which
is equivalent to running three independent pipe tests; similar dumping be-
havidr was obtained., In another calculation, the minimum time step was fur-
ther reduced to 0,01 msec. However, this minimum time step was immediately
reached and the calculation stopped.

From experience gained from calculations of the Dartmouth College single-
tube tests ‘see Section 4.2), it appears that the TRAC-PFl code sometimes cal-
culates exceedingly high interfactal shear coefficients for large-diameter
pipes. The difficulty in these calculations may be due to a very high inter-
facial shear calculation in the upper plenum which is essentially a large-dia-
meter pipe. It is suggested that these parallel-tube tests be simulated again
with the newer version of the code, i.e., TRAC-PF1/MOD1 (Liles et al., 1983).

4.3.4 Discussion

In order to better understand the CCFL phenomenon in a multitube system,
let us examine the fundamental differences between a single- and a parallel-
tube CCFL operation, Figure 4,.3.6 shows the typical AP* vs J*,; curve for
countercurrent flow in a single 0,0254 m 1,0, vertical tube cognecting two
plena, For J*; > 1.0, no water can flow down, and only air flows upward.
Therefore, AP* decreases as J*, is decreased from a value higher than 1.0
(Part C of Figure 4,3.6), As 3' is decreased helow 1.0, water starts to
flow down and a countercurrent, 20ugh-film annular flow regime develops in the
tube, Since the interfacial friction increases as the liquid film thickens,
the pressure drop increases with the decrease in the air flow rate. This is
Part B of Figure 4,3.6, where the Wallis-type correlation (Wallis, 1970) for
interfacial friction in the annular flow regime is valid, As the air flow
rate is decreased further (J*, < 0,5), the liquid film becomes smoother or
wavy, and the pressure drop starts to decrease with the decrease in the air
flow rate, This is Part A of Figu~e 4,3.6, Although the flow 1s still in the
countercurrent annular flow regime, no established correlation for interfacial
shear is available for this region,

For a single-tube J*,-controlled experiment, it is possible to traverse
all parts of the curve shown in Figure 4,3,6, However, in a multitube system,
where only the total J*, can be controlled, but not J‘g through each tube,
stable operation in Parg B is not possible. Therefore, in the 3 tube system
discussed earlier, one tube starts to operate in Part A, whereas two tubes
continue to operate in Part C as soon as the total J'q is decreased
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below 1.0, It must be reiterated that the flow regime in the tube operating
in Part A is still in the countercurrent annular flow regime and not in the
low=void downflow regime, TRAC-BD1, however, predicted a low-void mixture
flowing down in one tube as soon as the J*, is decreased below 1.0, The
code essentially uses a Wallis-type correlgtion for the annular flow regime
which increases the interfacial shear as water starts to flow down, This
tends to increase the aP* and reduce the air flow rate through that tube.
Since the code does not have any correlation to describe Part A of Figure
4,3.6, the calculation eventually stabilizes when the tube becomes almost
water filled and a very low-void two-phase mixture flows down, As a result,
the air flow rate through the other two tubes increases significantly (-50%)
and the total AP* across the tubes jumps appreciably (from Point 2 to 2 in
Figure 4,3.4), Therefore, it is apparent that unless the interfacial shear
package can be modified to include Part A of Figure 4,3,6, the code will not
be able to predict the multitube CCFL data.

TRAC-PF1 will also require interfacial shear correlations appropriate for
Part A of Figure 4,3.6, However, even the present shear package for Part B of
Figure 4,3.6 needs improvement for large-diameter pipes.

4,3.5 User Experience

There was no particular difficulty in running the TRAC-BD1 code for this
multitube experiment except at J'g < 0.5 when the code stopped because of
numerical difficulties, TRAC-PF]l showed more instabi'ities and usually failed
after a few seconds of problem time, The TRAC-PFl tire step sizes hecame
exceedingly small which resulted in a very high CPU-to-real time ratios as
shown in Figure 4,3,7. The run time statistics for the TRAC-BD1 calculation
are shown in Table 4,3,1.

Table 4,3,1 TRAC-BD]1 Computer Run Tim~ Statistics For
Dartmouth College Parallel«Tube Test

Computer: BNL CDC-7600

No. of Cells: 144
(33 in Vessel, 30 in Channels,
Bl in Pipes)

Problem Time: 6200 s
(mostly single-phase air)
No, of Time Steps: 17710
CPU Time: 6629 5
CPU<to=Problem Time: 1.07
CPU (s)/Cell/Time Step 2.5 x 1077 ¢

o % o
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4,4 Summary and Conclusions

The advanced codes, namely, TRAC-PF1, TRAC-8D1, and RELAPS5/MOD] were ap-
plied to several air-water "flooding" or CCFL tests conducted at the Univer-
sity of Houston and Dartmouth College. The University of Houston experiments
were particularly useful for assessing the liquid entrainment inception point,
whereas the Dartmouth College tests were more appropriate for assessing the
interfacial shear package for the countercurrent annular flow reqime, The
NDartmouth College parallel tube tests were also useful for understanding the
differences hetween the single- and multi-tube CCFL operations.

For the single-tube CCFL tests, TRAC-PF1 and TRAC-BD1 yielded much better
results than RELAPS/MOD] which allowed very little liquid downflow until the
gas upflow rate was very small, Inclusion of an annular-mist flow regime is
needed in RELAPS/MON]1 as the first step of improving the code prediction, (It
is our understanding that such a step has been taken for the newer version of
RELAPS, i.e., RELAPS/MOD2,)

For the parallel-tube CCFL tests, only TRAC-BO1 predicted qualitatively
reasonable resu'ts, TRAC-PFl was unable to produce any stahle result, and
RELAPS/MOD] was not applied to this test because of its poor prediction of the
single-tube tests,

The following conclusions can be drawn from the results presented in Sec-
tions 4,1 through 4,3:

1. For situations where liquid is injected in the middle of a test
channel, the CCFL phenomenon 1s greatly influenced by the liquid en-
trainment inception and rate., In such cases, TRAC-BD1 tends to pre-
dict the best aqreement with data, Thus, the TRAC-BD] entrainment
inception and rate correlations seem to be reasonable, TRAC-PFl, on
the other hand, predicts an early liquid entrainment which results
in lower 1iquid downflow rates., Therefore, TRAC-PF] entrainment
model /correlation needs improvement,

2, For situations where liguid flows down from an upper plenum, the in-
terfacial shear seems to he the dominant parameter for the CCFL phee-
nomenon, In such cases, TRAC-PFl produced the hest aqreement with
data for small pipe diameters (=0,025 m [.D.). Thus, the Dukler
correlation for interfacial shear seems reasonable for small dia-
meter pipes or channels, However, for large diameter pipes
(<0,15 m 1.0,), TRAC-PF] produced anomalous behavior because of
the discontinuities in the Dukler correlation, In this case, the
Bharathan-Wallis correlation may be used.

K I8 The interfacial shear coefficient used in the TRAC-BD] code overpre-
dicts the liquid downflow rate, lse of the Kutateladze CCFL corre-
lation tends to improve the prediction, However, the Kutateladze
constant in the CCFL correlation nhas to be adjusted to achieve a
qood prediction, It seems that a combination of Dukler correlation
(for small diameter pipe) and Bharathan-Wallis correlation (for
large diameter pipe) should produce a better interfacial shear cors
relation for the countercurrent annular flow regime,
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4,

5.

A good prediction of single-tube CCFL data does not guarantee a sim-
ilar success for the parallel tube CCFL data. For example, TRAC-PFl
produced good agreement with the Dartmouth College 0,0254 m 1.D.
single tube data. However, it could not even produce a stable re-
sult for the parallel tubc experiments conducted in three 0,0254 m
[.D. tubes. Also, the interfacial shear package must include corre-
lations valid for the entire countercurrent annular flow regime,
i.e., wavy-transition-rough film regimes, to enable a code to ade-
quately predict the para'lel tube CCFL phenomenon,

The RELAPS/MOD]1 flow regime map for high void fractions must be
changed to include an annular-mist regime before the code can be ex-
pected to produce reasonable results for CCFL applications. Such a
change has been made in RELAPS/MOD2,



5. SIMULATION OF POST-CHF EXPERIMENTS

The post-CHF heat transfer plays an important role in determining the
peak clad temperature for both PWR and BWR accident situations. Tnus, assess-
ment of the post-CHF models that are being used in the reactor safety codes is
of utmost importance. In the present effort, only one post-CHF experiment
conducted in an Bx8-rod bundle at Jak Ridge National Laboratory (ORNL) was
simulated with TRAC-PF1 (Version 7.0), TRAC-BDl (Version 12.0), and RELAPS/
MOD1 (Cycle 14) codes. Needless to say, simulation of more post-CHF experi-
ments would have been highly desirable, but could not be performed hecause of
resource limitations.

5.1 ORNL Rod Bundle Test

5.1.1 Test Description

A series of high pressure and higl temperature steady-state experiments
(Mullins et al,, 1982) were conducted with water flowing vertically upward
through an 8x8-rod bundle with rod diameter and rod pitch typical of PWRs with
17x17 fuel assemblies. A cross section of the test assembly is shown fin
Figure 5.1.1. There were four unheated rods in the bundle; the axial and rad-
ial power profiles were uniform, Two flow measurement sites were positioned
at each end of the test section containing the rod bundle., Heated rod sheath
temperatures were measured at 30 axial locations in different groups of rods
at each axia! level, There were a numher of differential pressure measurement
stations intended for tracking the two-phase mixture level,

The experiments were conducted in the following manner. In the beginning
of each steady-state run, the inlet flow was established and the loop condi-
tions were adjusted to provide the prescribed inlet fluid temperature and
pressure, The bundle power was then ramped up until the dryout was estab-
lished at a predetermined axial position in the bundle. After the rod surface
temperature and operating pressure were stabilized, the steady-state operating
noint was assumed to be reached,

Test number 3,07.9M4, with the following operating conditions was selected
for the assessment purpose:

System pressure: 88.9 bar
Mass flux: 256 kg/nr's

Inlet 1iquid velocity: 0,326 m/s

Inlet 1iquid temp.,: 537.3°
Bundle power: 2.733 MW
Average heat flux: 417 KW/’

The test was simulated with all three codes, namely, TRAC-BD1 (version 12.0),
TRAC-PF1 (Version 7.0), and RELAPS/MOD] (Cycle 14),
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5.1.2 Input Models

In the case of TRAC-BD1, the rod bundle was modeled with the code's CHAN-
NEL component using 17 axial cells such that the cell centers coincide with
the thermocouple locations. The cell sizes varied from 0,06 to 0,635 m, The
CHANNEL component was placed in a four-cell VESSEL module to represent the
lower and upper plena of the test section, Constant flow rate and pressure
boundary conditions were applied at the VESSEL's entrance and exit, respec-
tively. The Biasi critical quality-boiling length correlation (Phillips et
al., 1981b), and the maximum of the homogeneous nucleation temperature, and
the lloeje correlation (Iloeje et al., 1973) for the minimum stable film boil-
ing temperature (Tmspg) were selected as the user options, The calculation
was run in a transient mode in order to activate the CHF and post-CHF heat
transfer logic which are suppressed for a steady-state calculation. A quasi-
steady-state was reached after approximately 64 seconds of the problem time,

In the case of TRAC-PFl, the rod bundle was modeled with a one-dimen-
sional CORE component, and the Biasi CHF correlation (Biasi et al,, 1967) and
Tusrg from the homogeneous nucleation temperature were used. Constant flow
rate and pressure boundary conditions were applied through the FILL and BREAK
components at the CORE entrance and exit, respectively,

The RELAPS5/MOD] model of the test section consisted of a combination of
PIPE, TIME DEPENDENT VOLUME, and TIME DEPENDENT JUNCTION components. The
heated rods were represented using a cylinarical heat structure model, An ex-
ample of nodalization is shown in Fiqure 5.1.2 for the RELAPS/MOD1 code., The
code uses the W-3 critical heat flux correlation package which includes the
Hsu-Beckner correlation (1977), and the modified Zuber correlation (Smith and
Griffith, 1976). The nodalization for all three input models was the same,
and all three codes were ~un in the transient mode until a quasi-steady-state
condition was reached,

$eled Code Predictions and Comparison with Data

All three codes have some differences in their wall heat transfer and va-
por generation models, which are reflected in the code predictions of major
thermal <hydraulic parameters, However, as only the rod surface temperatures
ware measured, the other computed fluid variables such as void fraction,
liquid, and vapor temperature could not be verified with the data; therefore,
only a code-to-code comparison was performed for these variables, Figure
5.1.3 shows a comparison of the predicted rod surface temperature with the ex-
perimental data averaged over a number of heated rods. TRAC<BD! showed good
agreement with the data and correctly predicted the onset of CHF, However,
hoth RELAPS5/MOD] and TRAC-PF]l predicted an early CHF condition which led to an
overprediction of the rod surface temperature,

Subsequent to the CHF location, the rod surface temperature rapidly in-
creased because of deturioration of the heat transfer process. This was due
to a combination of lower heat transfer coefficient, and increased vapor
superheating. Figure 5.1.4 shows the predicted vapor temperatures along the
channel, TRAC-BD1 and TRAC-PFl hoth predicted substantial vapor superheating
above the CHF location, The RELAPS/MODL code, on the other hand, predicted
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almost no vapor superheating as long as some liquid was present in the mix-
ture. This is in contradiction with the reality, particularly for the low
mass flux used in the selected test. In such cases, the vapor-to-liquid heat
transfer is low enough to create a significant vapor superheating as calcu-
lated by TRAC-BD1 and TRAC-PFl. This vapor superheating causes the actual
wall temperature to increase continuously as shown in Figure 5.1.3. RELAPS/
MOD1 did not capture this trend because of the high vapor generation rate
which kept the vapor temperature close to saturation until almost all the
liquid was evaporated. Therefore, the RELAP5/MOD]1 model for vapor generation
in the post-CHF regime needs improvement.

5.1.4 Discussion

Since all three codes used different CHF correlations, it is not surpris-
ing that the predicted CHF locations are different. Within the limitation of
this assessment, the TRAC-BD1 CHF correlation seems to be the best.

At the post-CHF region, both TRAC-PFl and TRAC-BD]1 predicted increasing
vipor superheating. This is to be expected since at low mass fluxes, the in-
téffacial heat transfer between the vapor and liquid is rather poor. Thus,
the actual vapor gerieration rate should be significantly less than the equi-
librium phase change rate resulting in a significant vapor superheating.
KRELAPS5/MOD1 did not predict this because of its high vapor generation rate.
Clearly, the RELAPS5/MOPI models for the post-CHF region need improvement,

5.1.5 User Experience

There was no difficulty in running any of the computer codes for this
particular test. The run time statistics are provided in Table 5.1,1

Table 5.1.1 Computer Run Time Statistics for the ORNL Post-CHF
Test Simulation

Computer: BNL CDC-7600

Calculation
TRAC-PFi RELAP5/MOD1| TRAC-BD1
Item
No. of Cells 19 19 19
Problem Time (s) 100 100 65
No. of Time Steps 603 12801 5054
CPU Time (s) 54,7 357 483
CPU-to-Problem Time 0.55 3.6 7.4
CPU (s)/Cell/Time Step 4.8 x 10 | 1.5 x 10-3 | 5.0 x 1073

s Bl




5.2 Summary and Conclusions

Because of resource limitations, only one post-CHF experiment was Simu-
lated with the TRAC-PF1, TRAC-BD1 and RELAP5/MOD1 codes. From the results
presented in Section 5.1.3, the following conclusions can be drawn:

1.

2.

The CHF correlation used in the TRAC-BD1 code, i.e., the Biasi cri-
tical quality-boiling length correlation, seems to be adequate,
Other correlations as used in TRAC-PF1 and RELAPS5/MOD1 tend to pre-
dict an early CHF which results in an overprediction of wall temper-
ature in the post-CHF region.

RELAP5/MOD1 tends to overpredict the vapor generation rate at the
post-CHF region. This results in almost no vapor superheating until
all the liquid droplets are evaporated in the RELAPS/MOD] calcula-
tion. TRAC-BD1 and TRAC-PF1l, on the other hand, calculate a signi-
ficant vapor superheating which is closer to reality. Thus, the
RELAP5/MON1 model for vapor generation in the post-CHF regime should
be improved.
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6. SIMULATION OF STEAM GENERATOR EXPERIMENTS

The steam yenerator is cne of the more important pieces of equipment in
the pressurized water reactor (PWR) system. It is here that heat generated in
the reactor core is transferred into the secondary side. Thus, the thermal-
hydraulics behavior of the primary side greatly depends on the performance of
the steam generator during many transients, including the operational tran-
sients and small-break LOCA. Even during the reflood stage of a large-break
LOCA, the steam generatcr heat transfer (from secondary to primary) determines
the steam venting capacity and thus influences the core cooling.

In the present assessment effort, two types of steam generator experi-
ments were simulated with TRAC-PF1 (Version 7.0) and RELAPS/MOD]1 (Cycle 14)
codes., First, two series of operational transients conducted in a 19-tube B&W
once-through steam generator (0TSG) were simulated. Next, two tests conducted
in the FLECHT-SEASET U-tube steam generator were simulated. Conditions in
these latter tests were those expected during the reflood phase of a large
break LOCA. The assessment results of these two different experiments will be
discussed separately.

6.1 BE&W Once-Through Steam Generator Tests

6.1.1 Test Description

The test apparatus was a laboratory steam generator which was a single-
pass countercurrent vertically oriented shell and tube heat exchanger, consis-
ting of 19 tubes, 5/8 inch in nominal diameter (0.628 inch in outside diameter
and 0,0365 inch in wall thickness), spaced on a triangular pitch of 7/8-inch
centers. The tube bundle was enclosed in a hexagonal shell 3.935 inches
across flats, and was held in place by 16 tube support plates spaced at ap-
proximately 3 ft intervals. The distance between the lower and the upper tube
sheets was 52 ft 1-3/8 inch., To simulate the standard B&W Once-Through Steam
Generators (0TSG), a steam bleed line was installed at an elevation of 32 ft
3/8 inch from the lower tube sheet, Thus, some steam from the bundle region
could mix with the feedwater, and raise its temperature close to saturation,
On the other hand, by simply closing the valve in the bleed line one could
simulate the Integral Economizer Once-Through Steam Generators (IEOTSG).

A variety of transient experiments were conducted in both the OTSG and
[EQOTSG configurations. Two test series were simulated at BNL using the TRAC-
PF1 and RELAPS/MOD]1 codes, one for each of the [EOTSG and OTSG configurations.

a) Test Series 68-69-70 where the load was increased from 15% to 25% by
stepping up the steam valve opening with the IEOTSG confiquration.

b) Test Series 28-29 which simulated a loss of feedwater transient with
the OTSG confiquration.

In both cases, the operating pressures and temperatures were representative of
the full-scale plant conditions, and all the pertinent variables at the pri-
mary and secondary sides were measured. These included the pressure, flow



rate, inlet and exit fluid temperature at the primary side, and the feedwater
flow rate and temperature, steam pressure and temperature, and differential
pressure at the secondary side. The data are proprietary to B&W, and the mea-
surement uncertainties were not available in tEe Eata report (Loudin and
Oberjohn, 1976).

6.1,2 Input Models

For TRAC-PF1, the test apparatus was modeled by using the once-through
option of the STEAM GENERATOR component (STGEN) for TRAC. The secondary TEE
connection available in the TRAC-PF1 STGEN module was used to simulate the as-
pirator of the OTSG.

However, since only one secondary TEE is provided in the STGEN module, it
cannot be used for both the aspirator and the auxiliary feedwater connection
for possible use in analyzing other transients such as the Rancho Seco Over-
cooling Transient. Therefore, another input deck was prepared by connecting
two STGEN modules in series with a TEE component in between as shown in Figure
6.1.1. Results of these two inputs were compared to ensure that they produced
similar resuits. The boundary conditions were imposed by a set of FILL and
BREAK components at the inlet and exit of the primary and secondary sides.

For RELAPS5/MOD1, the steam generator was modeled by assembling PIPES,
BRANCHES, and HEAT STRUCTURES as well as JUNCTIONS. The time dependent junc-
tion and volumes provided the boundary conditions for beth the primary and
secondary sides.

Several different nodalizations for the tube region were studied for each
test series for each code. In all cases, the primary side had two more cells
than the secondary side to represent the inlet and outlet plena. This is re-
quired by TRAC. The number of active nodes in the primary and secondary sides
were increased from 5 to 10 to 20 to 40, In all cases, the cell lengths were
uniform and the active length of the steam generator was 15.9 m. Four radial
nodes were employed in the tube wall for heat conduction calculations. A
steady state was established for each test series. The transient was then
initiated by changing the boundary conditions.

6:1.3 Code Predictions and Comparison With Data

The results of the TRAC-PF1 simulation of I[EOTSG (Test Series 68-69-70)
were considerably better than those of the TRAC-PD2 as shown in Figure 6.1.2.
The simulation of OTSG (Test Series 28-29) with TRAC-PF1, also showed stable
reSulgs for both the steady-state and the transient calculations (Figure
6:l:3)s

The RELAP5/MOD]1 (Cycle 14) results were also significantly improved over
the earlier calculation with Cycle 1 of the same code for both the IEOTSG and

0TSG tests.

Figure 6.1.4 compares the RELAP5/MOD1 anc¢ TRAC-PF1 results for the I[EOTSG
test (Series 68-69-70) with the experimental data. (The vertical scale is
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withheld in all figures preseinted in this section because the data are B&W
proprietary.) Both calculations were performed using 10 cells or nodes in
each side cf the steam generator. Both codes showed good agreement with the
experimental data, although the RELAP5/MODN1 results still showed some oscilla-
tions.

Figu~e 6.1.5 shows the comparison of the RELAP5/MOD1 and TRAC-PF1 results
with OTSG (Series 28-29) test data. Note that the TRAC-PF1l code was slightly
modified to ensure complete condensation of aspirated steam in the downcomer
during steady state. This will be discussed later.

6.1.4 Discussion

In the previous calculaticn with the TRAC-PD2 code, significant oscilla-
tion was observed during both steady-state and transient calculations even in
cases where 40 nodes were used for each side of the steam generator for both
the OTSG and IEOTSG configurations. However, with TRAC-PFl (Version 7.0) the
oscillation was virtually eliminated in both the steady-state and transient
calculations even with only 10 nodes.

Although TRAC-PF1 showed stable results for the steady state of the 0TSG
test (Series 28), a substantial portion of the recirculated steam into the
downcomer through the aspirator (steam-mixer valve in the test) remained as
vapor even at the bottom of the downcomer. Therefore, the fluid entering the
tube region still contained a significant amount of voids even though the
liquid was substantially subcooled. This was contrary to both expectation and
reality. As a result, the initial water inventory in the downcomer was signi=-
ficantly less than that in the test, and consequently, the computed exit steam
flow rate decreased faster than the test flow rate during the transient, This
effect of condensation (or lack of sufficient condensation) was confirmed when
the calculation was repeated with the interfacial condensation rate increased
by a factor of 10* to ensure complete condensation. The calculated results
were now very close to the experimental data, as shown in Figure 6.1.3,

The simulation for the OTSG test was repeated using two STGEN modules as
shown in Fiqure 6.1.1. This confiquration may be necessary when both the as-
pirator and auxiliary feedwater connections are needed since the TRAC-PF]
(Version 7.0) provides only one external connection from the secondary side
which can be used only for the aspirator or for the auxiliary feedwater con-
nection. The results, as shown in Figure 6.1.6, were almost identical to
those where only one STGEN module was used, and the computing times were
close. This indicates that, if needed, one may use the configuration with two
STGEN modules without incurring any significant penalty in either computer
time or accuracy. Calculations for both the tests were repeated with dif -
ferent numbers of nodes to study the effect of the nodalization. The results
for OTSG are given in Figure 6,1,7. They showed some improvement as the num-
ber of nodes increase, but not enough tn justify the increased computing time,
It is, therefore, recommended that 10 nodes be used for cases such as feed-
water transient where the steam generator thermal performance is important;
otherwise, 5 nodes can be used for other cises.
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The results for the IEOTSG simulation (Test Series 68-69-70) with
RELAP5/MOD1, as given in Fiqure 6.1.4, showed good agreement with the data,
but still showed some oscillations. This calculation was, therefore, repeated
with the maximum time step limited to 0,01 second. This reduced the magnitude
of oscillation considerably as shown in Fiqgure 6.1.8, However, the computer
running time increased by a factor of 10. Also, the secondary side pressure
prediction was worse than the original calculation.

To study the effect of nodalization, the IEOTSG calculation was repeated
with the RELAP5/MOD1 code using 40 cells in each side of the steam generator.
The results shown in Figure 6.1.9 indicate some improvement in stability, but
the calculated pressure for the 40-node case was much worse than the 10-node
case,

In Fiqure 6.1.57, the RELAPS5/MOD1 and TRAC-PF1 results are compared with
the 0TS5 (Series 28-29) test data. Note that the TRAC-PF1 code was slightly
modified to ensure complete condensation of aspirated steam in the downcomer
during steady state. For both calculations 10 nodes were used in each side of
the steam generator., The RELAP5/MOD]1 results indicate a slightly lower over-
all primary-to-secondary side heat transfer than the results obtained with
TRAC-PF1 and the experimental data. This manifests itself in the higher pri-
mary side exit temperature and lower secondary side exit steam temperature.

It should be mentioned that at steady state, RELAP5/MOD]1 did not predict any
superheating of steam, whereas both the experiment and TRAC-PFl indicated sig-
nificant superheating., This agrees with the observation made in Section 5.1
with respect to the RELAP5/MOD]1 post-CHF model. The secondary side exit flow
rate was, however, predicted reasonably well by the RELAP5/MOD]1 code.

6.1.5 User Experience

The TRAC-PF1 (Version 7.0) code ran without major difficulty for both
0TSG and [EOTSG tests. However, RELAPS5/MOD1 (Cycle 14) needed more careful
attention to the maximum time step and stringent time step contrcl option
(e.q., Option 2 in the case of 0TSG calculation) to suppress the oscillation.
The computer run time statistics are shown ir Table 6.1.1.

6,2 FLECHT-SEASET U-Tube Steam Generator Tests

6.2.1 Test Description

A schematic of the FLECHT-SEASET steam generator test facility is pre-
sented in Fiqure 6.,2.1, It can be seen that a boiler and water supply tank
are connected to the hot leg side of the inlet plenum. The boiler supplies
the steam while the water is entrained at the mixer box to send a variety of
two-phase flow situations to the steam generator which will resemble condi-
tions that exist in the primary system during reflood. Fiqure 6.2.1 also
shows the steam generator model to be well instrumented with steam probes,
tube wall thermocouples, fluid thermocouples, flowmeters, and pressure trans-
ducers to establish the exact state of the fluid so that the code predictions
could be compared against the data. A detailed description of the facility
has been published (Howard et al,, 1980) which establishes the data credibil-
ity along with the experimental procedures.
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Figure 6.1.9

Comparison of RELAP5/MOD1 Calculations With Two
Different Nodalizations for IEOTSG Test Series
68-69-70.
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Figure 6.2.1 Schematic of the FLECHT-SEASET Steam Generator Test Facility.



Table 6.1.1 Computer Run Time Statistics for the B&W Model
Steam Generator Test Simulation

Computer: BNL CDC-7600

' Calculation TRAC-PF1 RELAPS/MOD1
[EOTSG 0TSG IEOTSG 0TSG
Series Series Series Series
Item \\\\5+7§8-69-70 28-29 68-69-70 28-29
No. of Cells 22 32 22 32
Problem Time (s) 50 60 50 60
No. of Time Steps 255 296 400 485
CPU Time (s) 21 42.3 12 18,5
CPU-to-Problem Time 0.42 0.71 0.24 0.31
CPU(s)/Cell/Time Step 3.7x10°% | 4,5x107% | 1.4x10°% | 1.2x1073

The steam generator itself consisted of a lower plenum split in half, a
U-tube bundle, and a cylindrical shell. The bundle had 33 tubes each of
0,0222 m 1.D., of which 32 were operational. The height of the steam genera-
tor was 10.7 m above the tubesheet with an inside diameter of 0.32 m. The
facility was instrumented with a large number of thermocouples to measure the
shell wall, tube wall, secondary side fluid, and the primary side steam
temperatures. Also, several flowmeters at various locations provided enough
differential pressure and pressure transducers to establish the state of the
experiment at any given time.

The tests were run by feeding steam and water into a mixing chamber which
generated a high-void two-phase mixture in the hot leg., The established
mist-f low conditions in the primary side remained constant during the test.
Hence, the primary, or tube side, of the steam generator was receiving fluid
at steady-state conditions while the real transient was the cooldown of the
water on the shell side of the steam generator. The secondary, or shell side,
was initially filled up to a level which covered the tubes with high pressure
stagnant water that cooled down slowly during the test corresponding to the
heat transfered from the secondary to the primary fluid,

Tests 1D=21806 and 1D=22010 were simulated with both TRAC-PFl (Version
7.0), and RELAP5/MOD]1 (Cycle 14)., The operating conditions for these tests
are given in Table 6.2.1.
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Table 6.2.1 Operating Conditions for tne Simulated FLECHT-SEASET
Steam Generator Tests

Test Averaged Boundary Conditions |Secondary Side Initial Conditions

Steam |Steam |Water |Water Average Temp. Pressure
TEST |Flow |Temp. |Flow |[Temp. |[Flow oK MPa
ID |kg/s °K kg/s b Quality| (above 0,3 m) |(topmost level)
21806|0.045 |421.2 |0.181 |401.2 | 0.20 544,2 5.69
22010]0.182 |427.2 |0,045 |398.2 | 0.80 546.7 5.75

6.2.2 Input Models

To predict tests 1D=21806 and 1D=22010, the TRAC-PFl1 and RELAPS5/MOD]
codes modeled the test facility as shown in Figures 6.2.2 and 6.2.3, respec-
tively. Great care was taken to make sure that both codes used exactly the
same options and geometrical data (i.e., the cells in both input decks were
identical). Since both input decks are identical, except for the differences
in the component names, only the TRAC-PF1 model will be described, with dif-
ferences noted when applicable.

TRAC-PF1 modeled the test facility as shown in Figure 6.2.2. The hot leg
was represented by a TEE component so that the two-phase steam-water mixture
could be supplied as mass flow rate boundary conditions by the two FILL compo-
nents seen in Figure 6,2.2. The steam generator models of TRAC, called STGEN,
had 22 cells in the primary with 12 levels on the secondary side. This number
of cells was necessary to center some cells with the instrumentation locations
and to keep a cell length consistency throughout the steam generator. The two
FILL components in the secondary side of STGEN are required, but are set to
zero mass flow rate since the secondary side was stagnint. In RELAP5/MODI1,
the code does not have a steam generator model per se, but one is built with
PIPE components that achieve the same purpose.

The final boundary condition to be discussed in the nodalization is the
BREAK (or SNGLJUN-TMDPVOL combination of RELAPS5) component seen in Fiqure
6.2.2 at the primary side exit plenum, The BREAK was used to provide a pres-
sure boundary condition. The pressure was determined by backing out the data
from the mixer chamber pressure and two differential pressures between the hot
leg and the exit plenum,

The last topic to be discussed in the modeling of the FLECHT-SEASET steam
generator is the problem with the energy stored in the 3200 kg of metal above
the tubesheet, The 500 kg of Inconel 600 in the tube bundle can easily be
handled by TRAC-PFl since this is built into the STGEN component. But the
2700 kg of steam generator shell wall which represents a source of about 30%
of the total energy released during both tests cannot be simulated in the
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STGEN component of TRAC-PF1., It should be noted that for a typical full-scale
U-tube steam generator the internal surface area to volume ratio is ~1.4 m~!
while that for the FLECHT-SEASET steam generator was =37.0 m~ Therefore,

it is not as critical to model the steam generator shell in the typical full-
scale ll-tube steam generator because the released enerqy would represent a
fraction much less than the 30% present in the FLECHT-SEASET steam generator.
However, if the code is to be used to model thermal-hydraulic experiments in
the reduced-scale facilities such as the FLECHT-SEASET steam generator, the
energy stored in the shell wall should be a representable option.

This problem was circumvented by adding an equivalent water volume to the
steam generator secondary side water, This additional water had the same
amount of enerqy as the shell wall, and was determined from

"s Cp,s Ts = 'L cp" Tw (6.2.1)
where
"s = mass of steam generator shell wall

M = mass of equivalent water

= heat capacity of shell wall

4 = heat capacity of water

= initial temperature of shell wall
= initial temperature of water

A;ter a hand calculation, the volume of additional water turned out to be 0.31

This assumption of adding the equivalent water mass to represent the
shell wall was justified from experimental data as well as from RELAP5/MOD1
calculations., It is seen from Figure 6.2.4 that the experimental values of
the steam generator secondary side fluid temperature, and the steam generator
shell wall temperature followed each other. At tnis point, it is important to
note that the test results have never shown any radial temperature distribu-
tions on any horizontal plane. Thus, the comparison of the two codes with the
data was justified since the data and codes were both one dimensional. This
trend was followed throughout the steam generator test except below the 0,6096
m (2 ft) level (see Figure 6.2.5) where the most rapid changes were taking
place.

The result of not simulating the steam generator shell wall with TRAC-PF]
is presented in Figure 6.2.6., Comparisons of other predicted variables showed
the same type of difference. Final.., to place thic method of treating the
steam generator shell on a more sol‘d groun., RELAPS5/MOD]1 (Cycle 14) was used
for the same test (i.e., ID=21806) and was run three times. First, it was run
ignoring the stored energy in the shell wall, Second, it was run with heat
slabs representing the shell wall. This is possible with RELAPS, but not with
TRAC. And finally, RELAPS was run with the equivalent water mass. Figure
6.2.7 illustrates the conclusion from these runs, The simulations with the
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heat slabs representing the shell wall and the water equivalence of steel
yielded the same result while showing the same magnitude of improvement as
found in the TRAC-PFl prediction (see Figure 6.2.6). Also, many other para-
meters showed the same result. Consequently, the equivalent water approach
was used for simulation of tests 10=21806 and 10=22010 with TRAC-PF1,

6.2:3 Code Prediction and Comparison with Nata

6.2.3.1 Test ID = 21806

The TRAC-PF1 (Version 7.0) predictions for FLECHT-SEASET test [D=21806
are presented in Figures 6.2.8 through 6.2.14, The overall performance of the
code can be judged from Figure 6.2.8 which shows the pressure at the top cell
in the secondary side of the steam generator. It may be inferred that the
code predicted the correct heat transfer from the secondary to primary side
for the initial 300 s and then it began to overpredict the heat removed from
the steam generator, as verified by the exit steam temperature in Figure
6.2.9, and the secondary side pressure in Figure 6.2.8, While the code did
predict the secondary fluid temperature quite well for the first cell (see
Figure 6.2.5) of the steam generator, this was the exception and not the
rule. In Figure 6.2.4 the code predicted a lower secondary side fluid temper=-
ature, meaning that the heat transfer from secondary to primary was overesti-
mated. Also the entrained droplets (see Figure 6.2.10) did not transverse the
U-tube until the heat transfer rate decreased around 900 s (which is indicated
by the change in slope for the TRAC prediction in Figure 6.2.8). Finally, in
Figures 6.2.11 through 6.2.14 the predicted secoundary side fluid and primary
side steam temperatures are compared with the experimental values at various
times, These results show that the top part of the steam generator is consi-
derably cooler than expected which was caused by the larger heat flux pre-
dicted by TRAC-PFl, For the lower part, i.e., up to approximately 5 m, the
secondary side temperature was first underpredicted (Figure 6.2.11), then
overestimated (Figures 6.2.12 and 6.2.13), and by 1178 s it was again under-
predicted (Figure 6,2,14), This came about because the code initially pre-
dicted the inlet side of the tube bundle to be in the transition boiling heat
transfer regime, causing a higher wall heat flux than the expected film boil-
ing situation above the quench front that was found experimentally. As al-
ready mentioned, the data showed a quench front moving up the tubes, causing a
sharp knee in the wall and the secondary side temperature as an initial film
boiling event was transformed into a nucleate boiling situation. The code,
however, did not predict the correct turn around temperatures and times, as
seen in Table 6.2,2, which caused the overprediction seen in Figures 6.2,12
and 6.2.13 for the secondary side fluid temperature. Finally, the code did
approach the correct end result as the secondary side fluid temperature ap-
proached the primary side inlet fluid conditions.

The results of RELAP5/MOD]1 for test ID=21806 are also presented on Fig-
ures 6,2.8 through 6.2,14, Figure 6.2.8 shows that the secondary side pres-
sure is greatly underpredicted, while Fiqure 6.2.10 shows that RELAPS/MOD]
overpredicted the droplet carry over. Also in Figure 6.2.9 RELAP5/MOD] exit
steam temperature showed oscillations with a magnitude of almost 200 K. This
was caused by the wall heat transfer mode switching alternately between the
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and 3.1 + 0.7 kg by 1300 s. TRAC-PFl did not predict any liquid carryover.
This couTd also be the result of greater secondary-to-primary heat transfer in
the calculation. The code not only vaporized the droplets which entered the
primary tubes, but it also did not predict the observed quench front propaga-
tion as shown in Table 6.2.2. Furthermore, the code predicted oscillations
between the transition boiling regime and convection to single-phase vapor re-
gime for the first 5 m of the U-tube bundle for the entire run, while the rest
of the steam generator stayed in the convection to single-phase vapor heat
transfer regime.

The last calculation to discuss is the RELAPS/'1D1 results of test ID =
22010. These results are also plotted on Figures 6.2.15 through 6.2.19 with
the TRAC-PF1 predictions to facilitate comparison,

In Figure 6.2.15 the secondary side pressure is overpredicted by RELAPS/
MOD1, probably because of the high prediction of the primary steam temperature
near the top of the steam generator. In Figures 6.2.17 through 6.2.19, the
RELAPS5/MOD1 steam temperature exceeds the secondary side temperature which re-
sulted in a higher secondary side temperature in RELAP5/MOD1, This generated
excess steam in the secondary side causing the overpressurization seen in
Figure 6.2.15. Also, it should be noted that for the primary temperature to
exceed the secondary temperature a violation of the second law of thermodyna-
mics has taken place, which is believed to be the result of an inadequate time
step control. This can be stated because the test was rerun for a short time
with a smaller maximum time step which stopped the primary side temperature
from exceeding the temperature of the secondary side; but, it did not signifi-
cantly change the prediction. However, the run time was significantly in-
creased. Finally, in Figure 6.2.16, the primary exit steam temperature Sug-
gests that more energy was removed from the steam generator in the RELAPS5/MOD1
calculation than was observed experimentally. Since the temperatures of the
top levels were predicted to be higher than the data, the excess energy was
removed from the lower levels (see Figures 6.,2.17 through 6.2.19).

RELAP5/MOD]1 also cverpredicted the vapor generation rate in the primary
side., No droplet traversed the l-tube in the RELAPS prediction, whereas the
experimenters collected 1.5 + 0.7 kg of water at 675 s and 3.2 + 0.7 kg of
water at 1300 s in the outlet plenum. Again, as in test 1D = 2T806, the code
shows that while it is in a two-phase flow situation the primary side remains
at saturation temperature (see Figures 6.2.17 through 6.2.19) until all the
droplets are vaporized; then, and only then, did the enerqy go into superheat-
ing the vapor. Also, because of the overprediction of the vapor generation
rate, no quench front was developed in the tubes although it was expected (see
Table 6.2.2).

6.2.4 NDiscussion

The FLECHT-SEASET steam generator test IDs 21806 and 22010 were two
adequate tests for code assessment since the data showed the results to be
essentially one-dimensional as both TRAC-PF1 and RELAPS5/MOD] are for the steam
generator model., Hence, the followina will attempt to summa- iz« the major
attributes discovered during these test simulations.
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Table 6.2.2 Quench Time and Temperature Comparison for TRAC-PFl (Version 7.0)
Predictions and FLECHT-SEASET Steam Generator
Tests ID=21806 and 1D-22010

TRAC-PF1
Test |Location Data First Appearance of |Fully Established
(m) Nucleate Boiling Nucleate Boiling
Time(s) |Time(°K) |Time (s) | Time(°%) |Time (s) |Time (°K)

0.3048 102+ 533 131 475 398 420
21806| 1.2192 302 520 398 460 610 423

3.0486 580 514 797 438 908 420
220101 0.3048 183 527 No Quench Predicted

1.2192 788 502 . . .

* Values were averaged for a level,

In the primary side, TRAC-PFl did predict a nonequilibrium situation,
i.e., superheated steam in the presence of water droplets, as was found in the
experiment, RELAP5/MOD1, however, did not predict superheated temperatures
until all the droplets were evaporated. This implies that RELAPS overesti-
mated the interfacial heat and mass transfer rates at high void fractions or
dispersed-droplet regimes, It should be pointed out that neither code for ei-
ther test predicted the droplet carryover accurately. Furthermore, a quench
or liquid film front, recorded in the primary side, was not predicted accu-
rately by either code for both tests. Finally, both codes, particularly
RELAP5/MOD1, occasionally predicted higher primary side temperature which was
caused by an inadequate time step control. This was clearly demonstrated by
rerunning RELAPS5/MON] with smaller time steps as the above problem including
numerical oscillations were alleviated., This demonstrates that the time-step
control of RELAPS5/MOD1 is not as restrictive as it should be.

In conclusion, both TRAC-PF1 and RELAP5/MOD1 codes overpredicted the heat
transfer from the secondary side to the primary, although the overall predic-
tion of TRAC-PF1 was better than that of RELAPS/MOD1. Also, neither code pre-
dicted the droplet carryover or the quench front advancement accurately, Fi-
nally, RELAP5/MODI clearly needs improvement in the dispersed droplet regime,
time-step control, and prediction of void fraction profiles.

6.2.5 User Experience

There was no particular difficulty in simulating the FLECHT-SEASET steam
generator tests with TRAC-PF1, The time step control of TRAC-PFl is adequate
and no special attention is needed for the maximum time step as long as it is
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reasonable (~1 s). However, TRAC-PF]l cannot model the heat transfer from,

or to, the shell wall, This is of no great concern when modeling a full-scale
steam generator, since the internal surface-area-to-volume ratio in that case
is rather small, However, it could be of concern while modeling a tall-but-
skinny test facility such as the FLECHT-SEASET steam generator.

The RELAP5/MOD1 code had several problems which were noted during the
simulation of the FLECHT-SEASET steam generator tests. First, the time-step
control is very important for the RELAP5/MOD1 code. If iarge oscillations ap-
pear in a prediction, the first thing that should be performed is to rerun a
part of the transient using a small maximum time step to determine if a large
maximum time step caused the problem. Finally, the nonphysical void profiles
predicted in the calculations demonstrated that some coding error must exist
in the code which should be corrected. The computer run time statistics for
the base calculations are shown in Table 6.2.3.

Table 6,2.3 Computer Run Time Statistics for FLECHT-SEASET
U«Tube Steam Generator Test Simulation
Computer: BNL CDC-7600

Calculation TRAC-PF1 RELAPS/MOD1
Test 10 = |Test ID = |Test ID = |Test ID =
Item 21806 22010 21806 22010
No. of Cells 46 46 46 46
Problem Time (s) 1300 1300 1300 1300
No. of Time Steps 31022 7048 42322 167370
CPU Time (s) 4419 1115 2568 9271
CPU-to=-Problem Time 3.40 0.86 1.98 7.13
CPU(s)/Cell/Time-5tep 3,1x10°? 3.4x10°* | 1.3x10-? [1.2x10?

6.3 Summary and Conclusions

Both TRAC-PF1 (Version 7.0) and RELAPS/MOD1 (Cycle 14) were used to simu=
late operational transients in 0756 and [EOTSG configurations, and large break
LOCA conditions in the FLECHT-SEASET U-tube steam generator. From the results
presented in Sections €,1 and 6.2, the following conclusions can be drawn:
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1.

2,

3.

5.

8.

10.

TRAC-PF1 produced a more stable result for the integral economizer
once-through steam generator (IEOTSG) heat transfer than its
predecessor, TRAC-PD2, and yielded reasonable results for a load
change transient,

For a loss-of -feedwater transient in a once-through steam generator
(0TSG), TRAC-PF1 underpredicted the exit steam flow rate. This was
caused by the lower initial water inventory due to a lower rate of
condensation of the aspirated steam. An increase in the
condensation rate improved the result, indicating that the
direct-contact condensation rate in TRAC-PFl is underestimated.

A noding study showed that approximately 10 nodes in each side of
the steam generator are adequate for TRAC-PFl for transients such as
loss-of -f eedwater.

RELAPS/M0D1 (Cycle 14) results are also slightly improved over those
of Cycle 1 for the same [EOTSG tests. However, the RELAP5/MOD1
results still suffer from numerical instability, and thus,
restrictions on the maximum time steps are necessary for ‘he
RELAP5/MOD1 calculation. This is valid for both once-through and
U-tube steam generator simulation.

For RELAPS/MOD1, use of more nodes does not necessarily lead to
better agreement with the experimental data.

Although RELAPS/MOD]1 produced reasonable results for the 0TSG

loss -of -f eedwater transient, it fails to predict the initial super-
heated steam condition at the exit of the secondary side. Conse-
quently, the total primary-to-secondary heat transer at steady state
is underpredicted by as much as 10%.

For large-break LOCA conditions, both TRAC-PF1 and RELAP5/MOD1 tend
to overpredict the secondary-to-primary heat transfer. The actual
nonequilibrium effects are also underpredicted by both codes (al-
though more so by RELAPS5/MOD1). Thus, the codes would tend to exag-
gerate the steam-binding effects and would tend to predict s!ower
core reflood.

Both TRAC-PF1 and RELAP5/MOD1, particularly RELAP5/MOD1, tend to
overpredict the vapor-to-droplet heat transfer in the dispersed
droplet regime., Improvement in this area is needed,

RELAP5/MOD1 also produced an anomalous void profile in the secondary
side of the FLECHT-SEASET U-tube steam generator which indicated
some errors in the code (either FORTRAN or in interfacial shear).

TRAC-PF1 should have the capability to model the steam generator
shell wall, Although not of utmost importance for full-scale plant,
this capability might be necessary for modeling tall-but-skinny
model steam generators.
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7. SIMULATION OF NATURAL CIRCULATION EXPERIMENTS

During many abnormal transients in LWRs, the reactor coolant pumps are
tripped either to avoid pump cavitation or to mitigate any adverse conse-
quences of the transient. The reactor system may, therefore, operate in a
natural circulation mode for many cases. Thus, it is essential that the ad-
vanced safety codes accurately predict tne reactor behavior under the natural
circulation condition,

In the present assessment effort, three series of natural circulation
tests conducted in the FRIGG loop (Nylund et al., 1908) were simulated with
TRAC-PF1 (Version 7.0) and RELAP5/MOD1 (Cycle 14), The main objective was to
evaluate the codes' capability in predicting the natural circulation flow rate
for a given core or bundle power.

7.1 FRIGG Loop Tests

7.1.1 Test Description

FRIGG Toop natural circulation tests (Nylund et al., 1968) were performed
in a steam-water loop with a test section simulating the Marviken boiling
heavy water reactor fuel assembly, The test section included a vertical elec-
trically heated rod bundle with uniform radial and axial power distributions
mounted in a 0,159 m diameter shroud as shown in Figure 7.1.1. The heated
length of the bundle was 4,37 m; it zontained 36 rods whose outside diameters
were 0,0138 m, In addition, the bundle had 8 spacers with known (or measured)
form loss coefficients.

A series of runs were conducted with different vessel inlet throttling.
During each run, the pressure at the inlet and exit of the loop (around 50
bar), and the inlet water subcooling (a few degrees for each series of runs)
were kept constant, The electrical power applied to the bundle (0)) was
changed stepwise in order to obtain a relationship between the power and the
natural circulation flow rate through the bundle,

The following three series of experiments with different entrance loss
coefficients were simulated with TRAC-PF1 and RELAPS/MODI:

a) Run Nos. 301017 - 301022 with entrance loss coefficient, Kent
-~ 4.5,

b) Run Nos. 301001 - 301016 and 301044 - 301047 with Kept « 14,0, and

¢) Run Nos. 301023 - 301030 with Kgne ~ 19.0.

The first and the last set of experiments were interrupted because of
technical problems with the facility so that the rod bundle power was not
raised to the level of the critical heat flux condition, However, for the

second set, the power was raised until the CHF condition was reached at the
exit of the bundle,

- 120 =



7.1.2 Inpur Models

For TRAC-¢} L, the experiments were modeled using the one-dimensional CORE
component for the vessel and rod bundle, PIPEs for the riser and downcomer,
and two BREAKs to impose constant pressure boundary conditions «t the down-
comer entrance and riser exit (see Figure 7.1.2)., The CORE had 16 axial
levels with cell lengths of approximately 0,275 m. Twenty seven cells were
used for the downcomer pipe with cell lengths varying from 0,25 to 0.86 m, and
the riser pipe was represented by five cells 0.11 to 0.45 m in length., To
model the loop geometry more accurately, the code's NAMELIST data capability
was used to specify the elevations of the cell centers (IELV=1). The effects
of rod bundle spacers were taken into account with additive loss coefficients
(IKFAC=0).

Steady-state calculations with various bundle powers were run with the
loop initially filled with singie-phase water. In all cases, the code reached
a steady state, However, during the steady-state calculations, TRAC-PF1 does
not check for the critical heat flux condition, Therefore, the assessment of
the CHF correlation used in TRAC-PFl has been based on the constitutive rela-
tions package and the results are discussed later,

Two minor errors, found in the homogeneous friction factor option and in
the annular friction factor option, were corrected at BNL, and the assessment
calculations were performed with the corrected version of TRAC-PF],

For RELAPS5/MOD1, three PIPE components, one for the vessel with the elec-
trically heated rod bundle, one for the riser pipe attached at the top of the
vessel, and one for the downcomer pipe supplying subcooled water into the bot-
tom entrance of the vessel, were used to simulate the test facility., The no-
dalization of the components was kept identical to that of the TRAC-FF1 model -
ing, as discussed earlier, The only difference was that the constant pressure
boundary conditions at the entrance of the downcomer, and at the exit of the
r ser were specified using the RELAPS5/MOD1 TIME DEPENDENT VOLUME components
instead of the TRAC-PF1 BREAK components shown in Fiqure 7.1.2. The vessel
with rod bundle was divided into 16 axial levels with zell lengths approxi-
mately equal to 0.275 m. Twenty seven volumes were used for the downcomer
pipe wit® cell lengths varying from 0,25 to 0.86 m, and the riser pipe was re-
presented by five cells 0.11 to 0,45 m in length, The effects of the rod
bundle spacers were taken into account by additive loss coefficients.

Since RELAPS/MOD1 did not have a steady-state calculational capability,
the code was run using the transient option starting with the loop filled with
single-phase water., A few key variables in different places of the loop,
namely, the void fraction, liquid and vapor phasic velocities, pressure, and
loop mass flow rates, were closely monitored in order to determine whether a
steady state was achieved.

7.1.3 Code Predictions and Comparison With Data

IRAC-PF1 had two options for wall friction: (a) homogeneous friction fac-
tor, and (b) annular flow friction factor., The first and the third set of ex-
periments with bundle entrance loss coefficients of 4.5 and 19.0, respect.
ively, were simulated with the homogeneous friction factor option only and the
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results are presented in Figure 7.1.3 as bundle mass-flux vs power. It is
seen that the oredicted mass-f luxes were considerably larger than the experi-
mental values and the predicted mass flux vs power curves did not have maxima
as found in the experiment.

The second set of experiments with a bundle entrance loss coefficient of
14,0 has been simulated using both the homogeneous and the annular friction
factor options available in TRAC-PFl., The results are shown in Figure 7.1.4,
Although the code with the annular friction factor option produced results in
better agreement with the data than with the homogeneous friction factor op-
tion, the bundle mass-f lux was still overpredicted in both calculations. The
possible reasons for this discrepancy are discussed later in Section 7.1.4,

The corresponding RELAPS5/MOD] results are shown in Figures 7.1.5 and
7.1.6, It can be seen that for all three sets of runs the loop mass flow rate
was overpredicted. Moreover, the trend of the G vs Q curve, i.e., the pres-
ence of a maximum at a certain power was not predicted by the code.

As the bundle power was being increased, the RELAP5/MOD]1 calculations
showed difficulties in converging to a steady state (crosses in Figure 7.1.6).
However, no burnout or CHF condition was predicted by the code. Therefore,
the instabilities had to be due to some numerical or time-step control
problems rather than the CHF condition which was the case in the experiment,

As mentioned earlier, for the second set of experiments with Kone~14.0,
the power was raised until the CHF condition was reached at the bundle exit.
Comparisons between the experimental wall heat flux and the code calculated
critical heat fluxes are shown in Figures 7.1.7 and 7.1.8 as a function of
bundle power. It can be seen that neither TRAC-PF1 nor RELAP5/MOD] was able
to predict the CHF condition, For TRAC-PFl, which used the Biasi correlation
based on round tube data, the bundle power must be raised further to predict
the CHF, whereas RELAP5/MOD1 would completely miss the CHF since the correla-
tion used (W-3) was not applicable to the FRIGG loop natural circulation con-
ditions, On the other hand, the Condie-Bengston CHF correlation (Condie,
1978) used in the RELAP4/MOD7 code was found to be successful in predicting
the CHF condition as shown in Figures 7.1.7 and 7.1.8., Thus, correlations ap-
plicable to the low flow rod bundle situations should be incorporated in
TRAC=PF1 and RELAP5/MOD1 for prediction of CHF condition in the natural circu-
lation mode.

7.1.4 Discussion

There might be two reasons for the discrepancies between the code predic-
tions and experimental data as shown in Figures 7.1.3 through 7.1.6., First,
the interfacial shear package which influences the void fraction in the bun-
dle could change the driving or gravity head, and thus produce higher loop
mass flow rate than the data. On the other hand, underprediction of the two-
phase friction losses including the form losses would also result in an over-
prediction of the loop mass flow rate,
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Let us first consider the bundle mass flux vs interfacial friction » void
fraction » driving head dependence. In the course of the sensitivity studies,
the TRAC-PF1 code was run twice for Run No, 301046 (Q = 6 MW) with artifi-
cially increased and decreased values of interfacial friction. The resultant
void fraction profiles are shown in F.gure 7.1.9. In the first case, the
code's two-fluid model was virtually collapsed to the homogeneous flow model
and, as it was expected, values of void fraction were higher than those in the
original run (Curves 1 aad 2 in Figure 7.1.9). In the second case, a decrease
in the interfacial shear led tc an increased slip and lower values of void
fraction (Curve 3 in Figure 7.1.9). However, the predicted mass fluxes showed
an unexpected trend., For the first case, the bundle mass-flux dropped despite
an increase in the void fraction and the driving head. For the second case,
the predicted mass~f lux increased even when the void fraction and the driving
head dropped. The situation was even more puzzling after the same sensitivity
studies were performed for Run 301005 with a lower bundle power of 2.86 MW,
The trends for mass-flux were completely reversed.

Although surprising at first sight, these results have been qualitatively
and, to a certain degree, quantitatively explained using the integr.ted momen-
tum equation written for the homogeneous equilibrium flow for the FRIGG loop.
It is to be mentioned that in the course of the present investigation, a sim-
ple computer program based on the latter approximation was writtun and run as
a fast scoping tool for sensitivity studies.

The sensitivity studies proved that the disagreement between the TRAC
predictions and the data seen in Figures 7.1.3 and 7.1.4 cannot be explained
in terms of the interfacial friction, Variations in the bundle mass-f lux were
not large enough even for extremely large var ations in the interfacial fric-
tion which was increased by 1000 times and decreased by 10 times in the sensi-
tivity studies. In view of the above conclusicns, it is believed that the
two-phase friction calculations were the cause of the disagreement. It should
be pointed out that (here is a large difference in values of the two-phase
friction coefficients based on the homogeneous and the annular friction factor
options in TRAC-PF1. As an example, Figure 7.1.10 shows the friction coeffi-
cie;} Cgg vs the flow quality x for the FRIGG bundle geometry at G = 1000
kg/m“s, p = 50 bar, T, = Tgae. It is clear that for the annular flow
friction factor which produces a larger friction with the increases in flow
quality (or bundle power) is a more appropriate option in the natural circula-
tion mode, even though the actual flow pattern may not resemble an annular
flow at the lower void fractions,

The above discussion is also valid for the RELAP5/MOD1 code, although
the code has no user option for the two-nhase friction factor.

7.1.5 User Experience

There was no particula; difficulty in running either TRAC-PFl or RELAPS/
MOD1 for the FRIGG loop natural circulation tests. However, the user must en-
sure that the heights of the vertical components and the form losses are cor-
rectly incorporated in the input deck, Some oscillations in the RELAPS/MOD]
calculations were also observed, Typical computer run time statistics for
these test simulations are given in Table 7.1.1,
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Table 7.1.1 Typical Computer Run Time Statistics for FRIGG
Loop Natural Circulation Test Simulation

Computer: BNL CDC-7600

Calculation
TRAC-PF1 RELAPS/MOD1

[tem

No. of Cells 48
Problem Time (s) 40
No. of Time Steps 451
CPU Time (s) 20,6
CPU-to-Problem Time 0.52

CPU (s)/Cell/Time Step 0.95 x 10°

7.2 Summary and Conclusions

From the results presented in Section 7.1, the following conclusions are
drawn:

a) For TRAC-PF]:

1. TRAC-PF1, with 2ither the homogeneous or the annular two-pha.e
friction factor option, overpredicted the loop mass flow rate,
However, t* results obtained with the annular friction factor
option have been closer to the data both qualitatively and
quantitatively,

Sensitivity ludies showed that the interfacial shear is not
responsible for the disagreement between the code predictions
and the data.

An investigation showed that TRAC-PFl would overpredict the
power needed to experience a CHF condition in the FRIGG bundle.
This 1s due to the us' of the Biasi critical flux correlation
which was developed ouly from the round tube data,




b)

For RELAPS/MOD]:

1.

2.

3.

The bundle mass-f lux has been overpredicted for all three sets
of experimental runs. The overprediction is believed to be due
to underestimation of the two-phase wall friction and form
losses.

The experimentally observed trend for the bundle mass flux, G,
vs the bundle power (), was not predicted by the code.

The RELAPS/MOD] critical heat flux correlation has been found
to be inadequate for the tests under consideration since the
correlation was derived for a different range of major param-
eters,

Further efforts should be directed toward improving the numeri-
cal stability of RELAPS/MODI].
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8. OVERALL SUMMARY, CONCLUSIONS AND RECOMMENDAT IONS

Independent assessment of the TRAC-PF1 (Version 7.0), RELAPS/MOD1 (Cycle
14), and TRAC-BD1 (Version 12.0) codes has been performed using various sepa-
rate-effect tests. The tests simulated can be grouped in the following six
categories:

1. Critical flow tests (Moby-Dick nitrogen-water, BNL flashing flow,
Marviken Test No. 24).

2. Level swell tests (GE large vessel test).

3. Countercurrent Flow Limiting (CCFL) tests (University of Houston,
Dartmouth College single- and parallel-tube tests).

4, Post-CHF tests (Oak Ridge rod bundle test).

5. Steam generator tests (B&W 19-tube model S.G. tests, FLECHT-SEASET
U-tUbQ s.Go tQStS)-

6. Natural circulation tests (FRIGG loop tests).

TRAC-PF1 and RELAP5/MOD] were applied to all the above categories; however,
because of resource limitations, TRAC-BD1 was applied only to the CCFL and
post-CHF tests.

Useful results were obtained for all TRAC-PFl calculations except for the
Dartmouth College parallel-tube CCFL tests. RELAP5/MOD]1 did not produce any
useful result for the Moby-Dick nitrogen-water tests and the code was not ap-

plied tu the parallel-tube CCFL tests because of its poor prediction of the
single-tube CCFL tests. TRAC-BD1 produced useful results for both CCFL and
post-CHF tests,

Regarding the computer run time, both TRAC-PF1 and TRAC-BD1 took approxi-
mately 3 ms of CPU time (in the BNL CDC-7600) per cell per time step.
RELAPS/MOD]L, in that respect, was faster because it took approximately 1 ms
per cell per time step., However, RELAPS5/MOD]1 usually took smaller time steps
than TRAC-PF1, and thus, the CPlU-to-real time ratio of these two codes was
quite comparable, Sometimes, the RELAPS5/MOD] maximum time step had to be
restricted to avoid numerical instabilities. In those cases, RELAPS/MOD] was
actually more expensive to run than TRAC-PFI1,

From the results presented in Chapters 2 through 7, the following conclu-
sions and recommendations are drawn for each code:

8.1 Conclusions and Recommendations for TRAC-PF1

For two-component two-phase critical flow without phase change,
TRAC<PF]1 can be expected to produce stable results for all void
fractions, which is an improvement over the TRAC<PlA code. However,
the results are sensitive to the friction factor option selected for




2.

3.

5.

6.

8.

calculation, The homogeneous friction factor option overpredicts
the mass flow rate by =15 to 22%, whereas the annular friction
factor option underpredicts the same by ~5 to 12%. It is recom-
mended that the same single-phase frictior factor be used for both
the homogeneous (NFF=1) and the annular (NFF=2) flow friction factor
options.

For single-component (i.e., water) two-phase flow with phase change,
TRAC-PF1 may significantly underpredict the subcooled critical flow
rate by as much as 25% as shown in the BNL flashing test simula-
tions. An accurate flashing delay model seems to be a necessary
(although not sufficient) condition for achieving better ag, *ement
with the subcooled critical flow data. Simulation of Marviken Test
No. 24 also supports this conclusion,

The choking option of TRAC-PF1 seems to be reasonable for subcooled
critical flow through short nozzles if "correct" upstream boundary
conditions are provided,

TRAC-PF] needs a more accurate flashing delay model for the bulk or
pipe flow. The present delay model in the choked flow formulation
cannot predict the early pressure undershoot observed in the experi=
ment. This undershoot and the corresponding liquid superheat could
be important in determining the vapor generation rate later in the
transient,

TRAC-PFl tends to overpredict the void fraction below the mixture
level and the level swell during a rapid depressurization transient,
A high interfacial shear in TRAC-PFl is believed to be partially
responsible for the higher void fraction and the higher level swell
rate.

For situations wnere liquid is injected in the middle of a test
channel, the CCFL phenomenon is qreatly influenced by the liquid en-
trainment inception and rate, In such cases, TRAC-PFl predicts an
early liquid entrainment which results in lower liquid downflow
rates. Therefore, TRAC-PFl entrainment model /correlation needs im-
provement,

For situations where liquid flows down from an upper plenum, the in-
terfacial shear seems to be the dominant parameter for CCFL phenome-
non, In such cases, TRAC-PFl produced good agreenent with data for
small pipe diameters (-0,025 m 1.0,). Thus, the Dukler correla-
tion for interfacial shear seems reasonahle for small-diameter pipes
or channels, However, for large diameter pipes (~0,15 m [.D,),
TRAC«PF1 produced anomalous behavior because of the discontinuities
in the Dukler correlation., In this case, the Bharathan-Wallis cor-
relation may be used,

A qgood prediction of single-tube CCFL data does not guarantee simi-
lar success for the parallel-tube CCFL data. For example, TRAC-PF1
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produced good agreement with the Dartmouth College 0,0254 m 1.D,
single-tube data. However, it could not even produce a stable re-
sult for the parallel-tube experiments conducted in three 0.0254 m
1.D. tubes. Also, the interfacial shear package must include corre-
lations valid for the entire countercurrent annular flow regime,
i.e., wavy-transition-rough film regimes, to enable TRAC-PFl to
adequately predict the parallel-tube CCFL phenomenon.

TRAC-PF1 cannot accurately predict the low flow CHF conditions, as
evidenced from the ORNL post-CHF and FRIGG loop tests. Correlations
other than the Biasi CHF correlation, which was based on single-tube
data, should be investigated., However, TRAC-PF1 does calculate
vapor superheating in the post-CHF regime,

TRAC-PF]1 produces a more stable result for integral economizer once-
through steam generator ([EOTSG) heat transfer than its predecessor,
TRAC-PD2, and yielded reasonable results for a load change tran-
sfent,

For a loss-of -feedwater transient in a once-through steam generator
(0TSG), TRAC-PFl underpredicted the exit steam flow rate. This was
caused by the lower initial water inventory due to a lower rate of
condensation of the aspirated steam, An increase in the condensa-
tion rate improved the result, indicating that the direct-contact
condensation rate in TRAC-PFl 1s underestimated,

A noding study showed that approximately 10 nodes in each side of
the steam generator is adequate for TRAC-PFl for transients such as
loss-of -f eedwater,

For large-break LOCA conditions, TRAC-PFl tends to overpredict the
secondary-to-primary heat transfer. The actual nonequilibrium ef -
fects are also somewhat underpredicted by TRAC-PFl., Thus, the code
would tend to exaggerate the steam-binding effects and would tend to
predict slower core reflood,

TRAC-PF1 should have the capability of modeling the steam gencrator
shell wall, Although not of utmost importance for a full-scale
plant, this capability might be necessary for modeling tall-but«
skinny model steam generators.

TRAC<PF]l with either homogeneous or the annular two-phase friction
factor option overpredicted the loop mass flow rate during natural
circulation condition, However, the results obtained with the annu-
lar friction factor option have been closer to the data, both quali-
tatively and quantitatively,

8.2 Conclusions and Recommendations for RELAPS/MODI

For single-component (i.e.,, water) two-phase flow with phase change,
RELAPS/MOD]1 may sfgnificantly underpredict the subcooled critical
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flow rate by as much as 25% as shown in the BNL flashing test simu-
lations. An accurate flashing delay model seems to he a necessary
(although not sufficient) condition for achieving better agreement
with the subcooled critical flow data. Simulation of Marviken Test
No. 24 supports this conclusion,

For the RELAP5/MOD1 choking model, the short nozzles should be
treated as zero-volume area changes to obtain good agreement with
data, even though this contradicts the reality. Also, the RELAPS/
MOD1 choking model seems to be sensitive to nodalization,

RELAP5/MOD]1 needs a more accurate flashing delay model for the bulk
or pipe flow. The present delay mode! in the choked flow formula-
tion cannot predict the early pressure undershoot observed in the
experiment, This undershoot and the corresponding liquid superheat
could be important in determining the vapor generation rate later in
the transient.

RELAPS/MOD] predictions for average void fraction, level swell rate,
and break flow rate during level cwell due to rapid depressurization
seem reasonable, However, the code underpredicts the vessel pres-
sure and produces an irreqgular axial void fraction profile, It
seems that the interfacial shear package of RELAPS/MOD] needs re-
examination and improvement,

There seems to he no need to represent a converging-divering dise
charge nozzle with a zero volume junction for the RELAPS/MOD] calcu-
lation, as suggested by the RELAPS code developers,

The RELAPS/MOD]1 flow regime map for high void fractions must be
changed to include an annular-mist regime before the code can be ex-
pected to produce reasonable results for CCFL applications., At
present, RELAP5/MOD] cannot predict the CCFL situation even in a
simple round pipe,

RELAPS/MOD] cannot accurately predict the low flow CHF conditions as
evidenced from the ORNL post-CHF and FRIGG loop tests, Other CHF
correlations should be investigated,

RELAPG/MNON] tends to overpredict the vapor generation rate at the
post-CHF region, This results in almost no vaper superheating until
all the liquid droplets are evaporated in the RELAPS/MOD1 calcula-
tion, However, this does not represent the reality, Thus, the
RELAPS/MOD]1 model for vapor generation in the post-CHF regime should
be improved,

For the steam generator (TEOTSG) tests, the RELAPS/MODL (Cycle 14)
results are slightly improved over those of Cycle 1, However, the
new results still suffer from numerical instability, Therefore, re-
strictions on the maximum time steps are necessary for the RELAPS/
MOD1 calculation, This is valid for both once-through and U-tube
steam generator simulations,

- 134 -



R S e ———

10,

11.

12.

13.

14,

15.

16,

2,

3.

For RELAP5/M0D1, use of more nodes does not necessarily lead to bet-
ter agreement with the experimental data of the steam generator
(IEOTSG) thermal performance.

Although RELAP5/MOD1 produced reasonable results for the 0TSG loss-
of -feedwater transient, it fails to predict the initial superheated
steam condition at the exit of the secondary side. Consequently,
the total primary-to-secondary heat transfer at steady state is un-
derpredicted by as much as 10%.

For large-break LOCA conditions, RELAPS/MOD]1 tends to overpredict
the secondary-to-primary heat transfer. The actual nonequilibrium
effects are also underpredicted by RELAPS/MOD1, as in the post-CHF
tests. Thus, the code would tend to exaggerate the steam-binding
effects and would tend to predict slower core reflood,

RELAPS/MOD]1 tends to overpredict the vapor-to-droplet heat transfer
in the dispersed droplet regime. Improvement in this area is
needed,

RELAPS/MOD]1 also produced an anomalous void profile in the secondary
side of the FLECHT-SEASET U-tube steam generator which indicated
some errors in the code (either FORTRAN or in interfacial shear).

The bundle mass-f lux during natural circulation has been overpre-
dicted by RELAP5/MOD1 for all three sets of FRIGG loop runs. The
overprediction is believed to be due to underestimation of the two-
phase wall friction and form losses.

Further efforts should be directed toward improving the numerical
stability of RELAPS/MODI.

8.3 Conclusions and Recommendations for TRAC-BDI1

For situations where liquid is injected in the middle of a test
channel, the CCFL phenomenon is greatly influenced by the 1iquid en-
trainment inception and rate. In such cases, TRAC-BD] tends to pre-
dict good agreement with the data. Thus, the TRAC-BD]1 entrainment
inception and rate correlations seem to be reasonable,

For situations where liquid flows down from an upper plenum, the in-
terfacial shear seems to be the dominant parameter for the CCFL phe-
nomenon. In such cases, TRAC-BD]1 tends to overpredict the liquid
downflow rate indicating a lower interfacial shear.

The interfacial shear coefficient used in the TRAC-BD] code overpre-
dicts the liquid downflow rate. Use of the Kutateladze CCFL corre-
lations tend to improve the prediction. However, the Kutateladze
constant in the CCFL correlation has to be adjusted to achieve a
good prediction. It seems that a combinatior of the Dukler correla-
tion (for small diameter pipe), and the Bharathan-Wallis currelation
(for large diameter pipe) should produce a better interfacial shear
correlation for the countercurrent annular flow regime,

- 135 =



R S it o e o

Po—— —

4, For parallel-tube CCFL tests, the TRAC-BDl results were, at best, in
some qualitative agreement with the data. It seems that the inter-
facial shear package must include correlations valid for the entire
countercurrent annular flow regime, i.e., wavy-transition-rough film
regimes, to enable TRAC-BD1 to adequately predict the parallel-tube
CCFL phenomeonon.

5. The CHF correlation used in the TRAC-BD1 code, 1.e,, the Biasi crit-
ical quality boiling length correlation, seems to be adequate.
Vapor superheating calculated in the post-CHF regime also looks rea-
sonable. However, further assessment with more post-CHF experiments
is needed to make a definitive statement about the TRAC-BD1 post-C'F
model accuracy.

As a final note, the code assessment conducted at BNL was directed at
evaluating the thermal-hydraulic model adequacy, and recommending areas of
further improvement. Thus, onily the separate-effects experiments were §imu-
lated. Conclusions regarding the overall code accuracy for full-scale reactor
application can only be made by assimilating all code assessment results ob-
tained at BNL, INEL, LANL, and SNL. This last task is beyond the scope of the
present effort.
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