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Table 2.1 Interviews and Meetings Conducted by the
San Onofre Team (continued)

11/25/85 16:55 Interview of NRC Resident Inspector

11/25/85 18:10 Interview of Fire Captain, San Onofre Fire
Department, Shift Captain

11/26/85 10: 30 Interview of NRC Resident Inspector

11/26/85 13: 00 Water Hammer Conference

11/26/85 16:00 Interview of Emergency Medical Technician

11/26/85 16: 30 Interview of Fire Watch Rover

11/26/85 18:10 Interview of Assistant Control Operator, Control
Room Operator (trainee)

11/27/85 08:15 Interview of Fire Watch Rover

11/27/85 10: 05 Interview of Station Manager

11/27/85 11:18 Meeting of SONGS Security, Station Security

Manager, Computer Supervisor, Computer Engineer
(Safeguards Information)

11/27/85 14: 00 Interview of Chemistry Supervisor

12/11/85 09: 00 Interview of Manager of Station Operations
12/11/85 10: 00 Interview of Mechani.cal General Foreman
12/11/85 11: 07 Interview of Shift Superintendent

12/12/85 08:10 Interview of Plant Superintendent, Unit 1
12/12/85 09:55 Interview of Shift Superintendent

12/12/85 11: 00 Interview of Health Physics Technicians
12/12/85 11:30 Interview of Health Physics Technician
12/12/85 13: 20 Interview of Nuclear Plant Equipment Operator
12/12/85 16:40 Interview of Health Physics Supervisor
12/12/85 17:25 Interview of Health Physics Technician
12/13/85 07:45 Interview of Control Operator















Immediately following the reactor trip, the red telephone, part of the emergency
notification system connected directly to NRC headquarters in Bethesda, Maryland,
rang in the control room. Although pre-occupied with examining the control
boards and alarm panels, and while watching the reactor operators respond to the
reactor trip, the Shift Superintendent finally answered the telephone. The

voice on the telephone was that of the NRC Duty Officer in Bethesda (evidently
the phone had rang at both ends). The Shift Superintendent was puzzled as to
why NRC wanted information about or could possibly have known that a reactor

trip had occurred less than one-half minute before. The exchange of questions
and answers that ensued between the Unit 1 control room and the NRC Duty Officer
was a mixture of miscues and incomplete communication. Finally, the Shift
Superintendent implied to the Duty Officer that he was too busy to talk, told him
that he would call him back, and told him the unit was stable. The NRC Duty
Officer did not ask the control room operators about which emergency class was
declared.

Evidently, when bus 1C lost power, the emergency notification system responded
to the power interruption by signaling the red telephone in the control room
and at the NRC Operations Center to ring. Each party thought that the other
party had called, and as a consequence, meaningful dialogue was not established.

During a second telephone call, the Shift Superintendent indicated that an Alert
would probably be declared, but subsequent evaluation led to the declaration of
an Unusual Event pursuant to the site's emergency plan. However, the event was
not reported to the NRC as an Unusual Event, although the control room operators
and site personnel knew that this emergency action level had been declared. As
a result of the mixed communications, the NRC Duty Officer believed that an
Alert had been declared. Subsequently, the NRC requested that an open, continu-
ous telephone line be maintained to the control room, an arrangement which is
normally reserved for an Alert declaration. The Shift Superintendent did not
understand the need for such a request, particularly since it distracted him
from his responsibilities in the control room. He then requested the Super-
visor of Coordination to communicate with the NRC. Later, when the NRC Resident
Inspector arrived in the control room at about 6:00 a.m., he was requested to
handle the open telephone line with the NRC.

If the plant had been in a ncrmal switchgear alignment, isolating transformer C
would have de-energized buses 1C and 2C. But because of the abnormal alignment,
the isolation of transformer C de-energized only bus 2C, because bus 1C was
powered by the main turbine-generator via bus 1A. Thus, all inplant power was
not instantaneously interrupted. About one-half of the equipment lost power
when bus 2C (i.e., transformer C) was lost, and 20 seconds later the remaining
equipment lost power when the unit was manually tripped. As a result, the west
feedwater pump (on bus 1C) continued to operate after the east feedwater pump
(on bus 2C) lost power.

At about 4:5. am, in the 4kV switchgear room located below the turbine building
mezzanine level, a roving fire watch had come to relieve the fire watch sta-
tioned in the room. Shortly thereafter, they heard a cannon-like sound and
felt the floor vibrate. One of the fire watches described the noise as a "muf-
fled howitzer." The test technicians outdoors described it as a loud "boom. "

During the 20-second interval that the west main feedwater pump continued to
operate, the single 12-inch diameter check valve at the discharge of the east


















or a change of direction in the piping, such as at an elbow or closed valve.

Upon contact, the slug imparted its energy to the piping with the force of a
hammer blow, i.e., a condensation-induced water hammer. Because of the long

(203 feet) horizontal layout of the feedwater piping to the B steam generator
and other sustaining conditions, this piping experienced the water hammer. The
forces from the water hammer displaced the 10-inch diameter feedwater piping,
distorted its original configuration, caused an 80-inch crack, and damaged pipe
hangers and snubbers. In seconds, the one-half inch thick piping was irrevers-
ibly damaged--the 80-inch crack, 30 percent through the wall at places, indicates
how close the pipe had come to splitting open.

Outside the containment building, the forces associated with the water hammer
were forceful enough to stretch 10 one-half-inch diameter bolts holding the
bonnet on a 4-inch bypass check valve by about one-half inch. All of the bolts
were stretched into an hour glass shape. The steam and water from the check -
valve body to bonnet interface had sufficient force to blow away the insulation
from all the piping located 360 degrees around the check valve. The steam es-
caping through the gap between the bonnet and valve body was felt 25 feet away
by the nuclear plant equipment operator who was closing the steamline block
valve.

The design of the steam system at Unit 1 has the three steamlines joined into a
common pipe (or steam header) inside the containment building without any valves
to prevent simultaneous blowdown of all three steam generators should a leak in
a steamline or a feedwater line occur. Hence, the leak from the 8 feedwater
bypass check valve located outside the containment building communicated with
all three steam generators, via the steam header and B feedring, and their steam
inventories were vented via the leak to the atmosphere. In ad+ition, the auxil-

jary feedwater flow to B steam generator escaped from this lei : instead of going
to the steam generator.

3.7 Steam Generators Boil Dry

The effects of the water hammer and the failed bypass check valve were not indi-
cated in the control room. Based on the report by the nuclear plant equipment
operator, the control room operators thought that there was a steamline break.
However, they continued to follow the EOI for reactor trip response in a system-
atic manner because their instrumentation did not reflect a major steamline
break. With both charging pumps operating at full flow, the reactor coolant
pressure and pressurizer level recovered, and control of primary pressure was
regained.

At this point, the EOI required that the B reactor coolant pump be started for
pressurizer spray control. Shortly after starting the pump, a thrust bearing
high temperature alarm sounded. Although the operators believed it was a false
indication, discussions with the Supervisor of Coordination led to a decision
20 minutes later to start the A and C pumps and shutdown the B pump.

when the two reactor coolant pumps were started, the steam generator levels

were about equal, but low on the wide range level indicators. The operators
recalled that the level went off-scale low in all three steam generators shortly
after the A and C pumps were started. The Shift Superintendent noticed a sharp
decrease in steam pressure, and recalling earlier the report by the plant equip-
ment operator, declared he thought that there was a steam leak. The auxiliary




feedwater flow rate was maintained at about 25 gpm (indicated) to each steam
generator in order to assure the heat sink was maintained, although there was
no indicated level in any steam generator. All three steam generators were
essentially dry; however, the conditions for a "dry" steam generator in the EOI
were not satisfied. The Control Room Supervisor reviewed the EOQI for loss of
secondary coolant but, based on secondary system conaitions, the criteria were
not met for beginning the procedure (e.g., steam pressure was above 400 psig).

The EOI for responding to a steam generator low level has three conditions that
must exist simultaneously for a steam generator to be considered dry. If either
the wide range water level indicates greater than zero, or the reactor coolant
loop temperature difference is greater than zero, or if auxiliary feedwater flow
to the steam generator is 25 gpm or more, the steam generator is considered to
be effective in removing decay heat and is not considered dry. The operators
did noi recall any time during the event that at least one of the three condi-
tions did not exist. However, none of these parameters are recorded on a strip
chart.

The STA continued to cycle through the EOI for the Critical Safety Function
Status Trees. He also maintained a vigilant watch on the steam generator
levels. Because the narrow range level indication was below 10 percent, the EOI
referred him to the EOI for responding to steam generator low level. As he went
through the EOI, step 3 required that the steam generator blowdown be isolated--
a significant discovery.

Prior to this time, about 100 gpm had been draining from each steam generator

as blowdown. This was the dominant contributor to the loss of water inventory
and level in the steam generators. The STA informed the Control Room Supervisor
of this important discovery, and the blowdown was secured at about 35 minutes
after it had automatically been re-established when the radiation monitor alarm
had been reset. The continuous blowdown from the steam generators had escaped
recognition by the operators in analyzing the reasons for the cooldown and steam
generator low levels. (The status of the blowdown system is not indicated in
the control room.)

By this time, it was obvious to the Shift Superintendent that the plant had to
be placed in cold shutdown in order to isolate and correct the leak. At this
point, the control room operators did not know that a water hammer had occurred
and that it had caused the steam leak outside containment and severe damage to
feedwater piping and hangers inside the containment building.

3.8 Plant Cooldown

Another discussion took place in the control room between the operators and the
Supervisor of Coordination concerning how best to cool the reactor to cold shut-
down. Although the procedures called for a normal 50-percent level in the steam
generators, the operators concluded that restoring such a high level would ex-
acerbate the cooldown transient, and could result in exceeding the Technical
Specification cooldown rate of 100-degrees Fahrenheit per hour. All steps in
the EOI for a reactor trip response had been completed and the final step re-
ferred the operators to the standard operating procedure for changing operating
modes from power to hot standby. Reactor coolant conditions indicated that

they had passed through this procedure already, and that it would be appropriate
to go to cold shutdown from hot standby.
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The operators decided to maximize the cooldown rate in order to depressurize
Guickly and isolate the leak while maintaining sufficient margin to the Techni-
cal Specification limit. Consequently, the auxiliary feedwater flow rate was
increased to the A and C steam generators from about 25 to 40 gpm indicated.
The flow rate to B was not increased because the B reactor coolant pump had
been secured, minimizing the primary-to-secondary heat transfer and the need
for additional feedwater. The levels in the A and C steam generators increased
slowly, but level in the B steam generator remained off-scale low. It was then
apparent to the opera‘ors that the leak was associated with the B steam gener-
ator. At this point, they established a cooldown rate of about 60-degrees
Fahrenheit per hour ani started the preparations that had to be completed prior
to establishing decay neat removal using the residual heat removal (RHR) system.

Based on the STA's rev ew of the Critical Function Status Trees, he noticed that
containment building pressure was €lightly positive when it should have been
negative. He so inforred the Shift Superintendent, who then determined that the
line which normally vents air from the containment building had been isolated

by the radiation monitor when power was lost. Thus, the leakage from air-
operated valves inside the building had caused the pressure increase.

Earlier during the event, the saltwater cooling system had been aligned to the
heat exchangers in the turbine plant cooling system when containment building
cooling was re-established. The RHR system requires the full capacity of the
saltwater cooling system for a rapid cooldown. Thus, the saltwater flow to the
turbine plant cooling system had to be terminated and redirected to the RHR
system. An alternate arrangement involving the intake screen wash pumps was
then used to supply cooling water to the turbine plant cooling water heat
exchangers.

The normal cooling water to the turbine plant cooling water heat exchangers is
provided by the circulating water system. However, numerous attempts to estab-
lish the conditions for starting the circulating water pumps failed due to
abnormal conditions in the main condenser. The temperature in the condenser
was about 200 degrees Fahrenheit (normal is about 100°F). When a vacuum was
applied to the tube side of the condenser to ensure that the water box was
filled, the circulating water would flash to steam, and the vacuum interlock
for starting the circulating water pumps could not be satisfied. Evidently,
the steam traps and other secondary sources of hot water and steam overheated
the condenser in the absence of circulating cooling water. At the time, the
operators did not understand why the tubes could not be filled with water.

One of the last preparations made prior to opening the isolation valves to the
RHR system was a containment building entry to close the valve in the bypass
line around a RHR pump. The bypass line provides an alternate hot leg injection
path following a loss of coolant accident. Closing the valve is a normal oper-
ation and ensures the maximum flow rate through the RHR heat exchangers, .0
faster cooldown.

At about 9:2" a.m., all preparations had been made and the operators unsuccess~
fully attemp .ed to open the suction and discharge valves that isolate the RHR
system from the reactor coolant system. The valves are interlocked such that
the reactor coolant pressure must be well below the design pressure of the RHR
system before the valves will open. The operators investigated and reviewed
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the as-built drawings and confirmed that the pressure setpoint was 400 psig.
The reactor coolant system pressure was about 370 psig at the time. The oper-
ators assumed the interlock had failed and overrode the relay in the interlock
logic and opened the valves. Later it was found that a procedural deficiency
and related training misled the operators to believe that the interlock had
failed.

At 9:41 a.m., about 5 hcurs after the event started, RHR cooling was established
and the Emergency Coordinator terminated the Unusual Event. The major task re-
maining was isolating the leak from the failed check valve.

3.9 Isolating the Leak

At about 6:00 a.m., the day shift operating crew began arriving at the control
room. Station management, engineers, NRC Resident Inspectors, and other person-
nel also came to the control room. The shift turnover that normally begins at
7:00 a.m. (and is usually completed by 7:30 a.m.) did not occur until 10:00

a.m. because of the event. The day shift and most of the other personnel re-
mained outside the control room in the Technical Support Center and supported
the recovery operations, including the isolation of the leak.

Attempts to identify the location of the leak began about 5:30 a.m. An Assist-
ant Control Operator dressed in a steam suit (i.e., protective clothing for
environmental protection against fires, steam, hazardous materials, etc.) in-
spected the mezzanine area. Two members of the fire brigade accompanied him
into the area, which was standard procedure for rescue operations in a hostile
environment. Radiological surveys had previously been completed by two health
physicists.

The first entry in the steam environment lasted only about 2 minutes because of
the heat. The second entry was made with additional protective clothing. The
operator was then able to determine that the leak was near the feedwater bypass
regulating valve. But his visibility and mobility were so restricted that he
did not attempt to isolate the leak. He returned to the control room at about
8:00 a.m., and informed the Shift Superintendent of his findings.

Based on the status of the plant, the operators concluded that there was not an
urgent need to isolate the leak. The conditions in the reactor coolant system
were stable, and water levels had been reestablished in steam generators A and C.
The Teak was effectively removing decay heat, with a resultant steady cooldown
rate.

At 10:45 a.m., the manual valve in the B steam generator main feedwater line
and a manual valve in the bypass piping were closed, which isolated the leak.
The auxiliary feedwater system refilled B steam generator. The unit entered
mode 5 for a refueling outage at about 3:00 p.m.--a week sooner than planned.

After the shift change, operators that had been on duty were debriefed by site
management to ascertain the sequence of events. During the debriefing, it be-
came apparent to the operators and management that a water hammer had occurred,
and that an inspection of the systems inside the containment building was
required.

It was during this containment entry, early the next day that operators found
evidence of damage to the feedwater piping to the B steam generator. The
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missing and damaged insulation, and damaged

inspection revealed displaced pipe,
1 hydraulic forces not previously considered

pipe supports resulting from therma
in the design of that piping.

Thus, what had begun early in the shift as an attempt to isolate an electrical
problem, led at 4:51 a.m. to a temporary loss of inplant ac power, a condition
which, combined with five failed check valves, subsequently resulted in an
incidence of water hammer powerful enough to challenge the integrity of the

safety-related feedwater system.
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Table 3.1 Chronological Sequence of Events

Initial Conditions at Unit 1, November 21, 1985

- Saltwater leaking into the main condenser at 5 x 10.3 gpm

- Unit operating at 60 percent reactor power to facilitate search for
condenser leak

= South circulating water pump shut down to allow entry into south
condenser water boxes

- Steam generator blowdown ongoing at about 100 gpm per generator to
minimize chloride buildup .

= Electrical ground troubleshooting in progress; ground determined to be
located on auxiliary transformer C supply to 4kV bus 1C

= Bus 1C power supply shifted to 4kV bus 1A, powered from the output of the
main generator through auxiliary transformer A

= Auxiliary transformer C remained energized, supplying power to 4kV bus 2C,
while personnel inspected electrical equipment

= Fox 3 critical function monitor system recording function disabled because
of previous power interruption during ground isolation effort

Transient Initiator

04:51:11 Auxiliary transformer C differential relays detected a phase-to-phase
fault current in excess of 1500 amps and actuated trips in associated
circuit breakers to isolate the transformer.

Circuit breakers 4032 and 6032 opened to isolate auxiliary trans-
former C from the 220kV switchyard.

Circuit breaker 12C02 opened to isolate auxiliary transformer C from
4kV bus 2C.

Systems Response/Operator Actions

04:51:11+ Bus 2C de-energized, de-energizing the following selected loads:

East feedwater pump
Southeast condensate pump
Northeast condensate pump
East heater drain pump
Vital 120VAC bus 4

ENS phone began to ring along with all the other alarms associc « *

with the trip of the auxiliary transformer as the Shift Supervise.
entered the control room.
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Table 3.1 Chronological Sequence of Events

Diesel generator 2 started automatically on loss of 4kV bus 2C, but
did not load automatically, per design.

East feedwater pump discharge check valve failed to seat as the
de-energized pump coasted dowi..

Running west feedwater pump pressurized the east condensate-feedwater
heater train.

East flash evaporator condenser tubes became overpressured, ruptured
and cverpreszurized the evaporator shell, causing the shell to
develop a fishmouth opening approximately 20 feet long and 2 feet
wide. The accompanying noise was described as a "muffled howitzer."

04:51:31 Operators manually tripped the reactor in response to loss of vital
120VAC bus 4, as required by procedure, due to wholesale loss of
control room instrumentation. The reactor trip initiated a turbine
trip.

04:51:32 Operators pushed the unit trip button, opening main transformer out-
put circuit breakers 4012 and 6012, auxiliary transformer A and B
output circuit breakers 11A04 and 11B04, and tripping the turbine.

04:51:32+ A1l inplant power was lost, except for 120VAC vital buses carried by
inverters.

All inplant lighting was lost, except for battery-powered emergency
lighting.

Letdown, steam generator blowdown and the containment sphere mini-
purge 1solation valves shut on loss of power.

Diesel generator 1 started automatically on loss of 4kV bus 1C, but
did not load automatically, per design.

Station loss-of-voltage automatic transfer scheme initiated to allow
backfeed of offsite power through the main and auxiliary
transformers.

Security access control equipment malfunctioned following automatic
transfer to alternate powar supply.

Elactric and steam-powered auxiliary feedwater pumps received auto-
matic initiation signals on low steam generator level, due to level
drop following reactor trip and turbine stop valve closure. The
electric-driven pump started later, after electric power was re-stored.
The steam turbine-driven pump began a 3%-minute warmup period.

A1l three steam generator feed regulating valves shut to 5 percent
flow position in automatic response to a reactor trip.
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Table 3.1 Chronological Sequence of Events

04:55+

As the west feedwater pump stopped, its discharge check valve and
the check valve downstream of the regulating valve of the C steam
generator failed to seat. At the same time, the discs in each check
valve downstream of regulating valves to A and B steam generators
settled to the bottom of their respective valve bodies. All three
steam generators began to empty their feedwater lines to the east
flash evaporator condenser because of the tube rupture.

Shift Superintendent picked up spuriously ringing ENS phone, informed
the NRC Headquarters Duty Officer (HQDO) of the reactor trip and loss
of power, promised to call back, responded to questions, stated that
offsite power was available and that the plant was stable and tripped,
and again promised to call right back.

Operators verified that rod bottom 1ights energized, indicating the
reactor had tripped.

East and west main feedwater pump shaft seal drain trap vents were
observed to be blowing excessive steam and water.

The fire watch in the 4kV switchgear room received a fire alarm from
the Tube oil reservoir area, observed steam in the area and called
station emergency services.

East condensate feedwater train condensate relief was observed to be
blowing steam.

Main feedwater pump suction and discharge temperatures increased to
approximately 400°F.

Operators responded to a spurious annunciation and sequencer light
indication of initiation of the safety injection system, but
determined that plant parameters did not require operation of the
system and that the system had, in fact, not actuated.

Station emergency services dispatched a fire truck to Unit 1.

Operators observed that the 18kV system isolation light actuated,
indicating that the first phase of loss of voltage auto transfer
scheme had been completed.

Operators attempted to reset the unit trip lockup bus to enable back-
feed of power from the switchyard, but the reset failed, apparently
due to the timing of the attempt before the main generator no-load
motor-operated disconnect was fully opened. The operator did not
verify that the reset was effective.

Operators found security access controls were not responsive and
utilized planned procedures, personnel, and hardware to compensate.

Steam turbine-driven auxiliary feedwater pump completed its warmup
cycle and began to deliver approximately 130 gpm AFW flow (indicated
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Table 3.1 Chronological Sequence of Events

04:55:13

04:55:15

04:55:24

flow was about 110 gpm/SG) at outside ambient temperature to main
feedwater lines just downstream of the three feedwater control sta-
tions. Reverse flow in the main feedwater line carried AFW to the
condensate system.

Operators decided that the station loss of voltage automatic transfer
scheme had failed and attempted to complete the sequence from the
control room.

Operators discussed energizing buses using the running but unloaded
diesel generators. Operators decided to energize buses using the
preferred offsite power source.

The first attempt to close 220kV switchyard circuit breacer 4012
failed because an operator did not push the synchronizing check-
bypass pushbutton.

The second attempt to close 4012 succeeded when the operator
correctly depressed the pushbutton, but it immediately tripped free
because the unit trip lockup bus had not been reset.

The third attempt to close 4012 had the same results as the second
attempt.

An operator reset the unit trip lockup bus.

The first attempt to close 220kV switchyard circuit breaker 6012
failed because an operator had again not depressed the synchronizing
check-bypass pushbutton.

The second attempt to close 6012 succeeded, backfeeding power from
the 220kV switchyard, which had remained energized, to auxiliary
transformers A and B.

Operators closed the feeder circuit breaker from auxiliary trans-
former A to 4kV bus 1A, re-energizing 4kV bus 1A and 1C. (The tie
breaker between bus 1A and 1C had never been opened.)

Operators closed the feeder circuit breaker from auxiliary trans-
former B to 4kV bus 1B and from bus 1B to 2C. Operators subsequentiy
completed re-energization of the station by powering the remaining
de-energized 480VAC buses.

The electric-powered auxiliary feedwater pump started with a
20-second delay upon regaining power, due to the continued presence
of a steam generator low level signal, and increased AFW flow to
approximately 155 gpm per steam generator /indicated flow was about
135 gpm/SG).

Letdown automatically reinitiated on return of power, but the
charging pumps remained tripped.
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Table 3.1 Chronological Sequence of Events

04:58

04:59

05:00

05:01

05:02

Atmospheric steam dumps actuated on return of power, but operators
shifted steam dump operations to automatic pressure control, thereby
securing steam dumps.

Operators shut feedwater isolation valves MOV-20, 21 and 22 and
feedwater regulating valves FCV 456, 457 and 458, as required by
procedure, unknowingly stopping further voiding of steam generator
feedwater lines and starting the refilling process at a rate of
approx‘mately 155 gpm per steam generator.

The Supervisor 8f Coordination reset radiation monitor alarms that
were received because of loss of power. Resetting the monitor for
steam geerator blowdown re-initiated blowdown for each steam genera-
tor at atout 100 gpm.

Letdown isolated automatically on low pressurizer level.

Operators checked pressurizer level and pressure as required by pro-
cedure, found level and pressure were low and decreasing, at about

5 percent and 1880 psig, respectively, and became concerned that plant
cooldown could be excessive or cause safety injection.

Operators started the south charging pump to raise pressurizer level.

The north charging pump started automatically on low charging header
pressure with one charging pump running.

The suction of both charging pumps shifted automatically between VCT
and RWST and back as the level cycled through VCT low level set points.

Operators verify proper operation of AFW pumps.

The Shift Supervisor called HQDO on ENS to provide information on the
plant transient. He completed a call 2 minutes later, indicating
that they would probably declare an alert and close it out in the
same call, that he needed to go, that he was still dealing with the
problem and would call back.

Operators started reactor coolant pump B to provide a source for
pressurizer sprays for pressure control.

Operators terrinated AFW flow to the steam generators to minimize RCS
cooldown; ther subsequently resumed AFW flow to all steam generators
at a rate of avout 40 gpm per generator (indicated flow was about

25 gpm/SG; .
The STA arrived in the control room.

A plant equipment operator was dispatched to manually close main
steam block valves to reduce plant cooldown.
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Table 3.1 Chronological Sequence of Events

05:

05:

05:

05:

05:

0S:

05:

05:

05:
05:

05:

06

07

08

09

12

17

20

24
27

28

An unusual event was declared onsite. (Licensee Emergency Plan Tab
D-1-1.) State and local offsite agencies were informed. A Prompt

Notification Report of th: declaration of an Unusual Event was not

made tc NRC.

A loud "bang" was heard. The nuclear plant equipment operator, sent
to shut the main steam block valves, heard a water hammer and observed
steam on the turbine building mezzanine. The operator left the mezza-
nine without shutting the main steam valves.

Circuit breaker 4012 wa: Ciosed by an operator utilizing the
synchronizing check-bypass pushbutton.

The reactor cooling pump B thrust bearing high temperature alarm
annunciated.

The control room received a report of a steam leak on the feedwater
mezzanine from a dripping wet operator, who had just returned from
that location.

Letdown valves opened after pressurizer level rose above 10 percent.
Operators shut the turbine plant cooling water (TBCW) supply valve
for containment sphere air coolers and started a TBCW pump. An

operator was dispatched to re-establish TBCW flow to containment
sphere air coolers.

Charging pump suction was shifted to the RWST to start boration for
cold shutdown.

Operators reset the safeguards sequencers and secured the unloaded
diesel generators.

Operators secured the lube 0il reservoir foam system and fire pump,
after confirming that the system should not have actuated.

Operators started reactor coolant pump A.
Operators started reactor coolant pump C.

The wide range level indication dropped off-scale low in all three
steam generators.

Operators stopped reactor coolant pump B.

Operators decided to establish rapid controlled cooldown of RCS at
about 100°F/hr to stop the assumed steam leak.

Operators increased flow to steam generator A and C from about 40 gpm

to about 70 gpm each. AFW flow to the B steam generator was
maintained at about 40 gpm.
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Table 3.1 Chronological Sequence of Events

05: 30

05:45

05:46

unknown

05:48

05:57
05:58

06:15

06: 30

Blowdown from steam generators was secured by reducing the setpoint
on the radiation monitor.

Wide range water level indication returned on-scale in A and C steam
generators.

Operators commenced periodic air sampling for radiocactivity in the
vicinity of the steam leak. The highest sample reported showed
5 X 10-1'9 yuCi/cc.

Personnel wearing steam suits made two attempts to identify and
secure the source of the steam leak.

The turbine generator was placed on a turning gear.
Operators shut steam generator blowdown micro-valves.

HQDO called SONGS-1 on the NS to check plant status and establish an
open Tine. The shift superintendent was asked to call back once he
could get someone assigned to maintain an open line.

Safety injection was blocked.

The north charging pump was secured.

Sandbags were placed at the entrance to the chemical feed room to
prevent water from flowing across the floor into the electrical
switchgear rooms.

SCE's emergency coordinator called HQDO, was persuaded of the need to
establish an open ENS line to NRC, but was told of phone problems and
that he would be called back.

Operators stopped boration using RWST.

Operators noted containment sphere pressure was slightly positive;
found that containment sphere mini-purge valve CV-10 had not been
re-opened after the radiation monitors were reset following restor-
ation of power; and opened CV-10, allowing containment sphere pres-
sure to return to its normal, slightly negative condition.

HQDO succeeded in establishing an open line between the site
emergency coordinator, the NRC regional duty officer and the
headquarters Incident Response Center. The line would remain open
until released by NRC.

The HQDO notified FEMA of the declaration of an Alert.

Operators, unable to start the circulating water pumps due to igh
condenser temperature and steam in the water boxes, aligned s (water
cooling to the turbine plant cooling water heat exchangers.

Operators started emergency boration for cold shutdown.
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Table 3.1 Chronological Sequence of Events

07:
07:

07:

07:

07:
08:
08:

08:

08:

09:

09:

09:

09:

09:
09:
09:
09:
09:

00
02

44

47

55
00
35

36

37

00

10

12

18

20
30
35
38
40

Operators secured emergency boration.

The Plant Superintendent assumed the role of emergency coordinator
and changed the Unusual Event declaration basis to Emergency Plan
Tab. G-1-2.

A monitoring team dispatched to measure potential offsite radio-
activity determined downwind site boundary radiation levels to be
less than 0.1 mrem/hr.

Operators started the second emergency boration to assure 5 percent
shutdown in mode 5.

Emergency boration was secured.
Entered Mode 4; operators still believed there was a steam leak.

Operators secured the turbine-driven auxiliary feedwater pump due to
low steam pressure.

Operators aligned screen wash pumps to supply cooling for the turbine
plant cooling water heat exchangers.

Operators aligned salt water cooling pumps to provide maximum
component cooling water heat exchanger cooling.

Operators started a third component cooling water pump in preparation
for initiating RHR.

Operators attempted to open RHR suction valves, MOV-813 and 834, but
pressure interlock had not yet cleared, although RCS pressure was
well below 400 psig.

Air sample from the chemistry sample room determined that noble gas
activity was 1.87 times the maximum permissible level.

Containment sphere entry was made to isolate the hot leg recircula-
tion flow path by shutting RHR-004.

Operators overrode the high pressure interlock and opened MOV-813 and
834,

Operators stopped vacuum pumps.
Operators shut RHR-004.

Operators started the West RHR pump.
Operators started the East RHR pump.

The Unusual Event was terminated and both RHR pumps were in service.
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Table 3.1 Chronological Sequence of Events

10: 00

10:45
11:15

13:20

14:06
14:10
14:36
15:08

Shift turnover began and continued sequentially until all positions
were briefed and properly relieved.

Feedwater leakage was manually isolated.

A work order was issued to repair the security system affected by
moisture from the leak.

Steam generator sampie: thowed activity in A and C less_ghan the
threshold of detectability; activity in B was 2.87 x 10 = uCi/ml.

Operators restarted the 480V room air conditioner.
Operators isolated a dc ground on control power to FCV-456 and 457.
Operators commenced RCS degassing.

The plant entered Mode 5.

NOVEMBER 22, 1985

01:00

16:41
17:32
21:40
22:45

Operators entered the containment spherc and identified damaged pipe
supports and insulation on the B steam generator feedwater line.

Operators secured electric auxiliary feedwater pump.
Operators secured filling the AFW tank from Unit 2 and 3.
Operators manually closed the main steam isolation valves.

Operators transferred water from A to B steam generator, using the
blowdown lines.
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4 DESCRIPTION OF PLANT SYSTEMS

4.1 General Design

The nuclear steam supply system (NSSS) for the San Onofre Nuclear Generating
Station, Unit 1, is a pressurized water reactor (PWR) supplied by the
Westinghcuse Electric Company. The plant was designed and constructed by

the Bechtel Power Corporation. Licensed power level is 1337 MW(t), yielding a
net electrical output of approximately 450 Mw(e).

The reactor coolant system (RCS) consists of a reactor pressure vessel and
three paraliel heat transfer loops. Each loop contains a model 27, U-tube
steam generator and a reactor coolant pump. RCS pressure control and

overpressure protection are provided by a pressurizer connected to loop B.

Pressurizer spray is provided from locops A and B. Normal operating pressure is
2085 psig.

As corrective action for steam generator tube corrosion, approximately 8.6
percent of the tubes have been plugged and approximately 57 percent have been
sleeved. This plugging and sleeving has resulted in Tower-than-design RCS flow
and reduced steam generator effective heat transfer surface. Further, to pro-
vide a iess hostile operating environment for the tubes, RCS temperature was
reduced from design temperature. Control and protection setpoints were adjusted
to accommodate these changes in operating temperature and flow. Current pro-
grammed average RCS temperature at 100 percent power is 551.5°F. A self-imposed

limit by SCE restricts power to 93 percent based on steam generator moisture
carryover considerations.

4.2 Main Steam System

The main steam system distributes steam from the thiee steam generators to the
high pressure turbine, moisture separator-reheaters, turbine-driven auxiliary
feedwater pump, steam dump and other miscellaneous loads.

As shown in Figure 4.1, the steam generators discharge into a common ring
header within the containment building, which then connects to the two main
steam 1ines. The main steam lines penetrate the containment building and
distribute steam to the main turbine and other loads. Each main steam line has
a manually operated (air wrench) block valve (MSS 301 and 302), which is used
for maintenance isolation and to limit cooldown rates by isolating leaky valves
and steam traps after plant shutdown.

A branch line is connected to each main steam line, outside of the containment
building, upstream of the manual block vaives. Each branch line contains five
self-actuating code safety valves and two steam dumps which discharge to the
atmosphere. The pneumatically operated atmospheric steam dumps are controlled
by the steam dump system in response to: (. ) reactor coolant temperature during
load rejections or *yrbinge trips and (2) steam pressure during startup or shut-
down operations. Steam to the turbine-driven auxiliary feedwater pump comes
from one of the main steam lines outside of the containment building upstream
of the manual block valve.



Connections to the main steam lines between the manual block valves and turbine
stop valves include a cross-connect line and supply lines to the four moisture

separator-reheaters and condenser steam dump valves CV 3 and 4. The condenser

steam dump valves are operated by the steam dump system in response to the same
control signals as the atmospheric steam dumps, except that they are automati-

cally disabled on low condenser vacuum.

Since there are no check valves or automatic isolation valves to isolate the
steam generators from each other, a steam or feedwater leak can affect all
three steam generators.

4.3 Steam Generator Blowdown System

The steam generator blowdown system continuously removes (blows down) water
from the steam generators. This blowdown helps maintain the purity of steam
generator water by removing contaminants (both chemical and radiochemical)
which tend to concentrate in the steam generators. These contaminants could
contribute to steam generator tube degradation.

The blowdown flowpath shown in Figure 4-2 runs from the steam generator bottom
blowdown connections, out of the containment building, through manual angle
throttling valves FWS 512, 516, and 521, into a common header. Flow from the
common header runs through remotely operated angle check valve CV 100 to the
blowdown tank. Flow from the blowdown tank can be directed either to the cir-
culating water discharge or to the liquid radwaste holdup tanks, depending upon
the activity level of the blowdown. An alternate flowpath bypasses the blow-
down tank through CV 100 A and B directly to the circulating water outfall.

Radiation monitor R-1216 continuously samples blowdown water. The monitor
normally analyzes a common sample from all tfiree steam generators but may be
realigned to sample each steam generator individually. If R-1216 senses high
radiation or loses control power, it alarms in the control room and automati-
cally isolates blowdown by closing CV 100, 100A and 1008.

4.4 Main Feedwater System

The main feedwater system normally provides heated feedwater at a controlled
rate to the three steam generators. The auxiliary feedwater system (Section
4.6) connects to the main feedwater piping to each steam generator just prior
to their containment building penetrations. In its normal mode, main feedwater
is nrt a safety system. Because the two main feedwater pumps are part of the
safety injection flowpath (Section 4.11), the pumps and all equipment required
to realign their suctions and discharges are safety-related.

As shown in Figure 4.3, each main feedwater pump receives flow from a separate
train of low pressure feedwater heaters in the condensate system through a
pneumatic/hydraulic isolation valve. Each feedwater pump discharges through a
check valve and a pneumatic/hydraulic isolation valve to a first point (high
pressure) feedwater heater. The first point heater outlets join into a common
header to supply the feedwater control stations for the three steam generators.
Flow to each steam generator is through an individual control station consisting
of a motor-operated isclation valve, an air-operated main feed regulating valve,
a check valve and a manually operated isolation valve. A small bypass line
containing manual isolation valves, an air-operated bypass flow control valve,



and a check valve is used for low flow conditions such as startup and shutdown
operations. Each main feedwater line from the motor-operated isolation valves
to the steam generator is seismically qualified.

The main feedwater pumps are powered by 3,500 hp electric motors supplied from
4kV buses 1C and 2C. Seal water is supplied from the discharge of the conden-
sate pumps. Main feedwater pump discharge check valves FWS 438 and 439 prevent
reverse flow through an idle pump. These and the other main feedwater system
check valves are manufactured by MCC Pacific.

The first point or high pressure heaters receive extraction steam through
nonreturn check valves from the high pressure turbine. Tube side design
pressure is 1367 psig. Each first point heater has a shell side relief which
discharges to the blowdown tank.

The following feedwater system parameters are indicated and recorded in the
control room:

1. Main feedwater pump suction pressures and temperatures.

2. Pressure and temperature in the common portion of the main feedwater
system at the outlet of the first point heaters.
x & Feed flow, steam flow and level for each steam generator.

After a reactor trip, main feedwater regulating valves FCV 456, 457 and 458 are
automatically throttled to five percent flow, which is sufficient for decay
heat removal, but minimizes overcooling due to excessive feedwater addition.
The reactor trip response procedure directs the operators to isolate the main
feedwater flowpath, after verifying auxiliary feedwater flow, by closing the
main and bypass regulating valves (FCV 456, 457, 458, 142, 143 and 144) and the
motor-operated feedwater header isolation valies (MOV 20, 21 and 22).

A safety injection system signal automatically shuts the main feedwater
regulating valves, the bypass valves and the motor-operated isolation valves.

4.5 Condensate System

The condensate system transfers deaerated condensate from the main condenser
hotwells through two parallel trains of low pressure feedwater heaters to the
suction of the main feedwater pumps. Steam extracted from the main turbine
provides the heat source for the feedwater heaters.

As shown in Figure 4.4, the system begins with the four condensate pumps which
take suction from the hotwells of condensers E-2A (north) and E-2B (south).
The four hotwells are tied toge her by a 24-inch line which also connerts to
the suctions of all condensate pumps. The discharges of the pumps are tied
together after their respective check valves and then the system splits into
two trains. Each train consists of:

An air ejector condenser.

2. A turbine gland sealing steam condenser,

3 A flash evaporator unit containing a flash evaporator, a 5th point
heater and drain cooler and a 4th point heater and drain cooler.

4. A 3rd point heater.

8. A 2nd point heater.






to shrink to less than 5 percent after a trip from full power. The system may
also be initiated manually.

The auxiliary feedwater tank is a seismically qualified 240,000-gallon tank
with 150,000 gallons reserved for AFW. All non-AFW penetrations are above the
150,000 gallon level. Normal makeup is from the Unit 2 makeup demineralizer or
the Unit 2 condensate storage tank and requires operator action to install the
requisite fire hoses to provide a flow path.

The turbine-driven auxiliary feedwater pump is a centrifugal pump driven by a
single-stage turbine supplied by the turbine division of the Worthington
Corporation. Steam for the turbine is from the west main steam header,

upstream of the maintenance shutoff valve, and the turbine exhausts to the
atmosphere. The pump will provide a 300-gpm flow at a design head of 1093

psig. The turbine is provided with an automatic 3 1/2 minute startup sequence to
remove any water from the steam supply line and turbine casing. Flow fror this
pump is not available until the sequence is complete. The pump is

automatically tripped on low suction pressure. Suction and discharge pressures
are indicated in the control room.

The motor-driven auxiliary feedwater pump is a centrifugal pump driven by a
250-hp electric motor powered from 480-volt bus 1, which can be powered by the
emergency diesel generators. The capacity of the motor-driven pump is 235 gpm
at 1058 psig. Pump trips include low suction pressure, motor overcurrent or
loss of power and low discharge pressure, the latter to protect the motor from
pump runout. Suction pressure, discharge pressure and motor amps are indicated
in the control room.

Auxiliary feedwater flow control valves FCV 2300, 3300, 2301 and 3301 are
divided into two trains. Train A consists of FCV 2300 and 2301 and train B
consists of FCV 3200 and 3301. FCV 2300 and 3300 to steam generators A and C
are manually preset to 100 percent open and FCV 2301 and 3301 to steam
generator B are manually preset at 50 percent open. These settings are
designed to limit AFW flow at normal steam generator operating pressures to
less than 150 gpm per steam generator to minimize the potential for steam
generator water hammer. Auxiliary feedwater flow to each steam generator is
indicated in the control room.

4.7 Salt Water Cooling Systems

The salt water cooling systems shown on Figure 4.6 provide a heat sink for both
safety and nonsafety-related loads. The systems consist of the condenser and
circulating water system, the screen wash and salt water cooling pumps, and the
turbine plant and component cooling heat exchangers.

The nonsafety-related condenser and circulating water system provides a heat
sink to cool and condense exhaust steam from the low pressure turbines and is
the normal cooling supply to the turbine plant cooling water heat exchangers
(see Section 4.8). Water from the Pacific Ocean is drawn into the intake
structure, where traveling screens prevent trash and debris from entering the
pumps. The circulating water pumps take suction from the intake structure and
discharge through the four condenser water boxes and back to the ocean through
the outfall piping. During normal operation, the north pump supplies the north
waterboxes of both condenser sections and the south pump supplies the south






cooling and ventilating units, between isolation valves CV 515 and 516, is
safety related. If both TPCW pumps are off, it is possible for elevated por-
tions of the TPCW system inside the containment building to drain. To minimize
the potential for classical water hammer in the building cooling and ventilating
units on restoration of flow, the TPCW flowpath to the building is isolated by
the operator prior to starting a TPCW pump. The manual isolation valve is then
throttlied open slowly to restore building cooling.

4.9 Chemical and Volume Control System

The chemical and volume control system (CVCS), shown on Figure 4.8, is a
safety-related auxiliary system with both normal operating and post-accident
functions. Normal operating functions include purifying the reactor coolant
system (RCS); maintaining proper water inventory in the RCS; providing seal
water for the reactor coolant pump seals; adjusting RCS boron concentration;
maintaining the proper concentration of corrosion-inhibiting chemicals in the
RCS; and filling and pressure-testing the RCS. A safety injection signal
starts the preferred charging pump to previde borated water from the refueling
water storage tank (RWST) for conditions when RCS pressure remains greater than
safety injection system discharge pressure.

The basic CVCS flowpath is from RCS loop A cold leg, through the regenerative
heat exchanger and letdown orifices, to the residual heat removal (RHR) heat
exchangers. The cooled and depressurized letdown flow then leaves the contain-
ment building when it is purified by demineralizers before being sprayed into
the hydrogen gas space of the volume control tank (VCT). RHR temperature re-
corder TR600 indicates letdown temperature in the control room. The charging
pumps take suction on the VCT and discharge through a flow control valve to the
tube side of the regenerative heat exchanger and then to the loop A cold leg.
Reactor coolant pump seal injection is from the discharge of the charging pumps
tnrough seal injection filters and individual flow control valves to the seals
of the three reactor coolant pumps. Makeup of demineralized water and/or boric
acid is supplied to the charging pump suction.

The two centrifugal charging pumps have a capacity of 136 gpm at 2300 psig.
The pumps are operated from the control room and are powered from 4kV buses 1C
and 2C.

Some CVCS components are provided with interlocks or automatic actuations based
on plant conditions:

Letdown isolation valve LCV 1112 shuts if pressurizer level decreases
to 10 percent but opens on restoration of level or loss of power.

2. Orifice block valves CV 202, 203 and 204 are ciosed by a safety
injection signal (SIS) or loss of power.

3. Pressure control valve PCV 1105 fails shut on loss of power.

4. Charging pump suction transfers from the VCT to the RWST on SIS or
VCT Tow level; for a VCT low level transfer, suction is automatically
returned to the VCT when level is restored.

. If a pump is running, the nonrunning charging pump starts automatically
on low charging header pressure or overcurrent trip of the running
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pump. Pumps which trip on loss of power do not automatically restart
when power is restored.

6. Safety injection starts the preferred charging pump and opens
charging flow control valve FCV 1112.

Control power for CVCS letdown components is supplied from the utility and
vital buses as follows:

1. 120 VAC utility bus - LCV 1112, CV 202, 203 and 204
2. Vital bus 1 - CV 525

3. Vital bus 4 - PCV 1105

4. Vital bus 5 - CV 526

4.10 Residual Heat Removal System

The residual heat removal system (RHR) removes reactor decay heat and reactor
coolant system (RCS) sensible heat during operations below 350°F. During
operations at normal RCS pressure and temperature, the RHR heat exchangers are
used as part of the chemical and volume control system (CVCS) to cool RCS
Tetdown prior to purification. RHR system piping is also part of the hot leg
injection flowpath during long-term recirculation cooling following a major
loss of coolant accident. The RHR system shown in Figure 4.9 consists of two
pumps and two heat exchangers located inside the containment building. Flow
during cooldown and refueling operations comes from a loop hot leg, through the
RHR pumps and heat exchangers, to a loop cold leg. The low temperature and
pressure RHR system is normally isolated from the RCS by a series of
motor-operated isolation valves (MOV 813, 814, 833 and 834). An interlock is
provided from pressurizer pressure instrumentation that permits opening valves
813 and 834 when pressure is less than about 370 psig. The interlock clears
if pressure increases to about 400 psig, preventing the valves from being
opened. Cooling water for the RHR heat exchangers comes from the component
cooling water system (CCW).

To provide a hot leg injection flowpath, for use during long-term recirculation
cooling, RHR pump "A" manual bypass valve RHR 004 is normally left open. The
recirculation flowpath enters the RHR system at the outlet of the RHR heat
exchangers. Flow is then in the reverse direction through the heat exchangers
to the bypass around pump “A" (RHR 004) and into the hot leg through MOVs 813
and 814. Prior to initiating normal RHR cooling, operators enter the
containment building to close RHR-004.

4.11 Safety Injection System

The safety injection system is designed to mitigate the consequences of a
loss of coolant accident. It injects borated water for initial core cooling
and subsequently recirculates and cools spilled reactor coolant and injection
water from the containment building sump fcr long-term cooling.

The safety injection flowpath, shown on Figure 4-10, is from the refueling
water storage tank (RWST) to the safety injection pumps, main feedwate. pumps
and the safety injection pentration to all three loop cold legs. An additional
flowpath is from the RWST to the preferred charging pump and through the

normal charging path.
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Safety injection is automatically actuated by a signal from either low pres-
surizer pressure (2/3) or high containment building pressure (2/3); it may also
be initiated manually. Upon actuation, the main feedwater pumps are tripped
and isolated from the condensate and feedwater systems and are realigned to
take suction from the safety injection pumps, which provide borated water from
the refueling water storage tank. Feedwater pump discharges are realigned to
the safety injection header, the three cold leg injection valves open, and the
feedwater pumps are restarted. The feedwater pump minimum flow is automatically
transferred to the RWST by a safety injection signal to provide pump protection
in case RCS pressure remains above the 1175 psig shutoff head of the pumps.

The main feedwater pumps are 3500-hp rotor-driven pumps capable of providing
10,500 gpm flow in their safety injection alignment. Power to the feedwater
pumps is from 4kV buses 1C and 2C.

To improve the reliability of the feedwater pump realignment, valves HV 851 A
and B and HV 853 A and B are equipped with bonnet vent valves. These vent
valves were added to vent the pressure between the double disks to prevent disk
binding and impaired movement. Additionally, a small hole was drilled in the
disks of main feedwater pump discharge check valves FWS 438 and 439 to prevent
the formation of a hydraulic lock and improve the reliability of HV 851 A and
B.

Because RCS pressure may remain above feedwater pump discharge pressure under
some conditions, a safety injection automatically realigns the CVC5 charging
system to provide an immediate injection of borated water. Charging pump suc-
tions are realigned to the RWST and the preferred charging pump starts to pro-
vide flow through charging tlow control valve FCV 1112. The operator may man-
ually align the charging pump flow to the cold leg injection penetrations.

During normal cooldown operations when RCS pressure is less than 500 psig,
Technical Specifications require establishing two positive barriers between the
RCS and the feedwater and condensate systems to prevent the flow of unborated
water into the RCS. These barriers may be motor-operated valves, when closed
and tagged with power removed; pneumatic-hydraulic valves, when closed and
tagged with the respective hydraulic block valves closed; or manually operated
valves, when locked closed or tagged.

4.12 Electrical Distribution System

4.12.1 General Description

The SONGS init 1 electrical distribution system consists of the main transformer
auxiliary transformers A, B and C (which interface with the 220kV switchyard

and the inplant electrical system), and the inplant electrical system (composed
of the main and emergency diesel generators, the 4160V, 480V and 120V ac buses
and loads, and the 125V dc system). Figure 4.11 shows the arrangement of the
220kV switchyard circuit breakers and buses for Unit 1. Figure 4.12 shows the
arrangement of the main geneiator, auxiliary transformers, main transformer,
4160V systen and 480V system. Figure 4.13 indicates the arrangement of 120V ac
buses and the 125V dc system.

,

The main generator is a 500MVA unit that supplies its output power at 18kV to
the main transformer and auxiliary transformers A and B. The main transformer
is a 485MVA unit which suppiies the main generator output to the San Diego Gas



and Electric (SDG&E) and Southern California Edison (SCE) nower transmission
systems through the 220kV SONGS switchyard. The main transformer steps up the
18kV generator voltage to the switchyard 220kV. Auxiliary transformer A and
auxiliary transformer B are each rated 10/12.5MVA (OA/FA) and step down the

18kV generator voltage to supply inplant 4160V buses 1A and 1B, respectively.
The main and auxiliary transformers are directly connected to the generater

bus. The main transformer output is connected to the northeast and northwest
220kV switchyard buses through circuit breakers (CB) 4012 and 6012. Auxiliary
transformer A supplies 4160V bus 1A through circuit breaker 11A04, and auxiliary
transformer B supplics bus 1B through CB 11B04.

The main generator 18kV bus has a no-load motor-operated disconnect (MOD) switch,
which can be used to isolate the generator from the transformers, and which
allows buses 1A and 1B to be backfed from the switchyard through the main and
auriliary transformers. (The latter feature is provided to meet the delayed-
access circuit requirement of General Design Criterion (GDC) 17.)

Auxiliary transformer C is the immediate access circuit (required by GOC 17)
between the switchyard and the in-plant safety-related electric distribution
system. Auxiliary transformer C is a 50MVA unit with one primary winding
(designated as H winding) and two secondary windings (designated as X and Y
windings). The H windings of auxiliary transformer C are connected to the
switchyard through circuit breakers 4032 and 6032 and step down the 220kV from
the switchyard to 4160V. The 4160V X winding supplies bus 1C through circuit
breaker 11C02, and 4160V Y winding supplies bus 2C through 12C02. A current-
lTimiting reactor and a bypass breaker are proviued on each of the X and Y wind-
ing outputs. The reactors are used only when the associated diesel generator
is being load tested; they are used to reduce any current associated with a
fault during this mode of operation. Tie breaker 11C01 is provided between bus
1A and bus 1C and tie breaker 12C01 between bus 1B and bus 2C.

The two emergency diesel generators, each rated at 6000kW, are designed to sup-
ply 4160V buses 1C and 2C during emergency conditions when offsite power is
unavailable to the buses. The 4160V buses 1C and 2C supply the unit's 480V
switchgears 1, 2 and 3 through station service transformers. These switchgears
in turn supply nine motor control centers (MCC's 1, 1A, 1B, 1C, 2, 2A, 2B, 3,
3A) and all 480V loads. One set of such loads includes the battery chargers
that are associated with 125V dc buses 1 and 2.

Unit 1 has seven 120V ac vital buses and one 120V ac utility bus which supply
power to various instrumentati. and control systems. Vital buses 1, 2, 3, 3A,
5, and 6 are normally supplied by inverters off the 125V dc buses. Vital bus
4 and the uLility bus are supplied by the unit's 480V system (MCC 2 is the
normal supply and MCC 1 is the alternate) through single-phase transformers.

4.12.2 220kV System

During normal plant operation, circuit breakers 4012 and 6012, as-ociated with
the main transformer, and circuit breakers 4032 and 6032, associated with
auxiliary transformer C, are closed. These breakers can be operated (i.e.,
closed or opened) from the control room by control switches located on the
vertical panel. These breakers are automatically tripped by protective relays
associated with the switchyard and with their associated t ansformers. One
such protective relay is the differential relay associated with auxiliary
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transformer C, which on actuation will trip open circuit breakers 4032 and 6032.
Similarly, circuit breakers 4012 and 6012 open automatically upon actuation of
protective relays associated with the main generator, main transfermer, and
auxiliary transformers A and B. Actuation of the unit trip or undervoltage on
both buses 1C and 2C trip open breakers 4012 and 6012. Actuation of the above-
mentioned protective trip relays associated with the main and auxiliary trans-
formers and the main generator would also actuate the generator lock-up and
associated alarm buses.

4.12.2.1 Closing 220kV Circuit Breakers for Backfeeding

Circuit breakers 4012 and 6012 are associated with generator output to the 220kV
switchyard. Normally these breakers are closed to supply generator output to
the switchyard. However, during situations when auxiliary transformer C is
unavailable and the unit is tripped, the only available path for offsite power
to supply the station distribution system is through the main and A and B auxil-
iary transformers. In this mode of cneration, the 18kV bus must be isolated
from the main generator. This isolatiin and alignment of the distribution system
are automatically peiformed by the "loss-of-voltage anto transfer" scheme. At
the completion of the automatic transfer scheme, operators are required to man-
ually close breakers 4012 and 6012 to complete th» backfeed operation. In order
to close the breaker manually, the operator must

1. Depress the unit trip reset pushbutton in order (o remove
all trips on the breakers.

2. Insert the synch. selector cwitch in the appropriate control
location and turn it on

3. Depress the synch. check bypass pushbutton.

4. Turn the circuit breaker control switch to the close position.

These four steps are required to close the first switchyard circuit breaker,
normally CB 4012 associated with the 220kV northeast bus. To close the second
breaker, CB 6012, only steps 2 and 4 are required. Step 1 is no longer neces-
sary since unit trip reset has reset the generator lock-up, and step 3 should
not be used °~ ~nrder to allow the synch. check relay 25X to perform its function
of verifying , .chronism between the northeast and northwest 220kV buses. (When
the main generator is operating, synchronizing check relay 25X provides a per-
missive to assure that the generator output is within lTimits with respect to

the running 220kV system.)

4.12.3 4160-Volt System

Bus 1A is normally supplied by auxiliary transformer A through breaker 11A04.
It can also be tied to bus 1C through tie breaker 11C01 and be supplied by
auxiliary transformer C during startup or whenever needed. The loads on this
bus are the motors for reactor coolant pumps A and C.

Auxiliary transformer B normally supplies Bus 1B through breaker 11804. Its
alternate supply path is from auxiliary transformer C to bus 2C and tie breaker
12C01. The loads connected to this bus are the reactor coolant pump 8 motor,
and the main and spare exciters of the main generator.

Bus 1C, a safety-related bus, is normally supplied by the X winding of

auxiliary transformer C via circuit breaker 11C02. It can be supplied by .
auxiliary transformer A through bus 1A and tie breaker 11C01. Emergency diesel
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generator 1 can also supply this bus through its associated breaker 11C14. The
following loads are connected to bus 1C.

West feedwater pump motor

North circulating water pump motor

West safety injection pump motor

Southwest condensate pump motor

Charging pump B motor

Northwest condensate pump motor

West heater drain pump motor

Normal lighting transformer feeder

. Station service transformer (SST) 1 feeder
0. Station service transformer 3 feeder

1. South turbine plant cooling water (TPCW) pump motor

bt = O O NOYU B W N

Bus 2C is the other safety-related 416CV bus which is normally supplied from
the Y winding of auxiliary transformer C through breaker 12C02. It can be
supplied through tie breaker 12C01 from bus 1B. Its associated emergency
diesel generator 2 can also supply the bus through breaker 12C15. The loads
connected to this bus are as follows.

1. East feedwater pump motor

2. South circulating water pump motor
3. East safety injection pump motor

4. Southeast condensate pump motor

5. Charging pump A motor

6. Northeast condensate pump motor

7. East heater drain pump motor

g. North TPCW pump motor

9. Station service transformer 2 feeder
10. Standby lighting transformer feeder
11. Switchyard feeder

12. Alternate feeder to SST 3

Tie breakers 11C01 and 12C01 can be opened and closed from the control reom.
They can also close automatically on station loss of voltage auto transfer
sequence. They trip and lockout on safeguard load sequencing system (SLSS)
operation. (The SLSS actuates and sequences the various emergency safeguard
features in the event of a safety injection signal (SIS), loss of offsite power
(LOP), loss of 4160V bus 1C/2C (LOB), or SIS and LOP.) The tie circuit breakers
are provided with overcurrent protection.

The source breakers to buses 1A and 1B (11A04 and 11B04) can also be operated
from the control room. They too automatically close during the station loss of
voltage auto transfer scheme. These circuit breakers trip on overcurrent
protection actuation, on actuation of protective features provided for the
associated transformers and generator, and on unit trip.

Source breakers 11C02 and 12C02 for buses 1C and 2C can be opened and closed
from the control room. These circuit breakers do not have an auto close
feature and trip on overcurrent, auxiliary transformer C protection (such as
differential relay) and during the station loss-of-voltage auto transfer
scheme.
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buses 1, 2, 3, 3A, 4, and utility bus, are supplied 480V from MCC 1 and MCC 2
through a manual master transfer switch (the normal supply being MCC 2).

4.13 Safeguard Load Sequencing System (SLSS)

The primary function of the safeguard load sequencing system (SLSS) at SONGS 1
is to detect and react to low pressurizer pressure, high containment building

pressure, and 4160V bus 1C and/or 2C undervoltage signals. The SLSS actuates

and sequences emergency safeguard features (ESF) in the event of a safety in-

jection signal (SIS), loss of offsite power (LOP), loss of 4160V bus 1C or 2C

(LOB), or a simultaneous SIS and LOP (SISLOP).

The SLSS is composed of two independent and redundant sequencer trains desig-
nated as sequencer 1 and sequencer 2. Each sequencer is composed of one logic
cabinet, one terminatiun cabinet with two cable assemblies, and one remote sur-
veillance panel. Thc sequencers receive power from the 125V dc system.

Each sequencer logic uses a two-out-of-three low pressurizer pressure or high
containment pressure scheme to initiate an SIS. The LOP and LOB logic is a
one-out-of-two bus undervoltage arrangment. Each sequencer has redundant sub-
channel X and subchannel Y with inputs from pressurizer pressure, containment
pressure, and 4160V buses 1C and 2C undervoltage relays. Both subchannels must
actuate in order for the sequencer to actuate.

The two remote surveillance panels, one for each sequencer, are mounted in the
control room on their associated diesel generator control board. Each panel
contains the SIS manual initiation and reset pushbuttons and switch, the LOP
manual initiation and reset pushbuttons and switch and eight status lamps. Six
of the eight lamps are located on the right-hand side of the panel and they
give the status of SLSS load group A through F. These lamps are normally il-
luminated and go off when their respective load group is sequenced on. One of
the remaining two lamps is a normally energized lamp indicating availability

of the sequencer power supply. The final lamp is a "door closed" indicator
that will extinguish if any one of the four sequencer doors is open.

The load groups are associated with the load sequencing that is automatically
initiated by the SLSS upon a SISLOP signal. The load groups are designated as
follows:

¥’ Load Group A - Time 0 seconds. This load group is designed to
perform its function immediately with no timing circuitry
involvement. (There is a 10-second allowance for the diesel
generators to reach rated voltage and frequency.)

Load Group B - Time 11 seconds. This load group is designed to load
onto the safety-related buses 1 second after the diesel generator
output breaker closes.

Load Group C - Time 12 seconds. This load group is designed to load
2 seconds after diesel generator breaker closure.

Load Grop D - Time 21 seconds. This load group is designed to be
energized 11 seconds after the diesel generator output breaker is
closed.
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" Load Groups E and F are spares and not used.

The functioning of the SLSS and its load groups for various conditions are as
follows:

1. SIS initiation with offsite power available will cause

a. a reactor trip and a unit trip,

b. the start of both diesel generators, and

c. acutation of all SI loads in all the load groups through the
sequencer without any timing sequence.

2 SIS initiation with loss of offcite power will cause

a reactor and unit trip,

both diesel generators to start,

load stripping from 4160-V an 480-V buses, and,

the diesel generator cutput breakers to close and initiate
load sequencing of load groups A through D.

QanNnoTe

v s Loss of offsite power, LOP, will cause

a. a reactor trip and a unit trip, and
b. both diesel generators to start,

4, Loss of 4160V bus 1C or 2C, LOB, will start
the associated diesel generator.

when conditions 1 and 2 above occur, the load group A through D status lamps at
the remote surveillance panels will be off, indicating that the load groups
have sequenced on. Under condition 3, only the group A status lamp at each
panel will extinguish. Under condition 4, only the group A lamp on the panel
associated with the lost bus will go off.

4.14 Diesel Generators

The two redundant diesel generators prov'de a reliable standby source of power
to safety-related equipment if offsite sources are not available. Either
diesel generator can supply sufficient safety-relaled loads to respond to
accident conditions or place and maintain the reactor in a safe shutdown
condition,

The diesels are 8375-hp, turbo-charged units supplied by Transamerica-Delaval.
Each 34KV generator has 3 continuous rating of 6000kW, with a ten percent
overload rating for 2 hours. The generators start automaticaily on a safety
injection signal or lTuss of power signai (LOP). However, the generators are
not automaticall!y connected to their respective buses and !oaded seguentially

unless both safety injection and loss of power conditions exist

Fuel oil for the generators is stoured in two 50,000-gallon tanks. Each gener-
ator also has a day tank contain ng a Tech.ical Specification minimum of 290
gallons for a 45-minute supply at full load. A low day tank 'evel starts an
ac-powered fuel o1l transfer pump “uel is supplied to the diesel injectors
by an engine-driven pump, with a dc-powered standby. Lubricating oil is
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provided by an engine-driven pump with an ac motor-driven backup. Each diesel
has an oil cooler supplied by the diesel cooling water system.

The dedicated cooling water system for each generator circulates coolant from
the engine and its auxiliaries through a fan-cooled, water-to-air heat exchanger
(i.e., a radiator). Coolant is circulated by an engine-driven pump and the
radiator fans are driven by an ac motor. A diesel can operate unloaded, without
overheating, for 39 minutes with no power to the radiator fan motor.

The redundant air-starting system for each diesel consists of two compressors,
two receivers and associated valves, piping and auxiliaries. The receivers are
designed to provide five start attempts without recharging.

Power to the ac-powered diesel auxiliaries comes from diesel generator motor
control centers (MCC) 1B and 2B. These MCCs ultimately receive power from 4kv
buses 1C and 2C, which are normally powered from offsite, but receive standby
power from the diesel generators.

4.15 Containment Building Isolation

The purpose of the containment building isolation system is to minimize the
release of radioactive materials to the environment by automatically isolating
all nonessential systems that penetrate the building. Isolation is initiated
by a containment building high pressure or safety injection signal. Main and
mini-purge ventilation isolation also occur if high containment building radio-
activity is sensed by radiation monitor R-1212. Automatic isolation valves are
provided in all normally open, nonessential systems that penetrate the contain-
ment building. These valves fail shut on loss of power or operating air.

Control power for the containment building isolation signal actuation logic and
building isolation valves (except for main purge valves POV 9 and 10, and mini-
purge valve CV 10) comes from either 125 VDC buses 1 and 2 or from inverter-
supplied 120 VAC vital buses. Control power for POV 9 and 10 and CV 10 comes
from 480 VAC bus 1. Containment building radiation monitor R-1212 receives
control power from 120 VAC vital bus 4, which is not inverter-supplied.

During power operations the containment mini-purge flowpath through CV-10, 40

and 116 is normally open to maintain a slight negative atmospheric pressure

inside the building. This flowpath is required because of air leakage from
valves and instruments in the building. CV-10 fails shut on loss of power and
remains shut after power is restored. CV-10, 40 and 116 receive an isolation
signal when radiation monitor R-1212 alarms or loses control power. The radia-
tion monitor must be reset before the mini-purge isolation valves can be reopened.
Normally shut containment building main purge valves POV 9 and 10 are isolated

by locked-shut manual valves in series except during cold shutdown and refueling.

4.16 Station Personnel

This section describes the personnel organizations at the San Onofre site
involved in the November 21, 1985 event.

4.16.1 Administrative Organization

The administrative organization of San Onofre is shown in Figure 4.14. Most of
these departments are divided into those supporting Unit 1 and those who support
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both Units 2 and 3. The site organization consists of approximately 1,500
permanent staff members and 1,000 contractor employees. They support the
operation of all three units at the site. In maintenance, approximately 90
people work exclusively on Unit 1, 300 work on both Units 2 and 3, and 150
people divide their time among all three units. The plant Operations Depart-
ment functions under routine conditions to operate all three units. Of the 300
plant operations personnel, approximately one-third are assigned to Unit 1.

The on-shift organization is responsible for the immediate concerns involved in
operating all three units.

4.16.2 On-Shift Organization

The on-shift organization comprises several different groups working around-the-
clock on the unit to produce electricity. Personnel from several other depart-
ments, in addition to those from the operations staff, work on-shift. The on-
shift work assignments routinely come from administrative supervisors, but all
activities that affect the unit are coordinated through the Shift Supervisor.

The Shift Superintendent is responsible to the Operations Department Plant
Superintendent at Unit 1 for safe operation of the plant under all conditions.
To support this responsibility under routine conditions, the Shift Superinten-
dent has authority over all personnel whose activities affect Unit 1. There
are a minimum of six on-shift operators, in accordance with plant technical
specifications and site procedures, who report to the Shift Superintendent (see
Figure 4.15).

The Shift Superintendent interacts with other organizations in support of his
work. The Shift Superintendent communicates with the Technical Department
through the Shift Technical Advisor (STA). The STA provides technical informa-
tion or recommendations to assist the operating crew. The Shift Superintendent
can also initiate on-shift maintenance without going through the administrative
organization by issuing a Shift Supervisor's Accelerated Maintenance (SSAM)
order. Finally, the Shift Supervisor exercises authority by assuming the duties
of Emergency Coordinator during the initial stages of emergencies. The Shift
Superintendent holds an SRO license.

The next senior position on shift is the Control Room Supervisor (CRS), who
also holds an SRO license and normally exercises the Control Room Command
Function for the Shift Superintendent. This function is formally assigned to a
single operator who is then responsible for exercising the necessary decision
and command authority for overall activities or operations affecting either the
safety of the general public, station personnel, or the plant. The Control
Room Supervisor is required to remain in the control room, unless rel ‘eved, to
maintain a broad perspective on operations by not becoming too involved with
any single operational activity, and to assume the authority and duties of the
Shift Superintendent in the Shift Superintendent's absence from the control
room. The CRS is also expected to make a complete tour of the plant once during
the shift. In an emergency, when the Shift Superintendent assumes the Control
Room Command Function, the CRS becomes responsible for implementing the appro-
priate procedures and for directing other operators.

The Control Operator (CO), the next senior position in the chain of gommgnd.
holds a reactor operator (RO) license. The CO's primary responsibility is the
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safe and efficient operation of assigned equipment. For Unit 1, the CO is
responsible for all plant equipment. This responsibility is carried out through
direction of licensed and non-licensed operators at the unit. Although all the
other pe-~sonnel on duty are expected to make plant tours each shift at some

time during the shift, the CO is required to stay in the Control Room for the
entire shift. For a plant trip or transient, the CO takes control of the pri-
mary and electrical control panels.

The Assistant Control Operator (ACO) is responsible for carrying out the direc-
tions of the CO, but must also assist in directing the activities of licensed
and nonlicensed operators at the unit. The ACO holds an RO licerse and remains
in the control room, except for the required plant tour. During a trip or tran-
sient, the ACO takes control of the secondary control panels, nonessential loads,
turbine generator shutdown and Emergency Plant Implementation Procedure (EPIP)
duties.

The remaining two members on shift are nonlicensed Nuclear Plant Equipment
Operators (NPEOs), who take directions from the Control Operators and spend
most of their time outside the control room making inspection tours and keeping
logs on equipment operations. The NPEOs are responsible for keeping the Control
Operators aware of plant conditions. In the event of a plant trip or transient,
NPEOs are reguired to contact the control room for directions.

The on-shift operators remain as a unit through shift rotations and training
and consider themselves an operating team in running the plant. Five shifts
are employed, with three on-shift around-the-clock, one in training, and cne
providing extra personnel to cover on-shift absences or additional support.

On-shift personnel are also supported with extra personnel. The Shift Technical
Advisor (STA), who is available 24 hours per day, holds a SRO license. The STA
reports to the control room if a trip or transient occurs and advises the Shift
Superintendent. Operator trainees, in addition to the shift staff, often fulfill
shift responsibilities under the supervision of the on-shift operator. Also,
off-shift operators are available to provide support beyond that within the
capability of the on-shift personnel. Thus, on-shift personnel have regularly
scheduled assistance and as-needed additional rescurces to support them.

In emergency conditions, including the declaration of an Emergency Plan Action
Level, the Shift Superintendent becomes the Emergency Coordinator until relieved
by a senior administrative manager: the Plant Superintendent, Operations Manager,
or Station Manager. The Emergency Coordinator is responsible for notifications,
evaluations, protective actions, event classification, exposure control, and
emergency response coordination. When activiated, all organizations have repre-
sentatives working directly for the Emergency Coordinator to provide any

necessary assistance.

4.16.3 Human Factors Affecting Operator Performance
Several factors affect operator performance. These include the control room
where they perform most of their actions, the training the operators receive,

and the procedures that they follow. These subjects are addressed in the fol-
lowing sections.
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4.16.3.1 Control Room

The Unit 1 control room is a relatively conventional design with center J-shaped
console surrounded on three walls by vertical panels. The back of the control
room has desks for operators and doors to the offices of the shift superintendent
and the nuclear operators assistant. The back wall of the control room has a
glass window for viewing the control room from the adjacent Technical Support
Center. Figure 4.16 shows the control room from the Shift Superintendent's
office door and Figure 4.17 is the floor plan for the control room and adjacent
offices showing maior panels and controls significant to this event. The con-
trol room has not undergone any significant upgrades required by NRC's TMI Action
Plan. The site's detailed control room design review plans to upgrade the con-
trol room were scheduled for submittal to the NRC in December 1985.

The panels showing indications that piuyed a significant role in the event are
shown in the section addressing personr=) performance, Section 7, Figures 7.2,
7.3, and 7.4. Figure 7.1 shows the :ntation of these specific panels within
the control room. For a detailed discussion of control room indications and
data recording systems, see Section 4.17.

4.16.3.2 Training

Qualification at each position of the shift crew includes completion of specific
individual training and on-the-job experience. Several positions also require
classroom training. The NRC's RO and SRC 'icensing programs are included in

the licensee's training program, but are supplemented by additional training

and experience.

Operators are trained for a week annually on the simulator at Zion Nuclear
Power Station. Although the Zion simulator is not identical to the Unit 1
control room, it is reprogrammed to model Unit 1 characteristics and behavior
for this training. The significant advantage of simulator training is that
each shift trains as a team and practices the teamwork essential to responding
to trips and transients. An STA is included in the shift's simulator training,
while trainees or other personnel are not.

4.16.3.3 Procedures

The emergency operating procedures at Unit 1 are based on the NRC-approved ge-
neric Westinghouse Owner's Group technical guidelines. Since the TMI accident,
a significant shift in the philosophy of operations during emergencies has oc-
curred in the nuclear industry. Previously, procedures were written based on
two assumptions: (1) that one event would cause an emergency and, (2) that
operators could gquickly ciagnose the emergency's cause. TMI demonstrated viv-
idly that both assumptions could be wrong. Since then, the industry has concen-
trated on writing procedures to focus on maintaining functions necessary to
plant safety, rather than those focusing on specific events. This new function
or symptom orientation, in its pure form, is not viewed as efficient for address-
ing well-understood minor upset conditions. Therefore, hybrid approaches have
been developed, among which is the Westinghouse Owners Group (WOG) technical
guidelines. The Unit 1 procedure. employ the WOG approach of attempting to
respond to specific events with "optimal recovery guidelines" while requiring
that checks be made on the status of a set of "critical safety functions."

4-20



The emergency procedures, beginning with "Reactor Trip or Safety Injection"
procedure S01-1.0-10, are implemented when the reactor trips or should have
tripped, when a safety injection occurs, or if there is a loss of electrical
power. The procedure requires operators to verify proper system trips for the
reactor and turbine, toc check electrical power available, and to check SI. If
these checks identify abnormalities with the reactor trip or electrical power,
the operator is then directed to use the emergency operating instructions (EOIs)
for anticipated transients without scram or loss of all AC power, as appropriate.
If SI actuated, the procedures direct operators to ensure the line up of neces-
sary systems and then perform diagnostic checks and plant stabilization until

SI can be terminated. If SI did not actuate, the operators are directed to
follow the routine trip response prccedure. The "Reactor Trip Response EOI,"
procedure S01-1.0-11, provides guidance on achieving initial and then long-term
plant stability.

Simultaneous with the use of these procedures, operators evaluate the Critical
Safety Functions Status Trees (procedure 501-1.0-1). The procedure sets and
directs priorities for subcriticality, core cooling, heat sink availability,
reactor coolant system integrity, containment building integrity, and reactor
coolant system inventory. Depending on the status and priority of these,
operators are directed to procedures designed to restore the necessary critical
safety functions. The evaluation of the critical function status trees is
typically performed by the STA, while the operators are performing the other
EQIs. The STA periodically reports the status trees status to the Shift
Superintendent as an independent check of the safety condition and success of
operator actions.

4.17 Control Room Indication

The majority of the plant's instrumentation and control power supply require-
ments are provided by the 120V ac buses. Many indicators, recorders and
meters in the control room are dependent on these buses. Two of th:se buses,
vital bus 4 and the utility bus, are supplied by the plant ac distribution
system and can lose power under total loss of ac power conditions. On loss of
power to these buses, the control room indicators, recorders and other instru-
mentation that are —spendent on these bus: , fail or ' ,ust into different
states. A detailed list of the control room componer' - |fected and the state
of their failure are provided below.

4.17.1 Loss of Vital Bus 4

The following is the list of indicators and recorders which are suppliea power
from vital bus 4 and their status upon loss of bus power. Control room
instruments off this bus are identified by a green dot on the instrument.

Status Afier

Instrument Loss of Power
Indicators:

® Vital bus 4 voltage indication light of f

® Analog rod position indication system off

® Pressurizer pressure indicator Pl 434 fails low

1+ ]

RCP seal water return temperature indicators fails lcv
TI 1116 A, B & C
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Letdown TI 1103 B

Letdown flow FI 1104

Charging flow FI 1112

Charging line temperature TI 1103 A

ARMS channels R 1231, R 1232, R 1233,
R 1234, R 1235, R 1236 & R 1237

ORMs channels R 121., R 1212, R 1214,
R 1215, R 1216, R 1217 & R 1218

ERMS channels R 1250. R 1251, & R 1252

Stack iodine monitoring channels R 1219,
R 1220 & R 1221

RCP seal water return cross-tie to
VCT valves CV 410 & 411 indications

Recorders:

® Pressurizer level LR 430

® Pressurizer pressure (narrow range) PR 43)
® Pressurizer pressure (wide range) PR 425

® Pressurizer liquid and vapor TR 430

: VCT level LR 1100

o

]

o 0 0 ©

4.17.2

The following is the list of indicators and recorders which are supplied power

RCS loop Tave TR 401
RCS cold leg TR 402

Tave/Tref TR 405

SGs steam flow, feed flow, level
YR 456, 457 & 458

Steam and feedwater pressure R 8

Condenser backpressure PR 480
Radiation monitor RLR 1200
RCPs bearing temp TRC 446
Charging and SI pump bearing temp
TRC 1119
Component cooling water heat exchanger
outlet temp TR 606

Loss of Utility Bus

fails low
fails jow
fails low
fails low
alarms

alarn

alarms
alarms

off; valves
fail closed

fails low
fails low
fails low
fails low
fails low
fails low

chart drive stops;
indication good
fails low

fails as-is

chart drive stops;
indication good

fails Tow

fails low

fails to print/advance
fails to print/advance

chart drive stops;
indication good

from the utility bus and their status upon loss of bus power. Control room
instruments off this bus are identified by a yellow dut on the instrument.

Instrument

Indicators:

(o]

Utility bus voltage indicator light

Pressurizer power relief line temp
TIC 433A

Pressurizer safety line temp
TIC 433 B & C

Pressurizer spray valves PCV 430C&H
indicating lights
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off
fails low

fails low

off; valve
functional



RCP seal water return valves
PCV 1115 A, B & C indicating lights
RCP seal water valve CV 291
indicating lights
RCPs seal bypass valve CV 276
indicating lights
Letdown control valve LCV 1112
indicating lights
Letdown orifice isolation valves
Cv 202, 203 & 204 indications
Charging isolation valves
CV 304 & 305 indications
Excess letdown isolation valve
Cv 287 indication light
Pressurizer relief tank vent valves
CV 542 & 543 indications
Steam dump to condenser valves
CV 3 & 4 indications

Recorders-

4.17.3

RCP seal leakoff FR 1117 and 1118

RCP seal water supply temp
TR 1111

Turbine metal temperatures
R2and R 3

Misc bearing temperatures
R 4 and R 4A

Generator and transformer temp
RS

Generator gas and exciter temp
R 6

Feedwater pump suction pressure
and temperature R 7

Average feedwater temp
TR 456

Condensate flow FR 480

RCP vibration detectors

Data Recording Systems

off; valves
fail open
off; valve
fails onen
fails; valve
fails closed
off,; valve
fails open
off;valves
fail closed
off;valves
fail closed
offs; valve
fails closed
off; valves
fail closed
off; valves
functional

fails low

chart drive stops;
indication continues
fails to print/advance

fails to print/advance
fails to print/advance
fails to print/advance

temp. fails as is;
press. fails high
fails as is; chart
drive fails

fails low

fails low

The function of data and event recording is provided by control room data re-
corders, a control room event recorder, a critical function moni.oring system,

and the oscillograph system.

All of these, except the oscillograph system, are

routinely used for diagnosing the causes of unscheduled reactor trips and to

ensure that safety-related equipment functioned properly.

The oscillograph

system records transients on the electrical distribution system immediately
following a system disturbance and provided valuable information on this event.

The control room chart

‘orders at Unit 1 are the common analog recording

devices for plotting inu vidual or small groups of parameters against time.
Several types of chart recorders are used with different power supplies for the

chart drive and pens.

Some recorders are powered from uninterruptible inverter-

powered 120 VAC vital buses, while the other recorders are not.
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The control room event recorder is a 40-track discrete event recorder that
accurately records the trip and reset of 38 trip bistables associated with the
reactor and turbine-generator. Of the other two tracks, one indicates the
recorder's speed, while the second is a spare. The power supplies for the
event recorder are from safety-related sources. The paper drive for the
recorder normally operates at 3/4 inches pe* hour, but on a trip it switches to
a speed that corresponds to 3/4 inches per second. The event recorder was
replaced in 1984 after 14 years of service.

The critical function monitoring system consists of a small general-purpose
computer, the FOX III, providing on-line display of selected plant parameters
in different formats; it has a xenon prediction capability. Its periodic
recording of plant parameters is also available for review after any trip. The
system has hard-copy printers and CRT displays. One CRT, located near the
window in the Technical Support Center (TSC), is visible from the control room.
The system's computer and all but one of the printers are located in the TSC
adjacent to the control room. The other printer is located in the Emergency
Operations Facility (EOF). Under normal conditions, the system records the
current value of all parameters each minute and maintains this information for
24 hours. Upon sensing a trip, the system records another 5 minutes and then
automatically prints out data for the 25 minutes prior to the trip and 5 minutes
following. The system can also track and print specific parameters on user
request at l-second intervals. The normal power supply for the system is the
MCC 1C bus powered from the 4kV 1C bus; the central processor has an internal
battery backup to perserve main memory for short power outages.

To support anal'ysis of electrical transients, the oscillograph system records
29 data points of the electrical system. The system is not nermally considered
part of the plant's event recording sysiems because it primarily deals with the
output of the reactor plant's turbine generator. This system records phase-to-
phase and neutral voltages for the 4kV buses and the turbine-generator, as well
as the position »f the control valve, stop valve, and reactor scram breakers.
The response time of the system is designed to record electrica]l faults and,
therefore, the system is fast enough that the tracings show actual voltage sine
waves associated with the 60-hertz bus frequency. The oscillograph system is
not normally recording but when one of ten initiators occurs, the system records
its sensor data in sequence. The trips are (1-5) undervoltage setpoints on the
4kV buses and the generator, (6) over voltage at the generator, (7) generator
frequency out of normal band, (8) generator stator ground, (9) main transformer
neutral current, and (10) a manual control switch. The device records for a
fixed time, then calibrates all channels with a standard signal, and resets for
another initiation.

4.18 NRC Emergency Response Organization

When immediate NRC notification is required, the first person called at NRC is
the Headquarters Duty Officer. Several state and local organizations are also
kept informed of events at the plant. Because these agencies usually require
notification prior to the NRC, the NRC's notification may be up to 1 hour or 4
hours after an event, depending on the plant's classification of the event.
Calls are usually made to the NRC using the dedicated-1line Emergency Notifica-
tion System (ENS). Phones are installed at Unit 1 in the control room, the
Shift Superintendent's office and two nearby offices (see Figure 4.17).
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The NRC Duty Officer serves as the initial NRC notification channel to the
plant for minor events through emergencies. The Headquarters Duty Officers
stand 12-hour shifts and control the ENS. They do not have detailed knowledge
of each plant reactor but have general training on each reactor type. The
initial notification is passed by the Headquarters Duty Officer to the
appropriate NRC Regional Duty Officer and the region initially has the lead
responsibility for the NRC's response.

The Regional Duty Officer notifies the appropriate regional official. The level
of response is based in part on the plant's classification of the event in accor-
dance with their NRC-approved and tested emergency plan. Based on an evaluation
of plant conditions and adequacy of the licensee response, the Regional Adminis-
trator, in consultation with the Headguarters Emergency Officer, recommends
actions necessary to place NRC in the appropriate response mode. The region

has the responsibility to activate NRC's formal response organizations when a
licensee declares an "Alert” by placing NRC in "standby" status. This response
level activates the regional and headquarters incident response centers but the
region retains the lead responsibility. Further levels of response are imple-

mented based on guidelines described in NUKEG-U845, "Agency Procedures for the
NRC Incident Response Plan,"
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Figure 4.1 Main Steam System
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Figure 4.10 Safety Injection System



220 KV NORTH WEST BJS

T

AUX TRANS. B AUX. TRANS. T
'\/\l/\A AMAAA
MAIN GENERATOR
% ' [
10 10 10 10
I8y e v N8 Y v
BUS A s 18 BUSIC BUSC

Figure 4.11 220 KV System

4-36



0 2m Wy SwyD

n“l‘¢
-

o
TS LT

QL‘_
:

.

<)
4

4-37

Figure 4.12 18-KV, 4160-V and 480-V Systems
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5 LOSS OF POWER EVALUATION

5.1 Electrical System Operations Leading To Auxiliary Transformer C
Differential Relay Irip

On Wednesday, November 20, 1985, at 23:50, an alarm indicating a ground on
4160-V bus 1C was received in the control room at SONGS Unit 1. The ground
detector voltmeter indicated a 100 percent or full scale ground. In response
to the alarm, the operators referred to Operating Instruction (0I) $S01-9-7,
which deals with 4160-V and 480-V bus and feeder faults. The procedure first
has operators attempt to locate and isolate the ground fault in the loads con-
nected to the bus. This required operators to shift services to redundant
equipment powered from sources other than bus 1C, and stop equipment powered
from bus 1C. For example. the north charging pump connected to bus 2C was
started and the south charging pump on bus 1C was stopped; the operators veri-
fied that the ground detector indication did not clear, and then restored the
original equipment alignment by restarting the south charging pump and securing
the north charging pump. In the case of service station transformers SST 1
and SST 3, alternate supply paths were established to energize the respective
480-V buses prior to disconnecting the S5Ts. (Refer to Figures 4.11, 4.12, and
4.13 for details of the electrical distribution system.)

By 00:20, November 21, all lead circuits on bus 1C, except for that of the
north circulating water pump and the west feedwatef'pump,'had been tested;
however, the ground fault had not been located. Unit 1 was operating at 250
MWe at this time and the operators received permiscion to reduce load to 150
MWe in order to stop the west feedwater pump. One of the steps required by the
procedure (501-9-7, step 6.2.7) is to check the fuses of the ground detector
potential transformer (PT), because a blown fuse will cause a spurious ground
fault inaication. This step was to be performed if the ground on the bus could
not be lo. "ted by deenergizing all feeder circuits. In this instance, the
operators .roceeded to take this step prior to isolating the two remaining
loads. The PT fuses were verified to he good and the PT was returned to
service.

At 00:24 the unit was down to the desired 150 MWe. Around this time, the con-
trol room operators closed the bus 1A-1C tie breaker 11C01, thus parallelling
auxiliary transformers A and C in order to verify that the ground fault was
valid and not just a problem with the bus 1C ground detector. With the buses
parallelled, the ground detector associated with auxiliary transformer A also
indicated the fault, thus confirming the existence of the fault. The buses were
paralielled for approximately 5 seconds this time.

At 01:30 the south circulating water pump on bus 2C was started (it had been
secured earlier to enable a search for salt water leakage into the condenser),
and the north circulating pump on bus 1C was stopped. The ground did not
clear. and the north pump was restarted. At 02:40 the south circulzting pump
was again stopped due to increasing chlorides in the steam generators. At
approximately 02:45, an electrical technician was given agproval to check the
ground detector on bus 1C. The technician measured the voltage across the
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ground detector relay and confirmed t'~ voltage to be 215 volts (210 volts is
nominally 100 percent on the ground a« ctor voltmeter), thus verifying that a
ground fault existed and that the grouna detector was functioning properly.
The technician informed the Shift Superintendent of his finding. Following
discussions with control room personnel, the technician checked the PT
associated with the ground detector for ground. To do this, the tie breaker
between bus 1C and bus 1A (11C01) was again closed.

At this point auxiliary transformer C and auxiliary transformer A were again
operating in parallel, connected to the inter-tied buses 1C and 1A. The
ground detectors of bus 1C and of auxiliary transformer A both indicated the
ground fault. The PT of bus 1C was then disconnected, but the ground was stiil
indicated on the other detector. This test eliminated the PT as a possible
location of the fault. The PT was returned to service. At this time, 03:35
the auxiliary transformer C source breaker to bus 1C, 11C02, was opened by the
control room operator; bus 1C remained energized from bus 1A, and the ground
indication on both indicators cleared. (In this instance, the two transformers
remained in parallel for approximately 2 minutes.) This action isclated the
ground frem bus 1C and indicated that it was somewhere between the X winding of
auxiliary transformer C and its circuit breaker 11202. After further discus-
sions between control room personnel and the technician, the technician checked
the synchronizing PT of bus 1C to further isolate the location of the fault.

To do this, the source breaker 11C02 was reclosed, again paralleling auxiliary
transformers A and C for approximately 5 minutes, and the synchronizing PT was
disconnected. The fault did not clea~. The PT was returned to service and the
source breaker was re-opened from the control room isolating the fault. Having
determined that the fault was not on bus 1C and that the west feedwater pump
would not have to be deenergized, at 04:00 the control room operators commenced
increasing power and by 04:30 the unit was again at 250 MWe. Meanwhile, the
electrical technician and crew were visually inspecting the electrical circuit
between auxiliary transformer C and bus 1C, the area around the transformer and
the X winding's reactor and associated bypass breaker. They were preparing to
rack out (remove) the reactor bypass electrical breaker after receiving permis-
sion from the control rocr.

At this point, the electrical distribution system status was as follows:
¢ Auxiliary transformer C was energized and supplying 4160~V bus 2C;

i.e., circuit breakers 4032, 6032 and 12C02 were closed,

- Generator at 250 MWe and breakers 4012 and 6012 were closed,

Auxiliary transformer A was supplying 4160-V buses 1A and 1C; i.e.,

breakers 11A04 and 11C01 were closed,

Auxiliary transformer B was supplying 4160~V bus 1B,

” SST 3 and associated 480-V bus 3 were being supplied by 4160-V bus

2C through breaker 12C11,

Lighting transformer was on normal supply off bus 1C,

South circulating water pump had stopped and bDoth feedwater pumps

were running,

120-V ac utility bus was on alternate supply off the lighting

switchboard, which in turn was being supplied by 4160-V bus 1C, and

A1l other electrical system alignment was normal.
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5.1.1 Relay Trip

At 04:50 auxiliary transformer C tripped on actuation of transformer differen-
tial relay. Later observation at the relay panel confirmed that the differen-
tial trip involved phase B and phase C. Phases B and C trip targets nad dropped,
indicating that a fault current in excess of approximately 1500 amperes was
involved.

Control room operators received multiple alarms when auxiliary transformer C
tripped, among them the turbine first-out alarm for auxiliary transformer C
differential trip. Upon loss of the transformer, 4160-V bus 2C and all loads
connected to it, including vital bus 4, were lost. Diesel generator 2 automati-
cally started upon loss of voltage to bus 2C. The control room personnel observed
the Toss of vital bus 4 by the loss of its potential indicating light with the
green dot on the vertical panel. Based upon this, the reactor was manually
scrammed; the unit trip pushbutton was aiso manually actuated.

5.1.2 Discussion

In responding to the ground indication on 4160-V bus 1C, the operators correctly
followed Operating Instruction S01-9-7 in attempting to locate the ground on the
load circuits of all connected loads, up to the point which required them to
de-energize the feedwater pump motor circuit.

The OI did not instruct the operators to use the ground detector on an unfaulted
bus (bus 1A ground detector, in this case) to verify the authenticity of the
detector on another bus which is indicating a fault. Nor did the 0I direct
operators to tie a faulty bus to a functioning bus as a means of transfering
power or load. Yet the operators did close tie breaker 11C01 three times when

a ground fault was present on bus 1C. When bus 1C and 1A were thus connected,
auxiliary transformer A and auxiliary transformer C (X winding) were operating
in paraliel. The transformers were operated in parallel three times for periods
ranging from 5 seconds to 5 minutes.

Operating two transformers in parallel supplying a faulty 4160-V bus is not
appropriate for the following reasons:

1. The ground fault on the ungrounded delta-connected transformer
secondary is being supplied by a neutral grounded wye-connected
transformer secondary, thus providing a fault current path back to a
source.

& The 4160-V switchgear is not rated to handle phase-to-phase or
short-circuit faults should they occur while the buses are energized
from the switchyard through two transformers in parallel. (This is
the same reason why current-limiting reactors are installed in
auxiliary transformer C leads while the diesel generators are run in
paraliel with the transformer.)

3. Feeding a fault from two sources will exacerbate the situation and
could lead to the fault tripping both sources.

4. Parallel operation of transformers, especially ones with unequal
impedances, would lead to circulating currents being set up between
them.



0I S01-9-7 did not include specific warnings regarding parallel operation of
transformers and other sources while a fault exists in the electrical distribu-
tion system. (Momentary parallel operation between functioning sources should
be permitted; however, where continued parallel operation is required,

the system should be designed for it.)

5.2 Unit Trip and Losc of All AC Power

On depressing the unit trip pushbutton, the following events occur.

+ the turbine trips

+ the generator exciter field breaker opens

+ the 4160-V bus 1A source breaker 11A04 opens

+ 4160-V bus 1B source breaker 11B04 opens

+ an auxiliary relay (UT-X) energizes which in turn trips generator
output 220-KV breakers 4012 and 6012 (and energizes another auxiliary
relay for local breaker failure backup protection).

During the event, the unit trip pushbutton was depressed 19 seconds after
auxiliary transformer C tripped. At this point, when breakers 4012 and 6012
opened and power from the switchyard through auxiliary transformers A and B to
4160-V buses 1A, 1B and 1C was isolated, all ac powei to the in-plant ac distri-
bution system was lost. Only the plant dc system and the inverter-powered

vital buses (all battery powered) remained operational. The utility bus was

now without power. The 4160-V bus 1C undervoltage relays actuated and, with
the existing loss of bus 2C, initiated generator lock-up and the loss of voltage
auto transfer scheme. Both emergency diesel generators received a start signal
and started (diesel generator 2 was already running from a previous signal).

The control room operators were following Emergency Operating Instruction (EQI)
S01-1.0-10 for reactor trip or safety injection. Step 3 of this instruction
requires verification that buses 1C and 2C are energized. With these buses
deenergized, the operators turned their attention to the loss of all ac power
instruction, S01-1.0-60. Step 1 of this EOI requires verification of offsite
power at the 220-KV switchyard, which the operators did by reviewing the vol-
tage indication in the control room. Step 2 requires a check for SI initiation
on the reactor panel first-out annuciator window 2 (RPF0-2). The alarm window
was 1it, indicating SI actuation; however, this was a spurious alarm and the
operators were aware that it would come in on loss of ac power. (See section 8.2
for an explanation of this spurious actuation.) Operators in the control room
then checked the SLSS load group lights on the SLSS surveillance panels located
on the vertical diesel generator boards and observed that they were not 1it,
indicating SI had initiated. (See section 8.3 for a discussion on the spurious
indication of SLSS Toad group lights.) The operators then checked the status
of pressurizer pressure and containment building pressure, determined that an
SI was not warranted and concluded that SI had not initiated.

At step 3a of the EOI, the operators are expected to wait for the automatic
operation of the loss of voltage auto transfer scheme to complete and the
end-of-sequence light to light. However, the end-of-sequence light did not
illuminate. An operator depressed the unit trip resel pushbutton, to enable
closure of 220-KV circuit breakers 4012 and 6012, but the reset did not occur
because this action was apparently taken before the generator 18-KV motor-operated
disconnect (MOD) opened. The operator at the electrical board checked the

status of the generator MOD, which was, by then, open as required, and the
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6 WATER HAMMER EVALUATION

This section discusses the water hammer which occurred at SONGS-1 on November 21,
1985, its underlying causes and the damage incurred. Since failed check valves
in the feedwater piping were the underlying cause, this section also discusses
valve maintenance and inservice testing related to these valves. To clarify

the discussions that follow, a brief review of water hammer phenomena and com-
monly accepted definitions are provided.

Hydraulic instabilities occur frequently in piping networks as a result of
changes in fluid velocity or pressure. Some of the better understood occur-
rences include induced flow transients due to starting and stopping pumps,
opening and closing valves, water filling voided (empty) lines, and pressure
changes due to pipe breaks or ruptures. As a consequence of the change in
fluid velocity or pressure, pressure waves are created which propagate through-
out the fluid within the piping network and produce audible noise, line vibra-
tions and, if sufficient energy transfer occurs between the pressure wave and
the pressure boundary, structural damage to piping, piping supports and attached
equipment. More specifically, this pressure transient is a fluid shock wave

in which the pressure change is the result of the conversion of kinetic energy
into pressure waves (compression waves) or the conversion of pressure into
kinetic energy (rarefaction waves). Regardless of the underlying causes, this
phenomena is generally referred to as water hammer. The more severe the out-
come, the higher the likelihood is of the event being called a water hammer.

Water Hammer Definitions

1. "Classical water hammer" generally identifies a fluid shock, accompanied
by noise, which results from a sudden, near instantaneous, stoppage of
a moving fluid column. Unexpected valve closures, back flow against a
check valve, and pump startup into voided 1ines where valves are closed
downstream are common examples of underlying causes leading to "classical”
water hammer and are generally well understood.

Analytical methods have been developed to predict loads for this type of
fluid hammer and include the effects of initial pressure, fluid inertia,
piping dimensions and layout, pipewall elasticity, fluid bulk modulus,
valve operating characteristics (time to open or close), etc.

2.  "Condensation-induced water hammer" results when cold water (such as
auxiliary feedwater) comes in contact with steam. Conditions conducive
to this type of water hammer are: an abundant steam source and a long
empty horizontal pipe run being refilled slowly with cold water. The cold
water will draw energy from the steam with the rate of energy transfer
being governed by local flow conditions. As the steam condenses, addi-
tional steam will flow countercurrent to the cold water, and as the pipe
fills up (i.e., the void decreases) the steam velocity will increase,
setting up waves on the surface of the water, eventually entraining water
and causing slug flow. Slug flow will entrap steam pockets and promote






unit trip de-energized the west-side MFW pump and denied power to the electric-
driven auxiliary feedwater (AFW) pump AFW-G-10S. With the cessation of flow to
the steam generators, the failure of check valves FWS-438 and FWS-439, and the
failure of the three check valves in all the feedwater control circuits (valves
FWS-346, FWS-345, and FWS-338), a path was provided to blowdown all three steam
generators through their respective feedwater lires to the atmosphere through
the failed flash evaporator.

T'e drop in the steam generator water level following the unit trip initiated
tr.  AFW system, but the electric pump was de-energized and the steam-driven AFW
pump AFW-G-10 took 3% minutes to deliver flow, because of a programmed warmup
period for the turbine. Thus, for 3 to 4 minutes no flow was being provided to
the steam generators and the leaking check valves permitted the horjzontal
feedwater lines to void. Further, the initiation of AFW flow at about 135 gpm
from the steam-driven pump was not effective in halting the voiding, because
flow was being carried away from the steam generator by the steam blowing down
from the steam generators, through the failed check valves in all three FW con-
trol stations and out the leak in the flash evaporator.

Figure 6.5a presents data from temperature recorder TR-456, which records the
temperature of fluid in the feedwater line in the common header just upstream
of the FW flow control stations. The recorder and pen failed due to the loss
of station power but, following re-energization, indicated a sharr rise in
temperature (indicative of the presence of steam in the FW line), followed by a
rapid drop in temperature (indicative of the injection and mixing of AFW in the
fluid passing the sensor), followed by a tailing off of temperature (indicative
of the closure of the motor-operated isolation valves). In addition, tempera-
ture recorder TR-96 (Figure 6.5b) data from sensors upstream of the east and
west MFW pump suction locations demonstrated a similar temperature increase to
about 385 °F and then a drop in temperature. In order to have the rise shown
by TR-96 (which is about 20 feet lower than TR-456 and has an intervening volume
of about 2500 gallons of 300° to 365 °F water) a blowdown of a significant

portion of the feedwater lines upstream of the FW regulating valves must have
occurred.

Following restoration of unit power, the motor-driven AFW pump (AFW G-105)
started automatically, increasing the indicated AFW flow rate to a preset rate
of 155 gpm per steam generator. However, all three steam generator levels
continued to drop since the FW check valves remained open, the main steam sys-
tem had not been isolated, and steam generator blowdown had not been isolated.
Subsequently, operators, following an emergency operating procedure for reactor
trip response, isolated the failed FW check valves by shutting the three FW
control isolation valves, MOV-20, 21, and 22 at approximately 04:55. Isolation
of the feedwater trains occurred before the water hammer in loop B.

Subsequent to the isolation of the main FW loops, and recognition in the contrel
room that both AFW pumps were delivering water, the operators become concerned
for the over-cooling of the primary reactor coolant system and the decrease in
pressurizer (PZR) level, at which time operators decreased AFW flow from 155 gpm
to zero, and then back up to 40 gpm. The estimated time for AFW flow reduction
is 05:00. Thus, refilling the FW lines downstream of the flow control stations
was halted and then resumed at a much lower flow rate. This decrease in AFW
flow rate adversely influenced the pipe refilling characteristics, particularly
in Loop B.
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The slow refilling of the FW lines within the containment building continued
from approximately 05:00, when AFW flow was first throttled back to when the
water hammer was reported to have occurred at 05:07 by a plant equipment
operator. As noted previously, conditions conducive to steam-condensation
water hammer in the feedwater lines were present for quite some time. The
gross failure of upstream check valves which permitted water to drain from the
feedwater lines and be replaced with steam was the underlying cause for water
hammer. Leaky check valves have been previously cited in reports of other
water hammer occurrences. Five check valves are known to have been failed

at SONGS-1 on November 21.

Estimates of feedwater line voiding and refilling are discussed in Acpendix B.
Figure 6.6 illustrates hypothesized refilling conditions in loop B prio: *n
the water hammer. The much larger voided volume of lcop B and manual control
of AFW injection following closure of MOVs-20, -21, and -22 (pirticularly total
stoppage of AFW) were major factors in establishing condition: which triggered
this water hammer. Appendix B discusses the refill aspects ‘n more detail and
also provides estimates of pipe void conditions when water hammer occurred and
provides estimates of water hammer loads based on damage done to piping supports.
Post-event water hammer load calculations estimate that a 1-2 percent void
existed when the steam pocket collapsed; the probable location of that steam
pocket is that shown in Figure 6.6.

6.2 Water Hammer-Induced Damage

The next four sections detail water hammer-induced damage to Loop B feedwater
piping and supports, the FW Loop B flow control station, and to Loop B auxiliary
feedwater (AFW) piping and feedwater system check valves.

6.2.1 Piping and Piping Support Damage

Damage to the Loop B FW piping was confined to plastic yielding of the NE elbow
and to a visible crack on the outside of the pipe, extending approximately 80
inches axially. The crack penetrates approximately 30 percent of the pipe wall
at its deepest point from the outside and approximately 25 percent on average.
Damage to supports, in some instances, was severe. This section provides a
narrative and pictorial description of the damage visible after the FW piping
insulation was remcved.

Figure 6.7 shows the FW Loop B piping layout and identifies the piping support
stations where damage occurred. This figure also provides directional orienta-
tion and indicates piping dimensions. Figure 6.8 shows principal areas of
damage, indicates how the pipe moved, and highlights the narrative and picto-
rial "walkdown" which follows. Table 6.1 provides a narrative description of
the piping and sup-ort station damage shown in Figures 6.9 through 6.30, and
identifies those support stations.

The water hammer forces were sufficiently large to damage pipe supports and
piping and to transmit loads through the containment building penetration
structure outward to the B Loop feedwater regulating station. No damage was
evident to the steam generator B feedring or nozzle region that can be attri-
buted to water hammer, nor was there evident damage or movement to the piping
between support HOOL and the steam generator B feedwater nozzle (Figure 6.9).



6.2.2 Feedwater Loop B Flow Control Station Damage

The water hammer originating in the feedwater line within the containment build-
ing generated a water slug which transmitted a pressure wave upstream to the
Loop B flow control station. Check valves FWS-346 and FWS-378, downstream of
the control valves, were designed to prevent backflow, although post-event in-
spection revealed that the closure disk for FWS-346 was laying in the bottom

of the valve chamber. Thus, any closed valve would be subjected to the water
hammer loads. In addition to check valve FWS-378, the flow control valve (FCV)
FCV-457 and motor-operated valve MOV-20 were subjected to the water hammer loads,
because they had been closed by operators following procedures in the Emergency
Operating Instructions (EOI).

Figure 6.30 shows steam generator B feedwater piping and valving at the Loop B
control station (outside the containment building). Figures 6.31 through 6. 34
illustrate the piping and valve conditions found after the occurrence of water
hammer. The 2-inch bleed bypass line suffered minor damage. Figure 6.35
illustrates the relative positions of the main FW (10-inch line) and FW bypass
(4-inch Tine) flow lines and the damaged check valve locations.

Because check valve FWS-378 was intact and operational, it was subjected to
water hammer loads and absorbed much of the water hammer energy whereupon the
bonnet studs yielded and the gasket was forced outward against the studs (Fig-
ures 6.36 and 6.37). The failure of the gasket relieved much of the internal
pressure, thereby minimizing damage to other equipment and valves at this sta-
tion. However, FCV-457 did incur damage to the flow actuator yoke, as shown in
Figures 6.38 and 6.39; and disassembly revealed a bent valve stem.

Further discussions and illustrations of valve conditions (which were found
upon disassembly following this event) are provided in Section 6.2.4.

6.2.3 AFW Piping Damage

The AFW injection point to the main feedwater piping at SONGS-1 occurs in the
"breezeway" upstream of the containment building steel shell, as shown in
Figures 6.40 and 6.41. The AFW lines run horizontally and then vertically to
tie into the main feedwater (MFW) line. Figure 6.40 also shows the Loop B
containment building penetration junction.

Water hammer loads were imposed on AFW Loop B piping, as is evident from the
pipe motion recorded in Figures 6.42 through 6.45. Although pipe movement
extended several hundred feet upstream, there was no evidence of piping damage.

6.2.4 Valve Malfunctions and Damage

Post-event disassembly and examination of valves that contributed to water
hammer conditions confirmed that check valve failures were the underlying
causes(s) for the occurrence of water himmer. Inspection findings identified
the following valve conditions:

Valve Description As-Found
FWS-345 MFW Reg Check Disc separated from hinge
SG A arm, disc stud broken

(threaded portion).
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Valve Description As-Found

FWS-346 MFW Reg Check Disc separated trom hinge
SG B arm, disc stud deformed.
FWS-398 MFW Reg Check Disc nut loose. Disc
SG C partially open. Disc
caught inside of seat
ring.
FWS-438 FWP Discharge Check Disc nut loose. Disc

partially open. Disc
caught on inside of seat
ring.

FWS-439 FWP Discharge Check Disc nut loose. Disc
partially open. Anti-
rotation lug lodged under
hinge arm.

The following observations were common to the MFW regulator check valves:

Severe wear was evident under the hinge arm; the wear spots were
bright. The wear was caused by the disc anti-rotation lugs rotating
against the hinge arm.

2. The surface around the hinge arm stem hole contacting the disc nut
was recessed, as if the nut had been ground into the hinge arm
forming "ball and socket" like surfaces.

3, The underneath surface of the bonnet stop was heavily hammered.

4. There is evidence that the disc nut was pinned to the disc.

5 All the valves had anti-rotation lugs welded to the disc.

The following observations were common to the main feedpump discharge check
valves (FWS-438 and FWS-439):

The disc nuts were loose.

The discs were partially open.

The disc nuts and washers were in place.

Neither the disc nut nor the disc stud was drilled to accommodate the
locking pin.

5. There is no evidence on the disc stud of its being hammered against
the bonnet stop.

W N e

The following sections illustrate valve damage.

6.2.4.1 Swing Check Valve FWS-346

This 10-inch swing check valve in feedw le' line B is the first backflow barrier
between SG B and the Loop B flow contro! ctation. Figure 6.46 illustrates a

typical flange-en¢ swing check valve design of the type extensively used in the
SONGS-1 feedwater system.

Disassembly of FWS-346 revealed that the closure disk was laying in the bottom
of the cavity, as shown in Figure 6.47. Thus, there was no back flow barrier
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to prevent drainback until the operators manually closed valves MOV-20 and
FCV-457 at approximately 9 minutes into the transient.

Figures 6.48 through 6.54 show FWS-346 components and the valve body cavity.
The seat surface of the disc face did not exhibit noticeable damage (see Fig-
ure 6.49), although there were two cuts (on the mating face in the valve body)
as seen in Figure 6.48. Damage to the disc nut pin is shown in Figure 6.50 and
the worn hinge pin hole is shown in Figure 6.51. SCE personnel stated that the
nut had previously been pinned and evidently worked loose over a period of
time. The worn pin hole and damaged disc stud are evidence of continual opera-
tion with a loosened or lost nut. Figure 6.52 and 6.53 show the bottom side of
the bonnet and the disc stop cast into the bonnet. Damage caused by continual
impact during operation is evident. Figure 6.54 is a composite photegraph of
the FWS-346 valve cavity, looking towards SG B. Scratch marks at the bottom
support the hypothesis that the disc had been laying free in the bottom of the
valve body for some time.

As noted above, post-event inspections of the check valves in feedwater loops A
and C (FWS-345 and FWS-398) also revealed a failed condition.

6.2.4.2 Swing Check Valve FWS-378

FWS-378, a 4-inch swing check valve of similar design to FWS-346, is the valve
Tocation at which the gasket failed. Figures 6.55 through 6.58 show the valve
after disassembly. It did not appear to be damaged internally as a result of
the water hammer, although, the disc seating surface displayed multiple cracks
acress the sealing surface. The deformed gasket which failed and relieved
water hammer pressure loads is shown in Figure 6.55. Figure 6.58 shows one of
the elongated bonnet studs which had been stretched about 1/2 inch.

6.2.4.3 Swing Check Valves FWS-438 and FWS-439

FWS-438 and FWS-439 are 12-inch swing check valves located upstream of the
east-side and west-side FW pump, respectively. The failure of FWS-438 to fully
close is believed to have resuited in the overpressurization and rupture the
east-side flash evaporator.

Figure 6.59 illustrates FWS-438 "as-assembled" and "as found" following post-
event examination. The nut had loosened and the disk had rotated the anti-
rotation "nub" under the hinge arm, thereby preventing the disc from returning

to the full seal position. Figures 6.60 and 6.61 show the topside of the FWS-438
check disc. Evidently one nub had peen subjected to impact for some time (Fig-
ure 6.60). There was no provision for a locking pin in disc nut pin FWS-438.

Post-event inspection also revealed a similar failure of the west-side FW check
valve (FWS-439).

6.3 NRC Evaluations of Water Hammer

6.3.1 History and Focus
During the early 1970s, the NRC staff became awarec of the increasing frequency

of water hammer occurrences in nuclear power plant systems and developed con-
cerns for the potential challenge to system integrity and cperability that
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could result from these incidents. For pressurized water reactors, the major
contributor to the increased frequency of these incidents was a phernomena
called steam generator water hammer (SGWH) (defined in the opening of this
section). The significance of these events varied from plant to plant; how-
ever, NRC was concerned that a severe SGWH might develop that would cause a
complete loss of feedwater and would, therefore, effect the ability of a plant
to cooldown after a reactor trip.

Following the SGWH that occurred at Indian Point Unit 2 in 1972, which resulted
in a circumferential weld ia1lue n one of the feedwater lines, NRC sent
inquiries and questions to all utilities (including SCE) requesting design and
operational information describing design features for avoiding SGWH. In 1978,
the generic subject of water hammers was declared to be an unresolved safety
issue (USI A-1), and therefore received increased NRC and industry attention.

SGWH is associated with the draindown of top feedrings and, therefore, NRC
attention was directed at the feedring design, and internal SG components near
the FW nozzle. Experience had revealed that internal damage to the feedring

and supports could occur. Thus, the modifications implemented to prevent SGWH
generally required installation of J-tubes to delay draindown of feedrings,
short horizontal runs of FW piping adjacent to the SG feedwater nozzle to mini-
mize the magnitude of water hammers, limits un AFW flow rates to avoid too rapid
an injection of cold water, etc. In general, attention focused on the interial
structure and design of the steam generator rather than on conditions in the FW
lines and flow control stations.

The NRC was aware of the possibility of developing condensation-induced water
hammer extending back into the feedwater piping as a result of line voiding
because of a water hammer occurrence at the KRSKO plant in Yugoslavia in 1979.
Limited information on that event suggested that leaky check valves or preoper-
ation pump testing (i.e., start and trip tests), or both, were the underlying
causes. However, similar occurrences had not been reported for U.S. plants

and, apparently check valve failures were not considered a significant contrib-
utor to feedwater svetem water hammer by NRC. The Team conducted interviews of
NRC staff invol.ed in the resolution of USI-Al and reviewed staff reports gener-
ated by thew. The Team did not identify any citable references, decisions or
discussiuns specifically related to why the scope of the staff's activities
associated with the resolution of USI A-1 did not include the potential for and
prevention of feedwater water hammers resulting from voiding of main feedwater
lines due to leaky feedwater check valves. Implicit in the reliance NRC placed
on "J" tubes Lo prevent steam generator feedring voiding, thereby preventing
SGWH, was an assumption that feedwater system check valves do not leak. As a
result, the Team conducted additional interviews of NRC staff involved in approv-
ing licensee inservice testing programs for safety-related valves. However, the
Team failed to identify citable references, decisions, or discussions which
demonstrated that inservice testing programs for safety-related feedwater system
check valves were specifically to be reviewed against criteria that would assure
NRC could rely upon the check valve integrity to prevent voiding of feedwater
lines. It appears that the NRC did not consider feedwater piping water hammers
due to failed check valves to be a substantial contribution to the body of reported
occurrences and, therefore, did not pursue this issue further.

A compilation of water hammer occurrences, underlying causes, systems affected,
and corrective actions taken is contained in NUREG/CR-2509 (Reference 1).
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NUREG-0918 (Reference 2) summarizes (1) the causes of SGWH, (2) various mea-
sures employed to prevent or mitigate SGWH, and (3) the nature and status of
modifications that have been made at each operating pressurized water reactor
plant. NUREG-0927, Rev. 1 (Reference 3) summarizes technical findings relevant
to USI A-1, "Water Hammer," and provides insights into means to minimize or
eliminate further water hammer occurrences. NUREG-0993, Rev. 1 (Reference 4)
contains the regulatory analysis for USI A-1, and documents public comments
received and staff response or actions taken in response to those comments on
the resolution for this USI.

6.3.2 SONGS-1 Water Hammer History and Evaluations

There have been a number of water hammer occurrences at SONGS-1, dating back to
1969. Five such occurrences are summarized in NUREG/CR-2509 (Reference 17,
three of which involve the feedwater system. The April 29, 1972, January 14,
1974, and May 14, 1979 occurrences damaged FW control valves and piping supports
in the main steam and feedwater lines. However, none of these events were
attributable by SCE to SGWH, but rather to improper installation of piping
supports, inadequate design, faulty flow controller hardware, etc.

Correspondence between the NRC and SCE dating back to 1975 (References 5 to 14)
clearly indicates NRC and SCE preoccupation with the prevention of steam gener-
ator water hammer (SGWH). NRC concluded (Reference 13) that backfitting SONGS-1
steam generators (to install J-tubes on the feedrings) was not warranted because
of: (a) existing design features (i.e., the small horizontal Tength of FW pip-
ing at the SG nozzle was not long enough to allow a steam pocket to form), and
(b) that SGWH had never occurred at SONGS-1. Since SGWH had never occurred
(although it had occurred in other Westinghouse PWRs), the probability of occur-
rence was judged to be very low. As a result, NRC also waived the need for
estimating SGWH loads on FW piping and supports (Reference 14). Fecllowup inter-
views by the Team with NRC staff who were involved in previous SONGS-1 water
hammer reviews supported the above findings that NRC's concerns were with the
prevention of SGWH and not gross voiding of the feedwater lines.

The potential for cold AFW injection to cause water hammer was also included in
the Team's evaluation of the references cited and in followup reviews (Refer-
ences 15 to 19). The establishment of an upper AFW flow rate limit (i.e., 150
gpm per 5G), as recommended by Westinghouse (Reference 16), was considered ade-
quate and accordingly, operators were alerted in the EOIs not to exceed this
flow Timit whenever the feedring was uncovered to avoid creating SGWH conditions.

Team members met with SCE staff on December 13, 1985 (Reference 20) and SCE
reviewed the SONGS-1 AFW system in terms of the original designs, upgrades

(i.e., seismic upgrades), TMI Action Plan requirements, etc. These discussions
also delved into prior water hammer occurrences and evaluations (References 5

to 15). Although this meeting did not uncover any significant new information,
it illustrated the belief that SGWH would not occur, since it had not occured
previously, despite numerous feedring uncovery transients, and that limits on AFW
flow rate were sufficient to preclude such an occurrence.

6.4 Valve Inservice Testing

The ASME Boiler and Pressure Vessel Code, Section XI, which specifies valve
inservice testing (IST) requirements for these feedwater check valves, states:
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Valves shall be exercised to the position required to fulfill
their function unless such operation is not practical during
plant operation . . . Valives that cannot be exercised during
plant operation shall pe specifically identified by the owner
and shall be full-stroke exercised during cold shutdowns.
Full-stroke exercising during cold shutdowns for all valves not
full-stroke exercised during plant operation shall be on a
frequency determined by the intervals between shutdowns as
follows: for intervals of 3 months or longer, exercise during
each shutdown; for intervals of less than 3 months, full-stroke
exercise is not required unless 3 months have passed since last
shutdown exercise.

Additionally, the NRC staff position on cold shutdown testing of valves is as
follows:

1. The licensee is to commence testing as soon as the cold shutdown
condition is achieved, but not later than 48 hours after shutdown,
and continue until complete or the plant is ready to return to power.

2. Completion of all valve testing is not a prerequisite to return to
power.

> Any testing not completed during one cold shutdown should be per-
formed during any subsequent cold shutdowns starting from the last
test performed at the previous cold shutdown.

In 1977, SCE submitted its IST program to the NRC for review and approval. The
program was revised in 1979 and 1983 in response to NRC comments and resubmitted
to the NRC in January 1984. The IST program for SONGS 1 h.s not yet ben ap-
proved by th: NRC (as of January 1386). NRC staff interviewed by the Veam at-
tribute the delay in approval of the program to (1) the long-term existence of
open issues for which SCE did not propose timely resolution and to (2) NRC re-

view scheduling problers. SCE implemented the proposed program while awaiting
NRC approval.

The feedwater system check valves are all periodically tested in the closed
position. The miin and bypass feedwater regulating check valves are normally
tested in cold shutdown (Mode 5) and the feedwater pump discharge check valves
are tested in hot standby (Mode 3).

The Team reviewed the operating history for Unit 1 for the period from November
1984 (last refueling cutage) to November 1985 to ascertain when IST could have
been performed for the feedwater check valves (i.e., during plant shutdown last-
ing more than 48 hours). The periods that IST could have been performed include:

November 1984 Startup after refueling outage
February 9-25, 1985 17 days
May 1-11, 1985 10 days
August 21-30, 1985 10 days
September 19-23, 1985 5 days

The IST surveillance rec~~ds were then reviewed for each of the valves. These
records indicate that che valves were last tested as follows:
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Valve Description Last Tested Pass

FWS-438 East feedwater pump discharge check November 1984 yes
FWs5-439 West feedwater pump discharge check November 1984 yes
FWS-345 A Toop FCV-456 check February 1985 yes
FWS-346 B loop FCV-457 check February 1985 yes
FWS-398 C loop FCV-458 check February 1985 yas
FWS-379 A loop CV-142 check October 1984 yes
FWS-378 B lToop CV-144 check October 1984 yes
FWS-417 C Toop CV-143 check October 1984 yes

There are 121 valves that are subject to IST during cold shutdown. Although
IST was performed during each outage, all of the valves were not tested.
Consequently, the feedwater valves were tested only one time since October 1°0°”.
The available opportunities for valve IST were not always fully utilized due to
higher priority operational requirements.

Surveillance test procedures for verification of check valve closure for the
main feedwater pump discharge valves (FWS-438 and FWS-439) require one main
feedwater pump to be running while the other pump is stopped. The discharge
valve at the idle pump is then opened and the pressure is monitored between the
pump and its discharge check valve. An increase in pressure or an operator
observation that the pump is rotating backwards would indicate that the check
valve is not closed. Wwhile providing reasonable assurance of check valve
closure, this testing method also subjects the Tow pressure pump suction piping
to some relatively high discharge pressures if the check valve failed to close
(as in the November 1985 event) and thus damage is possible to such components

as the flash evaporator. Testing with the idle pump suction valve shut would
provide a more rigorous test.

Surveillance test procedures for verifying that the other main feedwater check
valves are closed require testing to be performed during plant cold shutdown
with the steam generators filled to above the feedring. The motor-operated
valve upstream of the check valves is closed and the drain valve between this
valve and the associated check valve is opened. The column of water in the
steam generator provides approximate .y 4.5 psi differential pressure across the
valve to provide the closing forcs %n the check valve disc. The procedure
states that this section of piping is to be drained, and that little or no flow
from the drain should be verified. This test procedure leaves the surveillance
operator to make the decision about how much flow is "little" and thus indica-
tive of positive verification of check valve closure. The IST records do not
provide a means of determining if flow occurred or its extent, or for verifying
that complete valve cavity drainage occurred before a determination was made
that “Tittle, or no flow" occurred.

Valves FWS-345 and FWS-346 failed the IST on February 24, 1985 when tested dur-
ing Mode 5 (cold shutdown). Maintenance work orders were prepared to repair
both valves. However, on February 26, 1985, a "Non-routine and Increased Fre-
quency IST" was performed during Mode 3 (hot standby), and the valves passed.
During Mode 3 the steam generator pressure increased the force available to
seat the check valves (to approximately 700 psia) and thereby have enabled them
to pass. Testing at the higher differential pressure provides a more rigorous
test. The work orders were then cancelled and no corrective maintenance was
performed.
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A presentation was made to the Onsite Review Committee (OSRC) on July 18, 1985.
The presentation is based on an earlier memorandum which summarizes the
investigation and concludes:

Station Technical feels that it is safe to continue to oserate the Unit
since the failure of either valve (block or check) does not decrease the
margin of safety of the piant. The components of the valve are large
enough to pose only a very remote chance of traveling to and damaging the
Steam Generator tubes.

The OSRC concurred with this conclusion. On September 3, 1985, SCE's Nuclear
Safety Group reviewed the minutes of the Committee meeting and concluded that
the station was taking appropriate action related to the B feedwater train noise.
Maintenance orders were generated to inspect the block and check valves during
the next available opportunity, which occurred in October 1985 when the plant
was shut down for another reason. However, it was decided to delay the inspec-
tion of the valves until the refueling outage scheduled to begin at the end of
November 1985, because no variation in the feedwater noise sound level or fre-
quency had been noted.

6.7 Valve Failure-Related Findings

Check valve failures caused by partial disassembly while in service do not ap-
pear to be unigue to SONGS-1 or to the valve manufacturer (MCC Pacific). A
limited review of Licensee Event Reports (LER) indicates that these valve fail-
ures are not unique. The Team reviewed 33 LERs that identified check valve
failures in feedwater systems; these indicated that 11 check valves failed be-
cause the disc failed to close or because the disc retaining nuts, studs or
locking pins failed to allow proper operation of the check valves, resulting in
system backflow. None of these LERs specified that the failed check valves were

manufactured by MCC Pacific, who was the supplier of the failed check valves at
SONGS-1.

Failure of FWS-438 and FWS-439, the main feedwater pump discharge check valves,
may have been due to inadequate valve design, since the disc-retaining nut was
not provided with a positive locking device that should have reduced the pro-
bability of the disc working loose and wedging into the valve seat and failing
open. Additionally, excessive clearances between the hinge and disc assembly
allowed the disc to rotate past the anti-rotation devices.

The failure of FWS-346, the B feedwater header check valve, may have been caused
by the inadequate hardness of the disc-attaching stud, which allowed the threads
to strip and the end to mushroom over, conditions contributing to the ultimate
valve failure. However, the service conditions (i.e., flow-induced vibration)
experienced by this valve ma also be a major contributor to failure. Such
vibration was suspected durinj the June, 1985, investigation, and as indicated
by the significantly mushroomed end of the valve disc-attaching stud. Failure
of FWS-345 and FWS-398, the A and C feedwater regulator check valves, may have
been due to similar service conditions.

The cracks in the seating surface of FWS-378, the 4-inch check valve in the B

loop bypass line, appear to be service related. However, these cracks may be
due to the significant forces on the valve from the water hammer.
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Table 6.1 Description and Corresponding Illustrations of Feedwater

Pipe Damage Foilowing SONGS-1 Water Hammer

Description of Component, Support

Figure Damage, Motion, Etc. Location(s)*

6.9 This snubber station, the closest to the HOOA
SG B, showed no visible damage or pipe HOOB
movement. The feedwater pipe turns HOOC
vertically, and at an angle, to rise
approximately 10 feet to mate with
the SG feedwater inlet nozzle.

6.10&6. 11 These support stations were the first HOOD
that showed damage (or movement) caused HOO5
by water hammer. HOO06

6.12 View of FW pipe elbow at northeast corner Downstream
showing dent in pipe that resulted when the HOO06
pipe hitting the concrete corner and then
rebounding.

6.13 View of pipe (looking south) showing HOO0G
movement of approximately 12 inches,
slippage of vertical support pads off
channel beam structures and downward
drop of FW pipe.

6.14 View of support HOOG looking in opposite HOOG
direction from Figure 6.13.

6.15 View of horizontal and vertical support HOOH
pads displaced southward approxiately 12
inches.

6.16 Evidence of first lateral motion (east- 120
ward); note deformed vertical structure,
and then axial rebecunding which displaced
pipe supports approximately 12 inches south-
ward.

6.17 Close up of scratch marks which show 120
evidence of water hammer forces driving
pipe inward and then displacing it
northward.

6.18 Further evidence of axial displacement of HOOJ

FW pipe on east side wall looking north
towards support HOOJ.

*See Figure 6.7 for support locations and identification.



Table 6.1 Description and Corresponding Il1lustrations of Feedwater
Pipe Damage Following SCNGS-1 Water Hammer (continued)

Description of Component, Support
Figure Damage, Motion, Etc. Location(s)*
6.19, 6.20 A series of photos illustrating damage HOOK
6.21, 6.22 incurred at the support structure down-
6.23, 6.24 stream of the southeast elbow. The damage

incurred by the structure clearly illustrates
the magnitude of pipe motion which occurred
during the water hammer pulse.

6.25 Permanent set (i.e., bend) in FW at elbow
pipe. View at elbow from support near sup-
HOOK and looking west toward support ports HOOK
HOOL. Pipe has been bent laterally and HOOL
south from support HOOL to SE corner
elbow.

6.26 View showing lateral movement (westward)

of pipe which resulted in sheared vertical
support structure.

6.27 View of spalled concrete and support plate
damaged by water hammer, nuts were loosened
and bolts were missing in wall plates.

6.28 View of piping and support damage just
downstream of where FW B line takes a
90° bend to exit the containment building.
Note: (a) bent white stucture showing
evidence of eastward motion, (b) vertical
displacement of pipe until restrained
vertically by white structure.

6.29 A wide angle view of supports HOOM and
HO14. Snubber at HO14 was bent westward
and FW piping was driven upward.

6.30 Shows vertical support bending caused by
vertical motion of FW piping just down-
stream o~ containment penetration C-3G.

*5ee Figure 6.7 for support locations and identification.
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OF CONDENSED STEAM

b. Cold Wa*er Has Fillea Bottom of Pipe

c. Pipe is Nearly Full and Surface Waves Form AFW

d. Siug Flow Conditions are Established AFW

Figure 6.1 Filling of a Voided Feedwater Line
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Figure 6.3 SONGS-1 Loop "B” Steam Generator Flow Control Station
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Figure 6.6 Refilling of Loop "B” Leading to Water Hammer
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Figure 6 8 Overview of Feedwater Piping & Support Damage Due to Water Hammer
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Figure 6.9 FW Line "B"” Support Station
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NOTE LATERAL
MOVEMENT OF

PIPE WESTWARD
APPROXIMATELY

8 INCHES, AND
DISPLACEMENT OF
PIPE INWARD
TOWARDS TONCRETE
WALL

Figure 6.10 FW Line "B Loop Support HOOD

NOTE BENT BRACKET
DUE TO LATERAL
PIPE MOTION; VIEW
LOOKS WESTWARD
TOWARDS SUPPORTS
HOOA, HOOHE, 8HOOC

Figure 6.11 FW Line “"B” Loop Supports HO05 & HO06



CONCRETE CORNER

LOOKING TOWARDS
SG'B

DENT IN FW PIPE

CORNER ELBOW WHICH
BULGED APPROXIMATELY
INCH

BULGED ELBOW

PREVIOUS SUPPORT
ION. PIPE WAS MOVED
i yOUTHWARD




PIPE SUPPORT PADS
/

NOTE DEFORMED VERTICAL
CHANNEL DUE TO IN BOARD
(WESTWARD! PIPE IMPACT
DUE TO WATER HAMMER

Figure 615 FW Line "B"” Loop Support HOOH



Figure 6.16 FW Line “B"” Loop Support Point 120 (Which is 20'-6"
South of Support HODOH)

SCRATCH MARKS SHOW
EVIDENCE OF INITIAL WATER
HAMMER LOADS DRIVING FW
LINE INWARD (EAST) AND
LATERAL (SOUTH) FOLLOWING
REBOUNDING AT THE
DOWNSTREAM ELBOW

re 6.17 FW Line "B” Loop Support Point 120




FW LINE “C”

~HOOJ

VIEW LOOKING
SOUTH; FW LINE

HAS MOVED INWARD
& UPWARD

Figure 6.19 FW Line “B” Loop Support Station HOOK



SIDE VIEW OF VIEW LOOKING SOUTH ALONG
SUPPORT STATION HOOK PIPE, DAMAGE DUE TO
PIPE LATERAL (WESTWARD)
MOTION INDUCED BY
WATER HAMMER

Figure 6.20 FW Line "B"” Support Station HOOK Figure 6.21 Local Damage at Support
HOOK




CLOSEUP VIEW, LOOKING
DOWNWARD AT HOOK

Figure 6.22 Closeup of Damage at Support
Station HOOK

Figure 6.23 Torn Pipe Support Structure HOOK



Figure 6.24 Torn Pipe Support Structure HOOK

Figure 6.25 Outward (or Lateral) Set in FW Line “B” Looking
West Toward Support HOOL




SHEARED VERTICAL
SUPPORT

/ SPALLED CONCRETE

Figure 6.26 FW Line “B” Sheared Support at Support HOOL

MISSING ANCHOR BOLT
o N

LOOSENED BOLTS

Figure 6.27 FW Line "B"” Wall Support Structure at Support HOOL



NOTE SUPPORT STRUCTURE
BENT EASTWARD AND

FW PIPE BEING

RESTRAINED FROM

FURTHER VERTICAL

MOVEMENT BY SUPPORT HOOM
(AT TOP)

Figure 6.28b FW Line "B at Support H014 and HOOM




NOTE BENT VERTICAL
ROD DUE TO UPWARD
MOTION OF PIPE

Figure 6.29 Pipe Hanger Damage at Support
Station H015
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NOTICE CIRCUMFERENTIAL
CRACK IN CONCRETE
TURBINE BUILDING WALL

"

FWS 342 FWS 346

Figure 6.32 Inspection of FW Valving



FCV.-457 MOV-20

Figure 6.33 Inspection of FW Piping

INOR HANGER
AMAGE VISIBLE

Figure 6.34 2.-Inch Bleed Line at FW Loop “"B”



FWS-376

FWS-378
(CHECKVALVE)

FWS-342

FWS-346
(CHECKVALVE)

Figure 6.35 Overview of Valves FWS-342, FWS-346, FWS-376
and FWS-378 in FW Loop “B" Control Station



Figure 6.36 FWS-378 Failed Bonnet

NOTE EXTENDED
BOLTS AND
GASKET EXTRUDED
AGAINST BOLTS

BY WATER HAMMER
LOADING

Fiqure 6.37 Closeup of FWS 378 Bonnet




Figure 6.38 Damage to FCV-457 Actuator Yoke

Figure 6 39 Closeup of FCV 457 Yoke Damage



CONTAINMENT
STEEL
SHELL\

CONTAINMENT
PENETRATION

AFW
PIPING
TEE

B')

CONTAINMENT
STEEI
SHELL

¥ jure 5 41 AFW p.(;‘,.,‘ Run B H,),"I,”‘ to Main




Figure 6.42 AFW Loop "“B” Support




Figure 6.44 AFW Loop “B” Piping Displacement Due to Water Hammer Loads

Figure 6.45 AFW Loop “B” Piping Displacement Due to Water Hammer Loads
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VALVE BONNET

' BONNET STUD

| —HNGE

%///

. NUT & PIN
ANTI.ROTATION ————+

NUB
TP

\

CLOSURE DISK — —4

VALVE BODY

Figure 6.46 Typical Swing Check Valve With Internal Hanger, as Assembled
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ANTI-ROTATION &
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FWS- 346 AS ASSEMBLED

-

N HOLE

IMPACTED PIN
-
.
Aj‘ .
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-

)

VA

N s
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bbbttt

VALVE FWS-346 AS FOUND

Figure 6.47 Check Valve FWS-346




NOTE DAMAGE
li.,e., CUTS) TO DISC
SEATING SURFACE

Figure 6.49 FWS-346 Disc Face




NOTE IMPACT
DAMAGE AND
WORN THREADS
NUT WAS MISSING

ANTI-ROTATION
DEVICES

WORN HINGE
PIN HOLE

Figure 6.50 Damage to FWS-346 Disc Figure 6.51 Worn and Elongated FWS-346
Nut Pin Hinge Pin Hole



NOTE DAMAGED
DISC STOP
ATTRIBUTED TO
CONTINUED
IMPACT BY
CHECK DISC

Figure 6.52 FWS-346 Bonnet

Figure 6.53 Closeup of FWS-346 Disc Stop
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Figure 6.55 FWS-378 Check Valve Internals

NOTE RADIAL
RESTRAINT
PROVIDED TO
GASKET BY
BONNET BOLTS

Figure 6.56 FWS-378 Gasket Following Water Hammer




Figure 6.57 FWS-378 Disc Face

Firure 6.58 FWS-378 Stud and Nut Removed From Bonnet

NOTE SEVERAL
HAIRLINE
CRACKS ON
SEALING FACE

NOTE ELONGATED
THREAD SECTION
AT UPPER END
OF STUD




\

VALVE FWS 438 AS FOUND

Figure 6.59 Feedwater Swing Check Valve FWS-438
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NOTE

FLATTENED

POSITIONER
NUB

Figure 6.61 FWS-438 Disc Holding Nut Arrangement



7 PERSONNEL PERFORMANCE AND HUMAN FACTORS EVALUATIONS
7.1 Introduction

This section assesses the response to this event by utility and NRC personnel
and the human factors issues affecting their performance. Other organizations,
such as local, State, and other Federal authorities, were notified of the event,
but did not play a significant role, so their participation is not addressed.

7.2 SONGS Personnel Performance

The utility personnel that responded included the on-shift operating crew, extra
operators who were called in, and security and emergency services personnel,
Their performance and the human factors affecting their performance are dis-
cussed in the general order of their involvement with the event. The Team
interviewed most personnel involved and based the following assessment primarily
on transcripts of those interviews.

7.2.1 Operator Performance

The utility's immediate response to this event was made by the on-shift operat-

ing crew. The crew was larger than normal because a Control Operator trainee
and an extra NPEO were also on du.y.

7.2.1.1 Ground Isolation Actions

Upon receipt of the ground alarm, the control room operators first identified
the source of the alarm, used the alarm procedure to identify the appropriate
response procedure, and then followed ground isolation procedure 501-9-7,
"4160V and 480V Bus and Feeder Faults." Extra personnel, including one SRO-
licensed member of management, and specialists in troubleshooting and repairing
grounds were called to assist the operating crew during this phase,

The ground isolation process proceeded as directed in the procedure through
the minor loads until operators reached th2 steps to test large loads, which
verbatim are as follows:

6.2.5 REDUCE Unit load as necessary and DE~ENERGIZE the major equip-
ment such as Circulating Water Pumps, Feedwater Pumps, etc.
one at a time and observe the ground meter,

NOTE: when a grounded circuit has been identified, it should
be left de-energized until the problem has been
fdentified and repaired.

6.2.6 When the grounded circuit is fdentified, then initiate a
Maintenance Order to have the circuit inspected and tested.
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with the ground. The interpretation of the Technical Specifications was dis-
cussed and those involved recognized that the deenergization of the feedwater

pump, bus 1C, or auxiliary transformer C, would probably require the plant to
be shut down.

Preparations were made to shut down the plant when, based on further discussions,
the operating staff again decided to implement an ad hoc process to deal with
the ground. This decision was made with the understanding that the planned
activities were not described in the procedures and that the steps were intended

to locate any ground that could be isolated without affecting the operating status
of the plant.

As a result, the following steps outside the procedure occurred:

1. Bus IC was again paralleled to Bus 1A and the PT disconnected to test the
PT as a possible location of the ground.

This action again paralleled auxiliary transformers A and C, this time for
about two minutes, and was inappropriate, as indicated above.

2. With the buses paralleled and the ground location still not identified,
the tie breaker between bus 1C and auxiliary transformer C was opened; as
a result, the indicated ground on bus 1C disappeared.

3. With the ground now known to be on auxiliary transformer C, the tie breaker
was again shut to support further attempts to localize the ground.

This action again paralleled auxiliary transformers A and C, this time for
about five minutes, and was also inappropriate, as indicated above.

4.  Subsequently, the tie breaker between bus 1C and auxiliary transformer C
was reopened, but the transformer was left energized while technicians went
out into the plant in a further attempt to find the ground,

The ground still existed on an energized circuit, sustaining the vulnera-
bility of the plant while inspections were performed that did not require
the transformer to remain energized. Further, inspecting grounded ener-
gized circuits involves potentially significant perscnnel hazards. Deener~
gizing auxiliary transformer C would take the plant into an Action State-
ment and, as discussed above, might lead to a plant shutdown.

Following identification of the ground on auxiliary transformer C, the trans-
former was left energized and inspections were conducted to further localize
the ground. [f the ground location had been identified and found isolable from
the transformer, the pilant would not have had to be shut down.

Both the failure to follow procedures and the actions taken that were not
specified in the procedures were considered reasonable by the operating staff,
Evidently, their training, plant knowledge and procedures did not alert them to
the dangers of tying the grounded IC bus with the normally grounded 1A bus or
working around greunded equipment.

In addition, Procedure 501-9-7 does not provide instructions for the methods
and steps to identify ground faults on a transformer. After the operators
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the operator attempted to open MOV-813 per step 6.1.6 of S01-4-9, it would not
open. The operators considered entering the containment building to operate

the valve, but dropped the idea when they found that the interlock relay was
readily accessible. The RCS pressure indicated in the control room was 370 psig.
Since this pressure was below the operators' understood relay setpoint of

400 psig, the relay was locally operated using a contact follower button to
allow the opening of MOV-813. The relay also prevented MOV-834 from opening

and was again overridden.

Post-event investigation found that the relay was aligned properly and would
not reset until pressure dropped to approximately 367 psig (see section 8.8).
The reason operators believed the set point was 400 psig was attributable to
their procedures and training. The procedural reference to 400 psig is in-
cluded in step 6.20 of S01-3-5, "Plant Shutdown from Hot Standby to Cold Shut-
down,” in S01-4-9 as prerequisite 3.5, and the note following step 6.1.3. It

is also included in training study guide number 22. Therefore, the operators
had no reason not to expect the relay ' allow the valve to operate under exist-
ing plant conditions.

7.2.1.9 Continuation of Feed Flow to B Feedwater Line

The operators' joint decision to continue feeding the B feedwater line after a
leak was identified was based on concerns for the safety of personne! attempt-
ing to locate and isciate the leak. Their intent was to cool the line feeding
the break and thereby change the escaping fluid from steam to water. However,
unknown to the operators, this action could have created conditions for a second
water hammer (from the continued injection of cold water into a horizontal feed
line with steam voids). Although there is procedural guidance on a maximum feed-
water flow rate into a steam generator with a low water level to avoid steam
generator water hammer, there is no guidance and apparently no training for
operators on an acceptable flow rate into a voided feedwater line to prevent
feedline water hammer.

7.2.2 O0Other Site Personnel Performance

This section addresses the performance of site personnel other than operators
who participated in the event. They include the STA, emergency coordinator,

emergency services, and security personnel. This section also addresses the

post=trip review.

7.2.2.1 Shift Technica! Advisor's Performance

The STA participated significantly in ‘his event and took part in major deci-
sions made by the control room operators. After assisting in the search for
the ground fault, the STA informed the Shift Superintendent that he was going
to bed. He had gone to sleep in his trailer at about 04:30, when he was awak-
ened by a loud noise. After attempting to reach the control room by phone
twice unsuccessfully, he started dressing. He also inspected Unit 1 from the
STA trailer and observed nothing unusual. He then heard on the two-way radio
an announcement that a fire truck was headed to Unit 1, and started for the
control room in earnest, arriving at about 04:58, according to the control room
clock. Since that clock had been de-energized for about 4 minutes during the
loss of power, the STA arrived 11 minutes after initiation of the event. The
STA is supposed to arrive in the control room within 10 minutes of such an event.
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the TMI accident, NRC required the industry to develop another approach for
operator control during emergencies. This approach has operator procedures

focus on symptoms or safety-functions as the basis for emergency operator actions.
This same concept may be of benefit to NRC staff involved in ENS communications
during emergencies.

7.3.1.2 NRC Lack of Plant-Specific Xnowledge

NRC at times misunderstood statements by SCE because the recipients lacked knowl-
edge about the unique design and operation features at San Onofre Unit 1. For
example the plant does not automatically load diesels on a loss of power and,
under these conditions, plant-specific procedures require use of off-site power,
if it is avalaible. The NRC Duty Officer assumed that the diesel generators
should automatically load on loss of power, as is common in the industry, and
therefore assumed that the recovery involved loading the diesels. The site
identified the specific transformer lost, but that information was not useful
because the NRC did not know the plant-specific electric bus configuration or
identifiers. When the steam leak was reported, the NRC asked which side of the
main steam isolation valves the leak was on. This plant does not have main
steam isolation valves and must manually shut block valves.

These and other examples of plant-specific knowledge deficiencies caused mis-
understandings that contributed to NRC confusion on what happened.

7.3.1.3 Leading Questiops

NRC frequently asked leading questions designed to elicit responses that would
support assumptions about how the plant was designed and operated, or hypothesis
about the sequence of the event. Unfortunately, the SCE staff did not always
catch the errors in logic, and therefore did not correct them; on occasion SCE
appeared to confirm inaccurate information, as in the following excerpt:

NRC: 0K. Did diesels pick up?

Site;: The diesels started.

NRC: Did they loa+d?

Site: No. They don't automatically load here.

NRC: OK. So that was part of the recovery process

Site: Right.
NRC misinterpreted the response to the implied last question as confirming that
the inplant buses had been recovered by loading the diesel generators. The
inplant buses were recovered using the preferred source, the switchyard, as
designed and required by procedure. Unlike most other reactor plants, these

diesel generators start on loss of power, but do not automatically load unless
a safety injection occurs.
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information rieeded by the NRC to understand the event. The situation appears
to arise because NRC lacks policy and guidance on the proper use of the ENS.

7.3.2 NRC Incident Response Plan Implementation

During the event, the NRC partially staffed the Region V and Headquarters
Incident Response Centers (IRC) but did not formally enter a standby response
mode, as described in NRC Manual Chapter 0502, "NRC Incident Response Program."

Early communications between the site and NRC were not effective in developing
an understanding of the event. The need for additional information and clari-
fication of previously established facts was recognized by both the Region V
Duty Officer (RDO) and Headquarters Emergency Officer (EO). The RDO informed
the Senior Resident Inspector (SRI) of plant status and his concerns, and th:»
SRI volunteered tc go to the site to determine what was going on and then call
back. The EO requested that additional staff members go to the headquarters
IRC to establish an open communications line with the site to further evaluate
event information. Subsequently, an open line was established between the site,
the Headquarters IRC and the Region V IRC. As the morning unfolded, additional
NRC personnel staffed these three communications centers.

SCE indicated in the second call that an Alert emergency classification declara-
tion would probably be made on a subsequent phone call, and that it would prob-
ably be closed in the same call. During later phone discussions, SCE did not
notify NRC of the declaration of an Unusual Event. At 05:06, and shortly after
06:00, SCE personnel appeared to confirm that the plant was still in an Alert.

Based on this information, the HQDO notified the Federal Emergency Management
Agency of the event at San Onofre, Unit 1.

Generally, a site declaration of an Alert would precipitate an NRC response mode
transition to standby. This transition can be authorized by an executive team
member, or Regional Administrator, or in the event of their unavailability, by
the EO. Approximately 15 minutes after the apparent confirmation of an Alert,
the Regional Administrator was bridged into the open line and, in response to
his request for a summary of what had happened, learned that the site was in an
Unusual Event. With this clarification of event classification, and recognition
of the current status of NRC response, no formal activation of the incident
response plan or transition to standby was warranted. The activities being
performed by NRC were appropriate toc a normal response mode.
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8 OTHER EQUIPMENT AND SYSTEM EVALUATIONS

This section identifies and evaluates other equipment and systems that had
problems during the November 21, 1985 event. The performance of the equipment
and the root cause of the problems are also included.

8.1 Auxiliary Transformer C Secondary Side

In the process of searching for the groun! fault on 4160-V bus 1C, plant per-
sonnel had located it on the X winding (secondary side) of auxiliary transfor-
mer C between the transformer and the bus. At 03:35, the operators had isolated
the fault from bus 1C, but kept the transformer with a ground energized. At
04:51, the auxiliary transformer C differential relay actuated, tripping and
isclating the transformer. After the trip, the targets on the differential
relay identified that phase B and C trip had occurred. Subsequent investigation
has located the fault to be in one of the interconnecting cables between the
transformer and bus 1C. The interconnecting cables are 3/c-750 Kc mil aluminum
armored cables, which run in cable trays located in the turbine building. The
cable tray which contained the faulted cable section was located directly be-
neath a feedwater pipe flange, which appears to have leaked for sometime. Fig-
ures 8.1, 8.2, 8.3 and 8.4 show the details of the damaged cable section. A
detailed examination of the damaged cable will be performed by SCE.

The root cause of the transformer differential protection actuation is believed
to be the phase-to-phase fault in the cable section which was damaged. The
cause of the cable failure is under investigation; however, the intrusion of
water into the cable could have contributed to its ultimate failure.

8.2 Safety Injection Annuciator

During the event, when the unit was without ac power, the reactor plant first-
out annunciator window 2 (RPFO 2) alarmed indicating SI initiation. The control
room operators reviewed plant conditions and concluded that the alarm was spur-
ious, and that SI had not initiated and was not required. Subsequent investiga-
tion has determined that the alarm relay that actuates the SI annunciator window
is ac-power dependent and will erroneously alarm on loss of that power. This

is a design deficiency.

8.3 SLSS Remote Surveillance Panels

Ouring the event when control room operators were verifying SI actuation, the
SLSS remote surveillance panel load group status lights were reviewed for
indication of SI actuation. The load group status lights on both sequencer
panels indicated SI actuation. (Section 4.13 describes the operation of the
status lights.) This indication of the SI actuation was also determined to be
spurious, but did cause some confusion to the operators during the event. This
spurious actuation of the SLSS surveillance panel lights is under investigation
by SCE.
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Four of the diaphragms ruptured during the event, three on low pressure
turbine 1 and one on low pressure turbine 2. Rupture of the diaphragms is
not considered unusual for conditions existing after a loss of all ac power

with continued energy addition into the main condenser and is of no safety
significance.

8.6 Reactor Coolant Pump B Thrust Bearing Temperature Indication

Reactor coolant pump B was started at 05:01 and at 05:09 the thrust bearing
high temperature alarm was received in the control room. When the operators
checked the reading, the temperature indicator appeared to have failed high.
After discussion, the operators decided to accept the indication reading as
valid and started the RCPs A and C and stopped B. Subsequent investigation
has determined that the temperature detector failed resulting in the high
temperature indication. This failure is considered a random failure, not
associated with the event.

8.7 Steam Generator Blowdown Isolation

On loss of power, the radiation monitors fail in a mode which isolates the con-
tainment building, including steam generator blowdown. After power was restored,
blowdown resumed when radiation moniters in the control room were reset. A re-
view of the design and operation of the operational radiation monitoring system
(ORMS), shows that blowdown isolation functioned as designed. However, the
status of steam generator blowdown is not indicated in the control room, and

the operators did not recognize that steam generator blowdown was re-established
when the radiation monitors were reset.

8.8 RHR Valve Interlock

During the event, initial attempts at opening RHR system valves MOV 813 and

MOV 834 were unsuccessful. It was assumed that the pressure permissive inter-
lock was malfunctioning and the valves were opened by manually depressing the
interlock relay. Subsequent investigation had determined that the permissive
performed as designed. The procedure was found to be imprecise and information
provided in training did not correspond to actual plant setpoints. As a result,

the operators did not correctly understand the response of the pressure-
permissive interlock.

8.9 Event Recording Systems

The majority of the plant capability to record data needed to analyze the event
was not available. During troubleshooting for the ground on the 1C 4kV bus, the
power to the Critical Function Monitoring Systems general purpose computer (the
Technical Support Center computer), the FOX III, was momentarily interrupted,
causing loss of the automatic minute-interval storage of plant data. The system
was not reset by the operators. Consequently, when the reactor trip occurred
hours later, the 25 minutes of pre-trip data automatically printed was for plant
conditions not related to this event. The system did not provide useful infor-
mation until reset after the event at approximately 08:30.

In addition to loss of the FOX IIl system, nine control room chart recorders
lost power to their chart drives for the duration of the loss of station power.
In seven cases, power for the recording pens was not lost. The recorders
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Figure 8.1 Cable Length Showing Damage

Figure 8.2 End View Showing 3/C 750-Kc mil Copper Conductor,
Neoprene Jacket and Aluminum Armor



Figure 8.1 Cable Length Showing Damage

Figure 8.2 End View Showing 3/C 750-Kc mil Copper Conductor,
Neoprene Jacket and Aluminum Armor
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Figure 8.4 Ciose-Up of Damage Caused by the Fault
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Figure 8.8 East Flash Evaporator Unit Showing Shell
Failure (South View)




Figure 8.9 Flash Evaporator Unit with Evaporator Heater Flash
Chamber and South Waterbox Removed (Northwest View)

Figure 8.10 Failed Evaporator Condenser Tube
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UNITED STATES
NUCLEAR REGULATORY COMMISSION

WASHINGTON, D. C. 20555

NOV 22 1885
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Director for Operations

ION OF NOVEMBER 21, 198¢
[LL BE CONDUCTED BY AN IN

.(.I ‘

: |

1, 1985, San Onofre Unit 1 experienced a loss of
bsequently, a partial loss of electrical power
lighting was lost. The reactor was manually
short-term loss of all AC power. A sizeable,
1fied in the feedwater system which is used to
Is, and other failures were experienced in the
now in cold shutdown. There were no releases and
tained at all times.

ylexity of this event, I have requested AEOD to

end a five member IIT of technical experts to the

what happened; (b) identify the probable cause as
appropriate findings and conclusions which

cessary follow-on actions.

te > and is comprised of: Thomas T. Martin,
gineering and Technical Programs, Region I;
dent Investigation Staff, AEOD; Mr. Steven Showe,
attanooga; Mr. William Kennedy, Safety
man Factors, NRR; and Mr. Matthew Chiramal,
team was selected on the basis of their
of reactor systems, reactor operations,
systems. Team members have no direct

the team is currently enroute to the site
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Table B.1 SONGS-1 Feedwater Flow System Parameters and Volumes

Design Parameter Data
Feedwater Pipe Schedule (Loops A,B,&C) 10-inch,
Schedule 60
Inside Diameter 9.75 inches
Estimated Length of Horizontal Pipe:
Loops A & C 118 feet
Loop B 221 feet
Estimated Volume of Horizontal Pipe:
Loop A 459 gal.
Loop B 857 gal.
Estimated Volume of Vertical
Pipe Rise at SG B 60 gal.

Estimated Refill Characteristics

Loop B:
04:55 to 05:00 @ 155 gpm = 775 gals > 857 gal.
Est'd void fraction @ 05:00 = 10% in Horizontal Pipe
05:00 to 05:07 @ 41 gpm = 236 gal.
Tota' Voiume Injected = 1011 gal. > (857+60); pipe is full
Loop A or C:
04:55 to 05:00 @ 155 gpm = 775 gal. > 459 gal.
> 459+60 gal.
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2/14/80 - SCE responded to the NRC request and informed the staff that the steam
generator feedwater spargers have been uncovered many times without SGWH; that
administrative controls are in place to reduce the frequency of uncovering the
spargers; that transient and accident analysis were not affected by these con-
trols; that the impact of automating the auxiliary feedwater system would be
evaluated; that visual inspections would be conducted if water hammers occur;
that there had been no loss of offsite power with the plant operating; and that
further evaluations of the potential for an appropriate corrective action for
water hammer would be performed.

4/15/80 - SCE confirms discussions with the NRC staff that the evaluation to be
performed by SCE of water hammer would not include SGWH, but would include the
development of forcing functions for classic water hammers, such as valve
closure and pump start.

4/22/80 - NRC forwards the safety evaluation report (SER) relating to the
potential for water hammer in plant feedwater lines and documents the SCE
commitment to evaluate further the potential magnitude of water hammers. The
SER concludes that the potential for SGWH is sufficiently low to permit con-
tinued plant operations. The basis for this conclusion is stated to be a review
of operating history and related operational and procedural characteristics of
the feedwater system which showed that although conditions conducive to SGWH
have been encountered, SGWH had not occurred.

10/16/80 - SCE informs NRC of plans to automate and upgrade the auxiliary
feedwater system in response to TMI lessons learned requirements. A discussion
of revised administrative controls to prevent SGWH were not included since they
were discussed in the correspondence of 2/14/80.

11/25/80 - SCE provided its promised evaluation of the effects of "classic" type
water hammers on feedwater piping in the plant. It concluded that classical
water hammer has no significant effect on piping stress and support loads and
that existing administrative controls are adequate.

3/6/81 - SCE provides an evaluation of the potential for SGWH with the
automated auxiliary feedwater system; indicates that uncovering the feedring
cannot be prevented; that flow limits are required because conditions conducive
to SGWH cannot be eliminated for the auxiliary feedwater system; that new flow
meters enabled improved administrative controls on flow rate; and, that auto-
mation of the auxiliary feedwater system with these controls does not increase
the probability of inducing SGWH.

3/82 - NRC issues NUREG-0918, which summarized thz resolution of the concern
for SGWH at operating pressurized water reactors. It stated, in part, that:

San Onofre 1 has short horizontal feedwater nipe (less than 3 feet)
leading to the SG inlet. SGs still use the "unmodified" feedring with
bottom-discharge holes. The auxiliary feedwater flow at the plant can
only be started manually: this allows the plant operator to feed the SGs
with heated main feedwater whenever possible.

The staff has accepted the present implementation at San Onofre 1.
However, this matter will be reexamined if any SGWHs occur at the plant in
the future.
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