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ABSTRACT

Discharge of the molten core debris from a pressurized
reactor vessel has been recognized as an important accident
scenario for pressurized water reactors. Recent high-
pressure melt streaming experiments conducted at Sandia
National Laboratories, designed to study cavity and contain-
ment events related to melt ejection, have resulted in two
important observations:

1. Expansion and breakup of the ejected molten jet.

2. significant aerosol generation during the ejection
process.

The expansion and breakup of the jet in the experiments are
attributed to rapid evolution of the pressurizing gas
(nitrogen or hydrogen) dissolved in the melt. It has been
concluded that aerosol particles may be formed by condensa-
tion of melt vapor and mechanical breakup of the melt and
that the extent of melt disruption influences tne aerosol
generation. It was also shown that the above stated
phenomena are likely to occur in reactor accidencs.

This repo:ct provides results from analytical and experimental
investigations on the behavior of a gas supersaturated moiten
jet expelled from a pressurized vessel. Aero-hydrodynamic
stability of liquid jets in gas, stream degassing of molten
metals, and gas bubble nucleation in molten metals are rele-
vant problems that are addressed in this work.

Models are developed for jet expansion, primary breakup of
the jet, and secondary fragmentation of melt droplets resul-
ting from violent effervescence of dissolved gas. The jet
expansion model is based on a general relation for bubble
growth, which includes both inertia-controlled and diffusion-
controlled growth phases. The jet expansion model is able
to predic. the jet void fraction, jet radius as a function
of axial distance from the pressure vessel, bubble size, and
bubble pressure. The number density of gas bubbles in the
melt, which is a basic parameter in the model, was determined
experimentally and 1is about 108/m3 of 1liquid. The pri-
mary breakup of the jet produces a spray of droplets, about
2 to 3 mm ir diameter.

Parametric calculations for a TMLB' reactor accident sequence
show that the corium jet is disrupted within a few initial
jet diameters from the reactor vessel and that the radius of
corium spray at the level of the reactor cavity floor is in
~he range of 0.8 to 2.6 m.

Three possible mechanisms of secondary fragmentation have

been investigated: acceleration induced fragmentatioan resul-
ting from gas expansion when gas bubbles burst, fragmentation

iii



due to droplet explosion, and fragmentation resulting from
collapse of gas-inflated melt droplets. Predicted fragment

sizes are in reasonably good agreement with experimental
data.

Calculations of aerosol generation s“ow that vaporization of

iron may produce significant amounts . aerosol during pres-
surized melt ejection.

The average size of particles produced during the breakup of
a corium jet is estimated using the concept of overall jet
breakup efficiency. The Sauter mean diameter (D3) and
mass mean diameter are in the 75- to 630-ym and 220- to
1400-um-size range, respectively, depending on initial con-
ditions. In accordance with experimental results, the par-

ticle size distribution is lognormal with geometric standard
deviation of <obout 3.5.
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1. INTRODUCTION

1.1 Background and Objective

In the event of certain postulated core meltdown accidents in
light water reactors, part of the reactor fuel, fuel clad-
ding, and internal structures will melt and slump into the
lower plenum of the reactor pressure vessel (RPV). This
material, if still molten, could be discharged from the RPV
as a high velocity jet if an in-core inetrumentation tube
penetration fails and if the primary system pressure is sig-
nificantly above containment pressure. Probabilistic Risk
pssessment studies have concluded that pressurized water
reactors (PWR) have a relatively high probability for a core
meltdown accident.

The in-vessel phenomena of a severe accident are currently
being studied through intensive research and computer model-
ing such as the MELPROG project..1 ln this study, we are
mainly interested in the final stage of the in-vessel acci-
dent progression, namely vessel failure and melt transport
from the RPV to the containment building. Cur attention is
limited to the PWR, which means that molten material, often
called corium, will be released from the reactor vessel to
the reactor cavity region.

The amount of melt, its composition, temperature, and content
of dissolved gases, as well as the primary system pressure
and temperature at the instant of vessel failure, are depen-
dent on the prior events of the accident. The detailed
analysis of the accident initiating events and various acci-
dent sequences is carried out in a probabilistic manner.
Well-known examples of such studies are the WASH-1400
report? and Zion Probabilistic Safety Study (2PSs).3

For our purpose, it is enough to note that in-vessel accident
progression and vessel failure can occur under various pres-
sures in the primary system, ranging between 0.1 MPa and full
system pressure, i.e., about 17 MPa.

If the accident is initiated Ly a large break of one of the
reactor cooling circuits, the primary system pressure will
rapidly decrease and eventually come to equilibrium with con-
tainment pressure. However, if the accident is initiated by
the small break or transient event, the primary system pres-
sure may be above that of containment at the time of vessel
melt through. How the accident is initiated needs to be
known to determine how the corium will be relocated from the
reactor vessel to the reactor cavity and the subsequent
cavity phenomena.

We can distinguish between two modes of corium transport in
this connection; so-called gravity drop when the primary
system pressure is equal to the containment pressure, and
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X-Ray Photograph of Njy-Driven Melt Jet Taken
After Start of Melt Ejection
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1. Aerosol generation

2. Concrete erosion in the cavity region

3. Molten fuel-coolant interactions

4. Removal of core debris from the cavity region
5, Direct containment heating

Aerosol generation

The implication of aerosol generation for accident pro-
gression and consequences is quite obvious and will not
be discussed here.

Concrete erosion in the cavity region

The concrete erosion refers to the thermal decomposition
caused by contact with high-temperature jet. According
to Reference 5, "the rate and extent of erosion in the
HIPS tests are important aspects of the ex-vessel debris
behavior. Concrete erosion may influence the develop-
ment and magnitude of the Kkey hydrodynamic processes
being studied in the tests." It was shown that the
rate of concrete erosion will be proportional to the
imposed heat flux, which in turn depends on stream
diameter, d, as d1/2,

Parametric study of Jjet expansion fot the TMLB'
sequence, presented in Section 2.7, shows that the diam-
eter of the fragmented jet at the level of the reactor
cavity floor may be 40 to 130 times the breach diameter.
In this case, the concrete erosion rate would probably
be reduced by several orders of magnitude.

Molten fuel-coolant interactions

A molten fuel-coolant interaction of an explosive
character, known as a steam or vapor explosion, is an
important issue in connection with postulated core melt-
down accidents.?:3.7 The ZPSS postulates that a steam
explosion will occur when the melt stream exits the
reactor pressure vessel, penetrates the water pool, and
contacts the cavity floor. The molten fuel-coolant
interaction may displace the water and a portion of the
debris from the cavity region.

It is possible to distinguish four phases of an effeac-
tive vapor explosion. They are:

1. Coarse premixing of fuel and coolant

2. Triggering
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An important and difficult issue is nucleation of gas bubbles
in a liquid metal. Nucleation theory and its application to
experimental and reactor accident situations are addressed
in Section 2.3.

The jet expansion model is developed in Section 2.4. Dynamic
of gas bubble growth in supersaturated liquid plays a major
tole in this model. An appropriate mode of gas bubble growth
is developed in Section 2.5.

Experimental results from relevant SPIT and JETA-B tests and
analyses using the jet expansion model are presented in
Section 2.6. Number density of gas bubbles in the molten
jet, which is a basic parameter, is determined.

In Section 2.7 parametric calculations for a high pressure
reactor accident scenario are presented.

section 3.1 presents three models of secondary fragmentation
of melt droplets. The models are (1) acceleration induced
fragmentation resulting from gas expansion, (2) fragmentation
due to droplet explosion, and (3) fragmentation resulting
from droplet inflation followed by collapse of the liquid
layer.

The size distribution of the debris collected from the JETA-B
teste is described and characterized in Section 3.2.

Aerosol genetation by condensation of iron vapor and film

fragmentation when gas bubbles burst is addressed in Section
3.3,

Section 3.4 shows how the mean diameter of corium particles
generated by jet fragmentation can be estimated from the con-
cept of overall efficiency of jet breakup process.

«lw




2. JET EXPANSION AND PRIMARY BREAKUP

2.1 Ligquid Jet Stability in Gas
2.1.1 Introduction

Results of SPIT and JETA-B tests indicate that effervescence
of dissolved gas is responsible for jet expansion and frag-
mentation. Before we will attempt to develop models of these
processes it is necessary, however, to investigate stability
of a high-velocity liquid jet in gas in order to compare
time-scales for jet breakup by the aero-hydrodynamic forces
and gas effervescence.

Stability and breakup of liquid jets have been the subject of
extensive experimental and theoretical studies due to the
importance of jet disintegration phenomena in technological
applications, such as atomizers, internal combustion engines,
and fire fighting equipment. Several literatute reviews have
been fublished on the subject, e.qg., schweitzerll and
Reitz. 12 Most recently Pilechl3 and Ginsbergld have
addressed the jet stability problem. In this section we will
restrict ourselves to brief investigation of jet breakup
length and size of the fragments produced by jet breakup.
Predictions for experiments and reactor accident are
presented.

2.1.2 Breakup Regimes

Jet breakup data are usually correlated with Weber Number
(We), Reynolds Number (Re) and Ohnesorge Number (On).

Weber number is the ratio of the inertia force to the force
of surface tension:

2
weaﬂg——g . (1)

Here p is the density of the jet or the flow field sur-
rounding the jet, V is the relative velocity between the gas
and the jet, D is the jer diameter, and o is the surface
tension.

The Weber number may be based on either the gas density, and
then is called ambient Weber number (Wegz), or on the jet
density, and then is called jet Weber number (Hej):

We = —2— (2)
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p.V'D
we | —1-0—— . (3)

Here a and ) refer to the ambient gas and jet, respectively.

The Reynolds number (Re), which is the ratio of the inertia
force to the friction force, is defined as

p.VD
Re, = i " (4)
i Uy

Here uj is the dynamic viscosity of the jet.

The Ohnesorge number (On), which expresses the viscous
effects is defined as

IR ' S
on = /2 L8}

?5°7)

The Weber number, Reynolds number, and Ohnesorge number are
related:

(we )}/

on = THe, (6)

Four breakup regimes are usually identified;l12.14 they are
schematically illustrated in Figure 4. The regimes ate:

1. Rayleigh Breakup

In this regime, first treated by Rayleigh,!® the
breakup is caused by the growth of an axisymmetric
disturbance due to capillary force. The effect of
ambient atmosphere is negligible. Jet velocity is
low and the size of the droplets is on the order of
jet diameter.

It is assumed that Rayleigh breakup occurs when
"Q‘ < 0.4.

The breakup length, i.e., coherent portion of the
jet, is given by

14-



JET BREAKUP LENGTH, L

Z 1/2 Sa 7
Z . c(wej .3 e, . (7)
or

iz)_ . cWet’? (143 On) (8)

where the constant C is approximately 12.

T I
|

|
RAYLEIGH WIND INDUCED ATOMIZATION
1iﬂAN8PJfUﬂDUL!NT WF
TION

JET VELOCITY, V

Figure 4. Schematic Description of Jet Breakup Regimes

s

Wind Induced Breakup (long wavelength waves)
Wind 1nduced Breakup (short wavelength waves)

These two regimes can be viewed as a transition
region between the Rayleigh and the Atomization
regimes. The action of ambient atmosphere becomes
more and more important for jet stability. Also

nozzle geometry and jet Reynolds Number play a role
in jet behavior.

-15-



It is assumed that the jet is in Regimes 2 and 3 if

0.4 < Weyz < 50-300

According to Reitzl? the transition between
Rayleigh and Wind Induced Breakup occurs when

Wey = 1.2 + 3.41 on0:9 | (9)

The breakup length in Regime 2 is not well defined.
In Regime 3, which is sometimes called Turbulent Jet
Regime, the breakup length is given by Grant and
Middleman:16

&, 8.91(We, . (10)

& )0.32

This formula seems to give reasonable results for
Wej; numbers of up to about 200.

No correlations for the size of fragmente generated
in Regimes 2 and 3 were found. The drop size seems
to be in the range from jet diameter to much smal-
ler, but still relatively coarse fragments.

Atomization Breakup

In this regime, a large number of =mall droplets are
formed and the disintegrated jet resembles 2 spray.
According to Levichl? the jet is broken up into a
few relatively large droplets which subsequently are
atomized in a cloud of small droplets by the dynamic
effect of surrounding medium. Most data and obser-
vations in Atomization Regime is for high-velocity,
small-diameter jets,

The criteria for transition Dbetween the Wind
Induced, Turbulent Regime, and Atomization Regime
ig not clear. As stated above, the reported ambient
Weber number is in the range %0 to 300, thus indi-
cating large uncertainty.

The intact length of the low viscosity (iig.. small

On number) jet was calculated by Levich and is
given by

ol



P
.z. :(-—l) . (11)

We observe that the breakup length is inZependent of
the jet velocity.

Levichl? also estimated the size of droplets sepa-
rated from the jet surface. The size is given by
the length of the unstable wave.

For short waves:

g & e (12)

For long waves!:
qa ~ 8D (1)

Droplets produced by primaty jet breakup may be sub-
ject to secondary breakup by the action of aero-
dynamic forces. The maximum stable fragment size in
this case was given by Pilch:18

, 13 -2
- , 2. K . 8.94(;9) ; (14)

where Dy is the initiul drop diameter.

It is necessary to emphasize that the above correlations and
data apply strictly speaking only to small diameter jets and
nozzles with large length-to-diameter (L/D) ratio so that
flow 1is turbulent. There 1is strong experimental evi-
dencel3.19 that jets emanating from orifice or nozzle with
small L/D ratio (<5) are much more stable.

2.1.3 Application to Experiments and Reactor Cases
The parameters pertinent to the experimental (SPIT and JETA-B

tests) and reactor conditions are listed in Tables 4 and 5
for three system pressures and in the reactor case also for

L o



Table 4

Jet Breakup Parameters Pertinent to
SPIT and JETA-B Experir 8

Ap Vv D L/D Re We We Oon
[MPa] [mls] _(m] _ B : .
1 23 0.0254 1 7.5x10° 5.2x104 13  3.0x10-4
7 60 0.0254 1 1.9x106  3.5x10° 91  3.0x10-4
1€ 91 0.0254 1 3.0x106 8.0x10° 210 3.0x10-4%
Table 5
Jet Breakup Parameters Pertinent to
Reactor Cases
Ap Al D L/D Re . We We Oon
[(MPa] [mls] [m] : ! 5
1 15.8 0.04 3.5 1.7x10% 1.6x10° 20 3.2x10-4
7 41.8 0.04 3.5 3.,3x10% 1.,1x10® 140 3.2x10-94
16 63.2 0.04 3.5 5,0x10% 2.6x106 320 3.2x10-%
1 15.8 0.40 0.35 1.7x107 1.6x10® 200 3.2x10-4
7 41.8 0.40 0.35 s.3x107 1,1x107 1400 3.2x10-4
16 63.2 0.40 0.35 5,0x107 2.6x107 3200 3.2x10-4

18-



two jet diameters. The smaller diameter (4 cm) corresponds
to the initial size of the reactor vessel breach at the time
of vessel meltthrough and the larger diameter (40 cm) corre-
sponds to the final breach size, enlarged by the ablation
process.

The following material properties data werc used:

Experiments: Fe/Al; O3 melt:

3843 kg/m3
1 N/m
3 x 10-3 Paes

p
o

Wouow

u

Reactor case: Corium (67.2 w/o UOz, 16.4 w/o Fe, 8.2 w/o
Zr, 8.2 w/0 2r03):

p = 8000 kg/m3
o = 0.5 N/m
U = 4 x 10-3 Paes

Tables 4 and 5 show that with exception of experimental jet
at 1 MPa pressure and reactor case jet at 1 MPa pressure and
D - 0.04 all jets are in the atomization regime according to
ambient Weber number criteria.

The breakup lengths calculated according to the Levich
formula are:

Experiments:

1/2
pa

thus L= Ti% W

62 .,

N

Breakup time is given by

Z
T eg (1%)

and we have
T ~ 17 ms - 65 ms

Reactor case:

-19-



thus Z ~3.6m - 36m
and for breakup time we get

T~ 57 ms - 2 8

The size of the fragments produced by various hydrodynamic
breakup processes is on the order of 1 to 20 mm (see Secticn
: B S0 I

2.1.4 Conclusions

Even if calculated breakup lengths and breakup times are only
estimates it is quite evident that jet breakup and fragmenta-
tion observed in SPIT and JETA B tests cannot be explained in
terms of aero-hydrodynamic jet theory. X-ray photographs of
melt jets of the SPIT 8, JETA-B2, and JETA-B3 tests clearly
show that jets uniformly expand and are disrupted in a few
milliseconde or within less than 10 jet diameters. These
times and distances are much smaller than those calculated
above and the difference would be even larger for jets ema-
nating from orifice or nozzle with small length-to-diameter
ratio, as in the experiments and reactor cases. Moreover,
experiments showl4 that the breakup length in the Atomiza-
tion Regime is greater by a factor of 3 to 16 than the
breakup length given by Equation 11.

2.2 Review of Relevant Literature

2.2.1 Introduction

The problem of breakup of gas-supersaturated liquid metal
stream has been studied, to some extent, in connection with
stream degassing of steel. Stream degassing is one of the
methods employed in the steel industry for removal of impuri-
ties dissolved in 1liquid steel, mainl& gaseous, such as
hydrogen, oxygen, and nitrogen,20.21.2 This particular
method belongs to a broad class of so-called vacuum degassing
processes?2:43 in which molten metal is exposed to a low
pressure in vacuum chamber.

The mechanism of removal is by transport of solute from a
liquid phase to a gas phase, and therefore the rate of the
process is, in general, a function of tutal interfacial area
and a driving force for the mass transfer, which is the dif-
ference between gas concentration in a liquid and gas space.
The most effective degassing is achieved when a significant
bubble nucleation takes place in the bulk of a liquid, in
that way increasing the gas-liquid surface and stirring the
welt.

-20-



In stream degassing a stream of steel is discharged into a
vacuum chamber. The behavior of the stream depends on a
nucleation rate and rate of gas bubble growth. These, in
turn, are functions c¢f vacuum chamber pressure, gas 3super-
saturation, and nozzle design. To obtain effective degassing
it is necessary that the stream of molten metal breaks up
into a spray of droplets, because the main part of degassing
takes place from the droplets. Sometimes the evolution of
dissolved gases is so vigorous that the molten stream is
disrupted in an explosive manner.

2.2.2 Stream Degassing of Steel

.
As mentioned above, transport of gas from 1liquid to gas
phase across the interface is one of the factors which con-
trols the rate of the gas removal. The k.netic aspects of
the process are reviewed and discussed by Bradshaw
Bradshaw and Richardson,2® Bogdandy2® and Winkler.
The role of irterfacial _phenomena in this connection is
discussed by Richardson.“ According tc¢ Bradshaw, three
steps can be distinguished in the transfer of gas from one
phase to another, nameiy:

1. Transfer of the species to the interface from the
bulk of the liquid

2. Transfer across the interface

3. Transfer from tne interface Lo the bulk gas
S.ep 2 can be subdivided into:

a. Rdsorption at the interfuce

b. Reaction at the interface

c¢. Desorption from the interface
The rate of mass transfer can be controlled by one or more of
these steps and the problem is very complex. For example, as

discussed by Richardson, 28 nonreacting surface active
solutes may significantly affect interfacial phenomena under

certain circumstances. Rosner and Epsteinz consider the
effect of chemical kinetics on the growth of nitrogen bubble
in 1liquid 1iron. Robertson and Ggunleye3° concluded in

their study of stream degassing of molten iron that chemical
kKinetics was a controlling factor in the growth of nitrogen

bubbles. The systematic investigation of what influence
interfacial phenomena may have on the dynamics of bubble
growth i~ peyond the scope of the current work. Ssuch an

investigation would probably be difficult considering that
experimental data for 1liquid metals seem to be sparse and
the involved mechaniams are not fully understood.
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However, according to Szekely and Themelis3l the diffusion
in the liquid is a rate-controlling factor in many bubble-
liquid systems of 1interest to metallurgists, Moreover,
according to Bradshaw,?4 the major resistance in the
removal of hydrogen from steel lies in the liquid phase.

Next, we shall account for the observations and results [rom
stream degassing of liquid metals.

According to Belk22 the 1liquid metal breaks up during
stream degassing into a stream of droplets, thus giving a
very effective degassing. The stream expands due to the gas
evolution and breaks up into droplets with diameters between
10 and 10-3 mm.

Sharp?0 discusses removal of hydrogen and oxygen from drop-
lets. No information is given regarding the mechanism of
droplet formation, which probably occurs mainly just outside
the nozzle., High-speed photography reveals that the bubtles
form within the droplets and that very small liquid droplets
are produced when these bubbles collapse. According to the
author, the bubble collapses due to the cooling of the steel
film. The bubble si1ze 1is primarily controlled by the type
of nozzle, the pressure in the chamber, and the surface ten-
sion of the steel. It is reported that "stream degassing
offers an extremely rapid method of hydrogen removal."

An experimental study of stream breakup of molten steel and
silver containing dissolved oxygen hées been performed by
Warrer.32 The author also propocsed a kinetic model for
the primary mechanism c¢f the stream breakup. Experinents
with molten steel were carried out 1initially witn the
nitrogen-melted charge and no breakup of the jet was
observed. In subsequent experiments, the gas content of the
melt was increased by bubbling a CO/CO, gas mixture through
the melt and explosive disintegration of the steel jet was
observed. Because of difficulties in handling molten steel,
the steel was replaced by silver.

Some relevant observations made by Warner during his experi-
ments are:

1. Jet disintegration was greater when more gas Wwas
dissolved in the melt, as expected.

2. The extent of breakup of oxygen-saturated silver (at
1 atm and 1100°C) is larger when discharged through
a parallel-cided orifice compared with discharge
through a sharp-edged orifice.
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3, Maximum jet disintegration did not occur &% the
highest vacuum,

4. After the main stream disintegrated, secondary
explosions were observed.

The author has discussed the possible mechanisms for bubble
nucleation and growth. Homogeneous nucleation was ruled out
because of low equilibrium pressure of CO. Then Warner con-
sidered four different possible initial sites of bubble
growth. It was concluded that the initial sites for bubble
growth in the main stream are small bubbles at vacuum chamber
pressure entrained in the nozzle.

In concluding the review of Warner's atrticle, we would like
to note that in the introduction to his article the author
emphasizes that according to practical observation made dur-
ing stream degassing of steel, the molten metal is erupting
violently as it enters wveécuum chamber due to the rapid evolu-
tion of gas bubbles.

Olsson and Turkdogan?l have investigated the expansion and
breakup of streams of oil, mrercury, and 1liquid steel by
injection of argon gas bubbles into the liquid stream before
it passes through a nozzle. Very fine sprays were produced
due to the rapid expansion of these bubbles in the low pres-
sure chamber. The authors have analyzed the mechanism of
stream breakup by expansion of entrained argon bubbles.
Based on the stream velocity, the angle of spread of the
spray, and estimated (from photographs) droplet size, the
bubble pressure before bursting was calculated.

The authors concluded that, according to what is generally
believed, the breakup of the steel stream during degassing
is a result of @evolution and expansion of dissolved gases.
1t was also stated that the bubble nucleation in the free
stream is not likely due to the high surface tension of mol-
ten steel and that the gas bubbles must be present in the
stream as it leaves the nozzle.

The experimental and theoretical study of flow conditions
during the degassing process have been performed by
Mizoguchi, Robertson, and Bradshaw.33 The authors have
studied the behavior of molten silver streams saturated with
oxygen at 0.2 and 1 atm, or degassed, and discharged into a
tank at pressures between 500 and 2 mm Hg absolute through

4.7 and 2.38 mm nozzles. The streams of silver saturated
with 1 atm oxygen behaved differently depending on pressure
in the tank. At high pressure the stream behaved like
degassed silver, i.e., no expansion, contraction, or breakup
was obsacved. AL a lower pressure the stream had a foamy
appearance. When tank pressure was further decreased the

stream diameter Jjust outside the nozzle was appreciably
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greater than the nozzle diameter, and at the very low pres-
sure (10 Torr) the stream was completely disrupted.

These observations were interpreted in terms of the homo-
geneous, two-phase compressible flow in the bubbly regime and
it was postulated that gas bubbles probably nucleated on the
nozzle walls. Beluw certain tank pressures no increase in
mass flux was observed when backpressure was reduced, i.e.,
critical conditions at the nozzle exit were reached (choked
flow). The critical exit nozzle pressure and void fraction
were calculated ac~ording to the theory of compressible two-
phase flow. The theoretical predictions are reported to
agree with experimental observations. It should be pointed
out that the authors have not discussed the postulated bubble
nucleation mechanism.

Mizoguchi, Robertson, and Bradshaw34.35 have continued
their study of behavior of oxygen supersaturated molten
silver under stream degassing conditions. In Reference 34,

the measurements of pressure at the nozzle exit for the
choked two-phase flow, described 1in Reference 33, are
reported. The authors have ensured that the previous
observations were confirmed by pressure measurements, i.e.,
that the pressures at the nozzle exit were much higher than
that of downstream in the tank and agreed with theoretical
prediction.

In Reference 35, the authors have analyzed the bubble growth
outside the nozzle for the same experiments as reported in
References 33 and 34. A simple jet expansion model was pro-
posed based on the two basic assumptions that bubble growth
is diffusion controlled and that bubble nucleation occurs in
the nozzle at a constant rate. Comparing the observed stream
expansion with model predictions, the authors were able to
confirm both mentioned assumptions and also calculate the
nucleation rate. The rate of nucleation was on the order of
3000 bubbles per second (corresponding to about 108 bubbles
per m3 of liquid).

The calculated nucleation rate was higher at the lower super-
saturation (i.e., for experiments at higher tank pressure),
which is contrary to what one would intuitively expect. The
authors were not able to explain this fact, but speculated
that the bubble growth constant, on which calculations were
based, could be affected by bubble interaction and that this
interaction was more 1likely to occur at the 1lower tank
pressure.

The inertial effect on bubble growth was found to be small in
these experiments 2 cm from the nozzle exit. However, it was
pointed out that inertial forces could contribute to growth
retardation in the earlier stages of growth.
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Robertson and Ogunleye3© have investigated the behavior of
molten iron saturated at 1 atm pressure with nitrogen, hydro-
gen, and carbon monoxide and discharged into a vacuum chamber
through various nozzles with different L/D ratios and surface

roughnesses. The nozzles were 2 mm in diameter and 2 to
10 mm long. The streams were observed using high-speed
photography.

The nitrogen-saturated streams exhibited 1little breakup,
contrary to hydrogen- and CO-saturated streams, which were
vigorously disrupted. As in Reference 35, it was postulated
that the bubbles were nucleated on the nozzle wall and the
stream was interproted in terms of two-phase bubble flow in
the nozzle.

The extent of stream breakup has altered with nozzle type.
For short-smooth nozzles little or no stream breakup was
observed for nitrogen and hydrogen-saturated streams. The
situation was much different for 1long-rough nozzles where
there was extensive breakup of hydrogen-saturated streams
but mainly "Rayleigh-type" breakup (due to capillary forces)
of nitrogen-saturated streams.

It is interesting to note that when jet breakup was vigorous
the fragmentation was extensive, since about 60 percent of
the charge was found in the form of powder. It was concluded
that growth of the nitrogen bubbles was controlled by chemi-
cal kinetics and that 1inertial effects were important.
Growth of the hydrogen bubbles was very rapid with a life-
time of about 1 msec. The fragmentation of the hydrogen-
saturated jet was very extensive in the rough nozzle; up to
80 percent of the discharged material was collected as a
powder with 50 percent passing 250 um. Finally, the
authors reported that surface tension forces were important
in the case of nitrogen bubbles.

In the opinion of the present author, it is not clearly and
convincingly explained how important are the inertial and
surface tension forces and also their connection with the
growth controlled by chemical kinetics.

A short discussion concerning the hypothesized bubble nucle-
ation on the nozzle wall is given by Ogunleye.3® The
author, after short presentation of work reported in Refer-
ence 30, is asking why nitrogen-saturated iron streams did
not break up even in long-rough nozzles and at the very low
tank pressure, especially considering that nitrogen has a
more pronounced effect in lowering the gsurface tension ot
molten iron. It is suggested that heterogeneous nucleation
at gas-filled crevices on the nozzle wall is easier in the
hydrogen case due to its significantly higher diffusivity,
(150 x 10-5 cm?/s for hydrogen and 6 to 8 x 1079 cmé/s) for
nitrogen.
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ogunleye3® also reports that experiments with Fe-N-S8 anu
Fe-C-0, i.e., with surface active species that reduce sur-
face tension, have not necessarily resulted in vigorous
stream breakup.

2.2.2 Summary

We can summarize the insights gained from literature review
as follows.

1. There is very convincing industrial and experimental
evidence that a gas supersaturated stream of molten
iron can be disintegrated by the rapid evolution and
expansion of the dissovlved gas.

2. The gas evolution occurs in two steps; nucleation of
gas bubbles and their subsequent growth.

3. Breakup of the hydrogen supersaturated stream can be
very vigorous and even of tho explosive character.
Breakup of the nitrogen-supersaturated stream is
less vigorous.

4. 1In cases where breakup of the hydrogen
supersaturated stream is vigorous, more than 50 per-
cent of the metal charge undergoes fragmentation to
a sub-mm size.

5. After disintegration of the main stream, secondary
fragmentation of liquid particles is possible.

6. Nucleation of gas bubbles in the free stream is
unlikely and is hypothesized to occur at the cavi-
ties on the nozzle wall.

7. Less pronounced breakup ¢f "nitrogen streams" com-
pared to "hydrogen streams" can be due to lower dif-
fusivity of nitrogen.

8. Growth of hydrogen bubbles in molten iron is mainly
limited by gas transport in the 1liquid phase,
whereas growth of nitrogen bubbles may be limited
ty interface kinetics.

9. Nozzle shape may be important to stream behavior.

10. Addition of surface tension-lowering elements to
the molten iron seems to have no effect on the
extent of stream breakup.

Statements from six to ten can be subject for discussion.
The nucleation of gas bubbles in a supersaturated liquid
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metal is not well understood. For example, what 1is the
mechanism for the secondary fragmentation? If it is attri-
buted to the bursting of gas bubbles then the possibility of
spontaneous nucleation (i.e., due to spontaneous density
fluctuations) within liquid droplets is implicitly assumed,
contrary to the “"general belief" that spontapeous nucleation
in the main stream is not possibie.

The likely mechanism of the preferential nucleation at the
cavities on the nozzle wall has not been investigated tou the
knowledge oi this author. This will be discussed in the next
chapter. Finally, the role of chemical kinetics in growth
of nitrogen bubble is not clear.

2.3 Nucleation of Gas Bubble in LLiguid Metals

2.3.1 Introduction

Nucleation, defined as a process in which a stable phase 1is
formed frcm a preexistiqg metastable phase, can be classi-
fied, following Bankoff,37 as follows:

1. Spontaneous nucleation
2. Preferential nucleation

Spontaneous nucleation is due to statistical density fluctu-
ations and can be homogeneous ot heterogeneous. Nucleation
is homogeneous if it occurs spontaneously in the bulk phase
and hetecrogeneous if it occurs spontaneously at the interface
with a second phase, such as a solid wall, inclusions, or
liquid- liquid interface. Preferential nucleation refers to
a condition when a stable nucleation embryo already exists
in the form of, for example, microscopic gas bubbles.

Nucleation in liquids has been extensively studied because
of its importance for boiling and cavitation processes.
Recently, the nucleation theory has found an important appli-
cation in liquid- 1iquid systems in connection with investiga-
tion of vapot explosions.38 Bankoff37 and Skripov3? have
reviewed theory, its applications, and experimental confirma-
tion. The agreement between theoretical predictions and
experimental observations for organic liquids is reported to
be excellent, Agreement for water is nol very good, which
is due to some local pseudocrystallinity.3

The nucleation theory, in its "classical" shape, has been
used in investigation of gas bubble nucleation in super-
gaturated 1liquid metals. Agrecement between theory and

observation is, however, poor.
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It was mentioned in Section 2.2 that homogeneous nucleation
of gas bubbles in the free, supersaturated stream of liquid
iron 1is considered practically impossibie due to the high
surface tension of iron. Supersaturaticns corresponding to
equilibrium gas partial pressure on the order of 40,000 atm
would be required. On the other ha'd, according to
Richardson,40 it appears to be possible to obtain
nucleation of gases in liquid metals under conditions that
seem to preclude heterogeneous nucleation, with gas super-
saturations in the range of 20 to 100 atm,

Results of nucleation theory applied to nucleation of gas
bubbles in molten iron are presented next.

2.3.2 Homogeneous Nucleation
The following considerations are based on presentations by
Hirth and Pound4l and Skripov.39 Nucleation theory was
developed by Volmer, Becker, Déring, Zel'dovich, and
others. A review and applications of the theory relevant to
our problem may be found in References 42 through 45.
The frequency of spontaneous nucleation of bubbles per unit
volume of superheated liquid is given by

J = ZoA*n* , (16)
where Z is the Zel'dovich nonequilibrium factor,

Z = (W*/3nkTi*2)l/2 | (17)
Here w is the rate by which the critical embryo (nucleus)
gains a single molecule per unit area.
This rate is obtained from kinetic gas theory assuming the
Maxwell-Boltzman velocity distribution:

@ = P*/(2mmkT)/2 | (18)

In Equation (16) A* is the area of the nucleus,

A* = 4nr*2 (19)
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and n* s the number density of «critical bubbles at
metastable equilibrium,

n* = n, exp(-W*/kT) . (20)

where no, 1is the molecular dcensity of the liquid. In
Equation (17) i* is the number of molecules in the critical
bubble:

-
*
i
w [
2
Lt

(21)

O

Here Qg 1is the molecular volume of the gas in the
bubble. Assuming perfect-gas behavior we have

KT
Q .
P .
LR
thus
4 3 3
'1* - -5-“-7'* F% ’ (22)

where k is Boltzmann's constant.

In above expressions, W* is the work required (in an iso-
thermal, reversible process) to form a spherical nucleus,
i.e., a critical bubble, within a large homogenecus mass of
mother phase. This work was calculated by Gibbs%® and
interpreted by him as a measure of phase stability.

The work of formation of a spherical bubble at constant
temperature and pressure is

R Iy -
W = 4ﬂ[2 o + %vra(Pf Pg) ¥ \uq uf)Mq " (23)

where r is the radius of the bubble, o 1is the surface
tension, P is the pressure, u is the chemical potential,
and M is the mass of the gas in the bubble. Subscripts f
and ¢ refer to liquid and guas phase, respectively.
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The first term in this expression is the work of forming a
surface, the second term 1is pV work and the last term
represents the change of free energy when bubble is formed.

The work W has & maximum, W*, at rt* and Pj. The
bubble, which is now a critical embryo, is then in mechan-

ical and chemical equilibrium with surrounding liquid and we
have

PLis By (24)

and
ug(Pq.T) = ug(Pg,T) . (25)

Thus, combining Equations (23), (24), and (25), we get

W e —— . 3 (26)

Ceanbining Equations (16), (17), (18), (19), (20), (21), (22)
and (26) we obtain

Zg) —l6m0 -
J = (nm n_ exp - = 4 a (e’ )

The mean waiting time, t, for the critical bubble to appear
in a volume V is

t = (28)

1
Jv ¢

When Equation (27) 1is wused in connection with nucleation
procass in gas-supersaturated liquid, then ngy is a
molecular concentraticn of solute. Inspection of Eguation
(27) reveals that surface tension has a strong effect on J,
but m and ny, are relatively unimportant.
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The supersaturation necessary to nucleate a gas bubble in a
given liquid volume can be calculated from Equation (27).
At the critical supersaturation the rate of homogeneous
nucleation will change rapidly from a very small to a very
high wvalue. According to Lothe and Pound47 the critical
supersaturation can be defined to be that at which the
logarithm of the nucleation rate equals zero, i.e., J = 1.

Let us consider nucleation of the nitrogen bubble in liquid
iron. The estimated nitrogen c¢oncentration in iron for
conditions of the SPIT-8 test is 26 kgN/m3Fe, which corre-
sponds to the nitrogen equilibrium pressure of 7.5 MPa at
2800 K. From Equation (27) we have

2 16wo3
(P -Pf) a - 3 :
g 3KT 1n SR (29)
n_(2o/mm)
(o]
The following data have been used:
Nneg = 1.12 x 1027 atoms N/m3Fe
o = 1.2 N/m
m = - 28 5 = 4:65 X 10728 kg
6.02 x 10

k = 1.38 x 10-23 gk-1

T = 2800 K

J = 1 m3sg-1
We obtain

[Pa~Pf 2]: 8.21 x 1018 NZ2/pd
and

Pg-Pg = 2.86 x 107 N/m? = 2.86 x 103 MpPa
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Thus the supersaturation corresponding to the partial
equilibrium pressure of nitrogen on the order of
3 x 103 MPa would be required to achieve any substantial
nucleation rate.

The result would be essentially the same if J or ny were
increased by a factor of 10. Similar results were obtained
by Bradshawé4 for the case of hydrogen bubble nucleation
in liquid steel and by Levined8 for the case of nucleation
of gas bubbles in the licvid Zr-O-N system.

For the reactor case with hydrogen concentration in iron of
2.25 kgH/m3Fe, corresponding to the hydrogen equilibrium
pressure of 6.4 MPa at 2500 K, we would obtaip
Pg - Pg = 3 x 103 MPa.

1f we were to calculate J for Ph = 7.5 MPa then nucleation
rate would be essentially zero and the waiting time, accord-

ing to Equation (28), infinite. As mentioned earlier, it
seems possible to nucleate gas bubbles in liquid metals with
gas supersaturations in the range of 2 to 10 MPa. It has

been speculated?0 that classical theory of homogeneous
nucleation is not applicable for 1liquids with very high
surface tension, like liquid metals, or for solutions.

The only serious attempt known to this author aimed at
explanation of homosgeneous nucleation in 1liquid metals is
due to Levine.48.49,50 pevine has analyzed the mechanism
of bubble formation in Zr-O-N and Fe-C-O melts and the study
was initiated by observation of explosion and sac formation
in Zr-O0-N systems.®) The reversible work of formation of
critical bubble was modified by including the electrostatic
terms involved in forming a layer of chemisorbed oxygen
ions. In consequence, the barrier to the phase change may
be greatly reduced due to the electrostatic expansion pres-
gsure caused by the chemisorbed layer. According to Levine
the maximum change in Helmholtz free energy AF* (which
corresponds to W*) is

3
afe o —AMIE— g (30)
3(? —p)
£
where
¥ =1 - 3 (0g/0)% 4 2(0g/0)3 (31)

and o, is the electrostatic energy density of tue inter-

face regicn. Thus, if o0o/0 = 1 then ¥ and A4F* =
0. Levine has analyzed bubble formation in Fe-C-O systems
3=




and concluded that critical bubble nucleation conditions are
determined almost entirely by the oxygen content of the
melt. Critical concentration of oxygen was found to be in
the 0.001 to 0.003 w/o rance at 1823 K, i.e., for these
values 05/0 » 1 and ¥V » 0.

The oxygen concentration in thermite melts and in corium is
certainly higher than 0.001 w/o. Hence, Levine's modified
theory of homogeneous nucleation would permit bubble nucle-
ation in the free molten stream even in the abeence of
active nucleation sites.

The surface tension of 1liquid iron and steel is signifi-
cantly reduced by additions of oxygen and sulfur, which are
highly surface-active _elements in iron. According to
Swisher and Turkdogan.52 addition of 0.1 weight percent
oxygen lowers the surface tension of iron at its melting
point (1537°C) from 1.8 N/m to 1.0 N/m. The surface tension
decreases also with 1increasing temperature. According to
Allen,53 the temperature coefficient of the surface ten-
gsion of iron at its melting point is -4.9 Xx 10-4 + 2.5 x
10-4 N/meK. Assuming that the surface tension of iron
contaminated with oxygen is 1 N/m at its mwmelting point, we
obtain the following equation:

o =1.76 - 4.9 x 10-4(T-273) ., (32)

where T is the temperature in degree Kelvin. The similar
approach to account for temperature effects was used by
Ostensen, et al,>4

Nikolopoulos and ondracek>5 investigated interfacial
energies between uranium dioxide and 1liquid metals. The

following formula for the surface tension of molten stain-
less steel was extracted from this reference:

o = 1,19 - 0.57 x 10~-3(T-1690) . (33)
It should be emphasized that the above formulas are only
approximations.
If we use Equation (32) for the experimental and reactor
cenditions, we obtain:

Experiment: T = 2800 K, 0 = 0.52 N/m

Reactor Case: T = 2500 K, 0 = 0.66 N/m
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The critical supersaturation for these values of surface
tension is:

Experiment: Pg - P = 7.7 x 102 MPa
Reactor Case: Pg - Pg = 1.2 x 103 MPa

Hence the critical supersaturation is reduced by a factor of
4 for the SPIT case and by & factor of 2.5 for the reactor
case. However, the supersaturation required to achieve any
substantial nucleation rate is still very high. If surface
tension of 1liquid iron is reduced to 0.1 N/m, a critical
supersaturation of about 70 MPa is obtained. Even if sub-
stantial uncertainty exists regarding temperature dependence
of surface tension, its reduction below 0.1 N/m seems un-
likely. However, the surface tension decrease with
increasing temperature may allow for spontaneous hetero-
geneous bubble nucleation, because the work of critical
bubble formation is substantially reduced in this case in
comparison with spontaneous nucleation in a bulk phase.

2.3.3 Heterogeneous Nucleation

Heterogeneous nucleation in melts at a flat 1liquid-solid
interface has been analyzed by Bradshaw.?4 Kaplan and
Philbrook56 have studied nucleation at liquid-liquid
interface. In this case the wetting conditions, i.e., the
contact angle between Bhases, is of crucial importance.
According to Bradshaw,% the nucleation rate at flat
liquid-solid interface is

g /e 16nu3
— 20
el (nm(Z-cose)) Ny S%8 § - xT (6 p ) 2 £(6) . (34)
(Pg~Pe)
where
2
£(0) = Lg-cosezh(l+cosel (35)

Here 6 1is the ccntact angle and ng 1is the number of
molecules adsorbed on the surface, Figure &5 shows the
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Figure 5. Heterogeneous Nucleation of Hydrogen in Steel on
a Flat Substrate. Excess pressure in bubble
versus contact angle.?4

relationship bhetween critical supersaturation and contact
angle for the case of hydrogen bubble nucleation in liquid
steel.

Figure 5 shows that in order to significantly reduce the
critical supersaturation the contact angle corresponding to
almost complete nonwetting is required. The situation is
similar for other gases and other metals. The contact angles
on the order of 160° have been reported for Al;03 and
pure iron systems with low content of sulfur and oxygen.
For steel on silica or alumina refractories the reported
contact angle is in the 100° to 150° range.

Kaplan and Philbrook®® have calculated the rate of
homogeneous and heterogeneous nucleation of CO bubbles
within the levitated Fe drop at tecmperatures of 1900 and

2200 K. Heterogeneous nucleation was calculated at iron-
iron oxide interface. The rate of homogeneous nucleation
was found to be essentially zero. Although the critical

work of CO bubble formation at the 1liquid-liquid interface
was reduced, the nucleation rate was essentially zero even
in this case.
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2.3.4 Preferential Nucleation

Preferential nucleation from gas or vapor filled surface
cavities controls the incipient boiling superheat and
therefore 1is of large importance in studies of pool and

forced convection nucleate boiling. The parameter of
greatest interest in this connection is the number of active
nucleation sites. The surface condition, for example,

number and shape of cavities or cracks, surface wetability
by liquid, 1liquid properties, and flow hydrodynamics, are
controlling factors which have been investigated by many.
In principle the mechanism of preferential nucleation in the
case of gas-supersaturated liquid is ideatical to nucleation
from superheated liquid.

In the reactor case, there is a possibility of preferential
bubble nucleation in the melt at the sites created by vy, B
and perhaps also a radiation due to the local energy depo-
sition. This nucleation mechanism 1is operative in solid
fuel due to the local energy deposition by fiusion products.

Bradshaw?4 and Richardson40 have discussed the nucle-
ation of gas bubbles in molten metals at gas-filled
cavities. It was shown that a cavity of 10-3 cm radius in
contact with molten steel (o = 1 N/m) and for a contact
angle less than 90° could be an active nucleation site if
the supersaturation pressure exceeded 2 atm. Under the same
conditions but for a larger contact angle, the required
supersaturation would be reduced. The required cavity
radius will also decrease with increasing supersaturation.

Bradshaw?? has also briefly discussed the possibility of
bubble formation at the cavities in suspended solids. The
size of suspended particle will depend on the minimum
required cavity size. which in turn is a function of contact
angle and gas supersaturation. However, nucleation experi-
ments with water show that suspended solid particles are
completely wetted in pressurized system, Thus, it appears
unlikely that preferential nucleation on suspended solid
particles could play a role in experiments and reactor
accident.

2.3.5 Discussion and Conclusions

The mechanism of gas bubble nucleation in supersaturated
molten metals is obviously not well understood. This
applies particularly to the case of spontaneous nucleation.
This author 1s not aware of any study of bubble nucleation
at surface cavities for the flowing, gas supersaturated
molten metal. Considering these facts, the gquantitative
analysis of bubble nucleation in the free jet of super-
saturated molten metal would be very difficult, it at all
possible. Such an analysis could be a subject for separate
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study and ie beyond the scope of the present work. We would
like to discuss, however, in qualitative manner some aspects
of bubble formation in connecticn with stream degassing and
experiments and reactor accidents.

There is some experimental evidence, as discussed earlier,
that shape and surface conditions of the discharging nozzle
affect the breakup of gas-supersaturated jets. Similar
observations have been made for jets of superheated
liquids.>%7 However, Fedoseev®8 has reported that the
extent to which the superheated water jet is disintegrated
is only a function of nozzle diameter, not the shape. Some
researchers postulate that bubble nucleation occurs on the
nozzle wall and that these bubbles ultimately shatter the
jet. A question which one can ask is what happens tc these
bubbles after they have detached from the nozzle wall. When
the flow is turbulent, the bubbles may be transgorted toward
the jet centrum because of the turbulent diffusion. 1If the
flow is laminar, the bubbles should be found in the boundary
region near the Jjet surface, and one would expect the
nerosion" of only the outer layer of the jet, if there is no
nucleation in the bulk cf the stream.

In all experimental studies on jet disruption known to this
author, the nozzle diameter was very small, normally in the
range of tenths of millimeters to a few millimeters. Under
guch circumstances, only a few gas bubbles can disrupt the
jet. The situation is quite different in SPIT and JETA-B

tests and in reactor accident eituations. The initial jet
diameter in the tests is 2.5 ¢m and in the reactor case,
4 cm. In the latter case the jet diameter will increase

substantially due to the ablation process. Thus, if bubble
nucleation on the nozzle wall is postulated then the turbu-
lent diffusion of microbubbles towards jet centrum is
required.

Ablation of the nozzle wall, also observed in some tests, is
an important consideration since gas-filled cavities on the
nozzle wal), which can act as nucleation sites, will be
quickly destroyed.

X-ray photographs of SPIT-8, JETA-B2 and JETA-B3 jets (see
Figures 3, 6, and 7) show that void is more or less uniform
throughout the jet close to the orifice. This observation,
ablation of the nozzle wall, and the fact that nozzle flow
in tests and reactor case is most likely not turbulent (L/D
~1) contradicts the hypothesis that jet disruption 1is
caused by gas bubbles that are formed on the nozzle wall.
However, regardless of what is the mechanism of bubble
nucleation it appears that the nozzle geomecry is an impor-
tant factor since it determines the flow conditions inside
and outside the nozzle.
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Figure 7.

Flash X-Ray Photograph of H-Driven Jet of the JETA-B3 Test
Taken 15 ms After Start of Melt Ejection. The jet length is
30 cm and the distance from the top edge of the photograph to
the melt generator exit is 8 cm.



From above considerations we conclude that the possibility
of spontaneous nucleation in the bulk of the melt stream
cannot be disregarded. As stated eerlier, the theory of
Levine explains spontaneous nucleation in 1liquid metals.
Another possible explanation, relevant to jet flow, was
advanced by Kaskiwa and Mjolsness.®? Based on analysis of
some experimental data for flashing water jets, they proposed
that strong flow acceleration, caused by the sudden depres-
surization, may lower the superheat required for spontanecus
nucleation. As a result of flow acceleration, the relative
motion between microbubbles and the liquid is induced which
may cause normally stable bubbles to become unstable, thus
lowering the required superheat, or supersaturation.

As mentioned earlier, experimental observations clearly
indicate that gas bubbles are formed in the nozzle or just
outside it. Therefore, 1t 1is interesting to compare the
characteristic nucleation time with time it takes for the
flow to pass through the nozzle. The characteristic time of
spontaneous homogeneous nucleation in case of bubble nucle-
ation due to diffusion of dissolved gas was obtained by
Hijikata, Mori and Nagatani.®0 It is

2
nC

QWNDRC

(36)

where n, is the number of molecules in the critical bubble,
Re is the critical bubble radius, N is the number of mole-
cules per unit volume of the dissolved gas and D is the
coefficient of diffusivity.

For SPIT, JETA-B, and reactor accident conditions the order
of magnitude of the characteristic nucleation time obtained

from the above expression is about 10-3 s. The time it
takes the flow to pass through the nozzle is on the order of
10-3 to 10-4 s, Hence the spontanecous homogeneous nucle-

ation would take place either inside the nozzle or within a
short (< 10 em) distance from the nozzle exit. This result
is in agreement with observations.

We conclude finally, that we are not able to calculate che
rate of bubble formation in experiments and reactor accident
gituscions. Therefore, the number density of gas bubbles in
the molten jet will be treated as a parameter in the model
and determined experimentally.

2.4 Jet Expansion and Primary Breakup

2.4.1 Introduction

our objective is to develop a model of jet expansion and
primary breakup as a result of effervescence of dissolved
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gas. In particular, we want to be able to predict the jet
gpread angle, the jet void fraction, size of the gas
bubbles, and the bubble pressure as a function of time.
This information is needed for comparison with experiments
and fragmentation calculations.

A general description of jet behavior wused in this work,
along with all relevant variables, is shown in Figure 8.
The molten jet in an experiment or reactor accident is
characterized by temperature, p average density, P,
composition, xj, equilibrium concentration of dissolved
gas, Co,, and velocity, Vj. For reasons given in
Sections 2.6 and 2.7, we consider only one gas, nitrogen or
hydrogen, dissolved in the iron component of the melt.

secondary fragmentation of melt droplets, indicated in
Figure 8, is studied in Section 5 of this report.

In Section 2.4.2 a model of jet expansion is developed.
2.4.2 Jet Expansion Model

A schematic of a jet expansion model is shown in Figure 9.
The following assumptions are made and additional assump-
tions will be introduced in the course of the presentation.

1. N gas bubbles per m3 of 1liquid are formed at the
gsame time. The bubbles have uniform size and are
uniformly distributed in space.

These assumptions are often made in studies of
nonequilibrium vapor generation in flashing flows.
In reality there will be a distribution of bubble
sizes and the bubbles will nucleate in a flow zone
of finite dimensions. Leslie®l investigated the
effect of initial bubble radius on the growth ex-
pression for a vapor bubble growing in a super-
heated liquid. The growth was diffusion controlled.
He found that the bubble radius becomes independent
of initial radius when the bubble has grown to a
few times its initial radius.

According to Saha et al.,®2 the nucleation zone
is short and the contribution of the bubbles nucle-
ated downstream of this zone can be neglected.

2. The assumption of spherical bubbles is quite
accurate for small bubbles because of the surface
tension forces and is a reasonable approximation
for larger bubbles in the free jet. Bubble inter-
action and turbulent motion in the jet will cause
departure from sphericity, but these effects are
neglected.
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3. Bubble <coalescence or bubble/bubble 1interactions
are not accounted for.

4. Constant liquid properties are not assumed.

&, The jet velocity is assumed constant in the axial
direction.

6. One-dimensional axial flow is assumed. The impor-
tance of changes in radial direction should be
investigated and included in the more detailed
model. For example, it is now assumed that the
pressure across the jet is uniform and accordingly
the void fraction is not a function of radius.

7. Steady-state, or at least quasi-steady conditione
are assumed. We consider the jet to be a homo-
geneous, bubbly, two-phase flow with no relative
velocity between liquid and gas phase (i.e., slip =
17
Given these simplifying assumptions, the equation of
continuity o” mass takes the simple form of

pVjA = const (37)
where p is the mixture (or mean) density, vj is an axial

jet velocity, and A is a jet cross-sectional area.

According to assumption §,

vy = const . (38)
The mixture density p is given by

P = pga + py(l-a) . (39)
Here a is the void fraction; subscripts g and & refer to
gas and liquid phase, respectively.

In our case py >> pg: hence

p = py(l-a) (40)



Equation (37) can be written as
pviA(2Z) = PoViho . (41)

whe e o refers to initial conditions inside the orifice.
Comrining Equations (40) and (41), we obtaix

l - a

A(z) = T A, - (42)
Bus

A(z) = nr?(z) .
and

Ao = vtg

Thus we get

l-a

. | —=2 r (43)

Ky (l—a ) s
or
l/2

£, l-a
ti (2%
0y TP T \Ta ) . (44)

where p is the nondimensional jet radius and ry is the
nozzle radius.

The instantaneous jet sepread angle (half-angle) is obtained
from Equation (43):

QL:L
N~

tan 6 = (43a)
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Neglecting the initial wvoid fraction, a,, since the
initial bubble radius is negligibly small (Ry =~ 10-7 m;
sce Section 2.6.3.1), we obtain by differentiation of
“quation 43

d[- ] '3/2
hes Bl - l da(z)
48 2 rN‘l a(x) dz . (45)
The jet void fraction 1is determined as follows. From
definition
gas volume vg
@ = total volume - Vq + V. (46)

Assuming that number density of nuclei is N, the bubble
radius at the inception of jet expansion Ry, and the
change in 1liquid volume as a result of gas evolution is
negligible, we can write

TRONV

and

Here V is the total mixture volume and R the bubble radius.
Substituting expressions for Vg and Vy into Equation
(46), we obtain the general expression for void fraction:

3
2 4/3 TNR o (47)
1 + 4/3 "N(R -Ro)
Now, drj/dz can be obtained.
da _da dt 1 da
dz © 4t 4z v, dt (48)

and from Equation (47), assuming again that Ry = O,
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these studies are mainly concerned with superheated ordinary
liquids. Investigations of bubble growth due to gas dif-
fusion in the supersaturated 1liquids are rather scarce,
especially in molten metals. Fortunately, the methods and
results of studies of bubble ptoblem in superheated liquids
can be directly employed for gas supersaturated liquids,
including molten metals.

Bankoff63.64 has reviewed in detail theoretical and exper-
mental works on bubble dynamics and also various applica-
tions as, for example, in nuclear reactor safety. In a
general case the bubble growth is controlled by a rate at
which the energy and/or mass is transported to the bubble
wall, 1liquid 1inertia, and viscous and surface tension
forces. The problem is very complex because of the coupling
between transport equations and equations of motion (the
position of the meving phase boundary is not known a priori)
and the exact simultaneous solution of governing equations
is not available. A number of approximate solutions are
available that vyield a reasonable agreement with experi-
mental data and numerical solutions of the exact problen.

Analytical efforts have been concentrated on the early stage
of bubble growth when the 1liquid inertia is a dominating
factor ard on the late, so-called asymptotic, stage when
hydrodynamic effects are negligible and growth is controlled
solely by energy and/or mass diffusion. Solutions that
cover the entire growth process, except the very early stage
in which the surface tension forces are important, based on
an interpolation procedure between inertia controlled and
asymptotic stage, have been proposed.

The problem of inertia controlled bubble dynamics was solved
by Rayleigh.®5 Plesset and 2Zwick 66.67 Fporster ard
Zuber,®® Birkhoff et al.,®9 scriven,’9 and Bankoff’l
have proposed solutions for the bubble growth due to heat
diffusion in a uniformly superheated liquid. Interpolation
golutions were obtained by Mikic, Rohsenhow, and
Griffith,7’2 and Theofanous and Patel.’3 Prosperetti and
Plesset obtained a general, approximate solution using
scaled variables.’4

Most of the mentioned studies, and many others, were
concerned with bubble growth in superheated liquids. we
are, however, interested in the growth due to the mass
diffusion in gas supersaturated 1liquid. This particular
prtoblem was investigated by Szekely and Martins,’5.76
Martins,’’ szekely, Martins, and Fang,’8 Rosner and
Epstein,?9 Szekely and Fang,’? Barlow and Langlois,b80
and Langlois.81 These studies are mainly an adaption of
ideas and results originally developed by Plesset and 2Zwick,
Birkhoff and Scriven.

In Sections 2.5.2 and 2.5.3, we briefly present the general
and rnondimensional formulation of the bubble growth problem
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due to mass diffusion. The solutions to inertia and dif-
fusion controlled growth stages are given in Section 2.5.4
and 2.5.5, respectively

In Section 2.5.6 we develop an interpolation model of bubtle
growth due to mass diffusion. This bubble growth model is
used in the jet expansion model presented in the previous
section. Finally, in Section 2.5.7 we discuss some aspec's

of bubble interaction.
2.5.2 General Formulation

The model of sphecical bubble growth in a gas -upersaturated
liquid is shown in Figure 10.

GAS BUBBLE

Figure 10. Model of Gas Bubble Growth in a Siupersaturated
Liquid

Tne following assumptions are made:

1. Spherical symmetry regarding bubble geometry and
concentration field surrounding the bubble.

2. Single bubble in a quiescent, supersaturated liquid
of nfinite extent. This means that bubble spacing
is large enough to avoid competition tor solute and
interaction of velocity fields. These assumptions
are discussed in Section 2.5.7.
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3. No relative motion between the oubble and liquid.
4. Chemical equilibrium at the bubble-ligquid interface.

5. Thermodynamic equilibrium between the ¢as in the
bubble and the liquid at the bubble wall.

6. Isothermal system.

7. lIncompressible liquid.

8. Constant properties of the liquid.
9. Constant diffusion coefficient.

10. Newtonian flu.d.

Addi.ional assumptions will be introduced in the course of
presentation.

Equation of Continuity

Equation of mass <continuity for spherical symmetry
takes, in this case, the follcwing form:82

2. ,.% ~

57 (tfu) =0 . (50)
Thus

r2u(r,t) = £(t) = R2u(R,t) , (51)

where u(r,t) is the radial 1liquid velocity, R is the
bubble radius, and f(t) ie a function of time. Since
the term ru 1is not a function of the radial
coordinate, it has been evaluated at the bubble wall.
From mase balance at the bubble surface,’0

'Q-

(%wR3pq) . QWRZPQ[R - u(R,t)] . (52)

(=%

t

The gas density varies slowly with time compared to the
bubble volume and therefore one can write

o il 2 :
u(R) = “p 4 R 2 ¢cR . (53)
2

S &=



where ¢ = :

Hence Equations (51) and (53) give

u(ec,t) = (54)

o]
~N

Equation of Motion

The equation of motion (Navier-Stokes equation) for this
case 1882

au . . 2u] ap 2 29
p"[at+uar‘|:~ar+u[Vu- ] . (55)

It is interesting to note here that the term in the
bracket on the right-hand side of Equation (55) vanishes
when velocity, u, 4is substituted frem Equation (51).
Thus, 1+ appears that there is no aifference between
viscous and nonviscous fluid. This "paradox" was dis-
cussed by Poritsky.®3 We will see in a moment that
liquid viscoecity does not disappear from the problem
because of boundary conditions at the bubble wall.

Employing Equation (54) and integrating Equation (55)
from the bubble wall to infinity, we obtain

, P(R) - p,

é . FE—— (56)

R é + (2 - ) chg '

N e

where p(R) is the liquid pressure at the bubble wall.

It can te shownB4 (hat the balance of normal, radial
stresses at the bubble wall yields

% (o ’ 2ké) - aue 8 . (57)

P(R) = P R R

Bl



Here pg is the gas pressure in the bubble, o is the
surface tension, u is the liquid dynamic viscosity and
k is the effective surface-dilational viscosity.

The term 2KR/R, which accounts for the dynamic surface

tension and may be important for very small bubbles, 84
is normally neglected and we get

20 R ; (58)

P(R) = p o quce R

g -

Combining Equations (56) and (58), we obtain

.3 1 20 R
) RS + sy Re * &g (59)
where v is the kinematic viscosity.

In our case ¢ ~ 1 and we have

. - b g
pq - Pe = Py RR + 3 Rl %‘ + 4u % i (60)

Diffusion Equation

The gas concentration in the 1liquid is given by Fick's
law of diffusion:82

DC 2

where %; is the substantial derivative and D is the

diffusion coefficient.
For spherical symmetry Equation (61) becomes
aC ac

‘E + U T D

3°c | 2 ac
r or

(62)
ar2

‘=88



From Equation (54), u = R RZ%/r?, assuming ¢ = 1,
and we obtain

_a__gzD[_azc_}g_gg]_Razgg . (63)
ot atz r or r2 ar

Boundary Couditions

At the interface,

d_ (4 .3 2. (3C

at (gﬂR pq) = 4mR D(a:) ) " (64)

Again, because the gas density varies slowly with time
compared to the bubble volume, this equation simplifies
to

a

C
r

(65)

(e %]

R -D(
Pg

)r-R
At infinity (r =» =),
c(r.t) = Cy . (66)

wnere C, is the initial, uniform gas concentration.

Initial Conditions
R=Ro

R =0 (67)

C(r,0) = Cq

Assuming local thermodynamic equilibrium at the bubble
wall, we can write

C(R) = £(Pg.T) . (68)

= 7




If the gas solubility obeys Henry's or Sievert's law, we
have

C(R) = K(Pg) l/n | (69)

Here, K is the equilibrium constant and n = 1 for Henry's
law, n = 2 for Sievert's law.

The mathematical formulation of the problem is completely
described by Equations (60), (63), and (69), along with
boundary and initial conditions.

As mentioned earlier, this system of differential equa-
tions has not been solved exactly.

Finally, we want to point out that because of the
assumption of an isothermal system, the energy equation
was not considered.

2.5.3 Nondimensional Formulation

The effects of liquid inertia, viscosity, and surface tension
on bubble growth due_to mass diffusion have been studizd by
Szekely and Martins’® and Martins’’? using nondimensional
formulation of governing equations and numerical calcula-
tions. Later, the effect of surface Kkinetics was also
included by Szekely and Fang.’? The following dimension-
less parameters have been defined:

Ja = —ac reference value of Jakob number

P

glp,)

Rgbp
GI = = pressure parameter, diffusion

pQD

aRCAU

I ot s ar ter, sur reactio

GK qu(pm) pressure parameter face tion
= (Ja)?
Bx = 172 growth rate parameter, inertia

G
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§ = (Ja) growth rate parameter, surface reaction

K GK
A B,
BIK . . relative importance of inertia and
By surface kinetics effects,

where

and
a - interface mass transfer coefficient .

After solving numerically the general system of equations
for different values of parameters By, Bk, and neglect-
ing _surface tension and viscous effects, Szekely and
Fang?9 found that if
1. By, Bg << 1; growth is diffusion-controlled
2. By > 1
Bk << 1: growth is inertia-controlled
3. Bg >> 1
By << 1; growth is controlled by surface kinetics
4. Bk large; growth is inertia-controlled
Big small; growth ig limited by surface kinetics
These recommendations are useful as a first test of which
effects may play a role in particular bubble growth case.

2.5.4 1lnertia-Controlled Growth

For large 1liquid superheat or supersaturation and/or low
ambient pressure (i.e., low gas density) the velocity of the
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bubble wall will be high and growth will be 1inertia-
controlled.

Normally, the effect of viscosity is neglected, except for

polymeric or other highly viscous liquids, and Equation (60)
becomes

tp = py [RR + 289 . 22 (70)
where Ap = Pg - Pw

Multiplying by RZR and assuming that Ap is constant,
Equation (70) may be integrated from Ry to R to give85

. R, ‘ 8-
R . 24p 1-(°) 2—9’—-1-(°) (220 rRZ . ()

3 Py R 4 poR R R

If growth begins at equilibrium, we have

N|N
Q
[
=
(¥
0
"

o

Ap =

o

When R >> R,, we obtain

' (72)

=
N
"
w
lg

(92) . (73)

wir)y

ané R = (g ap\ t : (74)

3 pq)

These are the results originally obtained by Rayleigh.®5
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Assuming that Ap is constant implies that the temperature
or concentration gradient at the bubble wall is small.
Initially, when the bubble is still relatively small this is
a permissible assumption. However, considering that volume-
to-surface ratio is proportional to the bubble radius, the
requirement to supply enough heat or mass to the bubble wall
in order to maintain initial pressure will eventually lead
to the establishment of an appreciable temperature or conh-
centration gradient. Thus, after the initial growth period,
controlled practically by 1liquid inertia, the bubble will
first enter the intermediate stage when inertia and dif-
fusion controls occur and later the final stage in which
diffusion effects practically control the growth rate.

We would like to noto that, according to Equation (73),
during inertia-controlled growth period the bubble wall
velocity is constant.

2.5.5 Diffusion-Controlled Growth

The diffusion-controlled phase of bubble growth (also called
asymptotic or late) has been thoroughly studied by many
researchers. Two methods of solution have been most widely
used; one is based on the assumption that temperature or
concentration variation occurs in the thin boundary layer
surrounding the bubble wall (Plesset and 2Zwick®’) and the
second employs self-similar solution (Birkhoff, Margulies,
and Horning®? and scriven’0).

The self-similar solutions are exact, but their drawback is
that the following simplifying assumptions are required:

a. The initial bubble radius is zero.

b. Inertial and surface tension effects have to be
neglected.

¢. The vapor density in the bubble is constant.

Additionally, the bubble must grow in uniformly superheated
or supersaturated liquid

It will be shown later that, if the driving force is not
small and the bubble radius is approximately 10 times
greater than 1initial radius, the self-similar solution
merges with the solution based on the thin boundary layer
assumption.

Now, following Scriven,’® we will outline the method and
results of the self-cimilar solution. For details, the
reader is referred to original works by Birkhoff et al. and
scriven or to Bankoff's review of diffusion-controlled
bubble growth.®3
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It is assumed that the solution has a forn

C*(r.,t) = C*(8) ., (75)
where

Ehal Co - Cle,%)

€o = s

and

8 8 e (76)

2,/bt

where Cg = C(po), 1.e., equilibrium gas concentration

at ambient pressure and s is the Boltzmann transformation
variable. This implies that

R = 2 /Dt , (77)
where A is the growth constant,.

Substituting Equations (75). (76), and (77) into Egquation
(63) we obtain

. 2 qc* (—s - s'l + Bas'z) . (78)

The growth constant 8 i1s evaluated by 1integrating this
equation twice and applying boundary and initial condi-
tions. The result is

w
o(B) = 263exp(362) J x'zexp(~x2 - 283 x‘ﬂ dx ., (79)
B

where

(80)



and x is a dummy variable.

geriven has shown that if 8 » 0, then

o(B) = 282 . (81)
Hence
172
R =2 (2 %Q) (Do:)l/2 (82)
g
and
; 1/2
R = 1/2 (2%9) pt/2 -%71 A (83)
g t

1f 3 is large (>10), then

o) =/Tn . (84)

Hence
/3— o 173
R = J\/; . (Dt) (85)
g
and
. 1/2
3 AC H T
R '\/;_pq il 7 Lol

This result 1is identical with the 1leading term of the
Plesset-2wick solution, based on the thin concantration
boundarv layer approximation for the asymptotic growth phase.

This fact is not surprising considering the foliowing. The
thickness of diffusicn boundary layer is approximately
§ ~ 4/Dt. Thin boundary layer assumption requires that
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<< 1

o jon

Taking R from Equation (8%5) we get

5 _ a4/t
R

pu

2
28 ot B

' (87)

where B = ac
Pq

Thus if B is large, the assumption % << 1 is justified.

The parameter A is often called the Jakob number, Ja, ior
mass transfer by analogy with a similar dimensionless number
describing the driving force for vapor buvhble growth in
superheated liquid.

Martins?’ has analytically and numerically investigated

the relationship between self-similar solution and Plesset-
Zwick type solutions. According to him, we can write

PRI 2
TMSB[z -3#8] . (BG)

This is a result cof Plesset-Zwick type solution applied to
the mass-transfer case. Here

Ja2 Do R_
T * & Ja N t T, £ = R i
R 0
(o]
and 3a = ——o&——
Pg(Py)

Scriven's solution (Equation (8%)) may be written as

£ = /3ty . (89)
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Thus, for large £, Equation (88) approaches Equation (89).
Martins has compared results given by Eguations (88) and (89)

and the numerical solution for Ja = 100 and found good

agreement. It was also shown that for Ja = 100 and § > 10
the difference between ¢ predicted by Equation (88) and
Ecuation (89) is negligibly small.

2.5.6 General Relation for Bubble Growth

In many cases of practical interest when large times are
involved the diffusion-controlled solution agrees well with
observations. For small times the 1inertial effects are
always important. There are situations when both inertial
and diffusional effects are important. The problem can be
solved numerically or by approximation methods.

one of the approximative methods is based on the thin
thermal boundary layer approximation, and solutions have
been obtained by Plesset and 2wick,®7 wusing matched
asymptotic expansions, and by Murdock,B8® using an integral
technique.

The second method, the result of the work of Mikic,
Rohesennhow, and Griffith.7¢ is based on interpolation
between two limiting solutions, inertia-controlled for small
timee and diffusion-controlled for large times. It was
shown that the interpolation solution agrees well with
numerical solutions and experimental observations of vapor
bubbles growing in superheated liquids.

The method of Mikic et al. has not been used for bLubble
growth due to mass diffusion. We have found that their
approach will suit our purpose, and therefore, the inter-
polation model has been developed and is presented next.

For inertia-controlled growth we have

éi ,(— —9-—-—9) . (90)

For diffusion-controlled growth, when A8 > 10--Equation
(86)~--we have

(91)

because /2 . 1
m
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By assuming thermodynamic equilibrium at the bubble wall,
one can cee from equation of motion [Fquation (60)] that the
bubble growth rate is a function of concentration at the
interface.

For Sievert's law of solubility, which nitrogen and hydrogen
obey when in solution with iron, we have

Ceq = K \/’Pq '
or
2
= .C ' 92
pq K eq (92)
where Kt = 3/K

The relationship between C and p for this particular case is
depicted in Figure 11. The equilibrium concentration at the
hubble wall changes from the initial concentration, Cg, to
the final coucentration, Cg, which corresponds to the

ambient pressure, Po- Thus the bubble pressure changes
from py to pe according to Equation (92). Also, the
gas density changes from Pq(Po) to Pg(Pw)

because, assuming ideai-gas behavior

Dq *R T (93)

where Rg ie the gas constant.

We can then say that the bubble growth is a function of
normalized concentration driving force, ¢, given by

Ci - C C; - C
° = = "—i" £ . (9‘)
c.L~-C ac
0 8
Here, Cy = Cj(t) is the interface concentration. Thus

both pg = £(®) and pg = £(9).

We can see that for small times, t =+ 0, Cj =+ C,, and
¢ » 1; for large times, t + », Cjy » Cg, and ¢ » 0.
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Figure 11. Bubble Pressure as a Function of Gas
Concentration at the Bubble Wall for Equilibrium
Conditions

In the following development we assume that »p is constant
and only p = f£(C4q). This makes an analytical solution
possible, but introduces an error that we will correct later.

We can write Egquation (86) in terms of ¢ as follows:

., ©_ - C,
2
R o Rd pt/? A L ap?? A 120 L 198)
ol 1/2 1/2
g t t
Co -

where B - 2=

Pq

Putting B = B DY/2, which is a constant, (it was assumed
that Py ig constant) we have
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R=B—2=(1-¢) . (96)
t

When t +» w, ¢ » 0 and Equation (96) approaches Equation
(91).

To exprese inertia-controlled growth rate in terms of ¢,
we use Equation (92). We get

‘e
Py * t(Ci) = K'Cy (97)
and
Lol
Py * f(CB) = K Cs (98)
Therefore,
i .3 {42 2
Py - By = K'C{ - K'CJ = K (Ci : c‘) ; (99)

From Equation (94), Cj - Cg = ¢4C, and we have

2 2
4

SCHEN cs) (ci ¢ c.) . ¢Ac(ci N c.) : (100)

Since Cy = ¢AC + Cg, we obtain

cf - e « efacr? 4 20(80)C, . (101
Theraefore,
2{.2 Sg
Py - Pa = K'(80)% (07 4 2¢AC) . (102)
p.
Finally, noting that X' = L Equation (102) becomes after
some manipulations ‘e
: . | o2 L
Pq -~ Pe = G0, ':’A)i L Nel . (103)




where

8Po = Po - Pe = Po(Cp) ~ Pe

and
C
Y = EQ = initial supersaturation .
S

Equation (73) for inertia-controlled growth becomes

4 1/2
R = A(oz . ¢;§~) ; (104)
where
l/2
Ap, - 2p (Y-1)
- %(__g L ) (108)
p
is a constant depending only on the initial conditions.
Now, consider Equations (95) and (104) as a systenm
® . - N
R B tl/Z (1 ®) (95)
and
‘ W
2 e
R = Afe? + 0% . (104)

The interpolation between these two limiting solutions is
carried out by eliminating ¢ from the above system.

By solving for ¢ from Equation (95), and substituting the
result in Equation (104), we obtain the following result:
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2 : 2 .
Al 2 a‘1/2 3. 2 2
(32 t—l)R - % (2 . le) R + A (1 . 1-1) =0 . (106)

Following Mikic et al.,’? we introduce dimensionless time,
t*, and dimensionless radius, R*,

2
t* - Lz R (107)
B
and
R . Lz- R . (108)
B

In order to simplify the notation, we put

B« —4=

v-1

After solving Eguation (106) and expressing the result in a
dimensionless form we obtain

% 4 1/2 2 o ‘ 1/2
dR” _ (E + 2)(t7) - [(E + 20°t” - 4(E + 1)(t" - 1))
ac* 2(tT - 1) (109)

It may be easily shown that for t* << 1 the above
expression reduces to Equation (73) and for t* >> 1 to
Equation (91).

Integration of Eguation (109) yields

e e
R* - ;—%—i v(2ve* o 1n) =3 _ 2\ﬁt* - 1) « y°

+

vt o+ 1

‘ + C 110
! J ( )



where C is the integration constant evaluated from condition
R* = 0 at t* = 0

£
ce2v2-1+y1n | =22 (111)
\42 - 1+ Y

Equation (110) is shown in Figure 12 for three values of Y.

Acceleration of the bubble wall has been calculated by
differentiating Eguation (109) with a rather lengthy and
complicated result. For a rapidly growing hydrogen bubble,
the bubble radius is smaller by about 10 percent when the
acceleration term is disregarded. 1In analyses of experiments
and reactor accidents, presented in Section 2.6, the
acceleration term was not included.

The derivation of the general relation for bubble growth was
carried out with the assumption that pg is constant. The
gas density is a pertinent factor in growth analysis of
diffusion-controlled stage because 8 = AC/pg.

As stated earlier, the gas density may be expressed as a
function of normalized concentration driving force, ¢,
P T

Pg = f(o)

It was pointed out by Theofanous and Patel,’3 that using
growth constant evaluated at ambient pressure leads to
significant error for large superheats. They showed, by
comparison with experimental data and numerical simulations
of vapor bubble grewth in superheated 1liquid, that the
method of Mikic et al. is acceptable if changes of gas
density during growth period are accounted for. For small
superheats, the Mikic et al. solution is satisfactory.
Therefore, the general relation for gas bubble growth, given
by Equa*ion (110), is useful in cases when changes of gas
density during growth period are not too large.

For large changes of gas density, which is the case here,
one can easily correct the previous solution in the
following way:

The diffusion-controlled growth rate is given by Equation
(95)

. 1/2 -1/2
R = AD t (1-9)

where
BT



with

where pg is the bubble pressure.

Thus

@..—1——!'
AcC

we obtain, after some manipulations,

2
c. AC
A = £

2
pg(Pg) (OC + Cg)

Hence the diffusion-controlled growth rate is given by

Rop —ho® o o1/2
(9AC + Cs)
where
c? ac
B . -8 pl/2
Pq(P,)

The general relation for bubble growth 1i& obtained by
eliminating ¢ Dbetween equations for diffusion- and
inertia-controlled growth, i.e., from the following system:
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é - B. 1 —__g 2 t“l/z
($AC + C.)

and

i'iah(oz«'Q;ﬁT)t

This system is solved numerically.

We have used, however, a different procedure to account for
changes in gas density. This procedure is somewhat faster
and gives results that are virtually identical with those
obtained by the method outlined above.

We start calculations with pg = pq(pa) = pg. and the initial
growth constant is calculated using this value, i.e., RO =

AC/pg.

When Rp has been calculated from Equation (110), the bubble
pressure pg is evaluated from the equation of motion and

; * pg/RqT is obtained. Then the new growth
constant B is calculated based on p; and the cycle is
repeated until

finally »p

p i+l - pci
'L',,'i < ¢ (112)
g

where ¢ is required accuracy.

The last calculated growth constant is thus the effective
growth constant for the entire bubble growth period.

To summarize, a model of bubble growth due to mass diffusion
has been developed that covers the entire range of bubble
growth, including inertia-controlled and diffusion-controlled
stages, An important feature of the model is that it allows
us to calculate the bubble pressure as a function of time.
This information is needed for fragmentation analysis.

In Section 2.6, we will see that predictions for the nitro-
gen bubble growth under experimental conditions differ very
liti.e from predictions based on Scriven's relation, i.e.,
for purely diffusicn-controlled growth., The situvation is,
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however, different in the case of *the hydrogen bubble growth
where inertial effects are important,

2.5.7 Bubble Interaction

When the bubble density in the liquid is large, the bubble
interaction during growth proceses is possible. The assump-
tion that the ligquid pressure far from the bubble wall is
constant and equal to ambient pressure may not be fulfilled
due to the interaction of velocity fields. Also, the
assumption rthat solute concentration far from the bubble is
constant and uniform in time may be violated leading to
competition among bubbles for available solute. These
problems are very difficult and this author is not aware of
any studies in this connection except the works of Reiss and
La Mer.,87 concerning growth of colloidal particles, «uu
Chahine and Liu,®® concerning growth of a bubble cluster
in a superheated liquid. The latter work is more relevant
to our problem. Chahine and Liu developed a singular-
perturbation theory for the growth of a cloud of interacting
bubbles (under an assumption of low void fraction) in a
superheated liquid following a sudden depressurization. It
was found that the bubble growth rate is reduced somewhat
due to the bubble interaction. This result was expected to
remain valid and become more significant for larger void
fraction. Thus, it is possible that the present model over-
predicts the expansion of the molten jet which in turn would
mean that the experimentally determined number density of
gas bubbles is wunderpredicted. We believe, however, that
the deviation is not significant since the drop fragmentation
calculations (Section 3), in which the number density of gas
bubbles is an important parameter, give results which are ia
reasonably good agreement with experimental data.

The possible reduction of the bubble growth rate in our case
would most likely be a result of interaction of velocity
fields rather than concentration fields. Tc show this we
propose the following simple method which provides an indi-
cation when completion for the solute becomes important.

We assume that the number aensity of bubbles is N and that

the bubbles are uniformly distributed in the ligquid. Then
the ligquid volume per bubble is

V, « & (113)

and the thicxness of the liquid film surrounding the bubble
is given by

(114)
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where R is the bubble radius.

We may say that the competition for the solute is negligible
if, for all time, hg¢ is much larger than the thickness of
diffusion boundary layer in which significant concentration
gradient takes place.
The thicknees of the diffusion boundary layer is

& =/D-t ,

and we have

6
fg

Substituting Equations (114) and (115) into Eguation (116)
we get

4nReN, Dt << 1

Employing Scriven's formula for R, if B > 10,
R = 28/Dt

and we can write
am(28)2N(Dt)3/2 << 1

The expression for void fraction a (Equation
assuming Ry = 0] is

4 3
3 nNR

a = 3

$ o % 7NR




Upon substituting Equation (85) into Equation (119) we obtain

% mN(28) 3 (pt)3/?
kG - . (120)

144 mN(28)° (pt)3/?

Combining Equations (118) and (120) we obtain the simple
expression

& e el {2 8 ¥ 10 (121)
1.5 « B

For small B we have, according to Equatinn (82)
R = (28)1/2pt . (87)

Proceeding as above, we obtain

r

& cg ~Nheu (¢ 8 & 10 . (122)

2 + ¢§

The growth constant 8, evaluated at 1 atm, %o for experi-
ments and reactor conditions about 200 or ‘'urger.

Thus from Equation (118) we get

200

The maximum void fraction we expect is a ~ 0.5 berause at
this value the bubbles are very <close to each other
(assuming that they are arranged on a simple enmh’z lattice)
and h»reakup of the jet will occur. Therefore, the competi-
tion among the bubbles for solute should nct be a problem in

our case.

Even if it is not relevant to our problem it is interesting
to see what happens for small 8. Le. us consider the
following ~ase taken from an article by Birkhoff et al,.69

For water saturated with N at 20°C and heated suddenly to

juet below the boiling point tue growth constant 8 is equal
to 0.921,

1



From Equation (122)

/e
a << 0.041 = 0.07

2 + Jo.021

Thus, for void fractions on the order of a few percent the
concentration fields around the bubbles start to 1l..ceract,

2.6 Experimental Results and Analyses

2.6.1 Introduction

In this section experimental results and analyses are pre-
sented for three jet characterization experiments: SPIT-8,
JETA-B2 and JETA-B3. Several SPIT and four JETA-B tests
have been performed but only relevant tests are used here.
Some important observations from the SPIT-8 test were
described in Section 1 of this work. In the SPIT-8 test,
where nitrogen was used to pressurize the melt generator,
the aerosol particle size distribution was measured using
samples taken from the aerosol cloud as it drifted over the
samples. The debris was not, however, <collected and
therefore the debris size distribution 1is nrt available.
The JETA-B tests have been designed to investigate hydrogen
supersaturated molten jet and aid in the validation of the
jet expansion and fragmentation model. Therefore the debris
was collected and size distribution data were obtained by
sieve analysis. On the other hand, the aerosol particle
gize distribution was not measured in the JETA-B tests. The
debris and aerosol size distribution data will be described
and used in Sections 3.2 and 3.3.

2.6.2 Experimental Results
. Test Apparatus

The melt generators used in the SPIT and JeTA-B tests
have been designed to create a high-%emperature melt
within a pressurized confined volume. A schematic de-
scription of the melt ogenerator used for the SPIT series
tests is shown in Figure 13, The gas line was connected
to an accumulator vessel in order to mitigate the pres-
gsure increase during the thermite reaction. The melt
crucible was a mild steel pipe section (9-cm inner
diameter and about 90 cm long) capped by graphite plates
on each end and placed inside the pressure vessel. More
detailed information on the melt generator and instru-
mentation is given by Tarbell et al. in Reference 5.

The melt generator used in the JETA-B tests was practi-
cally identical to that used in the SPIT tests except
that the additional gas volume was created between the
crucible and the pressure vessel. This modification was
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necessary since the accumulator was not used in the
JETA-B tests, The total gas volume in the JETA-B melt

generator was, however, smaller than in the SPIT
generator.
Instrumentation

Instrumentation used to study the jet behavior and the
aerosol and debris size distribution included the
pressure transducer, high-speed video camera, flash
X-ray, aerosol samplers in the SPIT tests, and a large
aluminum pan in the JETA-B tests.

The pressure gauge inserted into the expansion volume of
the melt generator measured the gas pressure in the free
space above the melt pool. The location and protection
of tne pressure gauge made it poesible to measure the
initial gas pressure, the pressure increase during the
thermite reaction, and the blowdown history following
melt ejection.

The high-speed video camera was used to monitor the
appearance and general behavior of the melt stream.
However, the brightness of the aerosol cloud around the
melt stream prevents resolution of any details other
than the outer shape. The behavior within the cloud is
not discernable and therefore the X-ray photography was
used to characterize the melt stream. The flash X-ray
photography was particularly useful because the short
exposure time (70 ns) froze the motion of the molten
jet. The X-ray units were triggered by means of a
breakwire 1located across the bottom of the fusible
plug. Figure 14 shows a schematic of the melt generator
and test diagnostics used in the SPIT tests.

The instrumentation used in the SPIT tests for aerosol
measurement included a number of cascade impactors and
filters.

A large aluminum pan was placed beneath the JETA-B melt
generator to collect the debris particies. The pan
contained a mixture of water and a water soluble
gelatinous material, so that the debris particles could
be recovered by dissolving the matrix material. Debris
gsize distribution was determined by sieve analysis.

Initial Conditions
The melt in the tests was generated by an iron oxide -
aluminum metalothermic reaction that yielded iron -

aluminum oxide melt, (55 wt percent iron to 45 wt percent
aluminum oxide).
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The initial test conditions for the SPIT-8, JETA-B2 and
JETA-B3 tests are summarized in Table 6.

Table 6

Initial Conditions for the SPIT-8, JETA-B2, and JETA-B3 Tests

SPIT-8 JETA-B2 JETA-B3
Melt Mass [kg] 10,3 10,3 10,3
Thermite Composition Iron Oxide (Fe304) - 7.63 kg plus
Aluminum (Al) - 2.37 kg
Melt Composition Iron (Fe) - 5.66 kg plus
Aluminum (Al03) - 4.64 kg
Gas Nitrogen Hydrogen Hydrogen
Gas Volume [m3) 3.0x10-2 1.44x10-2  1,44x10-2
Initial Pressure [MPa]) 7.5 0.98 T:3
Fusible Plug Diameter [cm] 25 2.5 245

The iron oxide and aluminum were obtained in powder form
and mixed just prior to the experiments. The iron oxide
powder was heated in an oven for about 12 hours at 600°C
to drive off absorbed water. This process was designed
to minimize gas generation and associated flaring during
the thermite reaction.

. Test Procedure

The test procedure is, in summary, the following. The
thermite powder 1is gradually poured 1into the melt
crucible and lightly tamped to improve settling. When
the thermite powder is in place, an igniter wire is
embedded into the top surface of the powder. After the
top flange cover 1is bolted onto the pressure vessel the
melt generator is charged to the desired pressure. Then
the thermite reaction is initiated by the igniter. The
burn front propagates downward with a typical velocity
of 2.5 cm/s.

When the reaction front reaches the bottom of the
crucible the fusible plug, located in the lower flange
cover of the melt generator, quickly fails and the melt
is ejected under pressure. The time period between
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ignition of thermite to melt ejection is typically 15 to
30 8.

Experimental Observations

Figure 15 is a series of photographs taken during a
typical melt ejection test (pressurized with nitrogen at
4.1 MPa). The times stated are from the first appearance
of the melt stream. The melt jet at 0.05 s is highly
luminous, divergent cone (about 40° half angle)
emanating from the vessel. The material within the
cloud appears to be vaporized melt. On the following
photographs the vapor <cloud expands, darkens, and
finally the aerosol cloud completely obscures the test
apparatus.

The flash X-ray photographs of the melt jets of the
SPIT-8, JETA-B2 and JETA-B3 tests are shown in Figures
2, 6, and 7, respectively.

The X-ray photograph of the SPIT-8 test shows slightly
over half of the melt jet 30 ms after start of
ejection. The length of the jet portion shown on the
photograph is 20 cm. The half-angle of the jet stream
is about 10°. A small area, 71 x 71 mm, of the X-ray
image 15 cm downstream the orifice was computer
processed.

Figure 16 shows some results of this process. An
average calculated area of gas "bubble" is 2.1 mmZ,
Assuming that the disrupted jet consists of spherical
melt droplets, their average size is estimated to be
five to seven times the average "bubble" size. This
gives the average size of tnhe melt droplet on the crder
of 2 nm.

The X-ray photographs of the JETA-B2 and JETA-B3 tests,
shown in Figures 6 and 7, were taken 15 ms after start
of ejection. The length of the portion of the jets
shown in the photographs is 30 cm. The distance from
the top edge of the photographs to the melt generator
exit is 8 cm. Only about half of the JETA-B2 melt jet
is shown (the jet axis is parallel to the right edge of
the page). The half-angle of the jets is 20° and 28°
for JETA-B2 and JETA-B3, respectively. Not surprising,
expansion and disruption of molten jets in JETA-B2 and
JETA-B3 tests are larger than in SPIT-8 test. This is
in agreement with observations from stream degassing of
liquid metals and with ~calculations presented in
Section 2.6.3. The estimated (from the photograph) size
of the melt fragments 20 cm from the orifice is on the
same order for both JETA-BZ and SPIT-8 tests. The
fragments seem to be smaller in the JETA-B3 test. As
mentioned earlier, the debris size distribution data for
the JETA-B tests is presented in Section 3.2,
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2.6.3 Analyses
2.6.3.1 Introduction

The experimental observation described in the preceding
section will be used to determine the number density of gas
bubbles in the melt jet and to verify model predictions.
The number density of gas bubbles will be determined for the
ePIT-8, JETA-B2 and JETA-B3 tests. Calculations of the jet
void fraction and the jet radius are presented only for the
SPIT-8 test. Predictions for the JETA-B tests are qualita-
tively the same and very similar to predictions for the
reactor accidents which are presented in Section 2.7.

We will assume that the initial jet wvoid fraction, ag, 1is
negligible, because the equilibrium bubble radius 1is very

small for the experimental and reactor conditions. For
example, when the equilibrium gas pressure is 7.5 MPa, we get

Here the surface tension of liquid iron at 1550°C containing
a small amount of oxygen was used.>?

The mixture density, p, and the volume fractions of melt
components, zj, are calculated from the following formulas:

(123)

and

(124)

Here xj is the mass fraction and pj the density of
component 1i.

The solubility of hydrogen and nitrogen in liquid iron obeys
sievert's lawB89 and their solutions are described by the
following expressions:




Hy & [H] + [H)

N # ([N] + [N]

The reaction constant is given by

where ay is the activity of hydrogen in iron and PH is the
2 2

hydrogen partial pressure above the melt. Assuming that
activity is precportional to concentration we can write

(s)? - kpy
2

that is,

(%H] = K¢E;" , (125)
2

where K = (K')1/2,

The identical expression is obtained for nitrugen:

(WN] = Kby - (126)
2

The solubility is also a function of temperature. According
to Reference 6, we have

log [104tH] = - 1637 + 2.3126 + ' log o (127)
T 2 HZ
and
188 : 1
log [(¥N] = - [‘T + 1.246] + 3 log pN2 . (128)

3=



Here P is in atms, T in Kelvin, and concentration in weight
percent. Equations (127) and (128) are used in the model.

Powers® has shown that gas content in iron melts approaches
equilibrium concentrations in a few seconds under experimen-
tal conditions, see Figure 17.

The melt is assumed to be an inhomogeneous mixture of pure
iron and in experiments, aluminum oxide or in the reactor
case, other components of the corium. This assumption is an
extrapolation of the results of the elemental analyses of
the particles from the SPIT tests.

The dependence of gas diffusivity on the temperature has

been accounted for in the following way. According to
Richardson, 40

D =De RT , (129)

where E, is the activation energy for the diffusion step
and D, is independent of temperature.

For hydrogen in liquid iron at 1600°C, the following values
are reported:;40

o) mol

Values of D, and E;, for nitrogen in the liquid iron have
not been found. Therefore, it was assumed that an increase
of nitrogen diffusivity with temperature is proportionally
the same as for hydrogen.

It was shown in Reference 5 that the adequate estimate of
the jet velocity is obtained using Bernoulli's equation with
assumption that the discharge coefficient of the orifice is
unity.
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Thus
1/2

v o 121950

p

' (13C)

pressure in the melt generator at the moment of
melt ejection,

where pg

n

Po = ambient pressure (0.086 MPa in Albuquerque),

p mixture density.
The contribution of 1iron vapor pressure to the bubble
pressure was neglected in the bubble growth calculations.

2.6.2.,2 Model Results

The melt composition and some of its properties are given in
Table 7. Table 8 contains some important parameters and
dimensionless numbers for the conditions of the SPIT-8 test.
Corresponding data for the conditions of the JETA-B tests
are not given here; they are very similar to the data for
the reactor cases presented in Section 2.7.

The effect of surface kinetics on nitrogen bubble growth was
estimated by the method proposed by Szekely and Fang.79

The surface kinetics effects are important when the bubble
is small, and therefore should be compared with 1inertial
effects. This comparison is made by calculating the dimen-
sionless parameter Bjpg. In order to do this, we have to
determine the interface mass transfer coefficient, a.
According to Reference 29, the rate constant for the iron-
nitrogen system, when the oxygen mass fraction in iron is
below 10-4, is

K(T) = 3.52 x 105 exp (-31900/RT) [cm/s) .

where R, the universal gas constant, is 1.99 cal/mol K.

For T = 2800 K, we obtain k = 11.5 m/s. Hence

a = kng = 11.5 x 6156 = 7.0 x 104 kg/m?s
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Table 7

Composition and Properties of the Thermite Melt

at 2800 K
Component
Fe Al;C3

Mass fraction (%] 55 45
Volume fraction (%] 34 66
Density (kg/m3) 6156 2627
Mixture density (kg/m3) 3843
Coefficient of diffusivity [m?/s)

Nitrogen 1.4x10-8

Hydrogen 1.7x10-7
Surface tension [N/m) 1.4 0.36
Viscosity (cP) 2.0 4.6

The parameters Bryx (also By and Bg) are given in
Table 8. Since Brg 1is very large, the surface Kkinetics

effects may be neglected when compared to the 1inertial
effects.

It was assumed that the oxygen concentration was very low,
which 1is probably not the <case for the SPIT melts.
According to Reference 29, the nitrogen removal rate
constant, k, decreases with 1iacreasing oxygen concentra-
tion. Thus the "real" Bjgx may be smaller but still, we
believe, large enough tc¢ disregard surface kinetics effects
for the SPIT conditions.

The growth of nitrogen bubbles in the SPIT tests is mainly
diffusion controlled, as illustrated in Table 9.
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Table 8

Values of Some Relevant Parameters and Dimensionless Numbers

From the SPIT-8 Test

Pgystem

Thelt
0(Cp)

Pao
K 20

Co = C(pg)

Cg = C(Pm)

o |

u
Q)]
= !m

w
it

1

l

IK

Where Ap = po -

(Pa)

[°K]

(Pa]

[Pa)

(m]
[KgN/m3Fe]

LkgN/m3Fe)

765%x10°
2800
76%105

0.86x10°%

2.7x10"7

26.0

2‘8

23.2
9.3

223

4.5x10

59

3.1x10

1.6x10"

3.7x10
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Table 9

Comparison Between Diffusion-Controlled and
General Relation Models of Nitrogen Bubble Growth
in Molten Iron for the SPIT-8 Conditions,

1 ms After Start of Rapid Growth.

Ambient pressure is 0.086 MPa,

General Relation
Rt = f(t*+)

Diffusion Based on Based on
Controlled - f(o)

aMpa}

Bubble Parameter

In the case of hydrogen bubble growth in the JETA-B tests,
the 1inertia effects are very important If they were
neglected, the jet expansion would be significantly ove
predicted and the bubble overpressure could not be al
culated. The importance of the inertia effects for hydrogen
bubble growth 1s illustrated in the n3:xt section.

The half : > of the melt jet was calculat as a function
of number densit ( gas bubbles for the SPI T 8, JETA-B2 and
JETA-B3 tests. 'he result 1is presented in Figure 18,
raking the observe half-angle of the jets we obtain the
interesting result tha the number density of gas bubbles in

11 " s . " . " 1
all three tests 8 ¢ roxXimately

'his result could imply that th ucleati : is very
high approaching, practically the sam \n all , Mmaximum
rate determined Y pre-exponential factc ] expression for
nucleation rate see Equation (27)]. In this case the
] is s0 high that they ccalesce and

larger bubbles. The number of bubbles

would then correspond to the number

obtained from experiments.
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Figure 18. The Half-Angle of the Jet as a Function of
Number Density of Nuclei

Considering that gas solubility in aluminum oxide ie very
small,® the number density of gas bubbles per m3 of
ligquid iron is

N
Ny s i (131)
Fe ZFe

where 7Zpe 18 the volume fraction of iron jin the melt.
Thus, Npe 1is approximately 3 x 108. This number is of
the same order of magnitude as that reported by Mizoguchi et
al.,3% for oxygen bubble nucleation in molten silver under
stream degassing conditions.

Fragmentation calculations performed for another stream
degassing experiment,3® in which the fragment size (but
not the jet spread angle) was reported, indicate that N lies
in the neighborhood of 10%9/m?.

Figures 19 and 20 show the jet void fraction and the
nondimensional jet radius for the SPIT -8 test as a function
of the distance from the point of inception of rapid bubble
growth. For our purpoese this distance may be considered as
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a distance from the melt generator exit. We see that void
fraction is significant 20 ¢cm from the orifice which is in
qualitative agreement with observations. The jet radius is
about three times the initial radius at 15 cm from the
orifice (for N = 108). The curves in Figure 19 are trun-
cated at the distance where void fraction is approximately
50 percent.

Having determined the number density of gas bubbles, the

sverage gize of the molten droplet produced by the primary
jet breakup may be calculated:

n 1
Tl L , (132)

Therefore

D~($TN) : (133)

where D is the droplet diameter.

Taking N = 108 we obtain D = 2.7 mm. This result is in
reasonable agreement with observations.

2.7 Model Predictions for Reactor Case

Extrapolation of the experimental results to reactor accident
conditions requires consideration of only hydrogen solubility
in the iron component of the corium melt. Neglecting other
gases and otheéer melt components could result in the under-
prediction of Jjet expansion and breakup. However, this
underprediction should be negligible considering that solu-
bility of other gases in iron and other melt components is
two to three orders of magnitude smaller than solubility of
hydrogen in liquid iron.® Furthermore, the diffusivity of
hydrogen in 1liquid iron is at least 1 order of magnitude
larger than diffucivity of other gases in liquid metals.

The melt composition and some of its properties are given in
Table 10.

Parametcric calculations have been performed for a high
pressure reactor accident scenario. It is assumed that the
primary system pressure is 16 MPa and the containment pres-
gsure is 0.1, 0.2, or 0.4 MPa. The number of gas bubbles in
the core melt mixture was assumed to be 6 x 107/m3.
This number was obtained by extrapolation of experimental
results to reactor conditions assuming that the number of
nuclei in the iron component of the melt is the same as in
the experiments and accounting for the fact that the volume
fraction of iron phase in the melt is different for each
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Table 10

Corium Composition and
Properties at 2500 K

Component
U02 Fe Zr Z2r0z
Mass fraction (%) 67.2 16.4 8.2 8.2
Volunme fraction [%) 56 21 il 12
Density (kg/m3) 10.¢%10% 6.4x103 6.5x103 5.8x103
Mixture density 8365
Coefficient of
hydrogen
diffusivity [m?/s] 1.7x10-7
surface tension [N/m] 0.5 1.2 1.4
Viscosity [cP) 4.6 x50

case. The gas concentration in the melt is determined by
the equilibrium hydrogen partial pressure above the mrelt,
chosen to be 3.2, 6.4, 9.6, or 16 MPa. These hydrogen
pressures can exist locally (at the melt surface) due to the
reaction of various metallic comgonents of the melt with the
gsteam. The hydrogen pressure may be written as

P
tot
P(Hy)) = 7717

where peor 18 the total system pressure ([Pror = P(H2)
+ Pp(Hz0)) and k is the ratio between the partial pressures

of hydrogen and water vapor, Pp(H2)/p(H20). This ratio
ig obtained from the chemical equilibrium equation at the
given temperature. The evaluation 1is simple for the

reactions that 1involve only pure condensed phases,. For
instance when 2r, Fe, or Ni react with H0 at 2500 K, the
values of Kk are, approximately, 104, 2, and 0.01, respec-
tively. This covers the range of hydrogen pressures used in
the parametric study. The situation is more complicated if
the reacting components are in solution. It should be
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pointed out here that substantial hydrogen pressures may
exist globally in the primary system due to the oxidation of
Zr and Fe.

Some important parameters and dimensionless numbers pertinent
to the problem here considered are given in Table 11. Table
12 shows some bubble parsameters calculated with Scriven's
formula and general relation for the bubble growth. We see
that, as mentioned earlier, 1inertial effects are very
important.

Model predictions for the reactor case are presented 1in
Figures 21 through 25. Figures 21 and 22 show the jet void
fraction and nondimensional radius as a function of the
distance from the point of inception of rapid bubble growth.
For our purpose this distance may be considered as a dis-
tance from the reactor pressure vessel, Containment
pressure is 0.2 MPa, which is a pressure expected prior to
reactor vessel meltthrough for a TMLB' sequence in a large,
dry PWK containment,90

The expansion of the jet is much more vigorous than in the
SPIT-8 case because of the significantly higher diffusivity
of hydrogen in 1liquid iron and lower density compared to
nitrogen. The jet void fraction reaches about 50 percent
within a few centimeters from the point of inception of
rapid bubble growth. Thus, bubble bursting and jet frag-
mentation are expected to occur within a very short distance
from the reactor pressure vessel.

The containment pressure, which is & pertinent parameter,
has a strong effect on the jet expansion via its role in the
bubble dynamics.

Figures 23 and 24 show the effect of containment pressure on
jet behavior. The number density of nuclei is again 6 x 107,
The equilibrium partial pressure of hydrogen is 6.4 MPa and
containment pressures are 0.1, 0.2, and 0.4 MPa.

The jet expansion is significantly hampered at the elevated
containment pressures, because the bubble growth constant
decreases as gas density increases. However, even at the
containment pressure of 0.4 MPa the void fraction reaches
50 percent about 15 cm from the point of inception of rapid
bubble growth.

In reactor safety considerations it is important to inquire
what is the jet radius when the Jjet contacts the reactor
cavity floor. We cannot use the present model for more
exac. predictions of the jet, or spray, behavior in the
breakup and fragmentation zone.

It is possible, however, to estimate the jet radius aft._r
the breakup point using the present model. The spread angle
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Table 11

Reactor Case,.
Values of some parameters and dimensionless numbers.
Containment pressure is 0.1 MPa.

Hydrogen Partial Pressure (MPa)

3.2 6.4 1§0g
Po(Co) [MPa) 3.2 6.4 16
R = 22 () 6.5x10" 3.2x10°7 1.3x10"7
0 Ap
Co [kgH/m3Fe) 1.59 2.25 3.56
Cg [kgH/m3Fe) 0.28 0.28 0.28
b¢c = Co = Cg 1.31 1.97 3.28
(kgH/m3Fe)
Y » Cp/Cq 5.66 8.00 12.60
B o Ja »n il 135 203 338
p.(pP.)
q @
szp
Gy » == 5420 2669 1112
pQD
- 2
= Ja
By = 172 248 798 3430

where Ap = po(Co) - P
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Tebie 12

Comparison Between Diffusion-Controlled and
General Relation Models of Hydrogen Bubhble Growth
in Molten Iron for the Reactor Accident Conditions,

1 ms After Start of Rapid Growth.
Containment pressure is 0.1 MPa.

General Relation

Rt = f(tt)

Diffusion Based on Based on
Controlled pq(pm) Pg = f(o)
P (MPa) P (MPa) e
H2 Hg

Bubble Parameter P 16 16 « 16

R [(mm) 3:52 B.81 6.76 2.30 4,34

dR/dt [m/s] 1:78 " 4.41 1.50 2.59

p [MPa) ' B ) % 0.13 0.18
x10-3 x10-3

p [kg/m3) 9.7 9.7 Ty | RN T
x10-3 x10-3 x10-2 x10-2

of the fragmented jet is assumed to be equal to the spread
angle at the moment of jet breakup and this angle can be
calculated with the present model. The actual spray angle
may be larger due to the radial velocity that jet fragments
will acquire after bubble bursting.

The extrapolated nondimensional jet radius, based on the jet
spread angle at the point where void fraction is 50 percent,
is shown in Figure 25. The number density of bubbles is
again 6 x 107, the containment pressure is 0.2 MPa, and
the equilibrium partial pressures of hydrogen are 3.2, 6.4,
9.6, and 16 MPa. The distance between the bottom of the
reactor pressure vessel and the cavity floor is, for Zion
containment, about 4.5 m. The spray radius is in the range
of 0.8 m to 2.6 m for the hydrogen equilibrium pressures
here considered. Hence, the diameter of the fragmented jet
at the level of the reactor cavity floor is predicted to be
40 to 130 times the discharge diameter.
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3. SECONDARY FRAGMENTATION, PARTICLE SIZE DISTRIBUTION, AND
AEROSOL GENERATION

c 9 | odel Secondar ragmentation o el oplet
3:1.1 Introguck. on

In Section 2 of this work we showed that breakup of the
molten jet resulting from effervescence of dissolved gas
produces a spray of droplets. The size of the droplets is
determined by the number density of gas bubbles, N, in the
expanding jet and is approximately 2 to 3 mm, both in the
experiments and reactor accident, for N 108 m-3. These
droplets may undergo breakup into smaller particles - a
prucecs which we call secondary fragmentation.

The process of so-called Weber breakup, resulting from the
action of the ambient gas on the droplets produced by
primary jet breakup, is not likely to produce the fragment
sizes observed in the experiments. An estimate of the
stable droplet size can be made wusing concept of the
critical Weber number. According to Pilch,l8 the critical
Weber number is the Weber number below which breakup does
not occur by acceleration of the 1liquid globule. For
gas-liquid systems, the critical Weber number is 12 when the
viscosity effect is small as in the situations considered
here (see next section). The Weber number, 'e, is

where »p is the gas density, V is the relative velocity
between cJroplet and gas, d is the droplet size, and o is
the liqui? surface tension.

The stable droplet size is therefore

d=lz——°—2
pgV

Assuming that V is equal to jet velocity, Pg = 1 kg/m3
and o = 1 N/m and 0.5 N/m for experiments and reactor
case, respectively, we obtain for * - lowest and highest jet

velocity.

Experiments:

V=23m/s ., d=22.70 mm
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V=91m's , d= 1.45 mm
acto ge:

V=15m/s , 4= 26.70 mm

V=63m/s , d= 1.51 mm

We will see later that the average observed fragment size is
a few hundred micrometers.

In this section we will investigate three fragmentation
mechanisms that are likely to be operative in the experi-
ments and reactor accidents (pneumatic atomization, which is
an important fragmentation mechanism when most of the melt
has been ejected, has been studied by Pilch and Tarbell9l).
Relatively simple, and essentially mechanistic, fragm-atation
models will be developed and predictions for experimeats and
reactor conditions presented. In Section 3.1.2 we present a
model describing acceleration induced fragmentation of melt
droplets in a rapidly expanding gas flow field resulting
from bursting gas bubbles. In Section 3.1.3 a fragmentation
process due to droplet explosion is analyzed. Finally, in
Section 3.1.4 we study droplet fragmentation resulting from
collapse of liquid layer.

3.1.2 Acceleration Induced Fragmentation Resulting From Gas
Expansion

3.1.2.1 Introduction

As stated in Section 2 of this report, the bubble pressure
at the moment of primary jet breakup is above the ambient
pressure. In general, this overpressure is a function of
the initial gas supersaturation, gas density, gas diffusi-
vity in the melt, melt density, and the number density of
gas bubbles. However, we will restrict ourselves to
consider only hydrogen gas and then the bubble overpressure

in cases here analyzed 1s mainly a function of the initial
supersaturation.

The calculations have been performed for JETA-B2 and JETA-B3
tests and for two reactor cases assuming that the primary
gystem pressure is 16 MPa, containment pressure 1s 0.1 MPa
and the equilibrium hydrogen partial pressure above the melt
is 3.2 MPa and 16 MPa, respectively. These two reactor
cases may be considered as an envelope to particle sizes

produced by gas expansion during jet breakup in High Pres-
sure Melt Ejection.
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Calculated hydrogen bubble pressures, pp, at the moment of
primary breakup of the jet are:

JITA-B2: Pp = 0.11 MPa
JETA-B3: Pp = 0.16 MPa
Reactor Case (PH; = 3.2 MPa): Pp = 0.14 MPa
Reactor Case (PHp; = 16.0 MPa): pp = 0.20 MPa

In this section (3.1.2) we present a simple mechanistic
model describing acceleration induced fragmentation of melt
droplets in rapidly expanding gas flow field resulting from
bursting of gas bubbles.

In Section 3.1.2.2 the gas field parameters and the initial
Weber number are obtained from the one-dimensional shock
tube model. In Section 3.1.2.3 the maximum stable fragment
diameter is calculated using theory for acceleration induced
droplet fragmentation.

3.1.2.2 Shock Tube Model

A schematic of the model is presented in Figure 26. An
interstitial droplet is subject to a dynamic gas pressure
when the gas bubbles burst. The parameters of the gas flow
field are obtained from the relations for the shock tube
assuming that the pressure on the left-hand side of the
diaphragm is equal to the hydrogen bubble pressure and on
the right-hand side of the diaphragm to the ambient pres-
sure. We assume that the gas on the right-hand side of the
diaphragm 1is hydrogen and that the gas temperatures are
alike on both sides of the diaphragm. We think that these
assumptions are reasonable considering that hydrogen will
evolve from the outer surface of the jet during expansion
period.

The relevant shock tube relations are:%2

b, 2y
P P p. ~ 1 L
2 .=l .2l 2 ., (134)
P, P, 2y =
) o W L.I__l'. (.__2. _ 1)

- ZY pm J

2%+ (Y + 1)(32 . 1)
p P
33 = , and (135)
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Figure 26. Acceleration Induced Droplet Fragmentation
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where vy is the isentropic exponent (y = 1:4 Lot
hydrogen), V,; 1is the gas velocity and co is the sound
velocity,

Co = YRQT (137)

and P is obtained from perfect-gas law,

pw

P =
@ BT
g

(138)

First, the ratio pz/p°° is calculated from Equation (134),
then Py from Equation (135), and finally V,; from Equa-
tions (136) and (137).

The initial Weber number, based on the initial diameter,
Do. of the interstitial droplet, is given by

We = 9 (139)

D, is a function of the number density of gas bubbles, N,
since droplet volume is approximately 1/N,

D, (:—-ﬁ) ab . (140)

3.1.2.3 Acceleration Induced Fragmentation

Having determined the initial Weber number, the maximum
stable fragment size diameter may be calculated. We will
use the fragmentation model proposed by Pilch,'8 who
extensively studied acceleration induced fragmentation of
ligquid droplets. The diameter d of the largest stable
fragment is given by the following expression:
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v
" R (1 _ VQ) , (142)

Here We., is the critical Weber number, V 1is the free
stream velocity, and Vg 1is the drop velocity when all
breakup processes cease. The critical Weoer number is the
Weber number below which breakup does not occur. For
gas-liquid usystams,

Weg = 12 (1 + 1.077 on 1.6} (142)

where On is the Ohnesorge number,

gl |
% (pono)l’z gy

In our case the Ohnesorge number is very small (~ 10-3)
and the critical Weber number is approximately 12.

For Vg, Pilch proposed the following expression,

3

1/2 (3 3
Vy = Ve (4 Cqy T + 3B1 ) . (143)

Here ¢ is the 1light to heavy density ratio, C4q is the
drag coefficient, B 1is a constant, and T 1g the
dimensionless totai breakup time,

vc1/2

T = ¢t =7/ - :;4‘)
DO

where t is the dimensional time.
For compressible flow Cq4 = 1 and B = 0.116.

The total breakup time is a function of Weber number. 1f
4% £ We £ 351 then according to Pilch,

T » 14.1 (Me ~ 13)~1/4 (145)
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Knowing the We number, which is given by Equation (139),
velocity V3 may be calculated and subseguently the maximum
stable fragment size.

Pilch noted that the ratio of maximum to mass median
fragment size has a constant value of 2.04 regardless of the
Weber number.

Number median fragment size, d, is estimated by

- 0.168 we Y% |, for We > 300. (146)

3.1.2.4 Model Predictions and Discussion

Model predictions for JETA-B2 and JETA-B3 tests and two
reactor cases are presented in Table 13. For JETA-B2 test
no acceleration induced breakup 1is predicted since the
initial Weber number is smaller than 12. The maximum stable
particle sizes for the JETA-B3 test and for two reactot
cases (PH, = 3.2 MPa and PH, = 16 MPa) are 561, 354,
and 149 um, respectively; the mass mean diameters are half
of these values, i.e., 280, 177, and 75 um, respectively.

Table 13

Acceleration Induced Fragmentation Resulting
From Gas Expansion in JETA-B2 and JETA-B3
Tests and Reactor Accidents

Maximum
Initial Stable Total
Particle Weber Fragment Breakup
Diameter Number Diameter Time
Case D (m) We d(m) (8)

0

JETA B2 2.7x10-3 11 No breakup
JETA-B3 2.7x10-3 69 561x10-6 &,3x10-3

eactor

PH, = 3.2 MPa 3.0x10°3 111 354x10-6 8.6x10"3

PHy = 16.0 MPa 3.0x10-3 253 149x10-6 4.7%10-3




The total breakup time in a uniform flow field lies between
4.7 and 8.6 ms, as indicated in Table 13. A very crude
estimate of the time scale during which the droplet is
exposed to the flow field in experiments is the time it
takes the sound wave to travel across the gas bubble or
across the jet. In the former case, this time is signifi-
cantly smaller than the predicted total breakup time.
Therefore, the results presented here should be treated with

caution. one could envisage that the droplet mass is
reduced by boundary layer stripping, but that breakup is not
complete. The size of the fragments produced by drop

breakup as a cresult of the boundary layer stripping is
estimated to be about 1 percent of the initial droplet
diameter.l® Hence, in our case, the fragment sizes would
be in the range of 20 to 30 um (i.e., 1 percent of 2 to
3 mm) and the mass mean diameters of the residual droplets
between the mass mean diameters given above and 2 to 3 mm.

We should also mention that the droplet breakup times seem
to be different in a dense droplet dispersion. There are
studies, discussed in Reference 18, in which contradictory
conclusions have been reached; that is, breakup times are
longer or shorter when the droplet is part of a dense
dispersion.

3.1.3 Fragmentation Due to Droplet Explosion
3.1.3.1 Introduction

The amount of gas evolved during jet expansion, up to the
moment of jet breakup, is only on the order of a few percent
of the 1initial gas content of the melt. Consider, for
example, the reactor case with the hydrogen equilibrium
pressure of 7 MPa. The corresponding hydrogen concentration
in the 1iron component of the molten core debris is
2.36 kg-H/m3Fe. Assume further that the containment
pressure is 0.2 MPa and the number density of the gas
bubbles is 108, The calculated bubble diameter and its
internal pressure at the moment of bubble bursting (i.e., at
void fraction of approximately 50 percent) are 2.6 mm and
0.23 MPa, respectively. The amount of liquid per bubble is

1
V = N (147)

and the amount of gas per bubble in the iron phase of the
corium is

1 C, = 4.96 x 10-9 kg-Hp/bubble ,
N
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since the volume fraction of iron in corium is 21 percent.
The amount of gas in the bubble is
m=EC . 2.0x 10 kg-H

R
qT

2/bubble

Thus the amount of gas wolved at primary ovreakup is only
about four percent of the initial gas content of the melt.
This means that the melt aroplets generated at that moment
will have practically the same degree of supersaturation as
the original, coherent melt stream. Therefore, secondary
fragmentation is possible, similar to the explosive disinte-
gration of 1iron droplets observed during vacuum degassing
and decarburization proceyses,39:.93.94 In both cases the
explosive fragmentation is attributed to a very rapid growth
of a gas bubble 1inside the melt droplet. An analogous
mechanism has been used to explain the fragmentation of
droplets of superheated water (so-called boiling fragmenta-
tion).%9:.9% The mechanism of bubble nucleation 1in the
interior of the droplet is, however, unclear. It is reason-
able to assume that the bubble nucleates in the centrum of
the droplet since the gas concentration should be highest
there. 1t has been proposed,96 as one of the explanations
of melt fragmentation in vapor explosions, that homogeneous
nucleation in the welt droplet could be impulse-initiated by
the impulsive pressure transient. In our case the impulsive
load on the drop is likely during the primary jet breakup
when pressurized gas bubbles are bursting.

3.1,3.2 Rayleigh - Taylor Instability

Oour model of melt droplet fragmentation is based on the
observation that the interface between a growing gas bubble
and the surrounding 1liquid shell should be s"bject to
Rayleigh - Taylor instability since the acceleration of this
interface 1is directed from the 1lighter to the heavier
fluid.97.98 A gsimilar approach in principle, although
considerably different in ite treatment of the instability
aspect of the problem, has been wused by Kashiwa and
Mjolsness in their study of the atomization of superheated
water jets.2?

The development of instability is characterized by the wave
amplitude, m, and wavelength, X\, (see Figure 27). The
basic idea of the model is to calculate the time at which
the wave amplitude is approximately equal to the thickness
of the liquid shell around the growing gas bubble, i.e., the
time of fragmentation.
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Figure 27. Schematic of Droplet Fragmentation Resulting
From Rapid Expansicn of Internal Gas Bubble

Given this time, the wavelength and bubble diameter ac¢ the
instant of fragmentation may be calculated.

The diameter of the fragments is then given by

nd3
& A" h , (148)

where d is the fragment size, N is the wavelength of the
wave that first penetrates the liquid shell, and h is the
thickness of the 1liquid shell at penetration. The total
number of fragments is obcained from mass balance. In order
to calculate the thickness of the 1liquid shell, the wave
amplitude and the wavelength as functions of time, the rate
of bubble growth and acceleration of the liquid shell must
be known. These are obtained by solving the equation of
motion fcr the liquid shell.

We will neglect forces due to suriace tension and ambient
pressure and assume that bubble pressure is constant anu
equal to the equilibrium gas pressure. The equation of
motion for the liquid shell becomes
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where m is the liquid mass, r is the bubble radius,
the bubble pressure and t is time,

Putting
il
m
we have
2
aet

(149)

Pp is

(150)

(151)

This differential equation is solved by multiplying both

sides by dr = r dt, i.e.,

r r dt = arédr (152)
and

1/2 d(r?) = ar?dr (153)
With initial conditions r = r, and v = Vv,, the solution
is

dz
[vf> ' o(z)]

where

®(z2) = 2a Jf rzdr =3 a (:3 - r3’ (155)
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Therefore,

dr
Zﬁ e ' (156)
r 1/2
7 F 4 3 2 3
R 3 o) 3 “‘]

This 1is an eliptic integral and in order to solve it
analytically we assume that

2 2 .3
ve - $arg =0 . (157)

This assumption in discussed in Section 3.1.3.4., Solution
of Equation (156), in terms of r(t), becomes

r
£(t) = =~ 9. = (158)
2 1/2
RN RS
or, if we put 1/2 (%ar )1/2 =Y ,
0
r
r(t) = ————9———5 (159)
(1 - yt)

Velocity and acceleration of the liquid shell are obtained
by differentiating Equation (158) with respect to t, i.e.

§ 2:07
E{L) = 3 (160)
(1 - yt)
and
- 6r°y2
£(t) = -———~———z (161)
(1L - yt)
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Equation (1¢8) shows that r(t) » « when

1/2 (%a:o)l’z En (162)
Thus time when r » ® is
1/2
. (8
t, (“‘o) : (163)

Having determined r and r, we proceed as follows. Thickness
of the liquid shell surrounding gas bubble is approximately

1
4Nr

h = (l164)

2 L

since the liquid volume per bubble is 1/N, where N is the
number density of gas bubbles.

As stated it is assumed that fragmentation takes place when
liquid shell is penetrated by the fastest growing wave. 1In
the linear growth phase of Rayleigh - Taylor instability,
the amplitude of an initial disturbance of the form n =
Nne cos(kx) is given by97.98

n =[n, cosh(nt) + @ /n sinn(at)]cos(kx), (165)

where mn, and mn, are the initial disturbance amplitude and
velocity respectively, k is the wave number (k = 2m/\), and
n is the growth rate parameter.

The above equation is often gsimplified assuming ﬁo = 0,
Furthermore, since we are 1interested in the maximum wave
amplitudes, the term cos(kx), which represents the spatial
dependence, is omitted.

We have

n = ng cosh(nt) (166)
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considering that cosh(nt) = 1/2(e0t e-Nt) we can write
for sufficiently large nt,

n = noeft (167)

The growth rate parameter, n, is given by

3 1/2
I oL s
n «[1 raE ak p(l+c)] ' (168)

where a is the acceleration of the interface, ¢ 1is the
surface tension, and ¢ is given by ¢ = pg/pPyg.

The interface is unstable when n is a real number; thus,
according to Equation (168), there is instability if

O(k(kc '

where

p,all/2
. il b
kc Ll-c) - (169)
The wave number k™ of the most unstable waves is
K
-
K = = (170)
V3
Thus
4 pga 1/2
K = |(l-¢) 30 (1X7L)
In our case ¢ » 0 and we get
3 12
n = |lak - 25 (172)
Pa
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and

(173)

where n" is the growth rate parameter of the most
unstable, fastest growing waves.

It is reasonable to assume that the amplitude of initial
disturbance ny is given hyl3

No = 0.01 kc ' (174)

where

1/2
n i
N 2. * 18 [apa(l—c)} ' ekl

Waves with wavelengths larger than A\, are unstable,

Acceleration of the interface, a, given by Equation (161),
is a function of time. Here, acceleration evaluated at
t = 0.5 t, has bcen used as an average.

Time when the fastest growirg wave penetrates the liquid
shell is obtained from the follcwing equation by iteration:

' 2 ¢ (176)
4N

where r = t(t) is given by Equation (157).

Knowing the time of penetration, the size of the fragments
is obtained from Equation (147).

3.1.3.3 Model Predictions
Fragmentation calculations have been performed for the

flashing jets of superheated water, vacuum degassing, carbon
boil, JETA B2 and JETA-B3 tests, and reactor case. The

results are summarized .n Tables 14, 15, and 1l6. In Table
14 the comparison between predicted and measured fragment
size 1is given for flashing water jets (Brown®’ and
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Table 14
Fragme:itaticn Due to Droplet Explosion.

Comparison of fragmentation calculations
with experimental data.

———————— ———————— . < ————. . S . ————. — ———— — — -~

Fragment $ize

e AHM) .
Predicted
Number of Gas Bubbles
(m-3)
_____ Reference LQP 193 LQig LQL& Measured
Flashing Water Jets
Brown® 68 a5 27 62
Gooderum & Bushnell99 170 96 56 100
Vacuum Degassing
ogunleye>® 400 237 120 250
Carbon Boil
Ellis & Glovet93
Robertson & Jenkins94 5-10 < 3
Table 15

Fragmentation Due to Dreplet Explosion.
Predicted fragment size for
JETA-B2 and JETA- B3 tests.

(um)

Number of Gas Bubbles

(m=3)
_Test 10° 10° 10%°
JETA-B2 149 8% 49

JETA B3 109 60 26




Table 16

Fragmentation Lue to Droplet Explosion.
Predicted fragment size for reactor case.

(wm)

(Containment pressure = 0.2 MPa)

Number of Gas Bubbles

(m=3)
8 9 10
_Case _ ___ 10 10~ 107
p(Hz) = 3.2 MPa 143 84 50
p(Hz) = 16.0 MPa 64 50 30
Table 17
Fragmentation Due to Droplet Explosion
(Input Data to Fragmentation Calculations)
Liquid Bubble Ambient Liquid surface
Temperature Pressure Pressure Density Tension
Reference (k) ~(MPa) (MPa)  (kg/m3)  (N/m)
Flashing
Water Jets
Brown®” 417 0.4 0.1 1.0x103  0.07
Gooderum &
Bushnel199 339 0.025 2.6x10-4% 1.0x103 0.07
Vacuum
Degassing
Ogunleye3® 1900 0.1 2.6x10°4 7.5x103 1.0
Cacrbon Boil
Ellis &
Glover?3
Robertson &
Jenkins?4 2000 10.0 « P | §7C0-7500 0.5-1.0
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Here N is the number density of gas bubbles.

Thus
p o 82 (179)

Isentropic expansion work per droplet is given by the
following expression:

CR.T P\ (Y-1)77%
e 0a |, (=
Wt gt 11 (Pb> : (180)

Here f is the volume fraction of the melt component in
which dissolved gas has concentration Cg,.

Hence
E (y-1)7y] 1t
. -2 6o(y-1) R 32 ! ¥ (181)
nT* ¥ £C DR T Py .

dreakup efficiency was calculated for JETA-B expeériments
and two reactor cases with hydrogen equilibrium pressure
of 3.2 MPa and 16 MPa, respectively. We have determined
that 0.4 percent < n < 1 percent.

3.1.3.4 Discussion

The fragmentation mechanism described in this section cannot
be operative in SPIT experiments where nitrogen has been
used as drivine gas. This is because the nitrogen dissolved
in the melt droplet 1is not able to support the bubble
pressure during fragmentation process. Tha situation is
different in the case of hydrogen due to its low density.

We return now to the assumption stated in Equation (157)
which imposes the following relation between the initial
velocity and bubble radius:

. (; Z_) . (182)
o " \2 a
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This relation is justified in the following way. The bubble
growth prior to explosive escalation is mainly 1inertia
controlled., It was shown in Section 2 that the Jakob number
and parameter By for Dbubble growth are high, thus
indicating inertia dominated growth.

Another way of determining which growth regime dominates is
to calculate the time for transition between inertia- and
diffusion-controlled growth. The transition occurs when
growth rates for both regimes are approximately equal.
Using Equations (73) and (86), we find that transition time
is

¢ . 68°Dp (183)

and the transition radius is

2. (2 » 1/2
R = 68 D(j Ap) ' (184)

For JETA-B2 and JETA-B3 tests and reactor conditions, this
radius is of an order of 1 mm. For the same conditions, the
bubble radius at which acceleration of the 1liquid shell
commences, i.e., o, in Equation (158) (determined from the
force balance) is approximately O.1 mm. Therefore, the
initial velocity may be obtained from inertia-controlled
growth. Now the initial bubble radius, given by Equation
(183), is also approximately 0.1 mm.

Therefore, the difference between r, obtained from the
force balance and from Equation (183) is small. This means,
however, that our calculations of droplet explosion start
from an initial bubhble radius, which is not exactly the
right one, but since we are interested here in an elementary
investigation of a possible fragmentation mechanism the
refined calculation is not necessary.

The same argument, i.e., our interest in an elementary
investigation of a possible fragmentation mechanism, applies
to the assumption that the bubble pressure is constant and
equal to the wequilibrium gas pressure thus neglecting
diffusional limitations to mass transport. However, we have
seen that bubble growth is dominated by liquid inertia, and
furthermore, that predicted fragment size is not a strong
function of bubble pressure.

Applying Rayleigh - Taylor instability theory the following
assumptions have been made: (1) linear growth phase,
(2) infinite fluid depth, (3) cosh(nt) may be approximated
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by 0.5 eNt, and (4) the theory for a plane interface is
valid. To verify these assumptions we need to know accel-
eration of the interface, a, wavelength of the fastest
growing wave, Ao, the growth rate parameter, n, product
nt, and the thickness of the liguid shell at the instant of
fragmentation, h.

The values of these parameters for the most unstable wave
differ little between analyzed cases - except carbon boil -
and are on average: a = 105g, Ao = 5 x 105 m,
n* = 10% g~1, n*t = 4, and h = 10-4m,.

We se% immediately that cosh(nt) can be approximated by
0.5 eNt,

. Changeover from the linear phase to the nonlinear phase

According to Pilchl8 it is reasonable to assume that
changeover from the linear phase to the nonlinear phase
occurs when the computed linear phase growth rate
equals the computed nonlinear phase growth rate. This
means that the lower of the two growth rates should be
used.

The growth rate in the 1linear phase 1is given by
(spacial dependence is neglected):

ﬁg = N N sinh(nt) + ng cosh(nt) (185)

and for nonlinear growth phase we havelOl

én = 0.28 ((1-¢)an)t/? (186)

Taking nmg = 0.01 A\, and using above parameter values we
obtain ng < np, but difference is small.

. The eifect of finite fluid depth

The effect of finite fluid depth on the instability
growth was investigated by Taylor.2%7 Assuming that
the thickness of a ligquid sheet is h, he obtained the
following expression describing behavior of the
instability in case of the small amplitude waves:

r -2kh
| cosh(nt) - e ° " cos(nt)
-2kh

cos (kx) (187)

. S———

'ﬂ’.=ﬂ

. L l - e
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Thus the correction to the case when h -+ o is e-2Kh,
The wave amplitude exceeds that predicted by the classic
theory only by eight percent when h = 0.2\. Therefore,
it was justified to neglect the influence of finite
fluid depth.

. Instability in spherical geometry

Acceleration induced instability of spherical interface
was studied by Birkhoff,102 Ppleeset and Mitchell, 103
and Plesset and Prosperetti.l04 [t was shown that
under certain circumstances the interface is stable when
on the basis of the Rayleigh - Taylor theory for a plane
interface it would be unstable. Also the opposite is
possible but in this case the instability growth is
algebraic and not exponential as in the plane case.

The stability of a small-amplitude distortion of a
spherical interface 1is determined by the following
equation:

S T TR TYRE (188)

Here ap is the distortion amplitude of order n and if
¢ » 0 then

A = (n-1) % . Lﬂill-iﬂ§ll—91 (189)

P R
'] J

"hde interface is unstable if A > 0 or, if A < 0, when
6AR + AR > O.

In all cases analyzed in this section A > 0 so that
expanding spherical gas bubbles are unstable.

3.1.4 Fragmentation Resulting From Droplet Inflation
Followed by Collapse of the Liquid Layer

3.1.4.1 1Introduction

In studies on the disruptive burning of free droplets, 105
it has been observed (using a high-speed movie camera) that
disintegration of the 1liquid droplet is the result of the
following process. A short time after ignition the droplet
diameter increases by about a factor of three until the
outer liguid layer of the inflated droplet bursts with
subsequent release of the interior gas and the outer layer
collapse toward the center of the droplet resulting in the
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fragmentation of the liquid into many small droplets. The
size c¢f the fragments is not reported and no fragmentation
model wae proposed.

It has been concluded that droplet inflation is the result
of the homogeneous bubble nucleation within the interior of
tne droplet and the spontaneous formation, growth and
bursting of a single vapor bubble.

The analogous mechanism of the secondary fragmentation to
that deccribed above is also possible in the case of gas
supersaturated liguid droplet. A simple fragmentation model
is proposed in Section 3.1.4.2.

3.1.4.2 Model

In the model describing fragmentation because of droplet
explosion (Section 3.1.3), it was assumed that bubble growth
in the interior of the melt droplet is intertia controlled
and the bubble pressure was taken to be egqual to the initial
equilibrium gas pressure. Here, we will assume that bubble
growth is diffusion controlled which means that the bubble
pressure is close to the ambient pressure.

A schematic of the model is shown in Figure 28. The work of
expanding gas 1is transformed into surface energy of the
lignid layer surrounding the gas bubble. In order to
calculate the fragment size it is assumed that during the
fragmentation process the surface energy is conserved. This
means that the efficiency of energy transformation is 100
percent and in consequence the calculated average fragment
size 1s the smallest attainable by this fragmentation
process.

The surface energy of the liquid layer is approximately
Eg = 2A0 = 2nD%0 . (190)
Here D ies the ouvter diameter of the inflated droplet and o
is the liquid surface tension.
Assuming that the diameter of the inflated droplet is X
times the initial, undisturbed droplet diameter, D,, we get
Eg = 2m(xDg)%0 . (191)

The surface anergy of all fragments is

fEg = nmd?0 (192)
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Figure 28.

Fragmentation

INITIAL MELT
DROPLET

BUBBLE NUCLEATION

INFLATION OF THE
DROPLET

BREAKUP OF THE LIQUID
LAYER AND GAS
RELEASE

FRAGMENTATION AS
A RESULT OF THE
LIQUID LAYER
COLLAPSE

Resulting From Droplet 1Inflation
Followed by Collapse of the Liquid Layer
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where n is the total number of fragments and d4 is the
fragment diameter.

From mass balance we obtain

3
D
n = (—g) . (193)

From condition Eg = JEg it follows, therefore, that

4 « D, —15 (194)
2X

or, noting that
o 1<k
o’ (ﬂN) ' (195)

where N is the number density of gas bubbles in expanding
jet,

1/3
.| -& > -
. (nu) o S (196)

3.1.4.3 Model Predictions

Model predictions for N = 108, 109, and 100, and x =
2, 3, and 4 are illustrated in Table 18, We assume that the
actual value of the parameter x lies between 2 and 4.

3.2 Debris aracte tion
3.2.1 Introduction

In this section, the size distribution of the debris col-
lected from the JETA-B2 and JETA-B3 tests is described and
characterized. The results obtained here are used in the
next section to estimate the frauction of the melt aero-
solized in the tests,

The large fragments (a few hundred micrometers to two or
three millimeters) recovered from the JETA-B tests consists
of roughly spherical particles. Some of these large
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Table 18

Fragmentation Resulting From Droplet
Inflation Followed by Collapse of the
Liquid Layer

Predicted Fragment Size

(um)
Number of Gas Bubbles
(m-3)

9 10
x 10° 10° 10'°
2 334 15% 72
3 149 69 32
4 84 39 18

particles are punctured and partially void. The composition
of the collected particles was not @#nalyzed, as was done in
the SPIT tests. However, since the melt composition and tne
postulated fragmentation mechanisms are the same it |is
reasonable to assume that the composition of particles is
identical in the SPIT and JETA-B tests,

For the SPIT tests Brockmann and Tarbelll®® have reported
that the composition of the collected particles appears to
be size dependent,. The small mode particles (< 1- to
3- um) are predominantly 1iron. This suggests that they
are formed by iron vapor condensation. The large size
fraction particles (» 1- to 3- um) are predominantly iron,
predominantly alumirum oxide, or a combination of the two.
This indicates that large particles are furmed by mechanical
breakup of an inhomogeneous melt of aluminum oxide and iron.

3,2.2 Particle Size Distribution

Size distribution of the debris collected from the JETA-B2
and JETA B3 tests was obtained by sieve analysis. The
particle size distribution plotted on log-normal paper is
shown in Figure 29. The data were fitted by the log-normal
distridbution. It has been found that the log-normal
distribution correlates most of the size data for particles
obtained by fragmentation, 107

KottlerlO8 presented theoretical basis why log-normal

distribution applies to fragmentation processes, I1f it is
assumed that the relative rate of change of particle size in
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fragmentation is independent of the absclute quantity of
material present, then

dp

at " -kD , (197)

where D is the particle diameter, t is time, and k is a rate
constant.

Integrating Equation (197) we get

D =D_e ' (198)

where D, is a constant of .ntegration.

Equation (198) may be written in the following form

t = a+beln(D) , (199)

where a and b are constants.

Equation (199) expresses time as a function of size, D. The
time available for fragmentation of each particle will be
different and random. It was shown that it is justified to
assume that the distribution of times 1is normal. The
distribution of D which follows from the assumed normal
distribution of times is called log-normal.

For a random positive vari-)le, in this case the particle
size, that 1is log-normalls distributed, the 1log-normal
distribution function is

2
£(D) = —L— exp ( “—'—‘P;‘Zu—) (200)
vem Do 20
where uw and o are distribution parameters.
3.2.3 Particle Size Distribution Parameters
The geometric mean diameter, denoted Dgp., is given by
DSO = e\l 5 (201)
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The geometric standard deviation, og, is characterized
by e?

og = e? Eﬁi "B ¢ (202)
50

where Djg, and Dgg and Dgq are the 16, 50 and 84
percent points of the distribution. Since the log-normal
distribution plots as a straight line on log-normal paper,
the parareters uw and o can be determined directly from a
plot.

In practical applications of the particle size data it is
desirable to use the average diameters that have some
physical meaning. The various average diameters have been
defined by Mugele and EvanslO% by the following expression

_9-p @ |
D gp * f pif(p)ap f pPf(D)ap . (203)

- / =00

/

Some of the mean diameters most often used are number mean
(Dyo) surface mean (Dzq). volume mean (D3g)., and
volume-surface, or Sauter mean, (Dj33)

Sauter mean is given by

ol
i

32 * 2 (204)

A very convenient property of log-normal distribution 1is
that it can be written on surface, volume or surface-volume
bagis. This leads to the following useful relations between
means: +1

1nDyg = 1nDyg + 2 lnlog (205)
1nD3g = lnDjg + 3 lnZog (206)
1nD33 = 1nDygp + 2.5 lnlog (207)
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Particle size distribution paramcters for the JETA-B2 and
JETA-B3 tests, obtained from Figure 29 and from Equations
(205), (206), and (207), are presented in Table 19.

Table 19

Particle Size Distribution Parameters
for JETA-B2 and JETA-B3 Tests

Geometric
Mass Mean Standard = _ .
Diameter Deviation Dio D2o D32
Test (um) gg (um) (um) (um)
JETA-B2 709 3.57 5.43 138 310
JETA-B3 160 3.44 1.64 115 75

3.2.4 Discussion and Conclusions

Experimental partri~le size distribution for JETA-B2 and
JETA B3 tests rather broad distribution (0g~3.5).
For comparison, ‘e distribution ot particles produced by
pneumatic atori»erc is characterized by gg~1.3.

As expected, the mass mean diameter for JETA-B3 is smaller
than for JETA-B2 due to higher hydrogen concentration in the
melt. Comparison within Section 3.1 calculated fragment
sizes suggests that acceleration induced fragmentation
resulting from gas expansion could be a dominating fragmen-
tation mechanism, at least in cases when equilibrium
hydrogen pressure is high. The maximum stable fragment size
calculated for JETA-B3 is 561 um, see Table 13. According
to Pileh,l- the mass mean fragment size is one half of
maximum fragment size, regardless of the Weber number.
Th' s, for JETA-B3 we have Dpsgs = 280 um to compare with
160 um obtained experimentally.

Regarding JETA-B2 test, the calculated Weber number is close
to 12 1indicating that some acceleration induced fragmen-
tation (from the initial fragment size of approximately 2 to

3 mm) could be possible producing fragment sizes of the
order of 1 mm.

In summary, even if we were not able to analytically predict
particle size distribution, the fragment sizes determined
from the models of primary breakup and secondary fragmenta-
tion fall into the particle size range determined experi-
mentally, i.e., =~ 100 um to 2 to 3 mm.
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3.3 Aerosol Generation

3.3.1 Introduction

As mentioned in Section 1 of this report, a significant
amount of aerosol was generated durirng pressurized melt
ejection in the SPIT and JETA-B jet characterization experi-
ments. The aerosol measurements were performed in the SPIT
tests. Brockmann and Tarbell1-06 egtimated the mass
fraction of melt aerosolized to be 0.6 to six percent. The
following three mechanisms that could produce melt particles
smaller than approximately 60 um have been proposed:

1. Condensation of iron vapor; particles < 1 um,

2. Film fragmerntation as a result of bubble bursting;
particles 1 to 10 um.

3. Fneumaric atomization; particles 10 to 60 wum.

Pneumatic atomization occurs when 1liquid and gas are
simultaneously accelerated through an orifice. This
mechanism of melt “ragmentation has been reviewed by Pilch
and Tarbell.?l For the reactor accident conditions, they
predicted that the mass median size of particles produced by
pneumatic atomization could range from 20 to 300 um.

In the next two sections, we will address mechanisms 1 and 2
above. Due t¢ large uncertainties and complexity of the
phenomena involved only simple estimates will be rnade.

3.3.2 Vaporization of Iron

The vapor pressure of iron is high at the temperature of
thermite and corium melts. It is significantly higher than
the vapor pressure of aluminum oxide which explains why in
SPIT tests the particles in the small size fraction are
predominantly iron.106

The aerosol is formed when iron vapor condenses. An upper
bound estimate of the iron aerosol mass produced in high
pressure melt ejiection is obtained in the following way.
ne total mass of condensed iron vapor, m, is

m = GAt, (208)

where G 1is the mass flux of iron atoms across a plane
surface, A 1is the total surface of ircen and t is time
available for vaporization.

Pn estimate of G can be derived from the kinetic theory of
gases. Assuming a Maxwell-Boltzman velocity distribution
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the average positive x-component of velocity for a
monoatomic ideal gas is

\1/2
. (8=
u = (Zﬂm ' (209)

where k is the Boltzman constant, T is the temperature, and
m is the mass of the atom,.

A more convenient expression for u is obtained from Equation
(209) using standard thermodynamic relations,

1/8
R.T
. (%)
u = (Zﬂ . (210)
where Rg is the gas constant.
Tne mass flux G is
G = pu , (211)
where p is the gas density.
For ideal gag we have
L.
P s R,T ! (212)

Substituting Equations (210) and (21¢) into Equation (211)
we get

g o e (213)
JemR _T
¥ g
Here p is the equilibrium vapor pressure corresponding to
temperature T.
Equation (213) gives an upper bound for the evaporation or

condensation rate. In reality, the rate of mass fiux is
given by
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§ the
the

condensation or evaporation coefficient (also
i

accomodation coefficient). In condensation a

ion of the molecules striking the surface that
'he evaporation coefficient is defined similarly.

conditions the condensation and evapora
equal. The net evaporation flux wunder
conditions 16 obtained , gsubstracting
from condensation mass LUX. Assuming
rondensation ts are equal and

the mean




2

wyD’
A i
—%ﬁ Sl i — o f R (218)
(m/6) 5D Dus
p #
since
1D}
1—3 » 532 = Sauter diameter .
LD}
i
Thus
A, = 6V —i- (219)
Fe %
32
or
Ap, = 6fM —— (220)
i D
al T

where M is the total melt mass and p is its density.

Finally, the time, t, for vaporization is estimated by the
time it takes for the jet to trave) from the orifice to the
ground:

h_
t = v : (e21)
where h is the distance and vy is the jet velocity.

Substituting Equations (216), (220), and (221) into (208) we
have

m = 6afhM ——>= (222)
pij32 ¢2nRgT

Calculations have been performed for the conditions of the
JETA-B2 and JETA-B3 tests. According to von Bogdandy,26
the accomodation coefficient for 1liquid metals is wusually
between 0.1 and 1; we have used a = 0.5, The vapor
pressure, pg, was neglected since it is not known. The
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of the melt 1s an important variable since vapor

iron is a strong function of it. Unfortunately,

Know exactly the temperature of the melt droplets.
assumed that T 2200 and 2500 K. These tempera
allow for some 1ncompleteness of the thermite reaction
cooling of the droplets. The vapor pressures of iron
onding to these temperatures are 5 x 104 Pa and

’ Pa, respectively.

1

f, was assumed to be equal to the volume
in the melt. h these assumptions the

have been

percent

y

1zed 1s 2 nd 27 percent
respectivel

given amperature the

l1i1zed 1is a function of the
that in cases here con
differs little and is

sonable considering

3 1'g equation) and
proportional to the

- Y
.Ynf;t.

estimates.

be smaller

ressure g: phase, Py
value g ckl if the vapor
I g 3 interesting
the range

SPIT tests

Bubble Bursting

aerosol generation during
breakup of melt film when gas




bubbles burst. The literature on this mechanism has been
reviewed by Ginsbergll? and Powers et al.ll3

Experimental water data show that film breakup 1is the
dominant aercsol generation mechanism for bubbles larger
than ~ 1 mm in diameter. Considering that gas bubbles in
experiments and reactor case are ~ 3 to 4 mm in aiameter
when they burst, the aerosol generation by film breakup may
be operative in experiments and reactor case. However, it
is not clear it direct extrapolation of water data to
thermite melt and corium is allowed.

A number of estimates of the volume of droplets produced per
hubble burst has been presented. It appears that most data

may be approximated by

Here V5 is the volume of aercsol produced per bubble burst
and Vp is the volume of bubble at instant of burst.

Taking the average of the above range we get
V. =5x 10" V ‘ (223)

The total mass of aerosol produced in experiments may be
.culated from Equation (223) since bubble volume at
1. tant of burst and number of gas bubbles are known.

Thus for D = 3 mm, N = 108/m3, and 10.3 kg melt (V =
2.7 x 10-3 m3) we obtain

Vg = 1.9 x 10-8 m3
and

m=Vzp = 7.3 X 1075 kg

Hence the fraction of melt aerosolized by postulated film
breakup mechanism is 7 X 10~4 percent.
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3 4 *lusions

'he resultce htained in Sections 3.3.2 and 3.3.3 lead to the

following conclusions

L. Vaporization of iron may produce significant amount
of aerosol during pressurized melt ejection.

2. Anrrosol generation resulting from film breakup is
probably negligible during pressurized melt
ejlection

3 Overall Jet Breakup Efficiency and Size of Corium

Fragment

I | Introduction

n this section we propose a simple method that makes it
oss1ible to directly estimate the size of particles produced
I

by Jet fragmentation due to effervescence of dissolved gas.
The method 1s based on the observation that the overall jet
breakug efficiencies, lef ined in next section, differ
relatively 1little for three 1investigated hydrogen super
saturated Jjets even 1f the initial conditions are quite
different. More confidence was attached to the proposed
method when we found that for some investigated cases of the
flashing superheated water the overall breakup efficiencies
lie 1n a rather narrow range
In Section 3.4.2 we show how breakup efficiency is obtained
from the initial conditions for melt ejection and particle
s5ize distribution The breakup efficiency for a few cases
of the flashing water 1is briefly 1investigated in Section
T T Predictions for reactor accident situations are
presented 1in Section 3.4.4
384 verall Jet Breakup Efficiency
It is appronriate oA o deflne the overall jet breakup
efficlency as a ratio of the total surface energy produced
by Jet breakup to the work available for fragmentation.
Under assumption that Jjet disruption is caused by energetic
effervescense cf dissolved gases, this work is calculated as
the mechanical work which could be performed by dissolved
jas in an isentropic expansion process
1ence

E

" -5 ' (224)




Here n 1is the breakup efficiency, Eg 1is the total
surface energy of the droplets, and W is isentropic work.

The total surface energy, Eg, and the isentropic work, W,
are given by

2
Es = woiijDi (225)
and
mR_T P (vy-1)/¥%
W o= —a [1- (4‘3) J (226)
v-1 Ps

Here D is the droplet diameter; o is the surface tension;
m is the mass of the dissclved gas at equilibrium pressure,
Po' and temperature, T; and Py is the ambient pressure.

The mass of the dissolved gas is given by

m = CoVpe (227)
where Co is the equilibrium gas concentration
corresponding to the gas partial pressure p,, and Vpe is
the volume of iron in the melt. As stated earlic., C, is

obtsined from the Sievert's law of solubility.

It is convenient to express Eg and W per unit volume of
the melt. In a similar way as in Section 3.3.2, we obtain

|Q

<lmm
ci jon

‘ (228)

W
N

where D3, is the Sauter mean diameter.

Dividing Equation (226) by V and using Equation (227) we get

e R .1 ) (vy-1)/y
W i . o - :
v = Y-—l (po) ] ’ \229)
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where f is the volume fraction of iron in the melt (f =
VFe/V).

Hence

Es 6o0(y-1)

n=o o=
£C,R D3, [1- Po’ Py

Thus, know:.ng 1iaitial conditions for melt ejection and
particle size distribution, the breakup efficiency may be
determined irom Equation (230). Also, knowing n, D33
may be calculated from Equation (230).

The experimental data base available to wus, which 1is
required to calculate breakup efficiency, is rather limited
and comes from three experiments, namely Robertson and
Ogunggye.3° JETA-B2, and JETA-B3. The 1initial conditions
and D3, for the JETA-B2 and JETA-B3 experiments were given
earlier.

For the experiment by Robertson and Ogunleye we have

0.19 kgH/m3Fe

i

Co

Po = 0.1 MPa

P, = 266 Pa
T = 1873 K
g = 1.0 N/m.

Robertson and Ogunleye have reported that up to 80 percent
of the discharged material was collected as a powder with 50
percent passing 250 um. Assuming log-normal distribution
with o4 = 3.5 we get

D3z = 114 um

We have obtained the foliowing results for the considered
experiments:

Robertsor and Ogunleye n = 1.4 percent
JETA-B2 n = 0.5 percent
JETA-B3 n = 0.6 percent
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This is an interesting result considering, as mentioned
previously, that initial conditions for these three exper-
iments were considerably different.

3.4.3 Breakup Efficiency for Flashing Water

Experimental data base for breakup of liquid jets due to
effervescence of dissolved gases 1is quite limited. This
applies especially to the particle gize distribution. The
situation is somewhat better regarding breakup of the
flashing superheated water. In this case, breakup of the
liquid is caused by nucleation and subsequent rapid growth
and bursting of vapor bubbles. The driving force for vapor
nucieation and bubble growth is superheating of the liquid.
A considerable amount of work was done in this area because
of the importance of the subject in the analysis of loss-of-
coolant accidents in 1light water reactors.62.100,114-120

Disintegration of 1liquid %ets due to the flashing mechanism
has also been studied.57-59,95,99,121-130

Since the mechanism of ligquid breakup caused by either
effervescence of dissolved gas or 1liquid superheat is
principally the same, we have decided to 1investigate the
overall breakup efficiency in the latter case.

The overall breakup efficiency was defined in the similar
way as in the previous section. The work availiable for
liquid breakup was taken, following Lienhard,131l as work
that the system could do upon its surroundings in returning
to equilibrium

W = (hg - hg) -Tgat (8o - 8f) (231)

Here h is the specific entalphy, s is the specific entropy,
Tgat 1is the gaturation temperat::e at ambient pressure and
subscripts o and f denote the lccally superheated conditions
and saturated ligquid, respectively.

The mean drop size for sprays formed by flashing water jets
emanating from small nozzle (D < 1 mm) was measured by
Brown®?7 and Gooderum and Bushaell.®? Anderson, Erdman
and Reynoldsl20 measured drop size distribution from bulk
flashing.

Brown studied breakup of superheated jets eminating from
three nozzle types: gsharp-edged, rough and extremely
rough. We have not analyzed all experiments reported by
Brown but founa that in four experiments--two in sharp-edged
nozzle and two in rough nozzle, where the temperature of the
water was the same but the jet Weber number and nozzle
diameter were slightly different--the breakup efficiency was
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about 0.05 percent. Efficiency for the extremely rough
nozzle was significantly higher since, as reported by Brown,
much smaller droplets were produced by mechanical breakup of
liguid inside the nozzle where surface roughness was very
high (e¢/D = 0.1).

Calculations for experiments reported by Gooderum and
Bushnell could not be exact since the ambient pressure
varied between 2 and 98 Torr. However, we have found that
breakup efficiencies lie between 0.01 and 0.08 percent.

Breakup efficiency 1in experiment reported by Anderson,
Erdman and Reynolds is about 0.02 percent.

These results seem to suggest that breakup efficiencies lie
in a rather narrow range.

3.4.4 Predictions for Reactor Case

Sauter mean diameter was calculated from Equation (230)
assuming that the overall jet breakup efficiency is 0.6
percent. The result is presented in Figure 30 where Sauter
mean diameter, D3z, 1is plotted as a function of hydrogen
equilibrium pressure in the 1iron component of the corium
melt. Calculations were performed for containment pressures
of 0.1 and 0.2 MPa, We see that the D3, is in the range
of 75 to 630 um for hydrogen equilibrium pressure in the
range of 0.1 to 16.0 MPa. This particular size range is in
reasonable agreement with results obtained from the models
of secondary fragmentation presented in Section 3.1

3.4.5 Conclusions

The method of calculating particle sizes proposed here is
based on a very limited experimental data base. It seems,
however, that it may be used in cases where the properties
of the liquid metal are similar and the effervescing gas is
the same.

Inspection of Equation (230) and the fact that breakup
efficiencies differ 1little suggest a relationship between

D3, and initial gas supersaturation, Co/Cg, since
according to Sievert's law of solubility C4/Cg is
proportional to (po/Pw)l/2. However, in order to investi-

gate this more experimental data are needed.
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4. SUMMARY AND CONCLUSIONS

Discharge of the molten core debris from a pressurized
reactor vessel has been recognized as an important accident
gscenario for pressurized water reactors. Recent high-
pressure melt streaming experiments conducted at Sandic
National Laboratories, designed to study cavity and con-
tainment events related to melt ejection, have resulted in
two important observations:

1. Expansion and breakup of the ejected molten jet.

2. Significant aerosol generation during the ejection
process.

The expansion and breakup of the jet in the experiments are
attributed to rapid evolution of the pressurizing gas
(nitrogen in SPIT tests and hydrogen in JETA-B tests)
dissolved in the melt. It has been concluded that aerosol
particles may be formed by condensation of melt vapor and
mechanical breakup of the welt and that the extent of melt
disruption influences the aerosol generation.

It was shown that abhove phenomena are also likely to occur
in reactor accidents. The disruption of a corium jet could
affect (1) aerosol generation and through this the source
term, (2) concrete erosion in the cavity region, (3) molten
fuel-coolant interaction, if water is present in the cavity,
(4) removal of core debris from the cavity region, and
(5) direct containment heating.

As a result of the information and insights gained from the
experiments and from theoretical considerations, an
analytical and experimental effort was undertaken, aimed at
the development of a model describing the behavior of a
gas-supersaturated liquid jet expelled from a pressurized
vessel. The results of this effort are described in this
report.

The investigation of jet behavior during pressurized melt
ejection was divided into two parts. First, a one-
dimensional model of jet expansion and primary breakup was
developed and employed in analysis of experimental data and
reactor accidents. This work is described in Section 2 of
this report where we also address aero-hydrodynamic
stability of 1licuid jet in gas, stream degassing of molten
metals, and gas bubble nucleation in molten metals.

We have shown that the aero-hydrodynamic jet stability
theory cannot explain jet behavior observed in experiments.
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Review of nucleation theory has 1led us to the conclusion
that possibility of spontaneous nucleation under conditions
prevailing in experiments and reactor accidents cannot be
disregarded.

The jet expansion model is based on an appropriace bubble

growth model. Wwe have found that 1inertial effects are
important for fast growing hydrogen bubble in highly
gsupersaturated liquid metal. Therefore, a general bubble

growth model was developed that includes both inertia-
controlled and diffusion-controlled growth phases.

The jet expansion model is able to predict the jet void
fraction and jet radius as a function of axial distance from

nozzle exit, bubble size and bubble pressure. Breakup of
the jet is assumed to occur when jet void fraction is about
50 percent. Jet breakup produces spray of melt droplets;

these droplets may undergo secondary fragmentation.

A crucial parameter in the model is the number density of
gas bubbles in the molten jet. We were not able to
calculata this parameter, but we determined it experi-
mentally. An interesting result was obtained: namely, the
number density of gas bubbles is apptoximately the same in
all experiments and equal to about 108/m of liquid.
The primary Jjet breakup produces 4 8pray of relatively
coarse droplets, about 2 to 3 mm in diameter, both in
experiments and reactor accidents.

Parametric calculations have shown that for a TMLB' reactor
accident sequence (the 2ion reactor) the corium jet is
disrupted within a few 1initial jet diameters from the
reactor vessel. The calculations also show that the radius
of corium spray at the level of the reactor cavity floor is
in the range of 0.8 to 2.6 m for a the hyArogen concentra-
tion in the 1iron component of corium corresponding to a
hydrogen equilibrium pressure in the range of 3.2 to
16 MPa. The containment pressure has a strong effect on the
jet expansion through its role in the bubble growth.

In Section 3 of this report we (1) developed models of
secondary fragmentation of melt droplets, (2) characterized
the debris collected in JETA-B tests (3) presented calcula-
tions of aerosol generation due to condensation of iron
vapor and film breakup, and (4) investigated the overall jet
breakup efficiency and from it eetimated the size of corium
fragments produced in reactor accident situations.

Three possible mechanisms of secondary fragmentation have
been investigated, namely acceleration induced fragmentation
resulting from gas expansion when gas bubbles burst, fragmen-
tation due to droplet explosion and fragmentation resulting
from collapse of gas-inflated melt droplet. Predicted
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fragment sizee are in reasonable agreement with experimental
data. We have concluded that acceleration induced breakup
of melt droplets may be a dominating mechanism of secondary
fragmentation.

Particles generated by secondary fragmentation of corium
melt are predicted to be in 70-to 350-um-size range.

Considering aerosol generation we have concluded that
vaporization of iron may produce significant amount of
aerosol during pressurized melt ejection and that aerosol
production resulting from film breakup is probably
negligible.

We have found that the overall jet breakup efficiencies
differ relatively little for the three molten jets
investigated even if the initial conditions are considerably

different. Average particle size may be calculated if
breakup efficiency is known. In this way the average size
of particles produced by breakup of corium jet was
estimated. For the hydrogen equilibrium pressure in the

iron component of the corium in the range 1.0 to 16.0 MPa,
the Sauter mean diameter (D3) and mass mean diameter are
in the 7%- to 620-um and 220- to 1400-um-size range,
respectively. In accordance with experimental results it
was assumed that the particle size distribution is lognormal
with geometric standard deviation of about 3.5.
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