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I. INTRODUZTION AND SUMMARY
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II. GROUND MOTION SIMULATION METHOD

Introduction
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Fourier spectra of acceleration (N-3 component) at the three stations above the aftershock
zone of the 19 September 1985 Mexico earthquake (from Anderson, et al.. 1986). The
lower dotted curve shows the spectrum corresponding to a synthetic seismogram
consisting of a ramp disp: .. eément function.
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SSS-R-87-8801

In order to accommodate observations of this type, Aki (1879)
deveioped the barrier concept, according to which the rupture front in an
earthquake leaves behind unbroken patches. To give quantitative content to the
barrier concept, Papageorgiou and Aki (1983a, b) proposed a specific barrier
medel, in which a large earthquake is viewed as an assemblage of small,
disjoint, circular cracks. Each crack is assigned a stress drop, but because the
perimeters of the individual cracks remain unbroken, the aggregate slip 1s much
smailler than it would be f the same stress drop were incurred on a crack whose
dimension was that of the whole assemblage. An individual crack is assumed to
radiate as in the approximation proposed by Sato and Hirasawa (1973)

We employ an earthquake model which is simiiar to that of
Papageorgiou and Aki. We have introduced some features designed to render
the model appropriate for simulating high-frequency ground motion for laige,
subduction zone thrust earthquakes. in particular, we (1) represent subregion
radiation by means of dynariic crack theory, (2) add a stochastic component to
subregion dimensions, stress drops and rupture times, anc (3) permit total slip
duration at a point to be relatec to overall earthquake dimensions (as implied by
Figure 2.1) by permitting subregions to reload and undergo rep=ated stress
drops as the rupture expands to cover the whole fault plane.

By way of introduction, we consider the relationship between local stress
drop bt and apparent global stress drop ATG for an array of circular cracks.
The average static slip SL for a circular crack of radius a and stress drop ML IS
(Neuber, 1837)

s (1)
4

{8))

1
5, =

2

where 4 is the shear modulus. For a long fault, with uniform stress drop MG‘
and with slip directed across its width (as might represent a large thrust event at
a subduction zone), the average static slip (from Sneddon ard Lowengrub,
1969) is
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AT,
g (2)

M

<

SG=

where W is the fault width. If we replace the long fault with an essemblage of
contiguous circular cracks which fill the fault surface, then (1) and (2) imply that
A'rL must have th=2 value

217 W
a

ATL =& (3)

A'rG

in order tc produce the same static slip as the uniform fauit with stress drop ATG.

We can identify b7 With the low-frequency stress drop obtained by
seismic or geodetic means. If we set bt to the representative value of 30 bars,
say, then (3) would imply that the product ArLa IS proportional to fault width, We
prefer to inierpret the characteristic dimension a and dynamic stress drop ATL as
local properties of the fault which are independent of the ultimate size to which a
given earthquake rupture grows. In the case of local stress drop A'rL. this
viewpoint has empirical support in the apparent uniformity of stress drops as
inferred from RMS accelerations, as cited above.

2.2 Earthquake Source Model

Our earthquake model simulates fault roughness by defining an
assemblage of subregions, of average dimension a(a = (A/ar)”2 where A is
subregion area) as shown in Figure 2.3. A given subregion undergoes slip
episodes which are dynamically independent of the rest of the fault. The
radiation from each subregion slip episode is obtained numerically from a
dynamic simulation of faulting, based on three-dimerisional finite difference
solutions to propagating crack probiems (Day, 19822 b; Stevens and Day,
1885). The radiated seismic pulses are scaled to the pre scribed input values of
subregion dimension a and average local subregion stress drop ?LTL
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Figure 2.3 A schematic representation of the fault mode!l. The fault surface
'S assigned a roughness denotei by a local suhevent dimension
with mean a. Overall fault dimensions are denoted by length

and width, L and W, respectively
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The actual crack simulations are described in detail in the publicaticns
cited above. Two subevent simulations denoted NRC1 and NRC7 are described
in Appendix B. These two represent relatively simple and complex sources,
respectively. In neither case is the crack geometry circular, and for convenience,
we have defined A—rT_ to be the stress drop which, applied uniformly to a circular
crack of radius a, would give the same average slip as the stressed crack used
to represent each subregion.

While a dynamic crack model is used to represent the radiation from
each subregion, a large earthquake is simulated by a kinematically prescribed
superposition of subreg.on cortributions. In addition, a stochastic element has
been incorporatea in this supe . ‘sition.

Figures 2.4 and 2.5 show schematically how subregion contributions are
combined. Each frame in Figure 2.4 is a snapshot of rupture at a given time. A
global rupture front swecps the fault with a prescribed rupture velocity near the
shear weve velocity. When a Diven subregion 1s subsumed by the global rugtur?
front, a subevent is triggered in that subregion. Shading in Figure 2.4 indicates
subregions which are actively slipping; an arrow denotes subregions in which a
slip episode has been cori:nleted. The mean stress drop and source dimension
of the subevent are model inu.'its, and provision is maae for these, as well as
rupture arrival time, to vary randon:'y within prescribed variances.

Fapansion of the rupture fro 1t and the consequent iriggering of adjacent
subreg ons will reload a subregion, and the mode! permits repeated failure of
previc usly slipped subregions. This is illustrated schematically in Figure 2.4,
wiiere, for example, subregion A is triggered at time ty. is lockead at time ta, but
IS then reloaded by expansion of the rupture front and trigge’s again at ty This
secondary and other secondary subevents additionally load and trigger adjacet
regions.

For an overall fault dimension large compared to a, this retriggering
process may have to occur repeatedly to build up sufficient slip to accord with
seismically observable average stress drops. Figure 2.5 illustrates the resultant
slip history at a representative point on a large fault which has undergone five
slip episodes. From (1) and (2), we can deduce that the apparent global stress
drop ArG will be given by

10
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686 VvV S

Figure 2.4, Schematic representation of rupture propagation, illustrating
subevent initiation, reloadirg, and subsequent secondary failure
of previously slipped su*.regions. Each frame is a snapshot of
rupture at a given time. Shading indicates subregions which are
actively slipping: an arrow is drawn in a given subregion for each
completed slip episode incurred.

11
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Figure 2.5

Schematic illustration of buildup of static slip at a point on the
fault, through repeated triggering of a subregion. The overall
slip and rise time are determined by the prescribed fault width
and assumed values for the average stress drop and rupture
velocity, through relations given in the text.
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-
ATG'—W' ATL >

where N is the average number of slip episodes of each subregion. If we fix a
and &7, and set A7 to agree with seismic and geodetic estimates (say 30
bars), then (4) determines N as a function of fault width:

=z

11
WS
1 =y
[ (|

o)

Finally, we can estimate an appropriate giobal rise time, dencted by TR
in Figure 2.5. Dynamic modeling, as well as seismic observations, support the
approximation

W 1

where v, 1s the rupture velocity. For example, dynamic earthquake simulations
by Day (1982a) show slip rise time along rectangular faults of various aspect
ratios. Rise times in Figure 2.7 of that paper agree with (8), as does the rise time
of displacement observed above the Mexico earthquake fault plane, Figure 2.1.

In our model, A7, K?L. a, W, and L are inputs. The number of slip
episodes N is derived from (5); following rupture front arrival, these episodes are
distributed randomly over the time interval determined by (6).

13
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The moment magnitude M is derived frcm Hanks and Kanamori's
(1979) expression

M=% logM, - 10.7 , (7)

and the total moment MO IS

4 —
MD=7N ATLNLa : (8)

2.3 Ground Motion Zomputation

The last section describes the source model used in the ground motion
simulations. Ultimately, we are required to propagate the seismic pulses
radiated by the WWL/4a subevents from their respective subregion locations to
the surface site of interest. In order to accomplish this step expediently, and
facilitate an extensive parametric study using reasonable computing resources,
we employ the following approximations: (1) Geometrical ray theory is used to
propagate the subevent pulses from source region to the site. (2) To simplify the
ray caiculations, we use a horizontally stratified, anelastic earth model. (3) The
Fraunhofer approximation (see Appendix B) is empioyed to zompute the source
radiation of each subevent directed along each ray path.

The stratified earth approximation is justified in that the available
geophysical characterization of the WNP-3 site is highly generalized and does
not warrant using a complex, two-dimensional or three-dimensional earth
structure at this time. The Fraunhofer approximation is generally appropriate
when the condition

. &
a <<%B ; (9)

Is satisfied, where X is the minimum wavelength of interest and R the minimum
source-receiver separation ...cJuality (Equation 9) is satisfied up to about 5 Hz

14
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for all simulation geometries of interest to us. Above 5 Hz, we are still justified in
using the Fraunhofer approximation, however, even though Equation (9) fails for
some gesmetries (6.9.,a = 25 km, R ~ 25 km). The reason that Equation (9) is
overly conservative when we consider very high frequencies (i.e., A < < a) is that
high-frequency radiation is derived from stopping phases, as analyzed in getall
by Madariaga (1877). Stopping phases emanate from localized segments of the
subevent periphery, and effectively involve a source dimension much iess than
a

The adequacy of ray theory is more difficult to assess. Certainly local
Site resonances are neglected under ray theory. this is probably not significant,
since the WNP-3 site is on hard rock. Surface wave contributions are neglected,
but, at the high frequencies of interest in the study (0.5 to 10 Hz), they are
unlikely to be significant for the relatively aeep sources and short horizontal
ranges of interest here. In test simulations of shallow earthquakes obse:ved at
larger ranges, we did see some possible evidence of breakdown in the ray
approximation, in that ray theory estimates of ground motion are low compared
to a number of published observations at the same range. Further numerical
experiments demonstrated that the shortfall is associated with near-grazing
incidence of shear wave energy at the base of shallow strata in the earth model.
Repeating the simulations in a uniform halfspace gave results in excellent
agreement with observations of peak velocity, peak acceleration, and response
spectral ordinates. In our WNP-3 parameter study. v@e have identified cases
where significant energy may be incident on the site at low angle to the vertical,
and we have repeated these calculations using a uniform halfspace. Thus, we
believe this modeling uncertainty has been well quantified and that the
engineering resuits are presented accurately in Section IV. For a test simulation
of recordings of the 1985 Mexico event, furthermore, in which the source
receiver geometry resembles that of interest for WNP-3, ray theory appears to be
fully adequate, and leads to excellent agreement with observations. These tests
are discussed further in Section IlI.

15
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An important question is whether scattering effects (or unmodeled
source complexities) are sufficiently important in the 0.5 to 10 Hz range to
substantially suppress the double-couple radiation pattern of the subevents
There is evidence that, at high frequencies, scattering mechanisms act to
homogenize explosion (e.g., Gupta and Blandford, 1983) and earthquake
(Hanks and McGuire, 1981) radiation patterns. Qur analysis of Coalinga
aftershock data discussed in Section Il clearly confirms this effect for strong
motion data in the frequency band of interest. For this reason. we use a
homogenized radiation pattern derived from the average radiation pattern for
each subevent.

24 Analysis of the Model

In Appendix C we describe a simplified model for ground motion which
captures the main features of the earthquake model described here. Equation
C.15 gives the peak pseudo-relative velocity V of an ossillaior, of natural
frequency fO and critical damping fraction 7, in response to ground motion from
the model:

032 7 (47/2)a [x In (T, t)1"2 -wmigpQ
o) ~ 2 p R [ 7 TO J . . A1)

In Equation 10, Tu is the duration of the dominant part of the signal, R is the
distance from which the dominant signal originates, and ) is the shot rate. i.e.,
the rate of arrival at the receiver of direct shear wave phases from the subevents.
Equation C.15 is written in terms of the Brune stress drop estimate, which is
approximately ATL;‘Z. as reflected in Equation 10. Equation 10 expresses the
result, from random vibration theory, that peak oscillator response is
proportional to rms acceleration of the input.

We now use this expression to show that our earthquake model is
consistent with observed scaling of short period teleseismic P waves from large
earthquakes. This is important, since we have no strong motion recordings of
subduction-zone earthquakes at distances nearer than 50 km and magnitudes
greater than approximately 8. Therefore, we must calibrate our model using

16
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events up to magnitude 8 and rely on the model to carry the correct magnitude
dependence of short-period seismic radiation when applied to hypothetical
events of larger magnitude.

Houston and Kanamori (1986) have defined a short-period magnitude
measurement which does not saturate with increasing magnitude as does
conventional body wave magnitude My They call this measuremsant My and
they define it to be proportional to ground displacement, as measured at the
maximum amplitude of the entire short-period teleseismic P wave train. Figure
2.8, from Houston and Kanamori, shows the behavior of my as a function of
moment magnitude. The straight line has a slope of 0.53 indicating (using
Equation 7)

My @ M8'35. (11)

as reported by Houston and Kanamori.

Equation 10, applied to a short-period seismomater, implies that our
model predicts My proportional to x”2. the square root of the shot rate. For a
teleseismic signal. A should be proportional, approximately, to the total number
of subevents divided by the duration cf signal. The total number of shots is
proportional to total event moment M and the duration should be roughly

proportional to Mg)/ 3 Thus

"o
Nb1/3

A a

PETE L
=M

nb . x1/2 " %1/3 . (12)

This is aimost exactly the Houston and Kanamori empirical result, Expression 11.
We can carry out the same calculation for the standard u2 source model,
with similarity assumed, which predicts an acceleration amplitude spectrum
proporticnal (above the corner frequency) to Mé’3, Since peak seismometer
response is proportional to rms ground acceleration, we have
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Figure 2.6. Observations of M, Versus moment magnitude. from Houston

and Kanamori (1986). Open circles are earthquake data, bars
are standard deviations on m, values (solid squares refer to
theoretical simulations studied gy Houston and Kanamor)
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Although this asymptote is not in accord with the observations summarized in
Figure 2.6 and Expression (11), Boore (1983) hias shown through a more
complete analysis that the self-similar w2 model is also consistent with Figure
2.6

Thus, the earthquake model used for ground motion computations in
this report has short-period scaling properties consistent with seismic
observations (although we cannot rule out the self-similar u2 model as an
alternative). This analysis also supports our treatment of subevent dimension a
as a fixed parameter, with N proportional to total fault slip via Equation 5. For
exampie if we held N fixed instead, by making a proportional to overall fault
dimension, then \ a a'2 and My would be independent of moment, in
contradiction to Figure 2.6 and empirical expression (11).
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Ii. COMPARISONS WITH STRONG MOTION OBSERVATIONS

3.1 Introduction

In the last section, we described an earthquake source model whicn
incorporates, in a consistent fashion, much of the understanding of earthquake
mechanics developed by cbservational and theoretical seismic studies over the
past two decades. Particular attention was given to the very difficult problems
associated with predicting high frequency seismic excitation. The modern
concepts of fault strength barriers and asperity failure were incorporated into the
model, using the fully deterministic simulations of Day (1982a, b). Thus, we
have avoided the spurious high frequency source phenomena which have beset
some earlier ground motion simulations which relied wholly on kinematic source
prescriptions (this problern is discussed in some detail in Lay ‘s 1982a paper,
and was further reviewed for the Nuclear Regulatory commission by Swanger,
etal. (1981)). In addition to this deterministic element, the mode! incorporates a
stochastic element, in that a very large number of independent contributions
compine, with a large degree of incoherence, to produce the site ground motion.
This stochastic character is clearly mandated by numerous analyses of high
frequency earthquake ground motion, including studies by Hanks and
colleagu 2s (Hanks and Johnson, 1976; Hanks, 1879; McGuire and Hanks, 1980;
Hanks and McGuire, 1981) as well as others (e.g., Boore, 1983; Joyner, 1984;
Papageorgiou and Aki, 1683a b). Finally, the model retains a kinematic
element. in that rupture initiation, rupture direction, rupture velocity, and final
fauit dimensions and static stress drop are kinematically prescribed. This
permits us to incorporate information about gross earthquake parameters
obtained from teleseismic and geodetic cbservations. It also permits us to
perform sensitivity studies of rupture directivity and focusing effects.

Our objective is to apply the model to hypothetical, large subduction
zone thrust earthquakes in western Washington state. Since there is no such
event in the historical record for the region, we have no reliable site specific
estimates of the dynamic fault parameters appropriate for such an event. We
are faced, therefore, with the following imperatives:
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1. We should perform our predictive simulations using a
generic earthquake model which incorporates well
accepted values of gross earthquake parameters such as
average stress drop (MG). and geophysically observable
geometric parameters such as fault zone crientation and
dimensions, but otherwise contains as few free
parameters as possible.

2. These few remaining free model parameters should be
set for consistency with high frequency seismic
observations and the predictions of the resultant generic
model must be tested against existing strong motion data
sets.

In this section we test the model predictions against strong motion
recordings of the 1983 Coalinga, California earthquake (M = 6.7) and some of
its aftershocks and the 1985 Michoacan, Mexico earthquake (M = 8.1).
Comparison with the Coalinga data set demonstrate the appropriateness of the
subevent model NRC1 and leads us to reject subevent model NRC7. The
comparison also leads us to modify the subevent radiation pattern
representation to bring mode! predictions into better accord with ground motion
observations. Finally, comparison with the Coalinga data set shows the
appropriateness of our summation procedure, at least for modeling moderate-
sized earthquakes.

As a more specific test of the model, we applied it to the geometry of the
1985 Mexico earthquake. The observer hypocenter and fault geometry for this
event was input to the model, but otherwise the model was applied exactly as it
would have been for a predictive simulation of a hypothetical event. We fixed the
average, or global, rupture velocity at 3.5 km/sec, which is fairly representative of
seismic inferences of this parameter for large earthquakes. The local roughness
dimension a was set in all cases at 2.5 km. Values of this order find some
support in strong motion studies. For example, Anderson, et a/. (1988)
estimated this parameter to be 3 to 4 km on the basis of acceleration Fourier
spectral shape for the 1985 Mexico earthquake. In addition, Irikura (1985)
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estimated a roughness radius of 2 km from strong motion recoraing of a 1983
magnitude 7.1 earthquake in the Japan Sea. The value of the local dynamic
stress drop A—?L was adjusted to obtain agreement with the response spectral
levels of the recorded ground motion, with N determined by the constraint that
the total moment of the simulated event agree with seismic estimates of moment
obtained from long-period seismic studi@s. The resulting value for 'A'?L was
38 bars.

The results show the model to be quite accurate in its predictions of
ground motion for this event. We obtain excellent agreement with the observed
ground motion peaks, response spectral ordinates, and strong motion duration.

At the end of Chapter 4 we will compare the model predictions with two
other strong motion data sets. The first is a set of empirically-derived average
response spectra for subduction zone zarthquakes, compiled by Heaton and
Hartzell (1986). The second is the one rock-site response spectrum whicii 18
currently available for the March 3, 1985, Valparaiso, Chile earthquake. In each
case model predictions and data are in excellent agreement, using the same
values of a and A—TL' These same parameter values were retained for the WNF-3
prediction simulations, as well

in the following sections, response spectral estimates are presented for
frequencies up to 10 Hz. At higher frequencies, there is increasing uncertainty
about the earthy'iake and wave propagation models, as discussed in the
introguction. In particular, there is uncertainty about the mechanism controlling
the observed high frequancy decay of earthquake acceleration spectra, which is
often approximately expanential above some cutoff frequency, fmax (e.g.,
Anderson and Hough, 1984). We note, however, that our ground motion time
history computations have been computed with a 20 Hz Nyquist frequency, and
peak acceleratior: estimates are based on this higher cutoff rather than the 10 Hz
cutoff of the response spectral displays.

3.2 Comparison With 1983 Coalinga Earthquake and Aftershocks

An excellent strong motion data set was collected from the 1983
Coalinga Earthquake and its aftershocks by the California Division of Mines and
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Geology and by the U. S. Geological Survey. This data set gives us 2n
opportunity to compare our numerical source mode! with actual near fiele data
and to see if our modeling procedure is appropriate for earthai:axes in the
magnitude 6 to magnitude 7 range.

Our procedure for modeling large earthquakes consists of adding
together the seismic radiation from a large number of smaller subevents. In our
modeling work, we have used subevent source functions derived from numerical
calculations combined with ray theory to predict the ground motion at a given
observation point. Since aftershocks are small and relatively simple events
located close to a large event, we expect them to have characteristics similar to
the subevents that we are using in our source modeling. These events therefore
provide an important constraint on our subevent model.

3.2.1 Coalinga Aftershock Data

A large number of instruments were placed near Coalinga after the
magnitude 6.7 main event by the U. S. Geological Survey (Mueller, et al., 1984)
and the California Division of Mines and Geology (Shakal and Ragsdale, 1983).
As a result, there is an excellent data set for the Coclinga aftershocks. Eight
aftershocks were selected for analysis. Parameters for these events and for the
main shock (from Eaton, 1985) are listed in Tabie 3.1. Strike, dip, and rake were
derived from focal plane orientations. Since the fault and auxiliary planes were
not identified, there are two possible values of strike. dip, and rake for each
event.

Event 2 was well recorded at 5§ COMG stations and at seven USGS
stations. All other events were recorded at two COMG stations. The station and
event jocations are shown in Figure 3.1. The COMG data is prefiltered and is
good over a frequency band of approximately 0.5 to 20 Hz. The USGS
acceleration records were converted to displacement using the method of Iwan,
et al. (19895), followed by high-pass filtering.

Empirical source functions were derived from the aftershock data in the
following way. Since the observed waveforms are dominated by the shear
arrival (especially on the horizontal components), the first step i1s to calculate a
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TABLE 3.1

PARAMETERS OF COALINGA EVENTS

SSS-R-37-8801

Depth
Event Date Time M (km) sar, sdr,
1 05/02/83 23:42:38 6.70 10.01 307,67, 90 127,23,90
2 05/09/83 2:49:12 $.30 12.04 293/48,73 136.44,107
3 06/11/83 3.09:52 5.20 2.40 17,50, 90 197 40,90
4 07/09/83 7:40:51 5.39 9.02 18,41, 64 165,54,69
S 07/22/83 2:39:54 6.04 737 355,38,78 159,53.81
€ 07/22/83 3:43:01 5.02 788 342,30, 90 167,60,9C
7 07/25/83 22:31:40 533 842 348,38, 90 168,52,90
8 09/09/83 9:16:14 5.30 869 334,75,-19 68,72,16
o 09/11/83 11:48:06 448 1004 350,32, 90 180,58,90

24



latitude

SSS-R-87-8801

Coalinga Earthquakes

36.40 |
36.35F A harris
[
: . Osub
36.30 0 km Olun
A skunk

36.25 +3 44 L2 omit

5y é%gt +1. 18

+'g7 vew
A <>Iln
36.20 paimer
tra
36.15 achp
A sulphur oyub
36.10
36.05
36.00 - - . 4 .
~120.6 -120.5 -120.4 -120.3 -120.2 -120.1
longitude

Figure 3.1. Locations of the Coalinga mainshock (1) and afters~~cks (2 to

9). and the COMG and USGS stations used in this study.
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shear wave Green's function for the source to receiver path using the source
parameters for the earthquake and a model for the Coalinga earth structure.
The Coalinga earth structure, derived from the mode! of Eaton (1985), is listed in
Table 3.2. Next, the data was windowed in a band of five seconds around the
peak displacement. The windowed data was then transformed to the frequency
domain and divided by the Green's function to give the empirical source
function.

One fact that was immediately apparent from these results is that there
is no correlation between the observed amplitude variations and the radiation
pattern predicted from the scurze mechanism. Correcting for the radiation
pattern increases the scatter in the data, particularly on recorders that are
predicted to be nearly nodal. Furthermore, the two horizontal components of
the data are usually approximately equal in amplitude. and the use of the
theoretical receiver function to predict the relative amplitude of the two
components aimost always increase . the difference between the source function
derived from the two components.

In order to achieve more consistent results, we modified the procedure
and derived a homogenized Green's function and used this function to infer the
empirical source functions. The Green's function is a product of a source
radiation pattern factor, a geometric spreading factor, a transmission ccefficient,
an attenuation function, and a (three component) receiver function. We
a35umCa thai the geometric spreading factor, attenuation function, and
transmission coefficients are accurately predicted theoretically, but the radiatian

pattern factor and receiver function are not.

We tested several possible ways of deriving a homogenized Green's
function and looked for the one that gave the most consistent results. To do
this, we first replaced the receiver function of the horizontal components with an
average receiver function such that each component of the receiver function was
equal in magnitude. We tried this two ways - averaging only the horizontal
components of the Green's function and averaging all three components of the
Green's function. Second, we replaced the source radiation pattern factor with
an average value of 0.6 - the value of the magnitude of the radiation pattern
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TABLE 3.2

COALINGA EARTH STRUCTURE

Depth Thickness P S Density Q
(km) (k1) (km/sec) (km/sec) (gm/cc)
1.50 1.50 2.50 1.40 2.10 100
3.50 2.00 430 240 2.50 240
7.00 3.50 470 2.60 ¢.60 260
9.00 2.00 5.60 3.20 2.70 320
14.00 5.00 5.80 3.30 2.70 330
15.50 1.50 6.30 3.60 2.70 360
28.00 12.50 6.60 3.80 2.70 380
* * 7.85 450 2.90 450
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factor averaged over the focal sphere. In all cases, we preserved the magritude
of the Green's function and retained the sign of the real part of the receiver
function for each component.

In Table 3.3, we show the results of this test applied to the May 8
Coalinga aftershock. To derive this table, we averaged the logarithm of the
spectra in the 1 to 10 Hz frequency band for each component at each station
divided by the corresponding Green's function, and then calculated the mean
and standard deviation of these averaged spectra over all stations and
components. A small standard deviation indicates that the source spectrum is
being recovered consistently from all of the available data. The results show a
large improvement in consistency when the horizontal components are
averaged, and a smaller, but significant increase in consistency when the source
radiation pattern is also averaged. There is a very slight, and probably
insignificant improvement in consistency when only the two horizontal
components are averaged rather than all three. Based on these results, we
derive our empirical source functions by dividing the windowed shear arrival by
a Green's function that has been homogenized using an average radiation
patiern and an average of the twc horizontal components.

Spectra of the empirical source functions for Event 2 derived from all of
the usable USGS and COMG cata are shown in Figure 3.2. The results are very
consistent, especially over the 1 to 10 Hz frequency band. Because the data is
high-pass filtered, the source functions are not va'id below about 0.5 Hz;
however it appears from comparison of the higher frequency data to source
spectra from numerical models that the source functions are consistent with a
moment of about 1017 Newton-meters, which is the value predicted from the
standard moment-magnitude relation for an event of magnitude 5.3.

The amplitude of the source function in the 1 to 10 Hz frequency band
depends on the moment and the stress drop of the garthquake. Since we do
not have long period information, we cannot directly measure the moment of
gach event and then infer the stress drop. However, we can use the high
frequency information to define a relation between moment and stress drop for
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TABLE 3.3

SSS-R-87-8801

LOG SPECTRAL AVERAGES OVER THE 1 TO 10 HZ
FREQUENCY BAND FOR MAY 9, 1983 AFTERSHOCK WITH
DIFFERENT LEVELS OF GREEN'S FUNCTION HOMOGENIZATION

Standard

Average Deviation
Theoretical Green's Function 15.58 049
Horizontal Components Averaged 15.39 0.16
All Three Components Averaged 15.46 0.17
Horizontals, Radiation Pattern Averaged 1543 0.1C
All Components, Radiation Pattern Averaged 15.50 0.10
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each event. This is done by scaling the numerical source functions over a range
of moments for a number of stress drops and searching for results that minimize
the difference between the data and the scaled source model over the 1 to 10 Hz
frequency band. While neither moment nor stress drop Is independently well
determined by the data, this relation is very well defined and can be used to
determine stress drop given an estimate of moment or to estimate moment
given the stress arop.

In Figure 3.3, we show the results of this procedure applied to the data
for two numerical source functions. This figure shows the data fit obtained when
the two source functions are scaled to a moment of 1017 Newton-meters and a
stress drop of 200 bars. The long-dashed line shows the numerical source
functions which have been averaged over all azimuths. The solid line shows the
average empoirical source function for the event and the short-dashed lines are
« One standard deviation curves for the empirical source spectra. The fit
between the numerical and empirical source functions is excellent in both cases,
althcugh thera is some indication that numerical source NRC7 is excessive in
amplitude at the high end of the frequency range.

Figure 3.4 shows how the stress drop was determined for this event.
Each point on the plot represents a minimum in the data misfit as described
above. The bars show the standard deviations on the data fit over the 1to 10 Hz
frequency band (the averages, misfits and standard deviations were calculated
for the logarithm of the spectra). The horizontal line show the moment predicted
Dy the moment-magnitude scale. In this case the data is consistent with this
moment if the stress drop of the event is 200 bars. This result is the same for
both empirical sources. Also shown on the plot is the result for a Brune source
model. The Brune source mode! leads to stress drops that are about one-half as
large as the stress drops predicted from the numerical source models.

In some cases, the data are not consistent with the moment predicted
by the moment-magnitude scale. In Figure 3.5, for example, we show the
moment and stress drops estimated for Event 9 which had a magnitude of 4.5
and an implied moment of 6.3 x 1015 Newton-meters. With this moment, the
estimated stress drop is 2 kilobars. As can be seei - © ‘ure 3.5, however, the
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data fit is significantly better with a lower stress drop. This is because the corner
frequency for this event is within the 1 to 10 Hz frequency band, and as show.. .n
Figure 3.6 the best fit solution with a 2 kilobar stress drop is too low at low
frequencies (1 to 3 Hz) and too high at high frequencies (9 to 10 Hz). A much
better result (Figure 3.6) is obtained with a stress drop of 500 bars and a
moment of 2 x 1016 Newton-meters.

In Table 3.4, we list cur best estimates of moment and stress drop for all
of the aftershocks. These estimates were obtainec using the numerical source
models. The momert/stress drop curves for all events derived using source
nrc7 are shown in Figure 3.7. In all cases. data fits with the two numerical
sources gave the very similar estimates for stress drop. Stress drops range
from 25 to 600 bars. The magnitude 6 event (Nurnher 5), and the aata fit for this
event is shown in Figure 3.8. Again, the agreement is excellent for source NRC
over the entire frequency band. Source NRC7, a complex source that had
strong high frequency focusing in one direction, is larger than the empirical
source for this event at the highest frequencies, as was the case for Event 2.

We conclude from this analysis of Coalinga events that the numerical
source NRC1 is suitable as a subevent model, while NRC7 s anomalously rich in
high frequency energy. This is not surprising, in that this source mode! was
deliberately constructed to investigate potential effects of large, sharply
delineated stress concentrations on seismic radiation. Comparable high-
frequency effects are not present in the Coalinga aftershock data. As further
support for the conclusion that NRC7 is not a representative subevent model, we
made numerous attempts to simulate response spectra from large thrust events
(1985 Michoacan, Mexicu and 1985 Valparaiso, Chile) using NRC7 as a
subevent. In ever: case, these simulations were disproportionately enriched in
high frequencies compared to the recorded ground motion.

3.2.2 Simuiation of July 22, 1983 Magnitude 6 Aftershock

In addition to validating the Green's function homogenization procedure
and the subevent source model, the Coalinga earthquake sequence provides an
opportunity to tc st the concept of approximating large events as summations of
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TAELE 3.4

COALINGA AFTERSHOCKS
MOMENT, MAGNITUDE, STRESS DROP

Event M. log My (M) i0Q MO Ao
2 8.3 17.0 17.00 200
3 52 16.85 16.85 350
4 54 17.15 17.15 80
5 6.0 18.05 18.05 400
6 5.0 16.55 16.55 80
7 53 17.0 17.00 600
& $3 17.0 16.40 25
e 45 158 16.30 S00
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subevents. The July 22, 1983 magnitude 6 aftershock was large enough to be
modeled as a complex event using our summation procedure. We use the
empirical source function derived from the magnitude 5.3 Event 2 recorded al
California Division of Mines Station CHP as a subevent to0 model the magnitude 6
event recorded at the same station. Approximately 15 magnitude 5.3 subevents
are required to De consistent with the moment of tne magnitude 6 event. Since
we do not know the geometry of the large event, we simulated it using a variety
of subevent geometries ranging from a single source with 15 firings to 15
sources with a single tiring each. The response spectra derived from these
simulations are shown in Figure 3.9 together with the observed response
spectrum from the magnitude 6 event.

The results are in very good agreement with the observations for all four
simulations. This experiment demonstrates that our summation procedure can
successfully reproduce the ground motion from a magnitude 6 earthquake
consisting of approximately 15 subevents.

3.2.3 Simulation of the Magnitude 6.7 Coalinga Earthquake

The Coalinga main shock which occurred on May 2, 1983 was recorded
at the Pleasant Valley Pump Station located approximately 10 km northeast of
the epicenter. Uhrhammer, et a/. (1983) estimate the dimensions of the fault as
15 km by 25 km. We simulate this event again using the May 9 aftershock
(Event 2) as a subevent model. We use the empirical source function derived
from the north-south component of the aftarshock recording at USGS station
SUB which was located close to the Pleasant Valley Pump Station. It requires an
array of 7 by 11 subregions distributed over the 15 by 25 km area with two firings
each to equal the moment of the main shock (based on the standard moment
magnitude relation). We simulated the ground motion at SUB using one firing
and two firings per subregion.

In Figure 3.10, we show the response spectra calculated from this
simulation together with the observed response s»ectrum for this event. The
observed response spectrum is the average of th': response spectra recorded
on the 45 degree and 135 degree instruments at the Pleasant Valley Pump
Station (Borcherdt, 1983). The simulated respor.se spectra agree very well in
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Figure 3.1C Simulated and observed response spectra for the Cealinga

main shock at Station SUB using one and two fires per
subregion over a 15 by 25 km area. The simulations were
generated from 75 and 150 rays using the source function
derived from the May 9, 1683 aftershock observed at this
station. The solid line is the average of the two observed
horizontal components
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both shape and amplitude with the observations, with the e ception that the
simulated response spectra are larger that the observed response spectra by
slightly less than a factor of two between three and ten Hz. The simulation with
two fires is a better match to the data in the 1 to 3 Hz frequency bana.

This experiment demonstrates that the summation procedure can
accurately predict the ground motion generated by an event two orders of
magnitude larger than the subevent.

3.3 Comparison With 1885 Michoacan, Mexico Earthquake

The September 18, 1885 Michoacan, Mexico earthquake, cf moment
magnitude 8.1, was recorded by three accelerometer stations directly above the
fault and one station just east of the fault. The ground motion data and fault
characteristics are discussed by Anderson, et a/. (1986). In this section, we
show results of simulating the ground motion from this event, as recorded at
Caleta de Campos, La Villita, Zihuatanejo, and La Union. This model test is
particularly appropriate in that this event is probably the best instrumented large
subduction zone thrust earthquake yet recorded. All four stations are on hard
crystalline rock. These calculations exercises the earthquake model in a
geometry very similar to that encountered in the WNP-3 sensitivity study, and as
such constitute an important test of the model.

Figure 3.11 shows the geographic setting of the event, along with the
corresponding earthquake geometry used in our test simulations. Figure 3.11a
is taken from Anderson, et al., and shows the aftershock zone, together with the
epicenter and the locations of the three nearest recording stations. Fault
parameters are derived from a set of recent papers in Geophysical Research
Letters, (UNAM, 1986, Priestley and Masters, 1986; Ekstrdém and Dziewunsk,
1986, Riedesel, et a/., 1986. Eissler, et a/., 1986. Stolte, et a/., 1888). We use the
following parameters for our simulation: Moment = 1.1 x 1021 Newton-meters;
fault dip 12°; strike 283°; slip vector rake 76°*. As shown in Figure 3.11b and ¢,
we represent the event using a fault width of 50 km and a fault length of 170 km;
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the long dimension of the rupture zone is slightly oblique to the strike direction,
with a rake of 10°*. The fault depth is constrained by S-P times on the Caleta de
Campos accelerograms to approximately 20 km beneath that site Table 3.5
shows the earth model used in the simulations. The P wave structure is from
Havskov (1983), and S wave, density and Q profiles were estimated from the P
wave values. The subevent model used in the simulations is the numerical
source NRC1 with a local stress drop of 38 bars and a subevent dimension of
2.5 km, which corresponds to a moment magnitude of 5.7.

Using the seismic moment of 1.1 x 102" Newton-meters and a fault

width of 50 km, our Equaticn (2) implies a global stress drop of about 40 bars
for this event. Using Equation 5, we<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>