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ABSTRACT

This report presents a framework for the {nclusion of the fnpact of
common cause failures in risk and reliability evaluations, Common cause
failures are defined as that cutset of dependent failures for which
causes are not explicitly included i the logic model as basic events,
The emphasis here is on providing procedures for a practical, systematic
approach that can be used to perform and ~icarly document the analysis,

The framework comprises four major stages:

1., System 1c Mode! Development, The basic system
h: “u:Fo' '%Hc LBS:'TQ"!'P‘M erms of basic events that

represert component status,

2,

pa . Y, using quan tive and
qualitative screening, the groups of components that
are felt to have significant potential for common cause
failures,

ormon Cause Modelina and Data Analysis, Common cause

' or Inclusion fn the logic
model, to represent the residual dependent failures and
probability models are constructed for each new basic
event, At this stage, the logic mode) is extended from
a component state basis to a component group fmpact
basis, Historical) data on multiple failure events are
analyzed and the parareters of the probability models
for common cause basic everts estimated,

4. System Ouantification anc Interpretation of Results.
T*e ru"uT%s are Tn!'!eqr'.\!aa'h!o ;R system Zﬁ* ﬁwmo

analyses and the results are analyzed,

The framework and the methods dircussed for performing the different
stages Of the amalysis integrate insights ocbtained from engineering
assessments of the system and the historical evidence from multiple
failure events into a systematic, reproducible, and defensible analvsis,
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GLOSSARY OF TERMS AND DEFINITIONS

In orger to better communicate the procedures and quidance presented in
this report, 1t is necessary and useful to summarize 1n one place the
definitions of terms used frequently in dependent events analyses, More
in-depth definitions of some of these terms are provided at appropriate
points of the report, as needed, to provide a clear description of the
methodology, Concise definitions are presented below.

ks 529532555, A component {5 an element of plant hardware
es1g to provide a particular function, Its boundaries
depend on the level of detat) chosen in the analysis, The
hierarchy of the level of detail of modeling a plant in risk
and reliability analysis flows from plant, to system, to
subsystem, to component, then to cause (see definition
low), For system -mm\g‘wnm. a component s at the
owest level of detail in the representation of plant
hardware in the models, Events that represent causes of one
or more component states in a system 10gic mode!)
(€,9., fault tree) are found at the level of detai) below
component,

2, Lomponent State., Component state defimes the component
status In regard to the function that it 1s intended to
provice, In this context, the fellowing two general

categeries of component states are defined (the same states
apply to higher levels of plant hardware, such as system):

a. Avatladle, The component is available 1f it is capadble
of performing its function according to a specified
suctess criterion, (Not te be confused with
availability, which is gefined below,)

b, Unavailable, The component 1s umadle to perform its
intenged function according to a stated success
criterion, It is important to note that the success
criterion defined by the analyst to enable him to
distinguish between available and unavailable states is
not witgue, This i3 Decause there are cases of severs)
functions and cperating modes for a given component,
each with a different success criterion, Also, a given
event in one plant may by classified differently for 2
simtlar comporent in another plant with gifferent
success criteria, Therefore, the specification ang
documentation of the sucess criteria and the
reconciliation of potential mismatones bLetween the data
bas” and systems mogels become important tasks of the
Systems analyst,

Two subsets of unavailable states are failure ang
functionally unavailadble, Note that “umavatlatle”
should not gc confused with “unavailability,” which 18
cetineg below,

y




e e

LIRS

R,

R R R R R AR E=SR.,

(1 am The component 135 not capable of performing
s specified operation according to & success

criterion, In order to restore the component to a
state in which it s capable of operation, some kind
of repair or replacement action is necessary,
Addrtionally, the event may also be considered a
failure when a component performs fts funition when
not required or performs 1ts function as required,
but dees not stop operating once meeting its success
criteria, The latter 15 equivalent to saying that
stopping when required 1s part of the success
criterion, Therefore, failure enc sses
functioning when not required, as well as not
functioning when required,

(2) Functionlly % E’ i'ﬁ"i' The component 1§ capable
of operation, tion normally provided by
the component is unavailable due to lack of proper
inpot, lack of suppert function from a source
outside the component (1.e., motive power, actuation
signal), maintenance, te-ting, the improper
interference of a person,

Sometimes, althou;h & given success criterion has been
met and the component has performed its function
according to the success criterion, some abnormalities
are cbserved that indicate that the component is not in
its perfect or nominal condition. Although a comporent
in such a state may not be regarded as unavailudle,
there may exist the potential of the component becoming
unavailable with time, other changing congitions, or
more demanding operationa) medes, Events invelving
these potentially ymavailable states provide valuwadle
information about causes and mechanisms of propagation
of fatlures and thus should mot be fgnored., The coryept
of potentially umavailable states also serves a
practical need teo emable the comsistent classification
of “grey area” cases and @ifficult-to~classify
situations, The following component state category is
defined for this situation,

¢, Potemtial) vailable, The component is capable or
v«?&'ﬁu Tts function according to & success

criterion, but an InCipient or gegraded condition, as
defined below, enists,

(1) Degraced, The component is in such @ state that it
€xnTbItS reduced performance but insufficient
degradation to geclare the component uynavailadle
according to the specified success criterion,
framples of degraded states are relief valves
opening prematyrely oulside the technica)
speciftication 1imits but within @ safety margin and
pumps producing less than J00% flow but within a
stated performgnce margin,

xvi
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6. %;g*asag*'§§ga§$. 1f an event is not independent, 1t 13
ndent event, Two events, A and B, are
dependent only {f
P(A and B) = P(A) + P(B|A) = P(B) P(A[B) # P(A) « P(B)

1. %ggg;gsgg**%zliisg. It 1s not the purpose of this report to
ve, nd for all, the fssues associated with

a%tempts to provide a clear and unambiguous definition of
the term common cause event, The only way to treat these
fssues 1s to adopt a cause~effect event classification
system, such as that described in detaf) {n Reference 2-4
and sunmarized in Appendix A, Here, we define what common
cause events mean to the systems analyst, [n the context of
system modeling, common cause events are a subset of
dependent events in which two or more component fault states
exist at the same time, or in a short time interval, and are
8 direct result of a shared cause, It is also fmplied that
the shared cause is not another component state because such
cascaging of component states is normally due to 3
functiona! coupling mechanism, Such functiomal dependencies
are normally mocdeled explicitly in systems models without
the need for special cormon cause event models., The special
mocels that have been developed to mode! common cause
events, such as the beta factor, binomial failure rate,
rultiple Greek letter, basic parameter, common load, and
other models, a1l apply to root-caused events branching to
irpact multiple corponents, Sut are generally not applied to
componert-caused events, A more focused definition of
cormon cause events is presented inm Section 2,

8. Reot gcusi. Ideally, the cause of an event can be traced to
an event that occurred at some distinct but possibly unknown
point in time, These causa) events are known a. "reot
cause.” There are four gereral types of root causes,

a. Harcdware, lsolated random equipment faflures due to
Tautes Tnherent in the affected component,

b, Huran, Errors during plant operations (dymamic
Trteraction with the plast), errors during ecuipment
testing or maintemance, and errors during desigm,
manufacturing, and comstryuction,

¢, Enyirenmerta), Events that are eaternal to the
COuTIent Dut internal 20 the plamt that result in
environmenta) stresses being applied to the ecuipment,

¢, Exterra), (Evenrts that inftiate exterral to the plamt

Trat result in abrorma) enmvironmental stresses being
applied 20 the equipment,
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8. uig! Shock, A letha) shock is a shock in which all
components in a system are failed, with certainty,
any time the shock occurs,

b. 1 . A nonletha) shock is a shock that has
t chance that each component in the
system fails as a result of the shock, The range of
possible outcomes (each having a different probability
of occurrence) of a nonlethal shock range from no
component failures to al) the components failed,

13. MQ‘QM‘ A group of (usually similar)
4re cons to have a high potential of

14,

3 s
fatling due to the same cause,
W An event involving common cause
dilure of 2 8 set of compoments within & common
Cluse component group.

An assessment of the impact an event would

15, Japect vester.
Ve On 3 Common cause component group. The impact is

usudlly measured as the number of failed compoments out of a
set of similar components in the common Cause component
group.

16, Defensive ;ya;ge;. A set of operational, maintenance, and
design measures taken to diminish the frequency and/or the

consequences of common cause fariures, Common cause design
revies, surveillance testing, and redundancy are therefore
examples ¢f tactics comtriduting to a defensive strategy.
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Section 1
INTRODUCTION AND SUMMARY

1.1 GENERAL PURPOSE

The purpose of this report is to provide a framework for common cause
event analysis in applied risk and reliability evaluations. The term
common cause events refers to a specific class of dependent events
encountered by the system analyst in the performance of a plant-level PRA
or a systemleve! reliability analysis, The methods for analyzing these
events have historically been applied unsystematically and usually with
Tittle justification by individual analysts., Furthermore, the methods
have recently undergone much development, These characteristics, in a
field that can severely limit the reliability performance of redundant
systems and contrioute significantly to the risk of nuclear plant
accidents, have resulted in the need for this report. Although much work
has been published in this field, it is widely recognized that the
available literature is lacking with respect to procedures and guidance
for the current and prospective system analyst., Hence, it is a
particularly appropriate time to take a "snapshot” of the current state
of the art and to integrate the available tried and tested methods into a
systematic framework for performing a system-level common cause analysis,

This report is the culmination of many years of research by the authors
and others in the treatment of dependent failures in reliability and risk
studies, The work reported here organizes the products of this research
into a unified framework. This framework integrates qualitative and
quantitative aspects of operating experience anu design characteristics
into a multi-step procedure that can be followed by systems analysts with
a moderate level of experience, It is not the purpose of this repart to
advance or promote a particular method or techuique., Nor is the
intention to rigidly constrain the analyst to a prescribed recipe for
common cause analysis,

The purpose of the procedural framework advanced here 1s to allow the
analyst to make intelligent choices along the way, while obliging . im to
consider the issucs involved, the consequences of his decisions, and the
need to cocument the process very carefully, Althouch the choice of
particular techniques and models is left to the discretion of the
analyst, the framework will provide the structured approach needed to
make future common cause analysis contributions to risk or reliability
studies (1) more tr:ctable from the point of view of the analyst,

(2) more consistent and scrutable to peer and regulatory reviewers,

(3) more realistic from the point of view of plant operators, and

(4) more defensible by study sponsors, The framework proposed goes
further than providing procedural guidance; tovether with the technica)
appendices that explain the relationship between the various models and
the demands made Dy them on the data analysis, the procedure presents a
fairly complete conceptual, as well as practical, framework for dealing
with common cause failures,

1-1



1 2 BACKGROUND

The major vehicle for the production of the procedural framework was the
invitation extended by the Electric Power Research Institute to the U.S.
Nuclear Regulatory Commission Office of Research, to jointly collahorate
on 1ntegrat1ng the results of EPRI and USNRC research during the closing
phase of EPRI Research Project RP2169, "A Study of Common Cause
Failure." This collaboration was considered essential to make the most
informed use of the available research products and to create a powerful
industry consensus on the most reasonable treatment for a significant
contributor to the probability of nuclear plant accidents,

The USNRC had sponsored research in the area of common cause failures for
many years. Quantitative methods for treating common cause events were
first investigated, followed by work on data analysis. More recently,
the ~i.earch has focused on qualitative screening methods,

EPRI, through RP2169, had sponsored such research since 1981, Initially
the project addressed the definition of common cauce events and developed
a classification system to aid the interpretation and use of plant data;
i.e., historical common cause events, The method proposed for using the
data developed into a preliminary version of the procedural framework.
Subsequent work, again emphasizing data analysis, focused on the
effect ' veness of various defensive tactics that could be employed in
plant gesign and operation to lessen the susceptibility to common cause
fatlures,

Others have also done relevant research, especially in Europe. From the
becinning, the EPRI project liaised closely with this work, The final
product, described in this report, has benefited greatly from the
recently completed "Relfability Benchmark Exercise in Common Cause
Failures," sponsored by the Euratom Joint Research Centre in Ispra,
"taly, The U.S. participation was jointly sponsored by EPRI and USNRC.
Instgnts zained from the RBE-CCF have influenced the preparation of this
report. These insights and the collaboration that led to them are
reported in Section 1.3,

A concerted effort was then required to pu'l together what had been
developed internationally and within the United States into a cohesive
and useful framework to aid the analyst. To obtain a wide degree of
consensus on the principles to be incorporated into this quide, the
contributions of many experts and organizations in the United States and
Furope wore solicited and recefived,

“ost topics presented in this report have received wide peer review,

However, some topics have not, such as the mapping of failure events, but
are presented here because of their importance,

1.3 RELIABILITY BENCHMARK EXERCISC ON COMMON CAUSE FAILURES

The intern tional benchmark exercise, organized by the Joint Research
Centre of 1he European Economic Community at lspra, Italy, had, as a

principal chjective, the testing of methods for systemlevel common cause
analysis.
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The Common Cause Failure Reliability Benchmark Exercise (Reference 1-1)
was carried out over a 2-year period, 1984 to 19f5, and comprised

10 teams representing 8 countries, including Belgium, Denmark, France,
Federal Republic of Germany, Italy, Sweden, United King”com, and the
Unjted States.

In this benchmark exercise, each team performed a PRA-type systems
analysis of the same system, an emergency feedwater system at the Grohnde
PHR plant in the Federa) Republic of Germany built by KWU, The
independent events analysis, data base, systems boundaries, and success
criteria were fixed, and each team was asked to pcrform a systems
analysis that included common cause events using whatever methods and
data bases deemed appropriate by each team,

The benchmark exercise was structured into phases and tasks that focused
on particular issues, such as the definition of boundary conditions and
success criteria, the roles of explicit and parametric models, the
selection of a parametric model, the analysis of event data in support of
param:ter estimation, the use of computer programs, and the
{dentification of principal contributors to the results., As one part of
the exercise, each team provided its own independent assessment of the
same set of classified event reports from U,S. operating experience
(Raference 1-2) to support the quantification of common cause parameters.

The CCF-RBE had a major impact on this report. In providing fts
contribution (Reference 1-3) to the benchmark exercise, the U,S, team
used a set of procedures and analytical framework that conformed to an
earlier draft of this report., This provided an opportunity to test the
basic steps of the procedura) framework and to identify aspects of the
draft procedures that needed improvement, Among the lessons learned from
the CCF=RBE that the authors found to be particularly useful in the
development of this procedures guide are the followina,

o There are important roles f.r both explicit and parametric
modeling of common cause events, and care must be taken not
to double count the same events with both approaches.

¢ The importance of a thorough, systematic qualitative
analysis as a prerequisite to a meaningfu? quantitative
analysis cannot be oversiated, 'Most of the varfaticns in
the results that are introduced by the analyst are so
introduced in the qualitative phase of the analysis.

o Because of the practical limitations associated with efforts
to ensure adequate completeness, procedures for both
qualitative and quantitative screening of potential
dependent events are necessary, important, and must be
carefully documented.

o Once the qualitative analysis and system logic model are
fixed and the available data are interpreted consistent’y,
the selection of a parametric mode) among a relatively larce
set of tried and tested models is not particularly important
and does not introduce an appreciable leve) of uncertainty,
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o The greatest sources of uncertainty in common cause analysis
lie in the areas of data collection and interpretation.
There should be structured procedures for reducing these
uncertainties, Every effort should be made to quantify the
impact of these uncertainties i, the estimation of common
cause event frequency paramevers.

o Care must be taken to account for the impact common cause
events have on the Boolean reduction of a system fault tree,

1.4 PERSPECTIVE ON DEPENDENT EVENTS

Dependent events have long been recognized as a source of difficulty
facing those responsible for the safe design and operation of nuclear
energy systems, Dependent failures are those failures that defeat the
redundancy or diversity that is employed to improve the availability of
some plant function such as coolant injection., In the absence of
dependent failures, separate trains of a redundan. system, or diverse
methods of providing the same function, are regarded as independent so
that the unavailability of the function is essentially the product of the
unavailabilities of the separate trains or diverse systems, However, a
depencent failure arises from some cause that fails more than one system,
or more than one train of a system, simultaneouslv. Thus, the effect of
dependent failures is to increase the unavailability of the function with
respect to the situation of true independence.

Reactor operating experience has shown that' dependent events are major
contributors to reactor incidents and accidents (References 1-2

and 1-4), This result, in one respect, is due to the success achieved in
minimizing the frequency of potentifal accidents caused by the
unfortuitous coincidence of independent events, It is also indicative of
the high degree of reliability that has been achisved through the use of
the design principle of redundancy, which has been particularly effective
in reducing the fmpact of single independent equipment failures., On the
other hand, the operating experience indicates that enhanced defenses
against dependent events may sometimes be needed, Hence. it is
appropriate that current priorities in ris” management be aimed toward
controlling the risk contribution of dependent events,

Over the past decade since the Reactor Safety Study (Reference 1-5), we
have seen the completion of a couple nf dozen probabilistic risk
assessments and a rapid increase in the application of risk and
reliability methods, We have also seen a consistent pattern emerging in
the results of these applications that reinforces the importance of
dependent events that is apparent in accounts of reactor operating
experiences, These results consistently include a finding that various
types of dependent events dominate plant risk and system unavailability,

System analysts generally try co include most explicit dependencies in
the basic system or plant logic model., So, for example, functional
dapendencies arising from the dependence of frontline systems on support
systems, such as power or service water, are included in the logic mode)
by including basic events, which represent component failure modes
assocfated with faflures of these support systems, Failures resulting
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from the failure of another component (cascading or propagating failures)
are also modeled explicitly. Operator failures to respond in the manner
called for by the operating procedures are included as branches on the
event trees or as basic events on fault trees. Some errors made during
maintenance are usually modeled explicitly on fault trees, or they may be
included as contributors to overall component failure probabilities or
rates.

The logic model constructed initially has basic events that to a first
approximation are considered independent., This is a step that is
necessary to enable the analyst to construct manageable models, However,
many dependencies among component failures are not accounted for
explicitly in the logic model, and this means that the basic events are
not, in fact, independent. This is accounted for by introducing the
concept of common cause basic events, which represent the class of
residual dependent failures whose root causes are not explicitly
modeled, In a PRA mode), a common cause event is defined as the failure
or unavailable state of more than one component at the same time and due
to the same shared cause. Common cause events require the existence of
some cause-effect relationship that links the failures of a set of
components to a single shared root cause,

As the examples in Table 1-1 show, there has been a lack of consistency
in the treatment of common cause failures in PRAs, The inconsistency
appears in a variety of ways. For example, some studies have not modeled
common cause failures, and where they have been modeled, the degree of
modeling and the methods used for quantification have differed., One of
the most significant differences has been in the collection,
interpretation, and use of data,

Several independent data analysis projects have compiled dependent
failure events. One of these, sponsored by the USNRC, has identified
common cause events in the course of quantifying CCF parameters for
various components (References 1-13 to 1-17)., Another, sponsored by the
Electric Power Research Institute, produced a dependent events data base
in Reference 1-2 with the use of a classification system that was a
product of the same research project (References 1-18 and 1-19), Some
ross statistics of this EPRI-sponsored data base are provided in

able 1-2, [ncluded in this table are 113 common cause events out of a
total of 2,654 events that were analyzed from a 10-year period (1972
through 1981), A key point emphatized in this report is that there is
not enougn plant-specific common cause data to provide reliable estimates
of common cause failure probabilities, and the total industry data base
myst be used, However, statistical data like those in Table 1-2 cannot
be incorporated into a plant-specific systems analysis without a careful
event-by-event evaluation to determine the applicahility and impact of
each event on the system being analyzed and without taking into account
the various sources of uncertainty, such as modeling assumptions and
analyst's judgment in interpretation and use of the available evidence,

Many of the dependent failure events identified thus far do not fit in
the plant and system logic models that rely on explicit modeling, The
reason is that explicit models ocenerally do not model failures at the

subcomponent=level or at the leve) of "root"” causes that impact two or
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Table 1-1

TREATMENT OF COMMON CAUSE EVENTS IN SELECTED PRAs

| I
Year Method Uised for Subcomponent Level
! PRA Completed Common Cause Failure Analysis Reference
i
i Reactor Safety Study 1975 “Square root method" used in selec*ed cases. (1-5)
|
: HTGR AIPA Study 1976 Beta factor method used for all redundant active (1-6)
! components; parameters quantified from LWR and
‘ GCR operating experience.
Zion PSA 1978 Beta factor method used for selected components; (1-7)
parameters quantified judgmentally.
RINGHALS 2 | 1981 (-factor method used for most redundant active (1-3)
components; parameters quantified from plant-
specific and generic data.
IREP PRAs 1983 Selected CCF events were modeled explicitly in (1-9)
the fault trees, and their freguencies were
estimated directly from operaticnal data or using
human reliability analysis.
Seabrook PSA 1983 Multiple Greek letter, beta factor, and their (1-10)
variations used for all redundant active and
some diverse components. Parameters estimated
from 500 reacto~ years of U.S. operating
experienc. data.
Sizewell PRA 1984 CCF not modeled; cutoff probabilities used and (1-11)
sensitivities to arbitrary changes calculated.
Oconee PRA 1084 CCF not modeled and not reflected in (1-12)

quantification.
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Table 1-2

SUMMARY OF EVENTS CLASSIFIED IN 2EFERENCE 1-2

pEES :ugher Event Distribution
Component o vents
Years G Generic Common
Classified* Independent Dependent Cause Events
Reactor Trip Breakers 563 12 56 16 11
Diesel Generators 394 674 639 35 22
Motor-Operated 394 947 842 105 42
Valves
Safety/Relief Valves
PHR 318 54 30 24 0
BWR 245 172 136 36 14
Pumps
Safety Injection 394 112 77 35 8
RHR 394 117 67 50 5
Containment Spray 394 48 32 16 2
Auxiliary Feedwater 324 255 194 61 s
Service Hater 394 203 159 44 4
Total - 2,654 l 2,232 422 113

*Events classified include those having one or more actual or potential component failures or
functionally unavailable states.




more components because they cannot conveniently be made to do so, The
analysis framework of this report does represent the specific
combinations of groups of components that can fail due to shared causes.
Root causes are considered in deciding which historical events apply to
the case in question, The way these shared causes affect the component
groups is treated by using implicit modeling, This is the main
justification for including common cause basic events explicitly in the
model,

1.5 OVERALL OBJECTIVES
The overall objectives of this quidebook are to:

1. Provide a procedural framework for common cause anralysis for
use in applied risk and reliability evaluations by and for
the nuclear industry,

2. Provide a comprehensive and integrated systems analysis
framework for common cause analysis that includes a proper
balance between qualitative and quantitative aspects,

3, Provide guidance and analysis techniques to circumvent some
of the practical problems facing the common cause analyst,

4, Account for advances that have been made in the state of tne
art in common causes and thereby serve to update previously
published PRA procedures anidec,

5. ldentify important interfaces between the varfous tasks,
inc " ding cualitative analysis, systems modeling, event
cla- 'fication, parameter estimation, and quantitative
analysis tasks.

6., Provide the flexibility of choice among alternative systems
modeling approaches and techniques for parameter estimation
and data handling when alternatives exist and when the
superfor choice cannot be easily determined.

7, Solicit a sufficiently broad base of input to achieve a
consensus on the principles of common cause failure analysis
to the extent possible within the constraints of echedule
and budget,

In addressing objective 6, it was not felt necessary to include all the
varfous models that have been proposed for common cause event
quantification, A specific set of parametric modeling techniques was
selected to provide adequate representation of the variety of methods
that have been proposed, with an emphasis on those that have heen
actually used to a significant extent on published risk or reliability
evaluations,

While the selection and incorporation of the appropriate parametric mode)

is an important objective of this report, a more important one is to
address important interfaces among the tasks of a systems analysis that
are necessary to fully address the effects of common cause events on

1-8






1-4,

1-5,

1-6,

3

Fleming, K. N., et al,, “"Common Cause Failure Reliability
Benchmark Exercise, United States Team Contribution,” prepared for
Electric Power Research Institute, PLG-0426, July 1985,

G. M, Ballard, "An Analysis of Dependent Failures in the ORNL
Precursor Study,"” Proceedinas of the ANS/ENS International Topical
Meeting on ProbabiTistic Saiet Methods an cations, pp. 5=

a

to 6-10, San Francisco, california, February gs-ﬁarcﬁ T, 1985,

U.S. Nuclear Regulatory Commission, "Reactor Safety Study: An
Assessment of Accident Risks in U.S. Commercial Nuclear Power
Plants, " WASH-1400, NUREG~75/014, October 1975,

Fleming, K, N,, et al,, “HTGR Accident Initiation and Progression
Analysis Phase 11 Risk Assessment,"” United States Department of
Energy Report, GA-A15000, UC-77, April 1978,

Pickard, Lowe and Garrick, Inc., Westinghouse Electric
Corporation, and Fauske & Associates, Inc., “Zion Probabilistic
Safety Study," prepared for Commonwealth Edison Company,
September 1981,

NUS Corporation, “Ringhals 2 Probabilistic Risk Assessment,
NUS-4635, May 1983,

U.S. Nuclear Regulatory Commission, "Interim Reliability
Evaluation Program Procedures Guide," NUREG/CR-2728, January 1983,

Pickard, Lowe and Garrick, Inc., "Seabrook Station Probabilistic
Safety Assessment,” prepared for Public Service Company of New
Hampshire and Yankee Atomic Electric Company, PLG-0300,

December 1983,

Vavrek, K. J., and G, R, Andre, "Sensitivity Study of Common Mode
Failure Rates for Sizewell B," Proceedinas of the ANS/ENS
International Topical Meeting on Probabilistic safety Methods and
Applications, Yol. 2, pp. 105;1 to 102-8, San Francisco,
California, February 24-Msrch 1, 1988,

Nuclear Safety Analysis Center, "Oconee PRA, A Probabilistic Risk
Assessment of Oconee Unit 3," cosponsored by the Nuclear Safety
Analysis Center, Electric Power Research Institute, and Duke Power
Company, NSAC 60-SY, June 1984,

Bari, R, A,, et al,, "Probabilistic Safety Analysis Procedures
Guide," Brookhaven National Laboratory, NUREG/CR-2815, Rev, 1,
August 1985,

Atwood, €, L., "Common Cause Fault Rates for Pumps,”
NUREG /CR=2098, prepared for the U,S, Nuclear Regulatory Commission
by £G&G ldaho Inc,, February 1933,



1+16,

1-16,

i=i7,

1-18,

1«19,

Steverson, J, A,, and C, L. Atwood, "Common Cause Fault Rates for
Valves," NUREG/CR-2770, prepared for the U.S. Muclear Regulatory
Commission by EGEG Idaho, Inc,, February 1983,

Atwood, C. L,, "Common Cause Fault Rates for Diesel Generators,"
NUREG /CR-2099, prepared for the U,S. Nuclear Reculatory Commission
by EG& Idaho, Inc., June 1982,

Meachum, T. R., and C, L. Atwood, "Common Cause Fault Rates for
Instrumentation," NUREG/CR-3283, prepared for the U,S. Nuclear
Regulatory Commission by EGEG Idaho, Inc., May 1983,

Los Alamos Technical Associates, Inc., “"Common Cause
Failures--Phase I: A Classification System,” EPRI NP-3383,
January 1984,

Los Alamos Technical Associates, Inc., "A Study of Common Cause
Failures--Phase 11: A Comprehensive Classification System for
Component Fault Anmalysis," EPRI NP-3837, May 1985,

1-11



Section 2

FUNDAMENTAL CONCEPTS AND OVERVIEW OF A
PROCEDURAL FRAMEWORK FOR THE ANALYSIS OF COMMON CAUSE EVENTS

The purpose of this guide is to provice a framework to guide experienced
analysts in the performance of systems znalyses that adequately account
for common cause events. Common cause avents are a subset of the more
general class of dependent events whose causes are not normally
explicitly modeled as hasic events in the system logic models, especially
when these models are developed only to the level of detail that defines
component failure modes. In principle, the system logic mocdels can be
developed further to include a larger number of basic events that
correspond with common cause events., Each common cause basic event in
such a logic model would be indicated as resultino in failure of two or
more specific components in the system, One nf the important tasks in a
common cause analysis fs to define, unambiguously, the appropriate
combination of explicit and implicit or parametric modeling techniques
and the appropriate analysis of the data in support of those techniques
to ensure adequate completeness, while avoiding the double counting of
any basic event, A clear understanding of the mechanisms by which
dependent events occur is essential to performing this task,

Given the definition of the events, it is necessary to categorize and
interpret experience data to identify occurrences of the defined set of
common cause events and use the data to estimate the probability of
common cause events for use in reliability evaluations., Section 2.1
discusses in general terms the mechanisms of dependent events and how an
understanding of the mechanisms can be used to define common cause
faflure events, Section 2.2 is a brief description of event
classification schemes that have been developed to provide a framework to
help provide a systematic interpretation of the data. These
classification schemes help to distinguish between such component states
as failure, functional unavailability, and various degraded states, They
also help to distinguish between independent and dependent failures, of
which common cause failures are identified as a subset. Section 2.3 is a
brief review of the procedural framework, discussed 1n detail in

Sectfon 3, that has been developed to incorporate common cause failures
into systems analysis and that is the subject of this guide,

2.1 DEPENDENT EVENTS AND THEIR MECHANISMS

To understand dependent events and to mode) them, it f{s necessary to
answer such questions as: Why do components fail or why are they
uravailable? What is it that can lead to multiple failures? 1s there
anything at a particular faciiity that could prevent such multiple
failures occurring?

These questions lead to the consideration of three concepts, The first
fs the root cause of failure or unavailability, A root cause is a

mechanism of a transition of state from available to that of failed or
functionally unavailable, Several different classification schemes for
root causes have been developed; some are hierarchical (see for example
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Reference 2-1), others are not (Reference 2-2), and some root cause
classification schemes (References 2-3 and 2-45 were developed
particularly for dependent failure and common cause analysis, These
classification schemes will be discussed in Section 2.2, One thing is
¢lear, however, a dependert event root cause classification scheme is
simply a special case of the more general root cause classification
scheme that covers all events; f.e , both dependent and independent
events., Although each of the available classification schemes has its
own advantayes and disad) antages, a meaningful common cause analysis
requires proper identification of the root cause. The decree of detai)
in specifying the root cause is dictated by how specific an analysis
needs to be, but it is clear that a thorough understanding of dependent
events and how they can be prevented can only come from a very detailed
specification of the types of root causes., Ideally, the root cause
categories should be exhaustive and mutually exclusive to avoid ambiguity
in classification,

Given the existence of the root cause, the second concept of importance
is that of a linking or coupling mechanism, which is what leads to
rultiple equipment failure. The coupling mechanism explains why a
particular cause impacts several components. Obviously, each component
fails because of its susceptibility to the conditions created by the root
cause, and the role of the coupling mechanism or 1ink is in making those
conditions common to several components,

For example, suppose that two components are susceptible to high humidity
and that they are located in the same room, A common cause failure could
occur a3 a result of an event at the plant, which results in high
humidity in this room, High humidity 1s the root* cause of railure of
ecach of the two components, One immediately recoanizable coupling
mechanism is the fact that both components are located in the same room,

Another example of a dependent event that occurred at a U.S, nuclear
power plant is the case of a redundant safety injection system that
failed to actuate because of A design error in which the motur-operated
valves in the redundant pump trains were undersized and unable to open
against the differentia) pressure created by the operation of the pumps,
In this example, the root cause of failure of each valve is an undersized
motor due to error in the design process. The use of identical valves
and common demand conditions form the coupling mechanism, together with
the fnability of the surveillance tests to reveal this condition prior to
the actual demand,

Dependent failures therefore can be thought of as resulting from the
coexistence of two factors, one that provides a susceptibility for
components to fail or to be unavailable from a particular root cause of

*Depending on how far back the identification of failure causes coes,
high humidity could be considered as the immediate cause, being caused
itself by some other cause or causes; e.9., purmp leakage, Hence, the
term “root cause” can imply different levels of deductive reasoning in
establishing the cause., In one of the classification schemes discussed
below, root cause is defined as that entire set of sequential steps that
precedes the occurrence of a component state,
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failure and a coupling mechanism that creates the conditions for multiple
components to be affected by the same cause., This is i1lustrated by the
following figure,

There is a third factor that enters into determining the potential for
depandent failures, including common cause failures, and it is arquably
the key determinant. This factor is the existence or lack thereof of
engineered or operational defenses acainst unanticipated equipment
failures., Typical tactics adopted in a defensive scheme include design
control, secregation of equipment, well-designed test and inspection
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Physical Elements of a Dependent Event

procedures, mafrtenance procedures, review of procedures, training of
personnel, manufacturing and construction quality control, and
installat‘un and commissioning quality control, The different tactics
may b particularly effective for mitigating specific types of dependent
v, <ommon cause failures,

As an example of a defensive strateay, physical separation of redundant
equipment reduces the chance of simultaneous failure of the equipment due
to certain environmental effects, In this case, the detense acts to
remove the coupling mechanism, Other tactics may be effective at
reducing the likelihood of independent failures as well as dependent
failures by reducing the susceptibility of components to certain types of
root causes, Thus, it can be arcued that a complete treatment of
dependent failures should not be performed independently of an analysis
of the fndependent failures; rather, the treatment of all failures should
ve integrated, Indeed, the procedural framework advocated in this report
places emphasis on the proper integration of the treatment of depondent
and independent events,

Although the preceding discussion applies to all types of dependent
failures, tne thrust of this document is the treatment of common cause
failures, Many types of dependent failures, failures of components
resulting from fajlures of support systems or cascade type failures, for
example, in which failure of one corponent implies unavailability of
another because of some functiona) dependency, can be and usually are
moceled explicitly, Thus, in logic models, one of the contributors to
the event, "unavailability of component A," can be the unavailability of
the support systems on which operation of component A depends, However,
it is not, in ceneral, practical to attempt to model al) dependent
failures explicitly, especially when the cause is not the failure of
another component,



That group of dependent events whose failure mechanisms are not normally
modeled explicitly in the system logic model and whose cause does not
involve failure or unavailability of another component are known as
common cause events, Having excluded the occurrence of multiple
functional unavailabilities of components resulting from failure of
another component from this definition, all common cause events of
practical interest are also common cause failures. The concepts of root
cause and coupling mechanism are used below to identify types of
dependent failures that can be modeled explicitly and that are not to be
included in the common cause events, As discussed later, these concepts,
and those of defenses, are crucial to the systematic interpretation of
historical data to identify and quantify the potential for common cause
failure,

From a probabilistic point of view, the importance of common cause
failures is that their existence implies that failures of two or more
components, symbolically represented by A and B, are not
probabilistically independent;

and, indeed,
P(A and B) > P(A)*P(B)

It is the purpose of this document to provide an analyst with a
procedural framework and some guidance on how to use this framework to
estimate the significance of th‘s dependunce in applied risk and
reliability evaluations.

2,2 CLASSIFICATION OF DEPENDENT EVENTS

The categorization scheme of the PRA Procedures Guide summarized in
Table 2-1 provides a convenient way to identify the nature and scope of
dependent events analysis in a PRA, The logic of this categorization
scheme is nased on the observation that dependent events must be
considered not oenly in the quantification, but also in the definition of
accident sequences in a PRA, Accident sequences are defined by
initiating events and event trees. Hence, dependent events can:

(1) cause initiating events and interact with one or more event tree top
events, (2) interact with two nr more top events in the event tree, or
(3) interact with components within a gfven event in the event tree.
Based on this observation, the PRA Procedures Guide defined a
corresponding set of categories: (1) common cause initiating evvents,
(2) intersystem dependencies, and (3) intrasystem dependencies, The
dependent events categories determined by these three possihilities were
further subdivided, as described in Table 2-1,

To make effective use of the historical data in support of common cause
aralysis, it is important to clearly distinguish between dependent events
that are to be modeled explicitly and those that are contributors to the
class of common cause events, A great degree of success in a systematic
approach to this screening of data has resulted from attempts to develop
a taxonomy (1.e,, a systematic, “top-down" categorization scheme for
these events) for the broad and all-encompassina notion of a dependent
event, The PRA Procedures Guide scheme described above provided one such
taxonomy.
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Table 2-1

TYPES OF DEPENDENT EVENTS BASED ON THEIR IMPACT ON A PRA MODEL

Subtypes
Dependent . Examples
Event Type Characteristics ::co;‘:g;::i, (trigger events)
1. Common Cause Causes a plant transient | e Functional |e Loss of offsite power.
Initiating Event and increases unavaila- e Spatial e Earthouake,
bility of one or more e liuman e Maintenance error
mitigatirng systems. shorting out i:istrument
bus.

2. Intersystem Causes a dependency in e Functional |e Coolant charging fails

Dependency a joint event proba- because component
bility involving two cooling fails.
or more systems. e Spatial e Fire causes loss of
equipment of two systems.
e Human e Operator error causes
loss of two systems.

3. Intercomponent Causes a dependency in e Functional |e Battery loses charge
(intrasystems) a joint event proba- after it is run beyond
Dependency bility involving two capacity.

or more components. e Spatial @ Fire causes loss of
redundant pumps.
o Human e Design error present in

redundant pump controls.




Some of the better known attempts to develop a taxonomy for dependent
events are summarized in Table 2-2. Although there is much in cormon
with the diffarent approaches listed, each provides a unique perspective
of the various attributes of dependent events, and, taken as a whole, all
contribute to a better understanding of their nature, causes, and
possible defenses. Each of these schemes incorporates to some decree the
concepts of root causes and coupling mechanisms either implicitly or
explicitly.

The EPRI event classification sche e was developed as an alternative to
the Jnachievahle task of developing a coherent and unambicuous definition
of a common cause faflure. It has proved useful in the classification of
event reports for the purpose of delineating the logical
interrelationships among the cause or causes of an event and the event

| impacts, as determined by the failure or functional unavailability of
specific components., A key feature of this system is a cause-effect
logic diagram,

A typica) cause-effect dfagram is shown in the following:

DG =~ DIESEL GENERATOR
| AS = AIR START SYSTEM

Example Cause-Effect Logic Dfaoram

The diagram represents an event that happened at the Peach Bottom plant
in June 1977 when “hree out of four diesel gencrators became inoperahle,
: Air start systems of dfese) generators 3 and 4 were crosstied with the
| air start of diesel generator 1 to “correct” a previous failure, Later,
5 when diesel generator 1 was taken out of service for maintenance, air
| supply to diese) gererators 3 and 4 was lost, making both diesels
1 inoperable. In the above figure, circles with letters represent causes
| encoded with the letters "H" for human and "M" for maintenance,
Component states are represented by squares. In general, all compnnents
are classified as either available or unavailable with respect to 2
r particular success criterfon, An unav hle component is efther failed |
| ( é;ﬁ ) or functionally unavailable ( ) toe cover cases in which the
I nonfunctioning is due to the lack of rétuired input, To cover decraded
, performance short of violating the success critaria, incipfent failures,
E ambiguous event reports, and difficult-to-class fy situations, each
component state can be classified as either actual or potential, This :
r classification is extremely usefu) in screening events for use in a :
common cause analysis, A fuller description of the classiffcation system :
fs found in Appendix A, |

In the £PRI event classification system, events can be classified |
according ta the structure of the cause-e, rect logic diagram, Of |
particular concern are the brarched events, such as the event described |
above in which there 15 a branching or propacation between a efven node |

|
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DIFFERENT APPROACHES TO DEPENNENT FVENTS CATEGORIZATION

Table 2-2

Dependent fvents
Categorization Scheme

Basis of Categorization

Reference

EAwards and Hatson

Generic Cause

PRA Procedures Guide

EPRI Systems
Interaction Procedure
Guide

EPRI Event
Classification Scheme

Hierarchy of engineering and operational
activities to identify specific categories
of causes.

Comprehensive set of causes and conditions

that lead to dependent events with emphasis
on spatial interactions.

Catecories and subcategories defined by

different ways dependent events impact
a PRA model.

Logical breakdown of different types of
trigger events and coupling mechanisms
that cause the events.

Categories based on different key structures
of cause-effect logic diagrams developed for
experienced events,

(2-3)

(2-5)

(2-6)

(2-7)

(2-3), (2-8)




and two or more component states. When the causes feeding into the
branching node are root causes (i.e., other than component states), the
event is classified as a root-caused branched event,

There is an obvious relationship between the EPRI event classification
scheme and the root cause coupling mechanism, The chief difference 1s
that the latter concept breaks down the cause in the EPR] scheme into two
components: the root causs and the coupling mechanism, Hence, in terms
of the root cause coupling mechanism representation, a common cause event
is simply a dupendent event in which the root cause and coupling
mechanism are other than failure or functional unavailability of another
component, In terms of the PRA Procedures Guide scheme, common cause
events can be defined in each of the three main categories although, in
most practical cases, they are limited to the intrasystem dependency
category. The key characteristics of a common cause event shared by an
these classification schemes is that two or more components must be
affected by a single, shared cause and that this cause must not be
failure or functional unavailability of another component,

2,3  OVERVIEWS OF THE PROCLDURAL FRAMEWORK FOR COMMON CAUSE FAILURES
ANALYSIS

The previous two sections have provided some basic tools with which to
analyze common cause failures, This section is a brief description of
the procedural framework that has been developed to perform such an
analysis, There are four major stages each of which contains a number of
steps, They are surmarized in Figure 2-1.

2.3.1 Stace 1: System Loai¢ Mode) Development

The objective of this stage is to construct a logic model that identifies
the contributions of component states that lead to the undesired system
state,

2,3.1.1 Step 1,1 - System Familiarization. This fs an essential element
of any system analysis, 10 be able to mode! a system, the analyst rust
understand what the intended function of the system is, what components
it is composed of, and what procedures govern 1ts operation, testing, and
maintenance, In addition, the analyst needs to know the relation of the
system being analyzed to other systems as well as to its physica)
environment in the broader picture of a plant mode),

From & common cause faflure standpoint, particular attention needs to be
paid to fdentifying those elements of desion, operation, and maintenance
and test procedures that could influence the chance of multiple component
failures, The information collected in this step 1s essential in the
jgentification of potential sources of dependence and grouping of
components in the screening phases of the analysis (Steps 2.1 and 2.2),

2.3.1,2 Step 1,2 = Prodblem Definition, In this step, the analysis
boundary C0ﬂ51§i0ﬂs, Such as the physical and functional systems
boundaries of the system, functional dependencies (n other systems
(support systems), functiona) interfaces with other systems, and,

finally, system success criteria, need to be defined, This determines
what equipment should be modeled, how 1t should operate for the system to
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Stage 1 - System Loaic Model Development

Steps

System Familiarization
Problem Definition
Logi¢ Mode] Development

Stace 2 -~ ldentification of
Coiién Tause Lomponent Lroups
§tcgs

2.1 Qualitative Analysis
2,2 Quantitative Screening

Stace 3 - Common Cause Modelin
and Data Analysis =
Steps

’ 3.1 Definition of Common Cause

| Basic Events

3.2 Selection of Probability
Models for Common Cause
Basic Events

3,3 Data Classification and
Screening

3.4 Parameter Estimation

T
W PO e

Steps

4.1 Quantification

4.2 Results Evaluation and
Sensitivity Analysis

4.3 Reporting

Figure 2«1, Procedura) Framework
for Common Cause Amalysis
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perform its intended function (which failure modes to consicer), what are
the success criteria, and what are the applicable mission time and
possible initial systeu alignments. In this process, potential operator
actions, the impact of test and maintenance requirements, and other
assumptions and ground rules imposed on the analysis in the context of
the cverall plant model should be identified.

From the point of view of dependent faflures, those root causes of
dependency that are to be explicitly modeled should be identified,
Examples of causes that are freguently modeled explicitly are fire,
flood, or earthquake, Similarly, certain categories of human errors,
such as calibration errors and errors to return equipment and system to
their orfiginal configuration after test and maintenance, are typically
modeled explicitly. This process then defines the scope of the residual
common cause failure analysis., It cannot be overemphasized that extra
care is needed in the application of parametric common cause models in
order not to double count for causes explicitly modeled.

2.3.1.3 Step 1.3 - Logic Model Dove!ogg;nt, The first step in any
system analysis 1s the cevelopment of a Togic mode) that relates a system
state, cuch as system unavailable, to lower component-level states. By
convention, the lowest level of input to the logic model represents
single-component unavailable events., This will be called a
component-level loaic model and can be¢ used to gencrate minimal cutsets.
It is when this logic mode) is used to construct a probability mode] that
the question of independence of events arises, The remaining staces are
concerned with the assessment of the significance of this dependence on
the avaluation of probabilistic measures of system performance, such as
reliability or unavailability,

2,3,2 Stage 2: Identification of Common Cause Component Groups

The objectives of this screening stage include:

o ldentifying the groups of system components to be included
in or eliminated from the CCF analysis.

o Prioritizing the groups of system components fdentified for
further analysis so that time and resources can be hest
allocated during the CCF amalysis.

o Providing engineering arguments to aid in the data analysis
step (Step 13.3).

o Providinn engineering insights for later formulation of
defense alternatives and stipulation of recormendations in
Stage 4 (Quantification and Interpretation of Results) of
the CCF analysis,

These objectives are accomplished through the qualitative amalysis and

quantitative screening steps, These two steps are presented separately,
but they can be and often are performed interactively,

2.3.2.1 Step 2.1 - Qualitative Analysis, In this step, a search is made
for common ag!riEuies of comporents and mechanisms of failure that can






arguments, represents the failures that contribute most to system
gnavailabil{ty or accident sequence frequency in the larger context of
RA

2,3.3 Stace 3: Common Cause Modeling and Data Analysis

At the completion of Stage 2, the analyst has developed a component-level
logic model of the system and has defined the scope ¢f the cormon cause
analysis in terms of component groups. The purpose of this stage is to
modify the logic mode) to incorporate common cause events, convert this
logic model to a probability estimation model, and to analyze the data
for quantifying the parameters of this model.

2.3.3.1 Step 3,1 - Definition of Common Cause Basic Events, To mode)
cHmmon ca"use'an'r"i?—ﬂ-ﬂ'u convenient to define common cause basic

events; that {s, basic events that represent multiple failures of
components from shared root causes. This step also leads to a
recefinition of the single-component basic events. Definition of new
basic events leads to a redefinition of the structure of the logic model
to include the new events,

2,3.3,2 Step 3,2 - Selection of Probability Models for Common Cause
gasic Events, e 0 s step 1s to provide a transition from

the 1ogic mode) in Step 3.1 to a mode! that ran be quantified, This is

done by associating a probability model, such as the constant failure
rate model or the constant probability of failurs with demand model with
each basic event (common cause or independent). Each model has one or
more parameters and estimators for these parameters that, in terms of
measurements of numbers of failure events and number of components
failed, are based on specific assumptions, Some models are purely
parametric (e.g., MGL, Reference 2-8), while others attempt to relate
prebabilities of common cause failures of two, three, or =ore components
through the assumption of a specific causal mechanism (Reference 2-9).
This step and Step 3.1 are closely connected because the choice of mode)
affects the definition of the basic events and vice versa,

2,3,3.3 Step 3.3 - Data Classification and Scroonin%. The purpose of
this step 1s to evaluate and classify event reports to provide imput to
parameter estimation, It {s necessary to take care to distinguish
between events whose causes are explicitly modeled and those that are to
be included in the residua) common cause event models, The sources of
data available to an analyst are event reports on both single and
multiple equipment feilures. Since plant-specific data on multiple
equipment failures are rare, 1t 1s necessary to extenc the search to
other plants, However, since other plants may be desicned or operated
differently, events that occurred at one plant may not be possible at
another, ¥hus. the data should not be used blindly, but should be
carefully reviewed for applicability, This review concentrites on root
causes, coupling mechanisms, and cdefensive strategies in place at the
plant of interest, Since the event reports are generally not as detailed
as an analyst would Yike, analysis of these reports requires & great dea)
of judgment; a systematic approach to this screening 1s essential for
scrytability and reproducibility of the aralysis, ne such approach is
described in Appendix A,

2-12



2,3.3,4 Step 3.4 - Parameter Estimation. The purpose of this step is to
use the information obtained in Step 3.3 about the number of applicable
events of single and multiple failures and the number of failed
compenents to estimate the parameters of the common cause probability
models., There are several sources of uncertainty, fncluding the
interpretation of the data to elicit causal mechanisms, the assessment of
their impact at the plant being modeled, and uncertainty about how the
data were obtained. C“onsequently, it is essential to not only provide a
point estimate but also to characterize this uncertainty numerically,

2.3.4 Stage 4: System Quantification and Interpretation of Results

The purpose of this stage is to synthesize the key output of the previous
stages to effect a quantification of system failure frequency, the
performance of sensitivity analyses, and the interpretation of results,

2.3.4,1 uantification, The event probabilities obtained for
the common cause events as a result of Stage 3 of the analysis are
incorporated in the solution for the unavailability of the systems or
into event sequence frequencies in the usual way cutsets are quantified.
The results of this step include the numerical results and the
identification of key contributors.

2.3.4,2 Step 4 and Sensitivity Analysis., As
pointed out above, nty e estimation of
common cause faflure probabilities., An uncertainty analysis is deone to
fntegrate the individual uncertainties into a combined result, It is
also useful to see how significant such uncertainties can be by using
sensitivity analyses to determine the direct relationship between the
fnput values for the common cause basic events and the overall system

results,

2.3.4,3 Step 4.3 - Reporting. The final step is the reporting of the
analysis,” It 1s particularly important to be clear in specifying what
assumptions have been used and to identify the consequences of using
these and other assumptions,

2.4 SUMMARY

This section has provided an overview of some concepts that are useful in
the definition and analysis of common cause failuras, The prozedural
frasework that has been developed has been described briefly, In the
next chapter, this will be described in greater detail,
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Section 3 ’

' ANALYSIS FRAMEWORK AND METHODOLOGY ]
|

The purpose of this section 1s to describe each step of the framework

introduced in Section 2 in more detail and to present some techniques and ?

models that are commonly used, The emphasis in this section 1s, however,
: on presenting the basic elements of the framework depicted in Figure 3-1
and on the methodology. The examples used are not intended to be
exhaustive, More details on technical fssues briefly diccussed in this
section are provided in the appendices., Two example applicsiions are
given in Section 4 to provide additiona) detail,

It must be mentioned that the number of steps and the particular order in
which they are presented here should be viewed in the context of a
general guideline and an overall framework. As will be seen from the
mere detailed presentation, there can be considerable interaction,
overlap, and fteration among these steps; some analysis techniques
require a somewhat different order of steps. An experienced amalyst may
be a.'e to skip some of the steps or take a different approach in
achieving the objectives of a given step. However, Figure 3-1 and this
section present the steps in a logical sequence that 1s applicable to the
_ majority of situations and is based on extensive experience in actual

- application, :

3.1 STAGE 1: SYSTEM LOGIC MODEL DEVELOPMENT |

I This stage fnvolves steps that are familiar to systems analysts., The
. three basic steps of this stage are:

¢ Step 1.1 = System Familiarization
o Step 1.2 = Problem Definftion
o Step 1.3 = Logic Model Development

Although the above steps are the essential elements of any systems
andlysis, the emphasis of the following discussfon will be on those
aspects tnat are more directly relevant to the treatment of common cause
events, Consequently, some of the details about those elements of
analysis that are considered routinely in system analysis work are not
presented, Similarly, the available systems modeling techniques [e.q.,
fault tree (Reference J3=1), GO methodology (Reference 3-2), etc.) are not
discussed, The reacer must familiarize himself with the fundamentals of

RN,
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Key Input and Products of the Framework for Common Cause Analysis
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s¥stem reliability analysis and the use ot fault trees and/or reliability
b

ock diagram modeling techniques before attempting to use the methods of
this report.

3.1.1 Step 1.1 « System Familiarization

To model a system, the analyst must understand what the intended function
of the system is, of what components it is composed, and what procedures
govern its operation, testing, and maintenance. In addition, the analyst
determines the relaticn of the system being analyzed both to other

systems and to fts physical environment in the broader picture of a plant
model,

From a common cause failure standpoint, particular attention must be paid
to fdentifying those elements of design, operation, maintenance, and test
procedures that could increase the chance of multiple component

failures. The information collected in this step 1s essentia) for
identifying potential sources of dependence ~nd grouping components in
the screening phase of the analysis (Stage 2).

3.1.2 Step 1.2 - Problem Definition

In this step, such aralysis boundary conditions as the physical and
functional boundaries of the system, functional dependencies on other
svstems (support systems), functional interfaces with other systems, and,
finally, system success criteria are defined. This determines what
equipment is modeled, how it should operate for the system to perform fts
fntended function (which failure modes to consider), and what the
applicable mission time and initial system alignments are., In this
process, potential operator actions, the impact of test and maintenance
requirements, and other assumptions and ?rcund rules imposed on the
analycis in the context of the overall plant mode) are fdentified.

From the point of view of common cause faflures, those root causes of
dependency that are to be explicity modeled are identified., For
instance, ‘f they are to be modeled, most analyses include some externa)
reot causes, such as fire, flood, or earthquake, in the system=leve)
analycis in terms of explicit models, Similarly, certain categories of
human errors, such as calibration errors and errors in returning
equipment and system to their original) configuration after test and
maintenance, are typically modeled explicitly using human reliability
analysis techniques, This process, them, defines the scope of the
residual common cause faflure amalysis; 1.e,, thote root causes of
multiple failures that are not modeled 2xplicitly, but could comtribute
to system unavailability, 1t is these residua) common cause events that
are treated using the parametric common cause models discussed later,

The CCF-RBE (Reference 3+3) concluded that among the participants there
Was 3 CONsenius about the general approach toward the moceling of the
different types of depencdent events fn a systems reliability analysis,
The set of guidelines is reproduced here verbatim as an example of the
level of detai! mormally expected.

3-3
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1, Multiple failure events for which a clear cause-effect
relationship ran be identified snould be explicitly modeled
in the sy-tem model: the root cause events should be
included in the system fault tree so that no further special
dependent fail .re model is noccsscr{. This applies to
multiple fa’lures caused by internal vquipment failure (~uch
as cascade failures and component caused functional
unavailability events) and multiple failures due to clearly
identifiable human errors (such as human errors in stens of
a prescribed procedure).

2. Multiple failure events for which no clear root cause event
can be identified can be mocdeled using implicit methods such
as the paranetric models,

3, Between the two previuus extremes, there is a set of
multiple failure events for which the explicit modeling of
tle cause, even if in principle feasihle, is not performed
because this would be too onerous and it is rather preferred
to encapsule them in a parames.1c mogel. The decision to ¢o
this 1s taken by the analyst based on his experience and
judoement, and taking inty consideration the a.m and scope
of the analysis, Moreover, explicit modeling may in some
cases be impracticable because the component failure data do
not allow to distinguich between different failure causes.

Explicit modeling should in principle go as far as
reasonable, dependir3 on the resources for the analysis, the
leve) of detafl, etc.,.. For the remaining dependencies, at
least an upper bound should be assessed and for this
parametric modeling can be used,

Anyway, the analyst should clearly document what has gone
into his parametric modeling and what has been modeled
explicitly.

3.1,3 Step 1.3 - Logic Model Development

The key step in any systems analysis is the development of a logic mode)
that relates a systes state, such as “system unavailable,” to a
combination of more elementary events, such as component states, There
are a n.mber of techniques for logical representaiion of a system, These
include fault trees, reliability block diagrams, or GO diagrams, The
most commonly used logic model is the fault tree, Specific guidirce on
how to use fault trees for system analysis can be found in

Reference 3=1. Thre form of the logic mode) 15 not Jundamental, but
rather is based on such practical considerations as style, familiarity,
and ability to interface with available software. The logic model simply
reflects the anzlyst's understanding of the system that {15 developed in
Steps 1.1 and 1.2,

Representing the logic model down to the level of component failure modes
is clearly adequate for identifying the groups of compoment states that

3-4
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Tead to system unavailability; i.e,, the minimal cutsets. It is not
necessary for this purpose to further reduce these component states to a
finer 'evel of detail that specifies the causes of the components befng
in their undesired states. Hocwever, it will be seen that identifying

causes is an essential part of analyzing event data to create a data base
for astimating event probabilities,

3.2 STAGE 2: [IDENTIFICATION OF COMMON CAUSE COMPONENT GROUPS
The objectives of this stage include:

¢ lduntifying the groups of system components to be included
in or eliminated from the CCF analysis,

¢ Prioritizing the groups of system components identified for
further analysis so that time and resources can be best
allocated during the CCF analysis,

o Providing engineering arguments to aid in the data analysis
step (Step 3.3).

¢ Providing engineering arguments to ‘ormulate defense
alternatives and stipulate recommendations in Stage 4
(interpretation of results) of the CCF analysis.

The screening process results in the identification of those components
and failure causes in the system that will be fncludeu in, or eliminated
from, the common cause analysis subject to the analvsis boundary
conditions, level of detail, etc., identified in Step 1.2. The end
result of this stage is a definition of the components for which common
cause failures are to be included in the mouel and a determination of
which root causes and coupling mechanisms should be included in the
common causte events for the purposes of quantification, Much of the
information ccllected in Step 1.1 and the anmalysis boundary conditions
defined in Step 1.2 are directly relevant to the pro ess of identifying
common cause component groups, which involves an engineering evaluation
of failure causes, coupling mechanisms, and existing defenses against
common cause failure in the system being analyzed., A common Cause
component group s usually a group of similar or identica) components
that have a significant likelihood of experiencing a common cause event,
In principle, any combination of compone.its could be postulated as having
a potential for being involved in such an event,

Since getailed common cause analysis is a very time-consumin exercise
and, in addition, it is desiradle to keep che size of the mo..) to a
manageable level, it is essential 2o reduce the scope of the anulysis
throuch prioritizing root causes and coupling mechanisms and defining
*nly those groups of components that are judged to have a sianificant
likelitiood of dependence that contributes to the overall system
unavailavility, Hence, by selectively defining these groups, the number
of potential common cause events that could be postulated is reduced oy
the analyst,

3-5
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There are two types of screening that are useful in this step:
qualitative and quantitative screening. These types, identified as
separate screening steps, permit the analyst to serarate potentially
important cause and component group combinations trom unimportant
combinations, based on qualitative and quantitative arguments, as early
in the analysis ¢s such judgments can reasonably be made, As the
analysis progresses, more information 1s collected and the cause and
component group combinations that survived the previous screening tasks
are then analyzed in greater detail. The end result of the screening is
a list of CCF groups that the analyst feels confident, in ltght of the
wide range of postulated causes of CCF events and the carefully selected
screening arguments, adequately bound the common cause event
possibilities that will be subjected to further study.
|
|

3.2.1

In this sten, a search is made for common attributes of components and

mechanisms of failure that can lead to potential common cause failures,

Analysts in the past have relied on a variety of factors, including

engineering insight, obvious signs of cependence, and the perceived |
effectiveness of certain defenses to identify component groups for common |
cause analysis,

This process can be enhanced by developing a checklist of such key
attributss as design, location, operation, etc,, for which the analyst
can assess the degree of similarity of the various components., A partial
Tist of such attributes is the following:

¢ Component t{pe (e.g., motor-operated valve, swing check
valve, etc.), including any special design or construction
characteristics; e.g., component size, material, etc.

¢ Component use; e.g., system isolation, flow modulation,
parameter sensing, motive force, etc,

o Component manufacturer,

¢ Component internal conditions; e.g,, absolute or
differential pressure range, temperature range, normal flow |
rate, chemistry parameter ranges, power requirements, etc,

o Ccmponent external environmental conditions; e.q.,
temperature range, humidity range, barometric pressure
range, atmospheric particulate content and concentration,
etc.,

o Component location name ana/or location code,
¢ Component initial conditions (e.g., normally closed,

normally cpen, energized, deenergized, etc.) and cperating
characteristics; e.g., normally running, standby, etc,
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¢ Component testing procedures and characteristics; e.g,, test
interval, test configuration or lineup, effect of test on
system operation, etc.

¢ Component maintenance procedures and characteristics; e.9.,
planned, preventive maintenance frequency, maintenance
configuration or lineup, effect of maintenance on system
operation, etc,

The above 1ist or a similar one is simply a too) to help account for
factors affectin? component interdependence and to readily identify
the presence of fdentical redundant components. It provides a
method of documenting the qualitative analysis required to support
the selection of common cause groups. Based on experience in
performing these evaluations and in analyzing U.S. operating
taperience data (References 3-4, 3-5, and 3-6), additional guidance

can be provided in the assignment of component groups. The most
important guidelines follow:

¢ When identical, functionally nondiverse, and active
components are used to provide redundancy, these comporents
should always be assigned to a common cause group, one group
for each group of identical redundant components. In
general, as long as these are common cause groups of
identical active components already identified, the
assumption of independence among diverse components is a
good one and is supported by operating experience data.

¢ When diverse redundant components have piece parts that are
identically redundant, the components should not be assured
to be fully independent, One approach in this case is to
break down the component boundaries and identify the common
piece parts as a common cause component group., For exzmple,
pumps can be identical except for their drivers.

o In systems reliability analysis, it is frequently assuied
that certain passive components can be omitted, bascd on
arguments tnat active components dominate, In applying this
principle to common cause amalysis, care must be exercised
to not exclude such important events as debris blockage of
redungant pump strainers, etc,

Susceptibility of a group of components to common cause failures mot only
depends on their degree of similarity to such attributes as those listed
here, but also on the existence or lack of defensive measures against
common cause and the degree of their effectiveness,

Although much work is needed to determine the relation between various
root causes, coupling mechanisms, and defensive tactics, valuable insight
can be gained by considering, in a qualitative fashion, the effectiveness
of some broad categories of defenses for various genmeral groups of
cduses, Such an amalysis can be useful in the evaluation of common cause
event data for plant-specific applications., As an example, physical
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separation of redundant equipment may reduce the chance of simultaneous
failure of the equipment due to some environmental effects (see

Appendix B), 1In this case, the defense acts to weaken the coupling
mechanism, Other tactics may be effective at reducing the likelihood of
root causes resulting in independent failures as well as common cause
failures, Thus, it can be argued that a complete treatment of common
cause failures should not be performed independently of an analysis of
the independent failures, but rather the treatment of all failures should
be integrated.

Another structured and systematic way for identifying and categorizing
groups of components for common cause analysis in larger and more complex
problems (e.g., accidant sequence analysis) is called the generic cause
approach (Reference 3-7), This method, which is described in more detail
in Appendix B, begins with the identification of a wide range of
postuiated causes of CCF events, events that each involve a particular
group of components; e.g., & group of components that would all be
affect .. by a common design error or a group of components that would all
be susceptivle to a harsh envirenment in a certain location,

The six tasks of this approach permit the analyst to separate potentially
important cause and component group combinations from unimportant
combinations, based on qualitative and quantitative arguments, as early
in the analysis as such judgments are possible. As the analysis
progresses, more information is collected and the cause and component
group combinations that survived the previous screening tasks are then
analyzed in greater detail,

Specifically, the six screening tasks an analyst can use to jdentify the
most important CCF scenarios of a plant are:

e Task 1, Ildentifying important root causes of component
failures and gefining the groups r? components that are
susceptible to each root cause of failure,

These failure causes usually fall intc a few general
categories, such as those defined in Reference 3-6, At
least three types of these root cause and component group
compinations are considered:

-=Root causes that affect similar kinds of equipment,

--Root causes that affect any equipment operated
according to the same procedures,

= 270t causes that affect any equipment in the same
location,

o Task 2, Screening the root cause and component group
compinations initially defined for analysis and eliminating
from the analysis those component groups that can be
getermined to be unimportant when compared to other failures
for the system,
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o Also, scenarios in which different personne! perform a task
on multiple components in an MCS may be screened out, The
systematic repetition of task-related errors is highly
dependent on the interpretation of the working procedure and
on the effects of stress, fatigue, and personnel abilitfes.
These factors can vary considerably among individuals,

o Finally, a plant visit is required for making a detailed
survey to determine the spatial relationships of components,
sources of harsh environments, barriers to harsh
environments of interest, and any other pertinent factors,
The plant visit may determine some scenarios are incredible
in light of these details,

For example, an analyst may discover several penetrations
with unsealed conduits connecting equipment in different
locations, Moisture in one location (e.g., at an upper
floor) could propagate through the conduits and cause the
components connected to these conduits in the other
locations (e,g., at a lower floor) to fail, Since operating
experience indicates several component failures due to
moisture propagating through conduits, moisture could cause
CCFs of components in these locations, A detailed analysis
of the locations, however, may reveal that the unsealed
conauits do not connect equipment in the same MCS to 2
common source of moisture. Thus, the scemario can be
screened out,

Several computer codes are available to support the above tasks
(References 3-7, 3-8, and 3-9).

3.2.2 Step 2,2 -~ Quantitative Screening

After the qualitative screening of Step 2.1 has been completed, the
analyst has identified groups of components that, by virtue of
similarity, environment, etc., have been judged to be susceptidble to
common cause failures, One can further reduce the list of important
common cause candidate groups by perforawng quantitative screening, This
step is useful for systems reliability analysis and may be essential for
an accident sequence-level analysis in which exceedingly large numbers of
cutsets may be generated in solving the fault tree logic models.

e e

q In performing quantitative screening for common cause failure candidates,
one is actually performing a complete quantitative common cause analysis
except that a conservative and very simple quantification mode) is used,

| The procedure 1s as follows:

1. The fault trees are modified to explicitly include a single
common cause failure event for each component in a comon
cause group that fails all members of the group. For
example, 1f components A, B, and C have been identified as 2
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common cause component group, the basic events on the fault
tree shown below

are expanded to include the basic event Cappr, defined as
the concurrent failure of A, B, and C duc‘%g a4 common cause,
as shown below:

A 0
OO 06 O6

(Here Ay, By, and C; denote the independent failure of
components &. B, and C, respectively.) This substitution is
nade at every point on the fault trees where the events “A
FAILS," "B FAILS," or "C FAILS" occur,

¢. The fault trees are now solved, either by hand for simple
systems, or more commonly by using a fault tree reduction
coue (e.g., WAM, FTAP, SETS, IRRAS, etc.) to obtain the
minimal cutsets for the system or accident sequence. Any
resulting cutset invelving the intersection A381(C;

will (because of the rules of Boolean algebra Acve an
associated cutset involving Cage. The significance of

this process is that, in large systems or accident
sequences, some truncation of cutsets on failure probability
must usually be performed to obtrain any solution at all, and
the product of independent failures ApBjCp is often

lost in the truncation process due to its small value, while
the (numerically larger) common cause term Cpape will
survive,

4. Numerical values for the CCF basis events can be estimated
using the simple beta factor model (see Section 3,3,2.1)

P (Cagc) =8 P(A)

For screening purposes, the analysi may use 8 = 0,1 or

some other conservative value (see Section 3.3), P(A) is
the total random failure frequency that would be used in the
absence of any common cause considerations,

Tre veta factor model provides a conservative approximation to the common
Cause event frequency regardless of the number of redundant components in
the common cause Dasic event being considered,

Those common cause basic events that are found to (guantitatively)
contribute little to the system (or accident sequence) freguency (or
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detai) that identifius the particular impacts that common cause events of
specified multiplicity may have on the system, Thus, the common cause
basic events are written in terms of the particular combination of
components affected. The common cause basic events also provide an
unambiguous and useful technical vocabulary for discussing each of the
models in Section 3,2, At this lower level of detail, the specific
causes of multiple failures are not explicitly included, but the impacts
of those causes on the particular number of components failed are,

As an example of this breakdown, consider a system of three identical
components, A, B, and C, with a two~out-of-three success logic. These
components form a single common cause component group., The
component=level fault tree that would be developed in Step 1.3 is:

SYSTEM
FAILS

273

Yol

with the following minima) cutsets:

(A, Bi; (A, C; (8, C

The reducec Boclean representation of the system failure in terms of the
above miniral cutsets of the component-level fault tree is

S*A*BeA*C+p*( (3=1)

The expansion of this compcnent-level Boolean expession down to the
common cause impact level can be 1llustrated by representing each
component~level basic event as a subtree, such as that shown below, in
which 1t 15 assumed that common cause failures can lead to either two or
three components failing simultaneously.

COMPUNENT A
FALS
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The equivalent Boolean representation of total failure of component A {s

Ar* Ap* Coag * Oy * Cage 8
where
At = total failure of component A,
Ay = failure of component A from {ndependent causes,
Cag = fatlure of components A and B (and not component C) from
common causes,
Cac * failure of components A and C (and not component B)

from common causes,

Cagc = failure of components A, B, and C from common causes,

Khen all the components of our two-out=of-three exampl. system are
expanded sirilarly, the following minima) cutsets are obtained

(c“}; (cM_J; ‘Cac'
(Capd

The recduced Boolean representation of the system failure in terms of
these cutsets is

*Cag * Cac * Ge * Cane (3-3)

Had the success criterion for this example been only one out of three
instead of two out of three, it is clear that a substitution of subtrees,
Tike those shown above, into the system fault tree would produce cutsets
of the type, Cag * Cac. These cutsets have questionable validity

unless the events Cap and Cpp are defined more precisely. One option

is to define the events Cap and Cac to be mutually exclusive, Thenm,

the Boolean expression in !q. 3-2 would represent a partition of the
failure space of A into mutually exclusive parts based on the impact on
other components in the common cause component gqroup of the underlying
set of causes, This would imply that the probabilities of cutsets like
Cag * c‘i are identically zero, An alternative option is to

construct the events Cag, Cac, and Capc as sums of contributions

from specific root causes so that, for example,

(i)

Cap * z,: Cas
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where Cog(1) represents the common cause failures of components A and B
from root cause {1,

In this case, it is clear that cutsets of the form Cpp * Cpc could

occur from combinations of such root causes as CA.(19 ¢ CACFJ). but all
combinations Cap(1) ¢ Cac(i) would be eliminated since component A would
be supposed, in this cutset, to have been failed twice by the same root
cause, Thus, the events Cap and Coc in this picture are neither mutually
exclusive nor exactly independent, and the probability of Cap * Cac
cannot be calculated directly without using the decomposition into cause
contributions,

It will be seen later that the causes are considered in classifying
events in terms of their impact on components, If in }hﬂs process,
fyents that foulg have heen identified as % ) s C‘G’J’ are gtnssifﬁed
as 1s most likely) as A] » Cg(, * CaAB, ! * CAC, CABC, then
cutsets 11ke Cap * Cac should be eliminated to avoid double
counting, Such a counting process then makes this option equivalent to
the previous, mutually exclusive definition of the avents, This is
discussed in more detail in Volume II., It is clear that the definition
of the events, the counting process by which event reports are
classified, and the way the results are used to estimate the parameters
of common cause models are tlosely intertied.

Although complete agreement has not been reached on tke most appropriate
definition of these events, {t fortunately does not make a sienificant
numerical difference to the results because, in general, the contribution
of cutsets like Cap * Cep is considerably smaller than that of

cutsets like Cage.

Note that this procedure does not, at this point, recuire the
fdentification of specific common cause events; e.q¢., & fire that damaces
& specific set of components, At this stage, the common cause events are
only identified by the impact they have on specific sets of components,
Since all possible combinations of components withim the groups
fdentified in Stace 2 are included, this formulation of the fault tree s
complete with respect to al) possible ways that the common cause events
ctould impact the system,

Although this procedure of expansion can be ceneralized, it can be seen
immediately that this results in proliferation of the cutsets, which may
create practica) difficulties when dealing with complex problems, The
above fault tree illustrates the fundamental logic of how common cause
everts impact systems, This loeic structure provides the amalyst with a
systematic and disciplined framework by which he can inclucde and exclude
possible everts and make his assumptions and approximations that justify
these inclusfons and exclusions visible and explicit, based on the
screcning andlysis (Stage 2),

Simplification can be achieved by cquantitative and qualitative screenine
to prevent the rapid and urmanageable exparsion of the fault tree, For

example, 1f, based on conservative assessrents of the probability of the
basic events, the likelihood of cert2in comporent-level cutsets invelving

3-1%
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those basic events is expected to be dominated by others, those basic
events may be eliminated from the expansion of the fault tree. Also,
once the common cause events are included in this way, standard fault
tree analysis techniques, such as cutset order or probability truncation,
can be safely applied without any concerr about common cause events
because they are fully represented in the fault tree.

If the number of cutsets appears to be unmanageable although screening
has bren done, a practical solution to the prodblem is to delay the common
cause impact expansion until after the component=-level fault tree is
solved, at which time those terms in the component-leve! Boolean
expression that had not been expanded would be expanded through a process
similar to that in Eq. 3-2, and the new Boolean expression would be
reduced again, Other techniques include reducing the level of detail of
the original component-level tree to the supercomponent leve) and
assuming the common cause events always have a global impact. Care,
however, must De exercised so that no terms in the expansion of the
recuced Boolean expressions would be missed or ignored,

In short, the process of developing the logic medel at the common cause
impact level should be viewed as an fterative process through which the
proper balance between completeness and practicality 1s achieved, In
Section 4 and in Appendix F, additional guidance is provided on how to
implement this procedure.

3,3.2 Step 3,2 - Selection of Probability Models for Common Cause Rasic
Events

The primary objective of this step is to select the common cause mode)
that will be used in the quantification of the common cause basic
events, The cutset Boolean equation is transformed so that the
prebabilities of the basic events can be substituted directly into the
resulting algebraic expression,

For example, in the three-component example system of Section 3,3.1, the

algebraic equivalent of Eq. 3-3 in terms of the probabilities of the

basic events, using the rare events approximation,* is
Pls) = P(Ax) . P(ll) * P(AI) . '(c,) + P(sl) . v(c‘)

¢ PCg) * PIC, ) % PLCG) + PLC,g) (3-4)»

where

Pix) = probability of event x

*According to rars events approximation for two events, a and b, we have
Plask) * 0, Contequently,

Pla « b) = P(a) + P(b) = Plavh)

= Pla) » Plb)
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It 1s a common practice in risk and relfability analysis to assume that
the probabilities of similar events involving similar types of components
are the same. This approach takes advantage of the physica) symmetries
associated with identically redundant compunents in reducing the number
of parameters that need to be quantified. For example, in Eq. 3-4 it is
assumed that

PlCyg) = PLC) = PICy,) = Q,

"CAOC’ *Q (3-8)

Note that the probability of failure of any given basic event within a
common cause component group depends only on the number and not on the
spocifi: components in that basic event, This ig called the symmetry
assumption,

Continuing with our example, the system failure probability (Eq. 3-4) can
be written as

» 3¢% "
Qg = 3§ + 30, + Q, (3-8)

Here, the cutset information is lost, but quantification is easier,

Generalization of this concept 15 straightforward; for the basic events
corresponding to a common cause group of m components, one can define the
following probabilities,

Qg = probability of a basic event involving k specific components
lsk<nm (3-7)

Note that the total probability of failure of a specific component can be
obtained from the QO 's. This cam be seen, for example, from £y, 3=2
where the failure of component A due to all causes is expanded in terms
of the basic events, Transforming £q. 3-2 into 1ts equivalent
prebability model ana using Qp, Q2, and Q3, as defined in £q. 3-5,

we get

Qe * Qp + 20, *+ Q3 (3-8)
where, in this case, Qp is the total failure probability of

comrponent A, In general, the total failure probability of a component in
A Cconmen cause group of m components is

. o n-l)
Q, * KI; (H Q, (3-9)
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where the binomial term

m=1} . {m=1)1 "
(u-x)  TERIT T i

represents the number of different ways that a specific component can i
fail with (k = 1) other components in a group of m similar components,

The mode] that uses Qy's defined in Eq. 3-7 to calculate system failure
grobability is called the basic parameter model (Reference 3-4),

deally, Qk's can be calculated from data in which case there is no

need for further probabilistic modeling, Unfortunately, as we will see
in Stcg 3.4, the data required to estimate Q;'s directly, are not
normally available, Other models have been :cvoiouod that put less
stringent requirements on the data. This, however, is only done at the
expense of making additiona) assumptions that address the incompleteness
of the data (see Appendix C), Several of these models are summarized in
Table 3-1 and explained in the following, These models can be
categorized in severa) different ways, based on the number of parameters,
their assumptions regarding the cause, coupling mechanism, and fmpact of
common cause failures,

The Citegories for the number of parameters required for modeling common
cause events are:

¢ Single Parameter Models |
e Multiple Parameter Models

With respect to how multiple failures occur, there are two categories:

¢ Shock Models

o MNonshock Models

The “shock models" estimate the frequency of multiple component failures
by assuming that the system is subject to common cause “shocks” at a
certain rate and estimating the conditional probability of failure of
components within the system, given the occurrence of shocks, The common
cause failure frequency is the product of the shock rate and the
conditional probability of failure, given a shock,

Finally, as mentioned before, except for the basic parameter model, al)
common cause models discussed in this report estimate the probability of
basic events indirectly; i,e,, through the use of other parametors, In
general, the types of parameters, estimation method, and data
requirements vary from one model to another, kowever, with the current
state of cata that involve large uncertainties, the numerical impact of
selecting one model over another is mot significant, given & consistent
treatment uf data in all cases, These points become clearer in the
following sections. The remainder of this section deals with a brief
description of the various parametric models summarized in Table 3-1.

e
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Table 3-1

KEY CHARACTERISTICS OF THE PARAMETRIC MODELS

ESTIA TION GENSRAL FORM
MODEL MODEL PARAME TEPS® mutu::.“m
DIRECT | BASIC PARAME TER 9,.Q, .0 Q. -0, x=12 .=
3
:E BETA FACTOR a.»
gg} ) L 'o‘ "' -u.u:
. n‘ ﬂ‘ & m
5 MULTPLE GREEX LETTERS Q.8
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§ : - 1 PARAMETERS
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S ALPHA FACTOR - -
5 e Qa';.," 20‘ k=1 ™
< ‘t-:) %
$ -
.- ‘E' l..
2
g BINOMIAL FAILURE RATE O uo = ™
g Qﬁ |~ .- k-m
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3.3.2.1 gina1¥ rarsmog!r Models, The single parameter models refer to
those parametric s Use one parameter in addition to the tota)
component failure probability to calculate the common cause failure
probabilities, The most widely used single parameter model, and the
first such mode! to be applied to common cause events in applied risk and
reliability analysis, is known as the beta-factor model

(Reference 3-10)., A variant of this model, called the C-factor method
(References 3-11 and 3-12) employed the same model, but to address the
incompleteness of the data sources, used a different method of estimating
the parameter, The problem of estimating model parameters will be
discussed in Section 3.3.4, According to the beta-factor model, a
fraction (8) of the component failure rate can be associated with

common cause events shared by the other component in that group.
A&cordinz to this model, whenever a common cause event occurs, all
components within the common cause component group are assumed tc fail,
Therefore, based on this mode), for a group of m components, all Qy's
defined in £q. 3-7 are zerc except Q) .aﬁ“Z,p The last two

quantities are written as

Qp = (1-8) Qq
Qn =8 Qq (3-11)
This implies that
R TE?'T (3-12)
1 ]
:fte that Qp, the total failurs probadility of one component, is given
Q= Q * Oy (3-13)

which 1 the special case of Eg. 3-9 whem Q2 = Q3 * oo * Qg = 0.

As an example, using the beta-factor mode), the terms representing the
pasic event in £qg. =6 are written as

Qp = (1-8) Qy
Q20
Q=8 O (3-14)

which gives
Q. = 30087 o + 0g (3-15)
s t t

As can be seen, the beta factor mode) requires that an estimate of the
total failure rate of the component be provided from generic sources of
gata and that a corresponding estimate for the beta factor also be
provided, A practical and usefu) feature of this mode]l is that the
estimators of 8, as will be shown in Step 3.4, do not explicitly depend
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on system or comporent success data, which are not gener21ly available,
This feature, the fact that estimates of the 8 parameter for widely
different types of components vary much less than estimates of 3. and
the simplicity of the model are the main reasons for wide use o this
method in risk and relfability studies, It should be noted however,
that estimating 8 factors, just as with any reliability caafysis
parameter, requires specific assumptions concerning the interpretation of
data (Reference 3-13). This and severa) related fssues regarding the
assumption behing the various models and the implications of those
:ssuug}iogs dre discussed briefly in Section 3,3,4 and further in

ppendix C,

Although historical data collected from the operation of muclear power
plants indicate that common cause events do not always fail all redundant
components, experience from using this simple mode) shows that, 1n many
cases, 1t gives reasonably accurate (only slightly conservative) results
for redundancy levels up to about three or four {tems, However, beyond
Such redundancy levels, this mode) generally yields results that are
conservative, When interest centers around specific contridutions from
third or higher order trains, more genera) parametric mogels ars
recommended,

$.3,2,8 Multiple Parameter els. For a more accurate analysis of
systems u%%n E’ggir €vels of redundancy, models that represent the range
of impact levels that common cause events can have are more appropriate,
These models fnvnlve several parameters with which to quantify the
specific contridbutior. of various basic events.

Four such models are selected here to provide adequate representation of
the methods that have been proposed. In the nonshock model category, the
MGL mode] (Reference 3-14) and the alpha-factor mode! (Reference 3-15)
are discussed, The shock mode! category is represented by the bimomia)d
failure rate mode)l (References 3-16 and 3-17). These models are briefly
cescribed in the following paragraphs,

3.3.2.2.1 ngliigt; %rggg l%gggr uogg}. The MGL mode)
(Reference J- 5 rost general of a number of recent extensicns

of the beta-factor mode), The NGL mode) was the one used most
frequently in the International Common Cause Failure Reliability
Benchmark Exercise (Reference 3+3), In this method, other parameters
in aggition to the B~factor are introcuced to distinguish among
common cause events affecting different nunbers of comsponents in g
higher order redundant system,

The MGL parameters consist of the tota) component failure frequency,
which includes the effects of all {ndependent and common cause
contridutions to that component failure, and a set of failure
fractions, which are used to quantify the conditiomal prodabilities
of a1l the possivle ways @ common cayuse failure of 3 component can be
shared with other ¢ouponents in the same group, given component
failure has occurved, For a system of m redundant cemponents ana for
each given failure mode, » gifferent parameters are gefined, For
¢xample, the first four parameters of the MGL mode) are, as before

Qp = tota)] failure frequency of the compoment due 20 all
ingepengent and common cause events,
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plus

8 = conditiona) prebability that the common cause of 2
component failure will be shared by one or more

additional components,

Y +« conditional probability that the common cause of a
component failure that is shared by one or more
components will be shared by two or more components
additional to the first,

§ = conditional probability that the common cause of a
component failure that is shared by two or more
components will be shared by three or more components
in addition to the first,

The gereral equation that expresses the frequency of multiple
component failures due to common cause, Qy, in terms of the MGL
parameters, 1s given in Table 3-1,

To see how these parameters can be used in developing the
prodatilities of the basic events, consider the three-component
system represented by £q. 3-6,

The maximum number of components that can share a common cause is
three (m = 3), Therefore, v 1s the conditional probability that

the common cause of fai’ure of a comporent will be shared by exactly
two additional components, and & = 0,

Then, from Tadle 3-1,

Q) = (1-8)Q,

Qz = (1/2)8(1=v)Qy

Q3 * 8vQy (3-16)
The above expressions for e“'o‘. and Qg can be used, for

example, in £q, 3-16 to ob he unavailability of a two out of
three system in terms of the MLl parameters:

o, « 3% » 0, ¢ Bve, (3+17)

Note that the beta factor mode) 18 & special case of the MGL mode!,
For this example, the MGL mode! reduces to the beta factor model §f
Yy = 1, In particular, €q. 317 reduces to Eq, 3-15 if y » |,

3.0.8.8.2 Alpha-factor 1. As explained in References J-18
through 320 o»e! in i’i;aq!cn Cand £, rigorous estimators for the
8-factor model and its generalization, the MGL mode! parameters,

are fairly gifficult to cbtain although approximate methods have been

developed ang ysed in practice (Reference 3-21). A rigorous approach
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to estimating B-factors is presented in Reference 3-19 through
introducing an intermediate event-based parameter, which 1§ much
easier to estimate from observed data, ference 3-15 uses the
multiparameter generalization of event-based rnnun directly to
estimate the common cause basic event probabilities. This
multiparameter common cause mode) 15 called the a-factor model,

The difference between the a-factor parameters and the MGL
parameters is that the former are system failure based, while the
latter are component failure based, This difference and its
implications are described more fully in Appendices C and £ in which
estimato~s for the MGL and a-factor models are developed., The
a-factor parameters are thus more directly related to the
ohservable number of events than are the MGL parameters,

Like the MGL model, the a-factor mode) develops common cause
failure frequencies from a set of failure ratios and the tota)

co:;‘aomat fatlure rate. The parameters of the a-factor mode! are
gefined,

As hefore,

Ot ¥ total failure frequency nf each component due to 3!1
independent and common cause events

plus

Gy ¥ fraction of the tota) frequency of failure events that

occur in the system favolving the failure of k components due to
& common cause

angd
@) cay ¢, . va, =]

The general equation relating the basic event prodadilities, Q,'s
to the a-factor model parameter ir given in Table 3+1. As we can
see, the key difference between a in this mode) and the parameters
of the MGL ang F-factor models s that the former 15 & fraction of
the events that ocCcur within 3 rystem, whereas the latter are
fractions of compoment failure rates.

Agein, as ar example, the prudabilities of the basic events of the
three-component system of £q. 36, 11 terms of the o~ factor mode!

parameters, are written us (from the geners) eguation im Table 3-1,
with m = 3)

01';-lO
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(3-18)

where
ag *a)] * &+ Jy, a normalizing factor,

Therefore, the system unavailability for our example (E£q. 3-6) f{s
given by

:1;3 2 a a
0, a(,‘) 0 + 3 g{ Qg * 3 ;-f 0, (319)

e ot
(References 3-16 a =17] considers types of failures, The 1
first represents independent component failures; the second type is
caused by shocks that can result in failure of any number of
components in the system, According to this model, there are two
types of shocks, lethal and nonlethal, When 2 m‘otul shock
occurs, each component within the common cause cngm«t guvg is
assumed to have a constant and independent probabdility of failure,
The name of this mode) arises from the fact that, for a group of .
components, the distribution of the number of failed components '
resulting from each monlethal shock occurrence follows a binomial .
gistribution, The BFR mode) is therefore more restrictive because of \
these assumptions than all other multiparameter models presented in r
Table 3-1, when originally presented and applied, the model only '
included this nonlethal shock, Because of 1ts structure, the mode!l |
tended to ynderestimate the probabilities of failure of higher order
groups of components in a highly redundant system; therefore, the f
i
I

concept of lethal shock was included, This version of the mode) is
the ore recommended,

When & letha) shock occurs, all components are assumed to fail with 2
conditiona) probability of unity, Application of the BFR mode! with
Tetoa)l shocks reguires the yse of the following set of parameters:
Q, ¥ incependent failure frequency for each component. |
v F frequency of otcurrence of nonlethal shocks,

p ¢ congitiona) probability of failure of eath component, |
given & nonletha) shock, |

w © freguencty of occurrence of lethal shocks,

The general form of the probability of basic everts agserding “®
87 R mogel 135 given in Table -1,
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The significance of this step cannot be overemphasized. An important
conclusion of the Common Cause Failure Reliability Benchmark Exercise
(Reference 3-3) 15 that the most important source of uncertainty and
variation in the numerical results is data interpretation, Thus, carefu)
attention and documentation must be given to this step,

3.3,3.1 Q!_ ig §9~gri§;. The first step in data analysis is the data
rtmﬂng sk, existing data sources generilly fall into one of the
ellowing categories:

o Generic Raw Data Compilations
o Plant-Specific Raw Data Records
o Generically Classified Event Data and Estimated Parameters

Typical data sources within the above categories are briefly described in
the following,

3,3.3.1.1 Generic raw data compilations,

stem, This source is a
compl laticon o ety § ficant” event reports
submitted to the U.S. Nuclear Regulatory Commission by
nuclear power plant licensees in accordance with the
U.5. government regulations, Various summaries of the
LERs are published by ¢ifferent organizations, For
instance, summaries of all reported events sorted by
plant name are published on a monthly basis by Oak
Ridge National Laboratory, In addition, the USNRC has
published a compilation of one-line summaries of events
involving severa) categories of components, These are:

-~0iese] Generators (NUREG/CR-1362; Reference 3-22)
~=Pumps (NUREG/CR-120%; Reference 3-21)
~=¥alves (NUREG/CR-1363; Reference 3-24)

~=Selected instrumentation and Control Components
(NUREG/CR=1740; Reference 3-25)

~=Primary Containment Penetrations (NUREG/CR-1730;
Rererence 3-26;

==Contro) Rods and Drive Mechanisms (NUREG/CR-1311;
Reference 3~27)

These reports also provide statistical analysis of the
data and give estimates of component failure rates.

These rates are based on the number of reported events
and estimates of the population, number of demands, and
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exposure time for each category of components and each
plant, No attempt is made in this report to obtain
uti:ﬂn for the parameters of dependent failure
models,

It 1s re ed in Reference 3-28 that the LERs do not
report all the independent events and that the
underreporting could be as high as a factor of 2 or 3,
LERs are available in the public literature,

. ugg)¥’r Power Experience, This source 1s an LER-Dased
compilation of event reports supplemented by
information from other sources, It includes a large

number of LERS and is updated montlly (Reference 3-29).
NPE 1s available on a subscripticn basis only,

The above two sourc:. provide information about abmormal occurrences
and are not particularly designed to be used as data bases for mode!
parameter estimation, Nevertheless, they are oftan the only sources
of gata available Lo the analyst, The event reports should be
reviewed and classified to extract information about the parameters
of interest, The degree of usefulness of the LER and NPL data
sources for the purpose of estimating dependent failure parameters
depends on the type of model being used., For instance, either of the
two sources form a sufficient basis for estimating the parameters of
the MGL and &lpha factor methods, whereas additiomal information,
Such as system success data, 1s needed to estimate BFR parameters,
Furthermore, under the new LER reporting rules, single component
failures, in ?onora1. are not recorded. Mence, the data base i3
considerably less usaful than it was under the old rules, It will be
seen later that consistent recording of single and multiple failure
events 1s reqguired for most parameter estimates,

3,3,3,1.2 Plant- fic r records, For a plant-specific
analysis, the most applicable sources o ta are the plant records,
such as operator log books and maintenance request records, Review
of the plant-specific records can provide a much more accurate
account of fatlure as wel) as success data compared with generic raw
data sources, but this depends on the quality of the plant
record-keeping activity and on such a factor as how well the root
causes of various events have been pinpointed, The statistical
significance of plant-specific data, however, is & direct function of
the number of years of operation of the plant, and, as mentioned
before, for plants with even & few yeass of operating history, the
plant-specific data alone will, in general, be insufficient for 3
common Cause analysis,

’ endent failyre
nalysis, Systematic efforts Jirsctiy avmed at extracting
walitative as well as

g quantitative information about dependent
atlures can be found in the following reports:

o Pumps (RUREG/CR-2038; Reference 3-30)



¢ Valves (NUREG/CR=2770; Reference 3-31)

o Instrumentation and Contro) Assemblies (NUREG/Ck-3289;
Reference 3-32)

o Pumps, VYalves, Diese! Generators, and Breakers
(EPRI NP=3967; Reference 3-4)

The first three of the above reports provide the result of event
clcs:lfﬁcation and parameter estimation for the BFR and beta-factor
mode s,

The EPRI-cependent events data classification study (Reference 3-4)
presents the results of app!y!n‘ EPRI's detailed and systematic
approach (Reference 3-33) for classifying «vents on a large number of
NPE events for the purpose of fdentifying common cause evenis,
Additiomally, another EPRI report and data base (Reference 3-28)
contain dependent and independent events data that are systematically
classified from LER reports, primarily to provide statistical
information on industry defenses against common cause failures and on
the distribution of causes for the events,

3.3.3.2 D,gi gl;;gitigggigg. Once the raw data (event reports) are
collected, the next step 15 a review and classification of the events to
fgentify where each event fits in a set of predefined categories
descriding the type of the event, its cause(s), and its impact; e.4.,
number of components failed, For this pur:osc. a data classification
approach, such as one developed for EPRI (Reference 3-33) and summarized

in Appendix A, 15 needed, This approach is briefly reviewed in the
following,

The EPRL classification system makes use of a cause-effect logic diagram
to portray the interactions between root causes and component states in
an event, Once the event scemario deduced from an event report s
modeled in this way, depencdent events are easily fdentified and their
impact on the original system can be readily seen, A typical
cause~effect diagram is shown in the following figure,

SEL G%MMYOI
START SYETEM

The diagram represents an event that happened at the Peach Bottom plant
' Jume 1977 in which three out of the four diesel gemerators became
inoperable. Air start systems for diesel generators 3 "nd 4 were
Crosstied with the air start system of diesel generator 1 to correct 4



previous failure, Later, when diese) rator 1 was taken out of
service for maintenance, air supplies diese) generators 3 and 4 were
lost, making both diesels inoperadle,

In the preceding figuro. circles with letters represent causes encoded
with the letters “"H" for human and "M" for maintenance. Component states
are represented in squares., In general, al) components were classified
as either availadble or unavailable according to a parti r success
criterion, An unavailable t is efther failed ( ) or
functionally unavatilable ¢‘$;r3°?:"‘o~'r cases in which

nonfunctioning was due to lack of required input, To cover degraded
performance short of viclating the success criteria, or incipient
failures, component states may be classified as poteatial failures,
Potential failure states are degraded states and Incipient fatlures that

had not progressed to the point of failure at the time the event report
was prepared,

The cause-effect dfagram 15 constructed by connecting symdols for those
Ciuses 4nd cooponent states that produce the event, The symbol in
the example cause-effect diagram 1s a logic node, which 15 {ntr to
explain cases in which more than one cause 1s identified. Put together,
the afagram of the above example shows how maintenance made one diesel
unavailable and, at the same time, contributed to the afr start gystems
of two other diesels becoming unavailable, This Yad to the functiona)
unavailabilitv of two acdditional diesels,

It is worth mentioning that the focus of this classification system is on
the fdentification of common cause events and their immediate causels)
ang impactis). Therefore, some important characteristics of common cause
events, such as coupling mechanisms, are not explicitly addressed and
represented by the classification gystem,

This screening of event reports 1s 4 rather subjective exercise,
particularly 1n Tight of the guality of many of the avent reports, In an
attempt to recuce subjectivity in the screening of event data to fdentify
common cause failures, the COF-RBE fdentified the following rules, which
have been somewnat modified,

I, Comporent-:aused functional uravailabilities were screensd
out since 1t was assumed that this kind of dependency 18
modeled explicitly,

2, IF & specific defense enists that clearly precludes & class
of events, all specific events delonging to that class can
e screened out,

3. 1f the cause of the reported event is & train
interconnection that, in the plant under comsideration, does
not exist, the event 15 considered as an independent fallyre
of one train,
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4, Events related to fnapplicable plant conditions (e.g.
precperational testing, etc.) can be screened out unless
they reveal general causal mechanisms capadble of occurring
during power operation,

5. If the event occurred during shutdown and would be restored
before resuming power operation because of preservice
testing or 1f 1t cannot occur during power operation, the
event 13 screened out,

6., 1f a second failure in an event ned after the
restoration of the first, both failures are considered as
ingependent failures,

7T, Events regarding incipient failure modes (e.g., packing
leak, etc,) that clearly do not viclate component success
criteria can be screened out,

&, Only the events regarding the *aflure modes ¢ interest were
taker into consideration; events regarding failure modes
that are irrelevant to the system logic mode) can be
screened out,

Rules 2 and 3 are more directed to the screening of events for
applicability to other plants,

3,3.3.3 W The outcome of the event
classification process up to s point can be summarized in a form
similar to the example given in Figure 3-2(a),

To complete the description of the event impact at the original
plant, the analyst needs to fdentify the following:

i Mﬁ%_ﬂu The number (m) of (typically similar)
componen are believed to have been exposed to the
root cause and coupling mechanism of the event,

% lw%‘r of Conponents Mvn%. The number of components
wilhin the component group that were affected (e.9., failea)
in the event,

3. b Type, Whether the causeis) and coupling mechanisris)

nvolved were of the type that typically results in

farlure of a)) components within the compoment growp (lethal
shock) or not (mnomlethal shock).

4. Ll‘.!xq_?.fﬂ‘ The particular component function affected;
€.5., Tallure to open on demand.

Figure 3-4(0) summarizes the information about the event for the example
event described in Figyre 3+2(a) and introduces the representation called

the impact vectos (Retsrences 3-21 and 3-34),

i e e e B e e e




The binary impact vector of an event that has occurred in a component
group of size m has o + 1 elements, C£ach element represents the number
of components that can fail in an event, 1f, in an event, k components
are fatled, then a 1 15 placed in the Fy position of the bLinary impact
vector, with O in other p:sitions, In §mo example of Figure 3-2, the
component group size 1s 2; therefore, the binary impact vector has three
elements: (Fp, 'l° Fa!. Since two components were falled, we

have Fg = Fy « C and Fz = 1, A condensed representation is

1«{0,0, ¥ (3-22)

Often, the picture s not as clesr as the example 1n Figures 3-2(a)

ang 3-2(b) may imply, 1Most of the time, the event descriptions are not
Clear, the exact states of components are mot always known, and root
causes are seldom identified, Therefore, the interpretation of the event
(1.e., the translation of the event gescriptions into a form similar teo
the example in Figures 3-2(a) and 3-2(b)] may require estadlishing
several hypotheses, each representing a different interpretation of the
event,

As an example, consider the event classified in Figure 3-3(a). Since it
fs not clear whether the third diese) was also actually fatled, the
Dinary impact vector 13 assessed under two different hypotheses

(Figure 3=3(B)). Under the first hypothesis, only two diesels are
consicdered failed, while, according to the second hypothesis, al) three
diesels were fatled, The analyst at this point needs to assess his or
ner degree of confidence in cach of the two hypotheses, In the example
of Figure 3-3(0), a weight of 0.9 i3 3tven to the first hypothesis,
reflecting a very high degree of confidence that oalg two diesels were
actually failec., The weight for the second hypothesis #5 cbviously 0.1
since the waight shoyld acd up te 1. Thig property of the weighting
factors assurmes a1) reasonable hypotheses are accounted for, Note that
tre gats analyst must be in a position to defend and document this
assessment,

The expectation values for the impact vectars, taken over the two
hypotheses, are

T By 210 7yl
¢ (0901 * (0.1,

« {0, 0.9, 0.0 (3=23)

which i35 3150 shown in Figurt 3=3(b), Note that Fy refers to @ single
Bingry 1mpact vector and Py refers to an average impact wector,

This may Do used for point estimation,

3,3.3,4 Reirtergretation of Eyents: Creation of “Plast-Ssecific” Data
Bise. Up 1o tRIs pOINt, the event has Leen N1y 3

plant, The neat step 15 to determing what that event implies for the
plant &ang system trat are betng analyzed. As was mentioned earlier, the
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Plant (Date) Status Event Description Cause-"ffect Diagram
Pilgrim 95% Power | Two residual heat removai torus cooling valves
(September 1976) failed to operate. It was found that the failure
was due to excessive pressure differential across
the valves, which exceeded the capacity of the
valve motors.
OPERATORS VALVES
‘a) FEvent Classification
Impact Vector
Component
Group Size FO F1 Fz Shock Type Fault Mode
2 c 0 1 Nonlethal (L) | Fail Te Open on Demand
.
(b) Event Impact Assessment
Figure 3-2. Example of Fvent Classification and Impact Assessment
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Plant (Date) Status Fvent Description Cause-Effect Diagram

Maine Yankee Power |Two diesel generators failed to run due to
(August 1977) plugged radiator. The third unit radiator

was also plugged.

»

COOLING DG

|
i SYSTEm
i i
(a) Event Classification
: Component : s ! l,
Group Size Hypothesis | Probability FO > F3 Shock Type Faiv't Mode
I 0.9 0 |o 1 |o
Nonlethal (N) | Failure during
Operation
3 Iz 0.1 0o |o 0 |1

Po | P1 | P2 |P3
Averaqge
Impact Vector (1) 0 0 0.9 ;0.1

(b) Multiple Hypothesis Impact Vector Assessment

Figure 3-3. Example of the Assessment of Impact Vectors Involving
Multiple Interpretation of Event



For example, assume that after considering all the qualitative
differences between the example plant of Figure 3-2 and our plant, we
decide that we are about 75% confident that the event is not
applicable to our plant. The average impact vector for our plant
(ignoring quantitative differences) can be summarized as follows:

Average Impact Vector
Plant Not
Appl .cadle PO Pl P2
Pilgrim - 0 0 1
Qur Plant 0.75 ¢ 0 0.25

Note that Py + Py + Pp + Pya = 1.

3.3.3.4.2 Adjustments for size difference. The next step is to
consider the system size differences, The objective is to estimate
or infer what the data base of applicable events would look like if
it all was generated by systems of the same size (1.e., the number of
components in each common cause group) as the system being analyzed,
This is done by simulating, in a thought experiment, the occurrence
of causes of failures (both independent and dependent) in the system
of interest and observing how the impact of these causes changes due
to difference in system size, Appendix D provides a detailed
discussion of the background and justification of the nee¢d for
adjustment in an impact assessment based on system size
differences.* Appendix D also develops a set of rules and equations
for changing the event impact vectors of the original system to a
corresponu.ng set for the system peing analyzed.

A key assumption behind these rules and equations is that the
independent failures are mainly associated with internal component
failure mechanisms and that the common cause events are mainly
associated with the failure mechanisms external to the components.

in view of this general distinction, one can conclude that the causes
of common cause events are independent of the number of components,
It follows that the same cause will have different impacts depending
on the number of components present. For example, any of the causes
impacting two or more specific components in a system with two or

*The numerical importance of this adjustment was first explained by Peter
Doerre of KWU, Federal Republic of Germany, as part of a contribution to
the CCF Reliability Benchmark Exercise (Reference 3-3), The particular
mapping method presented here is one of several different ways that the
impact vectors can be mapped (see Reference 3-35 for an example),
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same qualitative and quantitative information obtained, based on the
event at the original plant, may not be directly applicable to the plant
and system of interest due to several reasons, such as differences in |
design, operation, common cause defenses, etc., It is therefore essential

to reinterpret the event in 1ight of the specific characteristics of the

system under consideration,

In general, the differences between the system in which the data
originated and the system being analyzed arise in two ways: First, even
for systems of the same size, there are physical differences in system
design, component type, operating conditions, environment, etc,; second,
there can be a difference in system size (degree of redundancy) .,

In the following, a framework is described with which these two types of

differences can be taken into account explicitly in reinterpretation of |
the event and the assessment of the impact vector for the system of '
interest,

3.3.3,4,1 Systems of the same size., First, we consider the
differences, given the assumption that the system size is the same,
The question to be answered is the following: given all the
qualitative differences between the two systems, could the same root

cause(s) and coupling meckanism(s) occur in the system being analyzed?

The qualitative information collected about the system in Staces 1
and 2 and about the original system obtained in the inftial data
classification form the basis of %he answer to this question,

If the answer is yes about the applicability, then the event is
applicable to the system being analyzed and the analyst can qo to the
next step to consider the quantitative difference between the two
systems, [If the answer is no, the event is not applicable and wil)
not be considered as statistical evidence in the estimation of the
common cause model parameters and the reasons for elimination will be
suitably documented,

In reality, this step involves a considerable amount of judement,
There are a number of sources of uncertainty. These include the lack
of detailed information about the event, {ts circumstances, the
nature of its causes, the nature of defenses in the orfiginal system,
and the effectiveness of defenses in the system being analyzed, Yet,
because of the sparsity of data, there is strong motivation to avoid
tossing the data out and to extract from it that evidence that {s
applicable, Due to uncertainties involved and the important
implications ot screening events out of the data base by declaring
them inapplicable, the analyst must have a concrete reason for his
Judgment, 1In the cases in which the analyst is uncertain about
whether an event is applicable or not, the impact vector of the
original system may be modified by a weight reflecting the degree of
applicability of the event, as viewed hy the analyst, This {s
similar to the multiple hypothesis situation discussed earlier.
Hence, the alternative hypotheses are: (1) applicable with
probability p and (2) not applicable with probability (1 = p),
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more components can only impact up to one component if only one is
present, and some causes may have no impact at all, Similarly, the
notion that independent events are due to internal causes leads to
the conclusion that the number of independent events observed in the
data base 1s proportional to the number of components in the system,
Therefore, if we add more components for the same level of system
experience, we add a like amount of opportunities for occurrence of
independent events. These and other observations and assumptions
lead to the following set of "mapping rules” for adjusting impact
vectors for system size. Details are provided in Appendix D.

The rules are presented for the following cases:

1. Mapping Down. The case in which the component group
siz¢ 1%‘Tﬁe original system is larger than in the system

being asalyzed.

2. Mapping Up, The case ir which the component group size
in the orsgina1 system is smaller than in the system
being analyzed,

3.3.3.4.3 Mapping down impact vectors. A complete set of
formulas for mapping down data from systems having four, three,
or two components to any identical system having fewer (m)
components is presented in Table 3-2. In this table, P
represents the k-th element of the average impact vector in .
system (or compcnent group) of size m, he formulas show how to
obtain the elements of the impact vector for smaller size
systems when the elements of the impact vector of a larger
system are known, Table 3-3 provides several examples of the
application of these formulas to binary impact vectors; f.e.,
impact vectors whose entries are either zero or one.
Generalization of the formulas of Table 3-2 to system sizes
larger than 4 1; straightforward, following the approach
described in Appendix D,

3.3.3.4,4 Mapping up impact vectors., It can be seen from the
results presengea above Eﬁa! downward mapping is deterministic;
i.e., given an impact vector for an fdentical system having more
components than the system being analyzed, the impact vector for
the same size system can be calculated without introducing any
new uncertainties, Mapping up, however, as shown in Appendix D,
is not deterministic,

To reduce the uncertainty inherent in upward mapping of impact
vectors, use is made of a powerful concept that is the basis of
the BFR common cause model, This concept is that all events can
be classified into one of three categories:

1. Independent Events, Causal events that act on
components singly and independently.
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Table 3-2

FORMULAS FOR MAPPING DOWN EVENT IMPACT VECTORS

SIZE OF SYSTEM MAPPING TO (NUMBER OF IDENTICAL TRAINS)

3 2 1
3,1, 4, , 4 @, 1, @, ), @ M 3,0, 1, @,
Po ’s. *% Po 3'1 ’.'2 Po ."' .3'2 ‘4'3
M 3, @@ @ 2 @, ), W Ml 1w, 3w
, P‘ -"‘ 0:'2 P' 2P‘ 03!2 02F3 P‘ -"‘ 0292 0‘7’
M 1@ 3@, @ @, ), 4, (4)
L) 2-, o‘ra Py 'r’ ’2'3 P, + P,
@, 1, @, , @
§ '3 "3 OP‘
-
2., @, 1, @ Mo, 2, 1,@
§ 'O .'O 0-3-’1 Po .’0 . P1 v3P2
2.2, .2, M s, 2, 9. .,
w
-
& @, 1,13 (3)
: P, ’2 OFJ
]
w
~N
b
W ot Lo B
’0 Po 0”‘
) R T
2 P‘ .3" OP:

*THE TERM '0"' IS INCLUDED FOR COMPLETENESS, BUT IN PRACTICE, ANY EVIOENCE THAT MIGHT EXIST ABOUT
CAUSES THAT IMPACT NO COMPONENTS IN A FOUR TRAIN SYSTEM WIULD BE "UNOBSERVABLE
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Table 3-3

MAPPING DOWN BINARY IMPACT VECTORS FROM FOUR-TRAIN AND THREE-TRAIN SYSTEM DATA

IMPACT VECTOR®
SYSTEM
Po | Py | P2 | P3| Py
MAPPING OF EVENT 1
ORIGINAL FOUR-TRAIN SYSTEM 0 0 [} 0 100
IDENTICAL THREE-TRAIN SYSTEM | 0 0 0 i —*
IDENTICAL TWO-TRAIN SYSTEM 0 s} 100 — o
IDENTICAL ONE-TRAIN SYSTEM 0 100 — = -
MAPPING OF EVENT 2
ORIGINAL FOUR-TRAIN SYSTEM 0 0 0 100 ©
IDENTICAL THREE-TRAN SYSTEM | 0 0 5 =
IDENTICAL TWO-TRAIN SYSTEM [+] 0 S50 — e
IDENTICAL ONE-TRAIN SYSTEM % B - e e
MAPPING OF EVENT 3
ORIGINAL FOUR-TRAIN SYSTEM | 0 0 100 © 0
IDENTICAL THREE-TRAIN SYSTEM | 0 5 S0 o0 ==
IDENTICAL TWO-TRAIN SYSTEM a7 87 AR e
IDENTICAL ONE-TRAI: SYSTEM 0 50 - - _.
MAPPING OF EVENT 4
ORIGINAL FOUR-TRAIN SYSTEM 0 100 0 0 0
IDENTICAL THREE-TRAIN SYSTEM | 25 75 0 0 -—
IDENTICAL TWO-TRAIN SYSTEM 50 S0 o - —
IDENTICAL ONE-TRAIN SYSTEM s 25 - ~— -
MAPPING OF EVENT §
ORIGINAL FOUR-TRAIN SYSTEM 100 © 0 0 0
IDENTICAL THREE-TRAIN SYSTEM | 100 © 0 [ -
IDENTICAL TWO TRAIN SYSTEM 100 O 0 - —
IDENTICAL ONE-TRAIN SYSTEM 100 0 s - =

SIZE SYSTEM THEN WITHIN THE SAME BOX, EXAMPLES OF
‘ SIZE THAN (BUT OTHERWISE IDENTICAL TO) THE "ORIGINAL™ SVSTEMN(GNEN

‘ “*[—) MEANS THE IMPACT CATEGORY IS INAPPLICABLE

IMPACT VECTOR
SYSTEM
Pa | Py | P2 | Py
MAPPING OF EVENT 6
ORIGINAL THREE-TRAINSYSTEM | 0 0 0 100
IDENTICAL TWO-TRAINSYSTER® | 0 0 100 —
IDENTICAL ONE TRAIN SYSTEM |0 100 — —
MAPPING OF EVENT 7
ORIGINAL THREE-TRAINSYSTEM [ 0 0 100 0O
IDENTICA'. TWO-TRAIN SYSTEM 0 67 33 —_
IDENTICAL ONE-TRAIN SYSTEM | 33 67 —  —
MAPPING OF EVENT 8
| ORIGINAL THREE-TRAN SYSTEM [ 0 100 0 ©
IDENTICAL TWO-TRAINSYSTEM | 33 67 ©  —
fii~ncn10usanmn15ﬂntu & 3 - -

MAPPING OF EVEN1 §

ORIGINAL THREE-TRAIN SYSTEM

IDENTICAL TWO-TRAIN SYSTEM

IDENTICAL ONE-TRAIN SYSTEM

100 0
100 ©
100 0

“FOR EACH EVENT. THE "ORIGINAL" IMPACT VECTOR iS ASSUMED TO BE AVAILABLE FROM AN EVENT REPORT TAKEN FROM A GIVEN

NEW IMPACT VECTORS FOR ANALYZED SYSTEMS OF A SMALLER

e



2. Nonlethal Shocks, Causal events that act on the system
as a whole with some chance that any number of
components within the system can fail. Alternatively,
nonlethal shocks can occur when a causal event acts on a
subset of the cemponents in the system,

3. Lethal Shocks. Causal events that always fail all the
components in the system,

When enough is known about the cause (i.e., root cause and coupling
mechanism) of a given event, it can usually be classified in one of
the above categories without difficulty. If, in the course of upward
mapping, each event can be identified as belonging to one of the
above categories, the uncertainty associated with upward mapping can
be substantially reduced (but not eliminated). To be able to
categorize an event into one of the above categories requires the
analyst to understand the nature of the cause, Random, independent
failures (category 1) are usually due to internal causes or external
Causes isolated to a specific component., Of the remaining external
causes, lethal shocks can often be identified as having a certain
impact on all components present, Design errors and procedural
errcors form common examples of lethal shocks. What is left are
external causes that have an uncertain impact on each component and
these are the not necessarily lethal--or nonlethal--shocks.

If an event is identified as being either an independent event or
lethal shock, the impact vectors can be mapped upward
deterministically, as shown below, It is only in the case of
noniethal shocks that an added element of uncertainty is introduced
on mapping upward. How each event is handled is separately
summarized below.

3.3.3.4,5 Mapping up independent events, In this case, since the
nurber of independent events in the data base is simply proportional
to the number ?f components in the system, it can be shown that
Pr*) and py{k), the number of fndependent events in

systems with sizes L and k, respectively, are related by the
following equation:*

(k)
p, M) a2 Py

]
! K

(3-24)

The numerical impact of the upward mapping of the independent events
on the value of the common cause parameters 1s shown in Section 4.1
in the context of an example system,

*Because it adds events that were not actually observed, this approach
decreases the statistical uncertainty associated with the frequency of
incependent events, However, the impact on the uncertainty analysis 1,
generally negligible compared to other sources of uncertainty,



3.3.3.4.6 Mapping up lethal shocks. By definition, a lethal shock
wipes out all the re%unaant components present within a common cause
group. The key underlying assumption in the following simple formula
for upward mapping of impact vectors involving lethal shock is that
the lethal shock rate acting on the system is constant and
independent of system size. From it follows the following simple
relationship:

@) _ p (d) .
P, J (3-25)

Hence, for lethal shocks, the impact vector is mapped directly. The
probability that all j components in a system of j components have
failed due to a lethal shock is mapped directly to the probability of
failing all L components in an & component system without

modi fication,

3.3.3.4.7 Mapping up nonlethal shocks. Nonlethal shock failures are
viewed as the resuit of a nonlethal shock that acts on the system at
a rate that is independent of the system size., For each shock, there
is a constant probability, p, that each component fails, The

quantity ¢ is the conditional probability of each component
failure, given a shock.

The process of mapping a nonlethal shock that occurs in a
one-component system up to a four-component system is illustrated in
Appendix D, Table 3-4 includes formulas to cover all the upward
mapping possibilities with system sizes up to four, In the limiting
cases of o = 0 andp = 1, the formulas in Table 3-4 became

identical to £q. 3-24 (mapping up independent cvents) and Eq. 3-25
(mapping up lethal shocks), respectively.

By making use of the powerful concepts of the BFR model, the
uncertainty inherent in mapping up impact vectors is reduced to the
uncertainty in estimating the parameter p, which is the probability
that the nonlethal shock or cause would have failed a single
hypothetical component added to the system, The formulas in

Table 3-4 take care of all the bookkeeping problems of enumerating
the possibilities and factoring in the system size effects.

While 1t is the analyst's responsibility to assess, document, and
defend his assessment of the parameter o, some simple guidelines
should help in 1ts quantification,

o If an event is classified as a nonlethal shock and it
fails only one component of a group of three or more
components, it is reasonable to expect that p is
small (p < .5).

¢ If a nonlethal shock fails a number of components
intermediate to the number present, it is unreasonable
to expect that o is either very small (p + 0) or
very large (0 * 1),
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Table 3-4

FORMULAS FOR UPWARD MAPPING OF EVENTS CLASSIFIED AS NONLETHAL SHOCKS

SIZE OF SYSTEM /AAPPING TO

SIZE OF SYSTEM MAPPING FROM

Py w201 — pyp (1)
Py2) = o, (1)

pzﬂ) - 31 = p)p‘(‘)
p3(3) - }p’(‘)

By m 4(1 = pyle, (1)
Py« (1 ~ p)2p, (M

Pyt = 48 - pipy (1

Py = 3721 - pipy (@)
Pyl¥ = ppy (@) 4 (1 < g, (@)

Py w201 - p)2p, @
Pod) = 87201 = 1P @ + (1 - p2Pi2)

2
p3(3) - opz(?) pa(‘) - g2p‘(31 + 201 - 9”22
Pt = pﬁpzﬁb
p'(ﬂ - (43X - p,.‘m
3 pa(‘) - pp‘(a) +(1 = sz(m

ps(‘) - 9’2(3) (1 - mpa(:’)
P‘(‘) - 9’3(3’
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¢ If a nonlethal shock fails all the components present in
a system, it is reasonable to expect that p is large
(e > .5),

Examples of upward mapping for several different events are shown in
Table 3-5.

A final observation to be aware of is that, based on the example
problem presented in Section 4,1, the final results of a common cause
analysis are much more sensitive to uncertainties in the
classification of lethal shocks than nonlethal shocks. Hence, the
canservative approach of simply assuming that o = 1 would not have

an appreciable impact in most practical cases.

3.3,3.4.8 Summary of impact vector mapping. The impact vector
mapping concepts of this section are summarized in the form of a
decision tree for the data analyst in Figure 3-4, This decision tree
guides the analyst through the important tasks of assessing the
applicability of each event, determination of system size for the
events in the data base and for the system being analyzed, and the
use of the appropriate mapping formulas derived in this section,

Once the impact vectors of all the events in the data base are
assessed for the system being analyzed, the number of events in each

impact category can be calculated by acding the impact vectors., That
is,

n, * tl P 1) (3-26)

where

Nk = total number of basic events involving failure of
k similar components,

Pg(i) = the Py element of the impact vector.
As an example, consider the following data base of four events

with the associated average impact vectors assessed for a system
of four components,
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Decision Tree for Assessing and Mapping Event Impact Vectors

Figure 3-4.
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Impact Yector
Event Number

Po P1 P2 P3 Ps NA

1 0 0.1 0 0.9 0 0

2 0 0.8 0.1 0.05 0.05 0

3 0 0 0 0 0 1

4 0.7 0 0.3 0 0 0
n n n3 ng A

Total h : ¢
0.7 0.9 0.4 0.95 0.05 1

In this data base, for example, the value of n3 (number of events
involving failure of three components) is calculated as

ny = 0.9 + 0.05
= 0,95

Note also that

é n =4 (3-27)

k=]
which is the total number of events in the data base.

3,3,3,5 Summary of Event Screening, The result of this process is a set
of impact vectors that summarizes the translation of industry experiunce
to the plant of interest, It is stressed that, for this to be complete,
the exercise has to be performed not only for the potential dependent
events but also for the independent events. In this process, some events
have been screened out as being inapplicable. The validity of this
screening out has been questioned because it implies that the plant in
question is somehow better than the “generic” plant that possesses all
characteristics of all plants and that it has no hidden causes of failure
that other plants do not, Although it is clearly not reasonable to
assume each plant has all the characteristics of all plants in the data
base this screening must be done with care and with specific justifiable
reasons for excluding any event,

The natural way to deal with the question is to compensate for the
deletion of events by also reducing the axposure and for the number of
independent events, As an example, suppose that it 1s felt that because
of significant design differences, the events occurring in one or more
plants in the generic datu. base are not applicable. One approach then is
to exclude events for the affected components at these plants from the
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data base, This implies a smaller exposure, which affects the direct
estimation of the basic event probabilities. Additionally, if the
parametric models are used, this implies that the associated independent
failure events also be excluded. This smaller data base leads to larger
uncertainties in the parameter estimates, which may increase or decrease,

An intermediate case but less practical solution is one in which some of
the failure causes of a component apply while others do not., In this
case, the events could be modeled or excluded depending on the cause.
For sxample, events relating to failures of diesel generators due to
electric start motor problems do not apply to diese]l generators with air
start systems. On the other hand, generic causes 1ike human error would
stil] be held to apply to systems with such specific design differences.
Each source of events would then be related to the relevant exposure,
This process i1s probably beyond the capability of current data systems to
support, and the former procedure of deleting plants from the data base
for rejected events is recommended.

3,3.4 Step 3.4 - Parameter Estimation

The purpose of this step is to use the "pseudc-data” generated in the
previous step to provide estimates of efither the basic event
probabilities themselves (using the basic parameter model) or the
parameters of the common zause failure models (beta, BFR, etc.). These
estimates are subject to many sources of uncertainty and the ways in
which these are addressed are also discussed here.

The information provided by the set of impact vectors is the numbers of
events in which 1, 2, 3, and up to n, where n is the degree of
redundancy, components failed. To proceed further, it is necessary in
the case of the direct estimation of the basic event probabilities to
have estimates of the exposure of the events to the failures., The
exposure may be measured in terms of the number of demands or the total
time, depending on which reliability model is appropriate for the failure
mode of interest., 1In the case of the parameters of common cause failure
models, it is also necessary to have at least an estimate of the relative
exposures in order to derive estimators, This 1s 11lustrated in the
following example, which is included for two reasons: first and most
important is to i1lustrate how assumptions made about the way the events
in the data base arose affects the estimation of common cause event
probabilities, and second 1s to {llustrate the way by which this
pseudo-data base can be anchored to preexisting estimates of
single=component failure probabilities, The example is the derivation of
the estimator for the beta factor for the case of a two-train redundant
system in the faflure to start mode. The {11lustration given is for the
case in which the reliability mode) chosen is that of a constant
probability of failure on demand., An alternative model, the assumption
of a constant failure rate while on standby is somewhat different, as
discussed in Appendix C,

3,3.,4,1 Exaggle - Beta Factor Estimator. Suppose that the evidence from
the pseudo-da a $ That there are n ny failures of single components

and np failure events in which toth compunents failed. Suppose further
that an estimate of the total single-component failure probability, Qr,
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already exists. Then, the unknown number of zingle-component demands, N,
in the pseudo-data base can be estimated by making the identification,

Qr = (np + 2n2)/N. Now, all that is unknown is the number of

times, Nz, that there was an effective test in the pseudo-data base for
the common cause failure. For most redundant systems in nuclear power
plants, the greatest number of demands comes from surveillance testing so
that the answer to this question can come from knowing the testing
strategy, as illustrated below, Consider the following two strategies,
both of which comply with a technical specification requirement that says
that each train must be tested once a month,

@ Strategy l, Both components are tested at the same time
(or at ieast the same shift), In this case, the number of
tests against the common cause can be said to be N/2. The
common cause failure probability therefore is 2np/N, and
an appropriate beta factor estimator, consistent with
Eq. 3-12, s

B = 2 (3-28)

This is the familiar estimator found in the PRA Procedures
Guide for example.

¢ Stratig. 2. The components are tested at staggered
1nterva5s, one every 2 weeks, and, if there is a failure,
the second component {s tested immediately., In this case,
the number of tests against the common cause is higher
because each successful test of a component is a
confirmation of the absence of the common cause, The number
of tests against the common cause failure N2 is related to
N by the following equation:

Ne=Na+nj+n (3-29)

The terms ny and np arise because of the failure of the
first component, which occurs ny times on its own and

nz times in conjunction with the failure of the other,

In this case, therefore, the common cause failure
probability is given by nz/N?. which is approximately

nz/N when ny and ny are small compared to N, This is
lpprcxinate‘y half of the failure probability that results
from assuming the first strategy is correct., The
appropriate beta factor in this case 1s

R
P (3-30)
“1 + n2

Tats example therefore illustrates the importance of recognizing that
specific estimators are based on particular assumptions about such things
as testing strategy. In general, the testing strategics at the plants in
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the pseudo-data base may not be known and will probably be mixed, The
two extreme cases here should bound the real sftuation. Although the
numerical uncertainty introduced may not be large compared with that
introduced by the interpretation of the data, this is an important point
to recognize for consistency in modeling. This question 1s discussed at
greater length ir Appendir C.

3.3.4,2 Point Estimates. Tanle 3-6 presents simple point estimates for
the various parametric models cescribed in this report, based on the
assumption that the data are from plants in which nonstaggered testing is
adopted., The cstimators are provided in terms of the number of basic
events observed in each common cause impact cate?ory (1.e.,

Nis N2y «ves Ny) and, if necessary, the number of system demands,

Np, which is related to the number of component demands, N, in tie
following way: N = mNp. To obtain the time-based parameters (e.q.,
failure during operation), the quantity Np should be replaced by T, the
cumulative system exposure time; e.q., total number of system operating
hours, More detail about the developmert of these estimators 1s provided
in Appendix E.

Note that, for a fixed single-component total failure probability, the
estimates of common cause failure probabilities are conservative if
staggered versus nonstaggered testing is assumed (Table 3-6). If all the
plants in the data base useu staggered testing, the conservatism would be
a factor of two for two train systems and somewhat larger for higher
redundancies. In practice, the conservatism is less than this.

These point estimates rely on the fact that there exist in the data base
some multiple failure events, If there are none, these simple estimators
are zero., In this case, an estimator, such as the C-factor

(Reference 3-11), can be useful for screening purposes. This estimator
is essentially the fraction of root causes of events in the event data
base for which it is judged, on the basis of the impact of these root
causes on the plant of interest, could have led to multiple failures at
that plant. It will be noted that, in contrast to screening out events,
this method may in fact introduce multiple failure events, The method is
based on the assumption that the observed spectrum of root causes is a
goo¢ representation of the true spectrum,

3.,3.4.3 Assessment of Uncertainty in Parameter Estimates. Point
estimates developed above only provide single values for the parameters
of the models, However, there are numerous sources of uncertainties that
mist be taken into account to present a realistic picture of what the
analyst knows about the value of these parameters. In performing
uncertainty analysis, it is often sufficient to develop distributions
only for the most important contributors to the system unavailability,
ide?tified through ranking the contributors on the basis of point
estimates,

The following provides a brief discussion of the most important elements
of uncertainty and some available techniques for incorporating these
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Table 3-6

SIMPLE POINT ESTIMATORS FOR VARIOUS PARAMETRIC MODELS

Sheet 1 of 3

Method

Point Estimator (a,b,c)

Remarks

Basic Parameter

k=1,....m

Estimator is a maximum likelihood estimator.
For time-based failure rates, replace system

demands (Np) with total system =xposures
time T,

Multiple Greek Letter

———— i e e

!

L

—

Estimators are only provided for three
parameters (8, vy, and §), Estimators
for higher order parameters are derived
similarly.

Generic values of Q¢, the total component
failure frequency, are usually availcble
from risk and reliability data sources.
The estimators are based on approximate
method described in Appendix C.

NOTES:

(a) AY] estimators assume that, in every system demand, all components and possible combirations of components
are challenged. Consequently, system tests are assumed to be nonstaggered (see discussion in Appendix C).

(b) For the definition of various parameters, see Section 3.3.2.

(c) Estimates are developed for a system of m redundant components.



Table 3-6 (continued)

1
A
- --—-J

Sheet 2 of
i i
! Method i Point Estimator (3:0C) Remarks
1 & e Generic values of Q¢, the total failure
Beta Factor e~ P kn, frequency are usually available from
| D k=1 generic risk and reliability data sources.

The estimator is based on approximate method
described in Appendix C.

Alpha Factor

1
o ... -
t lﬂD

n

k
"« ®

k=1

Generic values of Qy, the total failure
frequency are usually available from generic
risk and reliability data sources,.

The estimator is a maximum likelihood
estimator, described in Appendix C.

NOTES:

(a) A1l estimators assume that, in every system demand, all comporents and possible combinations of components
are challenged. Consequently, system tests are assumed t2 be nonctaggered (see discussion in Appendix C).

(b} For the definition of various parameters, see Sectiom 3.2.2.

{c) Estimates are developed for a system of m redundant components.
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Table 3-6 (continued)

Sheet 3 of 3
Method Point Estimator '3+Ds€) Remark s
" e Estimators are maximum likelihood estimators.
Binomial Failure Rate 0, = ';5
Q. = 2': o Yx e For time-based failure rates, replace system
t \G Yo demands with total system exposure time.
"
W = E
i kn ® nj is the number of single component
P B failures due to common cause shocks. The
. B e quantity n; represents number of
independent failures.
-(1-p)" m z n
k=1 *
ot
B = =
1-(1-p)

ROTES:

(a) AN estimators assume the*®, in every system demand, all components and possible combinations of components
are challenged. Comsequently, system tests are assumed to be nonstaggered (see discussion in Appendix C).

(b) For the cefinition of various parameters, see Section 3.3.2.

{c) Estimates are developed for a system of m redundant components.



elements in assessing parameter distributions, The uncertainties stem
from one or more of the following reasons:

l. Uncertainty in data classification and impact vector
assessment,

2. Uncertainty in estimating success (exposure) data and
incompleteness of failure event data sources; e.qg.,
underreporting of independent events,

3, Statistical uncertainty dictated by the size of data sample,

4, Variation among plants in equipment, system Jdesign, and
operations,

Uncertainties about PRA parameters are typically represented in the form
of probability distributions, and it is the mean value of these
distributions that is the most suitable “point estimate” for point
calculations. Therefore, it is recommended that the parameters be
estimated with the associated uncertainty distributions even when
uncertainty propagation is not intended in system quantification,

The distribution of the paramiters is estimated or the basis of
evidence., The evidence could be statistical when data are available or
based on expert opinfon, Bayes' theorem provides a very flexible and
powerful framework for incorporating various types of information in
parameter estimation, It fs partfcu!arlg useful when the evidence is of
an uncertain nature as is the case with PRA data in general and common
cause failure data in particular, For this reason, parameter estimation
techniques in this report are presented in the Bayesian framework., The
way Bayes' theorer is used for this purpose is discussed in Appendix E.

The distributions presented in Appendix E assume that the required data
(€.g., m's for the MGL model) are known, However, as discussed in the
previous sections, such is not the case and the full representation of

all uncertainties requires some refinements in the uncertainty models.

In fact, the uncertainties are mostly driven, not by the usual

statistical uncertainties, but rather by such factors as judgment used in
data classification, assumptions made about the population from which
failure and success data are obtained, and completeness of the data bases.

3.3.4.4 \Uncertaint
Assessment, u u -

interpretation and classification of failure events and the assessment of
fmpact vectors, as described before, are perhaps the most significant of
311 sources of uncertainty, Using the impact vector, the anmalyst's
Judgment about how a given event should be counted in estimating
parameters is encoded in his probability for each of severa) hypotheses
set forth by him about the possible impact «f the event (number of
components failed), for the system being anmalyzed,

in Data Classification and Impact Vector
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An uncertainty distribution for a given common cause parameter, A, can
be found by taking any of the six possible data sets listed in the above

table as evidence, If m4(3|Dj) is such a distribution based on
data set Dy, then the distribution of A, taking into account all
possible data sets, will be given by

"1) = ?: Wy Ty ]0y) (3-33)

whore wy 1s the probability associated with data set Dy,

in reality, the number of data sets that can be generated by considering
al) possible combinations of various hypotheses about events is very
large. As a resu't, the implementation of the rigorous procedure
described here is extremely difficult, An approximate way of including
these effects, at least in the mean values, is to obtain an "average”
impact vector for each event, as recommended in Section 3.3.3, before
combining them to obtain the total number of events in each impact
category, Formally,

I-{T,; isl,...,N (3-34)

where

M

T - ji% Pis Yy (3-35)

For instance, in our two-event example, this averaging process result, in:

Event PO P1 P2 P3 NA
Event | 0 0 Pll PIZ 0
Event 2 P21 P22 P23 0 0

Then, the resulting data set (by adding Py's from each event) is

Data Set n n "3 WA

‘gl

L5

] Par | P2z | P11t P23 P2 0




The implications of this approximation and comparison with the rigorous
treatment according to £q., 3-33 are discussed in Reference 3-36,

Another practical approximation that attempts to incorporate the
uncertainty more completely is choosing two bounding cases, one with a
consistently pessimistic view (and nonstaggered estimators), the other
with a consistently optimistic view (and staggered testing assumptions)
to previde a measure of the range. A “"best estimate” may also be
provided usine, perhaps, an average or expected value of the impact
vecters, It is recognized that more work is required for a practica) and
more complete treatment of uncertainty,

3.3.4.5 Uncertainty due to Success and Failure Data Completeness, The
problems associated w estimating success (exposure e.9., the
number of system demands or operating hours) needed by some of the
parametric models directly and al) others indirectly are not specific to
common cause fajlure analysis, It is, in general, very difficult to
obtain an accurate estimate of the success data because no success data
recording and reporting system exists for the nuclear industry. Even
reconstruction of the success data from plant-specific records, as is
often done in plant-specific PRAs, 1s not onl{ a major task, but also
heavily involves the judgment of the data analyst, However, the problem
is exacerbated in the case of common cause faflures because of the
problem of estimating the success data for jroups of components taken
together, Since the data on which the estimates are based are from
groups of plants that probably have different surveillance test
strategies, it is unlikely that "exact" estimators cin even be found,
thus adding ancther dimension to the uncertainty.

Similar uncertainties exist about the completeness of the failure event
sources, It is believed, for instance, that a substantia) proportion of
a1l independent failure events are not reported to the LER system, Both
of these uncertainties can be represented explicitly in the pararmetric
distributions through Bayes' theorem by assuming uncertainty
distributions for both the success and failure data.

3.3,4,6 Statistica) Uncertainty, This source of uncertainty is a
well=knowf SubJject Tn Statistics. It stems from the fact that parameters
are estimated only on a subset of the entire population of failure and
success data, Larger sample sizes result fn a higher decree of
confidence in the estimated parameters simply because they are better
representative of the general population, The mathematical models of
Appendix E explicitly handle this type of uncertainty; as more data
become avaflable, toe posterior distributions become narrower, indicating
a higher degree of confidence, For instance, the varfance of the
distributions of the basic parameter mode) decreases as n, and N

(for demand-based parameters) increase, Similar behavior is observed in
the aistributions of other models.

3.,3,4,7 Plant-to-Plant Variability., The fourth source of uncertainty is
the famiITar concept OF variation of the value of the parameters from
plant to plant, This type of variability stems from the fact that
similar equipment and systems in varfous plants may show inherently
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different failure rates due to a variety of reasons, such as minor design
differences within the same category of equipment, variation in system
designs, and operating philosophies leading to different coupling
mechanisms,

Conceptually, there are two approaches for dealing with this isrue, One
approach 1s to assess the variability of the parameters that are based on
statistical evidence from each plant, without screening events based on
their applicability to the situation under consideration, 1f it were
practical, this would result in a wider range of possible values for the
parameters than if this variation were ignored. In the second approach,
which is adopted in this report for estimation of the common cause
parameters, failure events from varfous plants are reclassified and
mapped for the plant or system of interest. The result is the formation
of a data base much larger than one based only on the records of the
specific plant under consideration. The resulting statistical
uncertainty range for the estimated parameters will obviously be smaller
in this case, compared with a distribution representing differences in
plants, This reduction in uncertainty is the result of applying the
additional information about the specific characteristics of the system
being analyzed and obviates the need for separate consideration of the
plant-to-plant variation for the common cause parameters. This decrease
in statistical nrertainty g tought at the expense of another
uncertainty, that in the impact vector assessment, It is however stil)
essential to consider plant-to-plant variation for total failure rates,

3,3.4.8 Use of Generic Yalues of Common Cause Parameters, The
systematéT procacures for Jeoendent cvents analysis presented in Step 3.3
require the analyst to screen and classify event data, use estimators
provided, and develop uncertainty distributions and/or point estimates of
mode] parameters for each specific amalysis. This procedure is
recommended instead of using published numerica) data for these
parameters for several important reasons, One reason {s to prevent the
use of data that are inapplicable to the system being analyzed, Another
is to provide a consistent framework for combining data from systems
having different numbers of compunents and for accounting for differences
between the number of components being analyzed and those associated wth
systems providing the data. In addition, event screening can eliminate
all inconsistencies between *ha data and the assumptions built into the
common cause event models. Finally, the event screening and
classification process provides qualitative insights about possidle
approaches to defending against future occurrences of theso events fn the
system,

A formidable ebstacle to the adoption of an approach based on event
screening in prior analyses was the amount of time needed to sift and
gsort through suth event reports as the Licensee Event Reports and the
nurerous prodblems associated with extracting ocuantitative information
from the review of these reports, A useful contribution to lessening the
work has been the development and application of the EPRI-dependent
events classification system, The final form of this classification
system (Reference 3-33) has been and is currently beine applied to a
large fraction of the accumulated LERs covering U.S, power reactor
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experience. As mentioned earlier, an initial data base of classified
event reports, including several hundred dependent events, is provided in
Refererce 3-4, Numervus examples of this classified data base are
presented in this section and in Section 4, This EPR] data base was
expanded in a companion project (Reference 3-28), The availability of
these classified data bases greatly reduces the time required to
fncorporate event screening as an integral part of systems analysis if
ore 1s willing to accept the classification of the authors of the
report. It should be remembered that this classification is subjective,
However, at the very least, the report provides a prescreening of the
data to fdentify event reports worth looking at in detail,

Despite the avaflability of classified event reports, the authors
recognize the continuing need to support analysts who may need to bypass
the event screening step and use published numerical values of common
cause event parameters, For these analysts, a list of what the authors
call “generic beta factors" are provided in Table 3-7, This table
provides an update of a similar table in Reference 3-4, (Appendix M
presents a compilation of generic beta factors that have been derived
worldwide from nuclear, chemical, aircraft, and other industries,)
Although the use of these generic factors is strongly discouraged as &
substitute for the event screening approach, the use of these generic
beta factors may be used as a coarse and conservative screen for cormon
cause analysis, provided suitable qualification of the results is
indicated., Implicit assumptions in the use of these parameters include
the following:

o Tr2 amalyzed system 1s susceptible to all the same
(unspecified) common cause events experienced by all the
plants in the data base.

o The analyzed system has the same, yet unspecified, success
criteria as those assumed by the analyst who classified the
data in Reference 3-4,

¢ The Table 3-7 values of the beta factor include both
failures to start on demand and failure to run for all
components except breakers and valves, HNence, they
represent an average of these modes wefghted by their
relative frequency of eccurrence,

==The beta-factor estimates have been developed from systems
of different sizes, Their application implicitly assumes
that the system being analyzed has an “"average" numher of
components,

==The values do not account for underreporting of {ndependent
events, The heta factori are therefore additionally
conservative,

Includes in this table is a gemeric beta factor for a “gemeric
component,” This factor car be used with comporents net lieted {n the
table but tdentified by the analyst as beine inm & common cause group, It
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Table 3-

7

EVENT CLASSIFICATION AND ANALYSIS SUMMARY

[ fvent Distridution”
i Number 1
! Reac tor Generic (ommon Generic
| Compenent Years o Sk Cause Events Beta Factor
! Classified® | Independent | Dependent
Potential A tual
RBeactor Trip Bresiers 563 rn 56 6 3 B .19
| Diesel Gemerators 94 674 639 i 3 9 13 .05
| Wotor-Operated %7 842 105 ” % .08
Valwes
Safety Belief Vslves
Fa® na 54 30 24 0 4] .07
L 295 12 136 3% 7 7 22
Check Valwes 654 254 242 12 3 5 06
Safety Injection 3% n2 1”7 3» 2 6 ”
e 394 17 67 5 2 3 o
Contatement Spray 1% 38 32 16 ) 1 05
l—ﬂluu:t-w 39 255 194 61 2 3 .03
Service 198 203 159 48 Z 2 .03
hillers 654 33 27 & 2 2 a1
Fans 652 b 49 n 2 3 A3
an - 3,000 2,550 450 52 ™ e
L

'l-l-u classified include those having one or more actual! or potentiy) m failures or
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Actual common cause events have at least two actual compenent states

Caverage of all compoment deta factors.



should be used for screening purposes only, It is the responsibility of
the analyst to defend any conclusions derived from generic beta factors
in 1ight of the above severe limitations. The authors ?enerally
discourage this approach and would prefer that each analyst perform his
own evaluation of the data to base each analysis on,

3,4 STAGE 4: SYSTEM QUANTIFICATION AND INTERPRETATION OF RESULTS

The final stage of the analysis involves quantification of the system
unavailability, performing uncertainty sensitivity analyses,
interpretation of the results, and documentation, The ob#ectivus of this
stage are achieved through the steps described in the following,

3,4,1 Step 4.1 - Quantification

In this step, the parameter estimates obtained in Step 3.4 are used along
with the algebraic (probadbility) equations developed in Step 3.2 to
quantify the system unavaflability, This guantification is performed for
each of the sets of system boundary conditions., Both point estimates and
complete uncertainty distributions may be computed., Reference 3-3
discusses a numher of computer programs that can be used for this
purpose. Tha cpecific program used for quantirication depends on the
form of the algehraic equations jese'oped and the specific logic models
erployed, Many programs, such as GO, SETS, and the WAM serfes

(Reference 3-10), can be used to reduce the Boolean logic, to develop the
algebraic equations, then to quantify these resulting expressions by
us‘ng parameter estimates supplied by the user from data, Each such
computer program has 1ts own advantages and disadvantages.

As was mentioned in Step 3.4, the most appropriate point estimate of the
parameters for point calculation 1s the mean value of their uncertainty
distribution,

3.,4,2 Step 4,2 - Results Evaluation and Sensitivity Analysis

The fina)l step of system analysis prior to documentation is the
interpretation of the results of the quantification results. In addition
to the overall top event frequency and its uncertainty estimate, the
results alse should summarize the relative contributions of independent
hardware faitlures, faitlurcs involving tests or maintenance, and common
cause failures, Such results should be presented {ar each separate set
of system boundary conditions (1.e,, states of sunport systems)
evaluated, Although the system nnaiysil alone can be useful in
identifying what 1imits the system faflure frecuency and hence point the
way to improvements, the reader fs sgain cautfcned, For effective risk
manacerent, recommendations for improvements must be based on an overal)
plant perspective, Suggested improvements to individual systems, which
at the system leve)l may appear very effective, may instead have only a
very small irpact on plant risk,

As was discussed in Steps 3.3 and 3.4, there s considerable uncertainty
in the estimation of cormon cause failure probabilities, Although an
uncertainty analysis can express the significance of this in an integral
sense, it 15 also wsefu) to see how significant such uncortainties can be
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by using sensitivity analyses to illustrate the direct relationship
between the input values for the common cause basic events and the
overall sy-tem results,

Another factor to be considered in the process of evaluation of the
results is an assessment of the possibilities and impact of the recovery
from fajlures, This subject, in relation to the analysis of common cause
failures, is briefly addressed in Appendix G,

3.4,3 Step 4.3 - Reporting

The final step is the roporting and documentation of the analysis,
Although all assumptions should be documented, the mos* crucial are those
concerning the analysis, classification, and reinterpretation of the data
for plant-specific conditions because 1t is this area of the amalysis
that 1s the source of greatest uncertainty, The impact vectors serve to
document the assumptions made, but need to be supplemented by comments
explaining on what basis the assumptions are made; for instance, why the
particular mechanism for 1inking faflures was felt to be well defended
against, The importance of this cannot be overstated bhecause it 18 a key
to understanding the occurrence of and potential for defentes acainst
common cause failures at the plant,

3.5 APPLICATION OF THE PROCEDURAL FRAMEWORK: A SIMPLIFIED EXAMPLE

The preceding four subsections of this section have described in detai)
the steps involved in each of the four stages of the procedural
framework, The purpose of this section is to provide a summary of the
procedyre by using a simple tutorial example, The intent is to
illustrate in a simple way, without providing any detailed evaluation,
the main features and products of the different stages of the amalysis,
These examples are for *he analysis of the unavailability of specific
systems, an auxiliary feedwater system, and station batteries, Since
this quide 1 applicable to common cause analysis at the accident
sequence, as well as system unavailability level, the ex. le chosen here
fs the analysis of a simple event tree and shows more ‘i,vically than do
the examples of Section 4 the application of quantitai. <@ screenina, The
example event tree has two branch points and two accide~ mences of
interest, Although the solution was solved using the v ¢ tree linking
method, the intenticn is not to endorse any particular method for the
treatrment of supporti system dependencies (in this case, AC power), The
same logical cutsets would arise using a sudport state methodology,

3,6.1 Stage 1+ System Logic Model Nevelopment

A simplified ciagram of the plant and its systems is given in

Figure 3-8, There are two safety systems; the emergency cooling system
that is designed to prevent core melt in the case of ioss of norma)
cooling, and a containment cooling system, which car mitigate
radicactivity release, The example should mot he interpreted as a
complete or accurate model of any particular plant; the sole intent is to
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provide a model for which cutsets can be simply evaluated and that can
therefore be used to demonstrate the procedure for inclusion of common
cause failures,

The system dependencies modeled explicitly are the common supply tank and
the dependency on diese) generators,

The problem to be solved is the estimation of the frequencies of accident
sequences IET and 1EC in the event tree of Figure 3-6, with an initiating
event of loss of offsite power, The logical solution was obtained by
constructing fault trees for the ECS and CCS systems, explicitly
including the dependency of each component on diese) generators and
combining the appropriate fault trees (or complements) to get the
accident sequence cutsets, The parametric values for the basic events
are given in Table 3-8, The cutsets for the two sequences are given in
Tables 3-9 and 3-10, The cutset frequencies are included for

comparison, The cutsets give the complete logical description of the
combinations of failures that can lead to the sequences, but because the
frequencies in Tables .3 and 3-10 are evaluated on the basis of the
assumption that the failures are independent, they are underestimated, as
will be seen later., This has completed Steps 1.1 through 1.3 of the
procedure.

3,5,2 Stage 2: ldentification of Common Cause Component Groups

It is assumed that, on the basis of a qualitative screening following
Step 2.1 of the procedural framework, the following common cause
component groups have been identified for comnsideration:

(DGA,DGB), (E-PUMP-A, E~PUMP-B)
(C=PUMP-A, C-PUMP<B), (C~MOV-A, C-MOV-B),
(E-MOV=-A, E-MOY-B)

As described in Section 3,2.1, the qualitative screening consists of a
search for the common attributes of components and mechanisms of failure
that can lead to a potential for commun cause failure,

The next step is to perform a quantitative screening (Step 2.2), The
mechanics of this step use a simplified version of the common cause
rodeling described and performed in Step 3 and 11lustrate the iterative
nature of application of the procedure, In fact, since the common cause
groups invelve only two components, the beta-factor model will be used
both in the screening and in the detailed analysis (Stages 2 and 3), In
accordance with Step 3.1, the following common cause basic events are
defined: OG-CCF, E-PUMP=CCF, E-MOV-CCF, C-PUMP=-CCF, C-MOV~CCF,

They are included in the logic model by substitution of fault trees,
similarly to those in Figure 3-7, into the origina) system fault trees,
The screening analysis was carried out by usina a beta facter of .1 to
estimate all CCF contributions., The results of this amalysis are shown
in Tables 3-11 and 3-12.
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Table 3-10
CUTSETS FOR SEQUENCE 1EC WITMOUT COMMOS CAUSE

Percent L
Number | of Sequence | Freqguency fvent Names |
Total |
1 §2.27 8.80-6 |DG-B NG-A LOSP I
2 13.07 2.20-6 DG-A C-MovV-8 Los?
3 13.07 2.20-6 DG-B E-MOV-A LoS®
4 7.84 1.32-6 | DG-A c-pimp-8 | LOSP
5 7.84 1.32-6 | DG-B C-PuUMP-A | LOSP
6 2.61 4.40-7 C-M0y-1 DG-A Lose
7 2.61 4.40-7 DG-8 £-moy-1 Losp
8 0.26 4.40-8 DG-8B E-CV-A LOSP
9 0.26 4.40-8 DG-A E-Cv-8 LOSP
10 0.13 2.20-8 C-M0V-1 £-mov-1 Losp
1 0.01 2.20-9 TARK Los?
12 0.00 §.50-10 | CCS-MOV-A| C-mMOV-8 £-M0v-1  LOSP
Total 1.68-5
NOTE: Exponential aotation is indicated in abbreviated form;

i.e., 8B.80-6 = 8.80 x 1075,
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CUTSETS FOR SEQUENCE TET WITH COMMON CAUSE ADDED

Table 3-11

Number | Percent | Frequency Event Names

1 91.47 4.,40-4 DG-A LOSP

2 4,57 2.20-5 E-MOV-1 LOSP

3 2.29 1.10-5 E-MOY-CCF Los?

4 1.37 6.60~6 E-PUMP-CCF LOSP

5 0.11 5.50-7 E-MOV~-A E-MOV-8 LOSP
6 0.07 3,30-7 E-MOV-A E£-PUMP-B LOSP
? 0.07 3,30-7 E-PUMP-A E-MOV-B LosP
8 n.n4 1.98-7 E-PUMP=A E-PUMP-B LOsP
o 0.07 1.10-8 E-MOV-A E-Cv-B LosP
10 0.00 1.10-8 E-CV-A E-MOV-R LOSP
11 0.00 6.60-9 E-PUMP=A E-Cv-B LosP
12 0.00 6.60-9 E-CV-A E-PUMP-B Losp
Total 4.81-4

NOTE: Exponential notation is indicated in abbreviated form;

i.e., 4,40-4 = 4,40 x 1079,



CUTSETS FOR SECUENCE IEC WITH COMMON CAUSE ADDED

—— SRR s T s

Table 3-12

I A S Y

Number | Percent | Frequency Event Names
1 71,44 4.40-5 DG-CCF LOSP
2 14,29 8.80-6 0G-8 DG-A Lose
3 3.87 2.20-6 0G-A C-MOV-B Losp
4 3.87 2,20-6 0G-8 E=MOV-A Lose
5 2,14 1.32-6 0G-8 E-PUMP-A Lose
6 2.14 1.32-6 0G-A C-PUMP-B Losp
7 0.71 4.40-7 0G-8 E-MOV-1 Lose
8 0,71 4.40-7 C-MOV-1 DG~-A Losp
9 0.36 2,20-7 C-MOV-CCF DG-A LOSP
10 0.36 2.20-7 0G-B E-MOV-CCF LOSP
11 0.21 1,32-7 0G-8 E-PUMP-CCF | LOSP
12 0.21 l.o¢~7 C-PUMP-CCF DG-A Losp
13 0.07 4.40-8 0G-8 E-Cv-A LOSP
14 0.0?7 4.40-8 DG-A C-Cv-B Losp
15 0.04 2.20-8 C-MOV-] E-MOV-] Lose
16 0.02 1.10-8 C-M0v¥~Llr £-MOY-1 LosP
17 0.02 1.10-8 C-MoV-1 E-MOV-CCF LOsP
18 0.01 6.60-9 C-MOV-1 E-PUMP-CCF | LOSP
19 0.01 6.60-9 C-PUMP-CCF £-MOV-1 Lose
20 0.01 §.50-9 C-MOV-CCF E-MOY-CCF LoSP
21 0.01 3,30-9 C-MOV~-CCF E-PUMP-CCF | LOSP
22 0.01 3.30-9 C-PUMP=-CCF E-MOV-CCF Losp
2 0.00 2,20-9 TANK Lose
24 0.00 1,98-9 C-PUMP-CCF E~PUMP-CCF | LOSP
—
NOTE: Exponential notation is indicated in abbreviated form;

i.e,, 4,40-5 = 4,40 x 1075,
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A screening criterion of 1% of the severe core damage frequency was
; adopted; i.e., 1f a CCF event existed in a cutset contributing to more
than 1% of the sequence frequency, it was retained for further analysis,

For sequence IEC, two events remain after this screening: E-MOV-CCF and
| E-PUMP-CCF (see Table 3-11) and, for sequence I1EC, only one remains =
? DG-CCF (see Table 3-12).

' This simple example §)1lustrates the important fact that, depending on the
result of interest, the requirements for detailed evaluation do vary,

3.5.3 Stage 3: Common Cause Modeling anu Data Ana!zsis

As remarked previously, the definition and modeling of basic events
(Steps 3.1 and 3.2) are the same as those performed for the screening
analysis, (An example in Section 4 illustrates the use of higher order
models,) Pursuing Step 3.3 will result in a set of pseudo-data for use
in estimating the beta factor, As discussed in Section 3,3, there are
several sources of uncertainty in anilyzing and interpreting this data,
1t is assumed therefore that the data analysis resulted in two sets of
: pseudo=~data, one corresponding to an optimistic, the other to a
pessimistic, view of the data, An optimistic interpretation can be
obtained by screening out any event for which there is an element of
doubt of its applicadility, while a pessimistic interpretation should
include any event about which there was a doudbt, Using these sets of
pseudo-data, the following estimates for the beta factors are obtained,

=,

: Component Beta Factor
Low Value | High Value

: Diese) Generators .03 A2

| ECS MOVs .06 Al

ECS Pumps .04 ‘ A7

|

' The twe values are used to define a range of values, this being the
simplest representation of uncertainty, An alternative would have been
to also provide a best estimate interpretation of the data,

I

I

i

3.5.4 Stage 4: tem Quantification an

The results of the quantification of seauence frequencies using the beta
factors obtained in Stage 3 are:

' Sequence Zero Value Low Yalue High Valuye
| ' . -4 -4 ned
, | 1T 4,63 x 10 4,726 x 10 4,357 x 10°%
:

: {1 1.68 x 1075 3,08 x 1075 7.04 x 10°5
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Comparing the results of the evaluation with the results that were
obtained without common cause failures, ft can be seen that the inclusion
of common cause failures, makes 1ittle difference to the frequency of
sequence 1ET but s significant for sequence 1EC. The reason is easy to
understand; in sequence IET, there is a single-component failure cutset
that is dominant, whereas, in sequence IEC, the dominant cutsets are of
the order 2 before inclusion of common cause failure, Also, the dominant
common cause failure contribution is excluded from sequence IfT because
of the success in C, the containment cooling svstem,

An important fact to check is if the more detailed common cause failure
analysis results in o significant reduction in leading contributions se
that, with the new values, other common cause failure contributions
become significant., This is not the case in this example,

Except for the crude representation of uncertainty given by the range of
values, no detailed uncertainty analy-is has been performed in this
example, Neither has an importance or sensitivity amalysis been
performed. It is clear, however, that had the common cause groups been
jdentified differently ffor example, if (C-MOV-1, E-MOY=1) or (C~MOV-A,
C-MOV-B, E-MOV-A, E-MOV-B) had been fdentified as common cause groups)
the results of the analysis would have been very different. Inclusion of
such groups is a candidate for a sensitivity study. In this example, no
best estimate of the beta factors was provided. Such an estimate could
be obtained using a best estimate interpretation of data, or might arise
naturally out of a full-blown uncertainty analysis as the mean values of
the probability distributions on the beta factor values.

3.5.5 Conclusions

The tutorial example presented here has 11lustrated, in a simple way
uncluttered by calculational detaile, the application of the procedura)
framework, The next chapter provides a more detailed guide for using the
procedure and in particular addresses one of the most time-consuming
aspects, the collection and evaluation of event data,

3.6 APPLICATION OF THE PROCEDURAL FRAMEWORK TO FUTURE PLANTS

The framework in this section has been presented in the context of plants
that have been built and/or operating, From the previous discussion, it
can be seen that the complete framework provides a detailed mechanism for
assessing the impact of common cause failures on a system or plant, Khen
a plant or system is in the desion stage, common cause failure
considerations are harder to evaluate, especially from a quantitative
perspective. The data evaluation and screening cannot be performed as
effectively in the desion stage, Therefore, the qualitative analysis has
4 more important role and canm assist in the design process to identify
potential defenses against cormon cause failures,

For example, location of equipment cam be checked for common cause
failure from harsh environments, The impact of procedures can also be
assessed., As the system design progresses, the impacts can be further
refined and finally quantified.
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Section 4
EXAMPLE APPLICATIONS OF COMMON CAUSE ANALYSIS PROCEDURES

The methods and systematic procedures described in Section 3 can be

better understood by their application to two sample systems analyzed in
this section.

The first example 1s a three-train AFKS at an existing U.S. nuclear power
plant, This type of system may be the one that has been subfeetcd to
more reliability analyses than any other because of the requirements
imposed by the NRC after the accident at Three Mile lsland, The common
cause analysis of this system is described in Section 4,1 in terms of the
steps of the systems analysis framework described in Section 3. This
example emphasizes the screening process, fdentifying common cause
component groups, and integrating those groups into the logic model of
the system, It also shows how the different parametric models may be
used and their parameters estimated, The relative significance of
various common cause basic events is also investigated,

The second example is an actual analysis (Reference 4-1) of a system that
is different from the AFWS in size (number of components) and types of
equipment, The system is the DC electric power system in a U,S. BkR.
The analysis emphasizes the common cause contribution of a subset of
station batteries required to prevent core damage in some specific
scenarios., The analysis includes a detailed review of root causes and
coupling mechanisms of equipment failures; describes the cualitative
screening process; and provides a detailed discussion of event gata,
screening, impact vector assessment, and paraneter estimation. This
aralysis 1s included here only as a demonstrévisn =¥ ¢he procedural
framework for common cause analysis., No representation is made that the
analysis and the results are adeguately plant specific te include all of
the essential characteristics of the subject plant,

The system is analyzed for scenarios that are characterized by transients
that lead to station blackout (loss of all AC power) or substantial
degradation of the AC power system as a result of concident failures in
the 125/250V DC power system, Loss of the 125/250V OC power system
causes loss of the EDGs, the WPCI system, the RCIC system, and the
depressurization system, Loss of these systems causes & loss of all core
and containment cooling and, without recovery, would lead to core

damage., This damage scenario was fdentified as a dominant scemario in a
recent PRA study (Reference 4-2) in which generic CCF fregquencies were
assignec to a variety of components in several systems, The accident
sequences were then quantified and the dominant scemarios identified,
Finally, the cominant scemarios were analyted for recovery potential and,
whenever appropriate, the scenario freguencies were reduced according to
the recovery 1ikelihood. Following the recovery amalysis, the PRA
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results indicated that 51% of the frequency of severe core dl!l?t
accidents was due to the scenario considered in this section, The PRA
study, however, recognized the limitations of using generic CCF data and
strongly recommended a more detailed CCF analysis of th!: major
contributor to the core damage frequency before any actions be taken
based on the PRA results,

The analysis of this scenario, presented in Section 4.2, provides a
plant=specific estimation of the occurrence frequency of the scenario
that is conservatively estimated to be at least five times less than the
frequency estimated using the ?cneric data. In addition, the detailed
qualitative analysis gives indications of how safety improvements
assocfated with this scenario could be pursued if desired.

4.1 AUXILIARY FEEOWATER SYSTEM EXAMPLE
4.1.1 Stage 1: System Logic Development

4.1.1.1 §§§F 1.1 = ;sitem aniligrt;cgag . A simplifiea PSID of the
exarple auxiiiary fee er system 1s shown in Figure 4=1., The system is
typical for PkRs in the U.S. and consists of three pump trains, which
take suction from a common condensate storage tank and suppi{ header and
provide auxiliary feedwater flow to four steam generators, This system
has two 1dentical electric motor-driven pumps and 2 steam turbine-driven
pump. There are four motor-operated valves at the pump discharge that
are normally closed., Each motor-ariven pump can supply flow through
successful valve cpenings to two dedicated steam generators, and the
steam turbine-griven pump can supply flow to up to four steam generators,
depending on how many MOVs open, An important characteristic of this
system is that, although diversity is employed in pump drives, all three
mechanical pumps are otherwise identical,

Table 4-1 shows the maintenance, test, and emergency procedures
applicadble to this system, Each pump is tested quarterly (Procedure 1 in
Table 4-1) by opening & miniflow valve (not shown in Figure 4+1) and
purping water back to the condensate storage tank in a recirculation loop
(a1s0 not shown in Figure 4-1), 1f a system actuation signal is received
during & pump test, the miniflow line should 1solate automatically but
need not be isolated to meet the system success criteria., Each fsolation
valve undergoes a monthly stroke test (Procedure 2 in Tadle 4-1) that
consists of cycling the valve once from the control room and recording
the time required for cycling, Each isolation valve alse undérgoes
guarterly preventive maintenance (Procedure 3 in Tadle 4-1) that includes
adjustment of torque and 1imit switch settings and lubrication, A stroke
test is required immediately following miintenance, The pumps are
Tocated in a common location with no environmental barriers between the
pumps. The pumps are maintained according to Procedure 4 in Table 4-1,
Although pump maintenance 1s a complex activity, the technical
specitications for the AFWS do mot require a complete flow test
(Procecure 1 in Table 4-1) to be performed immediately following
raintenance, Finally, the AFWS is fully automatic, and the operator must
verity 1ts proper operation following automatic imitiation, If the AFN
control system fails, the operator myst manually control proper flow to
tha steam generator (Procedure § in Table 4-1),
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Table 4=}

MAINTENANCE AND TEST PROCEDURES APPLICABLE TO THE
AUXILIARY FEEOWATER SYSTEM

Procedure

Identification Procedure Title
Number
1 Auxiliary Feedwater Pump Quarterly Flow Test
2 Auxiliary Feedwater lsolation Valve Monthly Stroke Test
3 Auxiliary Feedwater lsolation VYalve Quarterly Maintemance
N Auxiliary Feedwater Pump Annual Maintenance
§ Scation Emergency Operating Procedure

————— R——
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therefore should be included in the subsequent steps of the analysis.
This objective 1s a complished by first umum, an initial set of
common cause events of interest, This identification relies on
assumptions (based on judgment and feedback from operating experience) to
keep the number of events of interest at a manageable level,

At this stage of the analysis, the analyst must decide which groups of
components have a significant likelihood of experiencing a common cause
event affecting two or more components within that group.

To incorporate common cause events into the systems amalysis, it is
necessary to understand the factors pointing to the independence, or lack
thereof, among the components in the system, Such factors include
wiether groups of identical components are employed, the extent of
diversity, 1f any, among components within a redundant group, the
physical proximity or separation of the redundant components, and the
capacities +nd susceptidilities of components to varied environmental
stresses, An extremely important consideration is the potential for
human errcrs in the gesign, manufacture, construction, plant management,
ang operation that could be shared by twn or more compongnts within a
redundant group., A1l of these factors will be formally considered in the
root cause analysis,

For our example system, there are three natural groups of components:
the four identical motor-operated valves, the three fdentical pumps, and
the two foentical motor drives. Check valves are excluded to simplify
the presentation of the example, However, in 2 more complete amalysis,
they should be included as a group., Combinations of components not
within the selected groups are assumed to be independent,

References 4-3 through 4=5 include hundreds of common cause events that
affected sets of fdentical active components but very few, 1f any, that
affected diverse components, Kceping the number of possidilities allowed
for in the models at 2 manageable level will continue to require
qualitative and quantitative judgment guided by feedback from operating
experience, Such judgments, however, are not unlike the numerous
Judgments that need to be made by a systems analyst to account for
independent events,

The three candicate common cause component groups of this example problem
are:

Pump Group Motor Greup Yalve Group

Pl ml Vi
r2 M Ve
P3 V3

W

The remainger of this section presents an analysis of the root causes and
Coupling mechanismg of failures for the equipment of {nterest in the
Systom, with emphasis on the CCF potentia) associated with each reot
Caute of fatlure, The main objective 1s to identify which one of the
dbove cangigate common Cause Component groups should be retained for
analysis in the subsequent steps. This gualitative step alse helps
scnteve the following two objectives: (1) to provide engimeering
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arguments that will afd in assessing the impact vectors in the data
classification and screening step (Step 3.3) and (2) to provide
engineering arguments to formulate defense alternatives and stipulate
recommendations in the interpretation of results step (Stage 4),

The root cause and coupling mechanism analysis (referred to as root cause :
analysis in the rest of the discussion) {s performed by first fdentifying
an inftial set o/ root causes of interest for the equipment in the AFWS
and by also fdentifying the group of components affected by each root
cause. Then, each roct cause and component group combimation is
analyzed, based mostly on engineering arguments to assess how they could
impact the AFWS, Some combinations may be “not applicable” to the AFWS,
Other combinations may be easily detectable and easily repairadle. In
both of these cases, the combinations are labeled "unimportant,” and this
concluston allows screening of related failure events in Step 3.3, Other
compinations may be judged lgpllclbtl to the AFWS, This conclusion

;uapo;t: assigning nontrivial impact vectors to related failure events in
tep 3.3,

Three types of root cause and component group combinations must be

addressed: type 1 consists of root causes that primarily affect similar

equipment, type 2 consists of root causes that affect equipment operated

according to the same procedures (with emphasis on visati?nment errors),
nt

:aa type 3 comsists of root causes that affect equipment he same
¢cation,

The initial aralysis of root causes of failure for the equipment of
interest consists of a detailed review of (1) failure reports (e.g.,
LERs, NPE, plant logs, ang so on), (2) other system reliability analyses
(€.9., the FUEA), and (3) previous studies on similar systems. This
inftial effort indicates the fault categories that must be addressed in
the aralysis (e.g., valve internal railures, valve cperator failures,
loss of valve contro) sigral, loss of valve power supply, and so on) and
provides the basis for the root cause analysis. This review must be
exhaustive to ensure that all the fault categories are adequately
considered, The material that follows, however, wa. developed for
filustrative purposes and is based on a limited gata review, In an
actual application, a more exraustive data review would reveal additiona)
root causes of fatlure to be considered, Nevertheless, the following
discussion does cover the most commonly observed root causes of failyre
for the equipment of interest,

Table 4-2 summarizes the root cause and component group combirations
defined for the auxiliary feedwiter system, There are five type |
cotbinations (the first three and the sixth and seventh root cause and
component group corbinations in Table 4-2), Most causes of AFW pump
(excluding ariver) failure are potential CCFs of interest because of the
similarity of the three pumps (comdination 1 in Table 4+2), Similarly,
WOST causes of pump drive motor and AFK fsolation valve vawits will also

be comsidered 3 type 1 combination (combimations 2, 3, 6, ang 7 in
Tavle 4-2),

There are five type 2 combinations (combinmations 4, &, and @ in
Table 4=2) because Procedures 1, 2, anag 5 in Table 41 and the equipment




CAUSE AND COMPONENT GROUP COMBINATIONS INITIALLY DEFINED

Table 4-2

FOR THE AUXILIARY FEEOWATER SYSTEM

Combination

Raibes of Interest Equipment ination
l A1l but procedure AFW Pumps 1
and environment-
related causes,
2 Al but procedure Pump Drive Moters i
and environment-
related causes.
3 A1l but procedure AFW Isolation Valves i
and environment-
: related caures,
: 4 Errors committed fquipment Addressed in 2
during pump flow Procedure 1:* AFW Pumps
Q test,
! $ Errors committed fquipment Addressed in e
| during valve stroke Procedure 2:* AFN
1 test, Isolation Valves
¢ Errors cormitted Equipment Addressed (n 1
during valve Procedure 3:* AFW
maintenance, Isolation Valves
? Misalignment errors Equipment Addressed in :
committed during Procedure 4:% AFW
puny maintengnce, Purps
3 Errors comnitted in fquiprent Addressed in 2
cperating the Procedure 5:* Al
auxiliary feedwater Pumps, Moter Drivers,
system during @ and Jsolation Valves
transient,
3 Energetic harsh Al) fquipment in Pump 3

envirgnmants in
pump room,

Roen

L

*Procedure titles are 1isted in Tadle 4-1.
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acaressed in these procedures will be considered a type 2 combination,

This permits a closer scrutiny of the plant testing and operational
activities,

Since a1l three pumps are located 11 the same room, energetic harsh
environments (e.g., pipe ruptures, missiles, etc.) are potential cavses
of multiple fatlures witnin tne Aﬁhs. Therefore, energetic harsh
environments and all the equipment in (he pump room tre also fdentified
in Tabie 42 for aatitional analysis (combination 9),

Sore nonenergetic harsh environments (e 4., mofsture and contamimation)
dre readtly 1gentified as possible causi s of fatlures of some of the AFN
etuipment, However, since al) pump equipment 15 envircnmentally
qualified, failures due to these environments are more 1ikely to occur as
& result of improperly performed human-related activities; e,§., failyre
to properly seal the equipment following maintenance, These failures
will be acdressed for the oagtthDVQ equipment when analyzing the t;:o 1
combinations in Tadle 4-2, Thus, no adaitiora) type 3 combination has
teen 1gentified for further anaiysis,

£ach roct cause and component group combination identified im the initial
effort and summarized fn Table 4-2 wil) now be analyzed, based mostly on
engineering judgments,

‘.1.3.1.1 0 1) n oy

A review of operating experience reveals rultiple fatlures o
auriliary feedwater pumps are most oftenm caused by (1) a partia) or
cemplete loss of flow from a common suction lime, (2) maintenance

errors that are systematically repeated for each pump, or (3) design
deficiencies,

Loss of suction flow is most often caused by iIntroducing atr into the
supply tamk or suction lime, Afr can be fntroduced into the system
during mainterance that recuires disassemdly of piping or etrer
components or durirg trarsfer cperations fnvolving the supply tank,
Although these activities take place infrequently, they do pose o
threat to pump operability at this plamt, M 4 stratmers cam also
cause loss of suction to &)1 three pumps, But this type of event is
more reacily recognizadble (operatioma)l experience indicates that a
recuced flow condition is often obssrved Defore sufficient plugging
causes pump failure),

Maintenance 15 performed on the three auniliary feedwater pumps once
per year, A1) three pumps are serviced during the same shift by a
single maintenance Crew, 30 the potential for repeating an errer
(€.8., Tnstalling the sea) packing too tightly) om a)) three pump 3
goes eaist, The faulted condition of the pumps would mot be detected
until & system demand occurred or ymti) the mext flow test of one of
the purps, Due to flexidility in the scheduling of mainterance at
this plant, the favited comdition could erizt for up 1o 1 month,

Oesign deficiencies are mosy often associated with control ¢ircuitey,
but some events have Deen observed invdlving the fluid system, Some
design deficiencies g0 undetected for severd) years, and system

rodifications often 1ntroduce adeitions] Qesign deficiencies inte the
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systems., Therefore, design deficiencies cannot be ruled out even for
older plants, Diversity does provide defense against most of the
observed design-related CCF events, Since the control systems for
the two motor-driven pumps differ from the control system for the
turbine-driven pump, dependencies due to control circuitry design
deficiencies are judged to affect the motor-driven Yumps only,
However, dependencies due to pump (excluding driver) and fluid system
design deficiencies are likely to affect all three trains.

Since a number of credible root causes that affect the three
auxiliary feedwater pumps have been identified, root cause and
component group combination 1 is judged credible at this plant.

4,1,2,1.2 Root cause and component group combination 2; drive
motors, The review of operational experience revealed only a few
events involving pump drive motors. This limited experience,
however, indicates that the CCF potential exists and is most often
associated with design deficiencies (e.g., undersized motor) or harsh
environments, such as moisture and low temperature (another harsh
environment, high temperature steam, will be analyzec flater).

These harsh environments should not be a problem at this plant
because the equipmert in the AFWS is environmentally qualified, and
the plant maintains an appropriate winter provisions program to
ensure adequate room temperatures for all safety-related equipment.
Obviously, failure to properly maintain equipment according to
maintenance programs will result in failures, This root cause and
component group combination is judged less likely than combinations 1
or 3 (discussed next), but it is still a credible root cause of CCFs.

4.1.2,1.3 Root cause and component qroup combination 3: AFW
isolation valves, A large number of multiple failure events
involving motor=-- .- ~ated valves have resulted from design
deficiencies, ma. +‘acturing defects, and installation errors. Some
of these faults and errors occur early in the life of a power plant,
but others go undetected for several years., Also, system
modifications and equipment replacement occur often in most systems,
thus creating additional opportunities for introducing the fault
events intc the systerm, Therefore, these root causes of valve
fatlures are of great CCF potential in this system,

Finally, several CCF events have resulted from such environmental
causes as contamination and moisture. MHowever, closer scrutiny
reveals that these events are actually the result of design,
manufacturing, and installation deficiencies and maintenance errors,
For example, excessive grease may he introduced by the vendor
(manufacturing deficiency) and moisture intrusion is usually
associated with failure to properly seal equipment following
maintenance (maintenance errcr) or failure to specify proparly
qualified equipment (design deficiency). Thus, these events
represent a subset of the causes previously discussed.

Root cause and component group combination o is judged credible at
this plant since several root causes with high CCF pctential have
been identified,



4.1.2,1.4 Root cause and component group combination 4: equipment
afdressed in Procedure 1, The AFW pump quarterly flow test consists
of pumping water back to the coundensate storage tank by opening a
miniflow valve in a recirculation loep and starting the pump,
Realignment errors following the test are uniasgortant because the
miniflow lines need not be isolated to meet the system success
criteria. Thus, root cause and component group combination 4 is
discarded from further analysis,

¢,1.2,1.5 Root rause and componen¢ group combination 5: equipment
addressed in Procedure &, fﬁ% aux%iiary feedwater isolation valve
montnly ¢troke test involves cyciing each valve once from the control
room and recording the time required for cycling. The only potential
error associated with this test is failure to return valves to their
normal (closed) position., Since having these valves open would not
prevent the system from functioning properly if demanded, this
potential error i. not of concern., Thus, root cause and component
group combination 5 is discarded from further analysis,

4.1.2.1.6 Root cause and component grrug combination 6: equipment
addressed in Procedure J, rrors introduced when performing

maintenance activities can result in CLF of the isolation valves,

Errors introduced during maintenance activities (mostly improper
torque or 1imit switch settings, but also improper lubrication and
improper seal packing) are alwo major contributors to valve CCF
events, These faults are of particular concern at this plant for two
reasons:

¢ Maintenance activities on all fuur valves are performed
sequentially by the same crew, Thus, the potential for
systematically repeated Luman errors is significant,

o Failures due to these root causes may not ozzur the
first time the vaive 1s cycled, Thus, the stroke test
performed after maintenance may not detect the problem,

Some additional possibilities are examined now with empnasis on
errors of alignment that may be committed when performing Procedure 3.

Procedure 3 addresses maintenance on the valve operator and the
associatqd power and control equipment. (Maintenance requiring
disassemuiy of the valve body 1s only allowed during shutdown because
it involves 1solat1ng and draining the AFWS,) The following
misiiignment possibilities are considered:

L. Incorrect alignment of equipment resulting in valve
unavailability(ies) during maintenance,

2, Incorrect alignment of equipment resulting in valve
anavailability(ies) following maintenance,



3., Spurious operator actions resulting in valve
unavailability(ies). This possibility is not directly
associated with Procedure 3 but with erroneously
misaligning equipment in the AFW when attempting to
align equipment in other systems.

Procedure 3 requires that maintenance Le performed on only one valve
at a time. The valve must be locked open during maintenance, and
both control signal and power supply must be removed befcre starting
maintenance activities. Failures to open the valve before starting
maintenance is judged unimportant because it would result in a single
valve failure only, A CCF error of possible interest is performing
an incorrect tagout (leaving the valve closed and removing control
signal and power supply) on one valve and starting maintenance
activities on a different valve (note that this scenario involves two
human errors). This scenario is Jud?ed unimportant because it is
very unlikely and because it would disable at most two valves (the
system would stil) succeed, barring no additional failures). Thus,
item 1 above is discarded.

Item 2 is also discarded because Procedure 3 calls for a stroke test
immediately following maintenance on a valve and before starting
maintenance on another valve. This test is accomplished from the
control room and involves at least two plant operators [the
operator(s) at the valve location and the control room operator].

The stroke test cannot be satisfactorily accomplished unless control
signal and power supply have been properly restored to the valve,
(Note that although alignment errors following maintenance are judged
unimportant, some other errors are important, as discussed in root
cause and component group combination 3.)

Finally, operational experience shows several instances in which
valves were mistakenly deenergized, locked closed, or left with their
control signuls removed., In these cases, the operators were
attempting to align equipment in other systems or even in other units
and mistakenly removed from service the valves in the system of
interest. The utility's administrative controls on tagouts were
reviewed to verify 1f these spurious actions can credibly occur at
this plant, Sufficient evidence of better-than-average
administrative controls was not found however, and i{tem 3 above s
Judged credible at this plant,

4,.1,2.1.7 Root cause and component group combination 7: equipment
addressed in Procedure 4, Procedure 4 was reviewed with emphasis on
misalignment problems resulting from the annual maintenance
activity, The findings associated with this procedure are identical
to those associated with the isolation valves (combination 6), The
only identified cause of multiple failures is a spurious operator
action resulting in removal of the AFN pumps from service when
attempting to remove pumps in a different system from service,

4.1,2.1.8 Root cause and component croup combination 8: equipment
addressed in Procedure 5, The AFWS 1s normally actuated by an
automatic control system, but Procedure 5 (EOP) calls for manual
actuation if the control system does not initiate AFW in a timely
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manner. Review of operaticnal experience identified a problem that
has existed at some plants. Starting all AFW pumps at once causes a
temporary pressure drop in the common suction header that initiates
the low suction pressure trip function for all pumps. The low
pressure trip is prevented by starting the pumps sequentially,
allowing enough time between starts for the suction header pressure
to build back up. Normally, plants have these tine delays built into
their AFW control systems, but problems have occurred during manual
actuation., At this plant, the control system uses time delays for
starting the pumps, and the EOP explicitly instructs the operators to
start the pumps on2 at a time, monitoring suction header pressure
after starting each of the first two pumps. Therefore, this root
cause and component group combination is judged unimportant in this
analysis.

4,1.2.1,9 Root cause and component group combination 9: energetic
harsh environments affecting equ € pump room, complete
search for credible sources of energetic harsh environments (e.g,
pipe ruptures, missile impacts, etc.) that could disable the AFWS
revealed only one scenario of potential interest., Since all three
pumps are indeed located in the same room, a break in the steam
supply line to the turbine-driven pump could potentially fail the two
motor-driven pumps in addition to disatling the turbine=driven pump
(the steam supply line break renders the turbine-driven pump
unavailable by disrupting the supply of steam to the turbine
driver). The contributicn ¢f this scenario to system unavailability
is judged to be low for the following reasons:

¢ The motor-driven pumps are environmentally qualified;
i.e., the motor and support equipment; e.g., junction
boxes, conduits, cooling system equipment to motor
bearings, and so on,

o An examination of the equipment layout revealed that
only one of the motor-driven pumps is in the vicinity of
the steam supply line. The other pump is at the
opposite side of the room with its equipment further
protected from steam impingement by a missile barrier.
Thus, this other pump can only fail due to the steam
supply line break if a sustained steam release fills the
entire room with high temperature steam, Even in this
case, failure of the pump is unlikely beause it is
qualified for such an environment,

® The steam generator isolation system would ,solate the
steam supply line almost immediately on an indication of
a high steam supply line flow or on an indication of a
low steam generator pressure, Thus, a sustained steam
release is highly unlikely,

¢ The utility maintains an augmented IS] program for the
steam supply line. An augmented [S1 program is judged
to greatly reduce the probability of a 1ine "upture,
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Therefore, root cause and component group combination 9 is Jjudged
unimportant in the CCF analysis. Table 4-3 summarizes the results of
the root cause ana'ysis for the AFWS,

This completes the qualitative analysis of this example. There are
different types of additional qualitative analyses that may be
performed but that are not included in this example., Such additional
qualitative analyses include those to support the explicit modeling
of externa) events; e.g., seismic events. These additicnal
qualitative analyses have the potential for identifying new comnon
cause events for incorporation into the logic model in Step 4,

The conclusion of the preceding discussion is that, from a
qualitative standpoint, all th=ee comrion cause component groups
listed earlier should be modeleu in this analysis since, for each
group, one or more rovt cause and coupling mechanism of common cause
failure have been identified.

4,1,2.2 Step 2.2 - Quantitative Screening., This step s usually taken
to further reduce the number of common cause componant groups by
evaluating, in a conservative fashion, their numerical significance.
However, in the present analysis, the system size and the number of
common cause component groups are small and managecble, making the
quantitative screening unnecessary,

4.1.3 Stage 3: Common Cause Modeling

4.1.3.1 Step 3.1 - Definition of Common Cause Basic Events, The
incorporation of the common cause events into the ~omponent-level logic
mode | of Figure 4-3 is illustrated in Figures 4-4a and 4-4b for the fault
tree logic form, The notation used to encode the ~ommon cause basic
events, which are now defined at a level of detail below the comporent
level (i,e,, at the common cause impact level), uses the first letter to
denote the common cause group (i.e., V, ?, or M); the second letter to
denote the impact of the cause (i.e., S for single component, D for
double component, T for triple component, and G for global or all
components in that group); and numbers to identify either the specific
component or the specific combinations of components affected by that
cause. This notation will be helpful in developinu the algebraic
equations after Boolean reduction is completed, Common cause basic
events are now incorporated into the fault treue, based on the methodology
of Section 3,

The enumeration of the events, facilitated Ly the special notation
defined above, is simply the identification of all the component
combinations involving 1, 2, ..., o N components, The fault subtree for
each component then includes those and only those events that affect that
particular component, Therefore, for the pump example, the following
events would first be enumerated:

Single Component Events: P51, PS2, and PS3
DQouble Component Events: PDl12, PD23, and PDI13
Triple (global) Component Events: PG

Hence, the fault subtree for pump Pl would include ali the events for
which the name includes a 1 and the global event: PS1, PD12, PD13, and
PG,
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Table 4-3

SUMMARY OF ROOT CAUSE ANALYSIS FOR THE AFWS

Combination
Identification Equipment Affected Comments
Number
1 AFW Pumps Important in CCF analysis; several
root causes identified with
significant CCF potential,
2 Pump Drive Motors Important in CCF analysis; judged
less likely than combinations 1 or 3.
3 AFW Isolation Yalves Important in CCF analysis; several
root causes identified with
significant CCF potential.
K Equipment Addressed in Unimportant in CCF analysis; no
Procedure 1: AFW Pumps root cause ifdentified with
significant CCF potential,
5 Equipment Addressed in Unimportant in CCF analysis; no
Procedure 2: AFW root cause jdentified with
[solation Valves significant CCF potential.
6 Equipment Addressed in Important in CCF analysis; spurious
Procedure 3: AFNW operator actions could disable
[solation Valves AFW system, Also, maintenance=
related causes were identified.
7 Equipment Addressed in Important in CCF analysis; spurious
Procedure 4: AFW Pumps operator actions could disabie
AFW system,
8 Equipment Addressed in Unimportant in CCF analysis;
Procedure 5: A1l Pumps,| Procedure 5 includes provisions
Moter Drivers, and to avoid root cause of concern,
Isolation Valves
9 All Equipment in Pump Unimportant in CCF analysis; system

Room

well protected against identified
karsh environment,
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The minimal cutsets of the fault tree, expanded to include the common
cause events, are presented in Table 4-4, Any fault tree software can be
used to do this once the common cause events are properly incorporated.
Note that the controversial cutsets that were discussed in Section 2.3.1
are presented separately in Table 4-4, As noted in that section, these
controversial cutsets make negligible numerical contribution to the
results and subsequently are either deleted or left in the analysis. Of
the total of 129 cutsets listed that include 15 controversial cutsets,
the 29 that are underlined are the only ones that would appear without
the common cause events,

4.1.3.2 Step 3.2 - Selection of Probability Models for Common Cause
Basic Events, er finding the minimal cutsets for each alignment, we

make the transitici, from Boolean algebra to normal algebra. This
transition is necessary to quantify the frequencies of the top event and
all its contributors.

Table 4-5 shows the algebraic terms corresponding to the fault tree
evaluation for the normal alignment case. Note that the assumption of
symmetry of basic common cause events discussed in Section 3 in the
context of the parametric models has been used in developing the
algebraic equations of Table 4-5., For example, there are six different
common cause events that fail two valves, each event failing a different
pair of valves., According to the assumption of symmetry, all these are
assumed to have the same probability, and so forth., For basic events
associated with a common cause group, the notation, X; is used where

J represents the number of components of type X failed due to the
corresponding cause and basic event in the fault tree, A1l the basic
events with j = 1 are independent events, while those with j > 2 are
common cause events. This notation does not reveal information about
particular components. Such information is necessary in the fault tree
basic event notation to properly identify minima) cutsets, However, from
this point, it is only necessary to retain what is needed to compute
frequencies and identify the contributors.

A very important result noted earlier and shown in Table 4-5 is the
proliferation of cutsets associated with the introduction of the common
cause events into the fault tree. For this example, the impact is more
than a four-fold increase in the number of cutsets. MHad we done any
quantitative screening, the number of cutsets would not have become as
high. An alternative to the incorporation of the common cause events
into the fault tree is to leave them out and somehow incorporate them
while developing the algebraic models, Experience has shown, however,
that there is a high risk that not all the cutsets will be picked up and
some may well be overlooked if this important step is buried in the
algebraic formulas. For example, there 1s 4 definite relationship
between the indeyendent and common terms in Table 4-5,

Consider the term 4V that represents the four minimal cutsets in the
fault tree invelving combinations of three igdspendent valve failures,
é

The common cause terms, VA’ 4V3, 12v2vl. 15vS," all represent additicnal

*This coefficient of 15 will be 3 if the controversial cutsets 1isted inm
Table 4-4 are deleted, Refer to Section 3,3,1 for the discussion of this
controversy,
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Table 4-4
MINIMAL CUTSET OF THE EXPANDED FAULT TREE OF THE AUXTLIARY FEEDWATER SYSTEM

First Order Cutsets (a total of 7)

L, VG, PG, YT123, VT124, VT134, VT234

Second Order Cutsets (a tota) of 54)

VD12*VS3, VD12*VS4, VD13*VS2, VD13*VS4, VD14*yS2, VD14+*VS3
VD23*VS1l, VD23*vS4, VD24*VS1, VD24*VS3, VD34*VS1, VD34*VS2

¥D12*vyD34, YD13*VD24, VD14*VD23

PD23*YyD12, PD23*VD13, PD23*VD14, PD23*VD23, PD23*VD24
PO13*VD34, PD13*VD23, PD13*VD24, PD23*VD14, PD13*VD13

PS1*PD23, PS2*PD13, PS3*PDI12
PD23*MS1, PD13*MS2, PD12*T, PD23*MN12, PD13*MD12
PD23*VS1, PD23*VS2, PD13*VS3, PD13*VS4, MD12*PS3, MD12*T

VD12*VC13, VD12*VD14, VD12+VD23, VN12*VD24, VC13*VD14,
VD13*VD23, VD13*VD34, VD14*vD24, VD14*VD34, VD23*VD24,
VD23*VD34, VD24*VD34, PDIZ‘PDZJ, PD12*PD13, PD13*PD23

l Third Order Cutsets (a total of 68)

| YS1*VS2*YS3, VS1*VS2+VS4, VS1*VS3*ysd, VS2*VS3*vS4, PS1+PS2+p83

MS1*PS2*PS3, MS2*PS1*PS3, MSI1*MS2*PS3, PSI*PS2*T, MS1#PS2+T,
, MSTPHSZ T

VS1*PS2*PS3, VS2*PS2*PS3, VI*P1+P3, Vva+p1*p3
mm' 1 W'B'Z'I'T ) w:pltf'—vztﬂ ‘r-"""‘"'
Wsa"vmwr‘vmvw'ama

R yz:ﬂ:f V3Qﬂ’ T VIQ’J!:F!

PSZ*PS3*VD12, PS2*PS3*VD13, PS2*PS3*VD14, PS2*PS3*YD23, PS1*PS3*YD24
PS1*PS3*VD34, PS1*PS3*VD23, PS2*PS3*VD24, PS1*PSI*VYDI4, PS1*PS3I*VD13

MS2*PS3*VD12, MS2*PSI*VD13, MS1*PS3I*VD14, MS2*PS3*y023, MS2*PS3*VD24,
MS1*PS3*VD13, MS]I*PS3*VD23, MS1*PS3*VD24, MS2*PSI*YD14, MS1*PS3*YD34

MSZ*T*YD12, MS2*T*VD13, “S2¢T*VD14, MS2*T*VD23, MS1*T*Vn24,
MS1*T*VD13, MS1*T~VD23, MS24T*yD24, MS1*T*VD14, MS1*T+yD34

PSZ*T*VD12, PS2*T*VD13, PS2*T*YD14, PS2*T*VD23, PS2*T*yD24,
PS1*T*VD34, PS1*T*VD23, PS2*T*VD24, PS1*T*yD14, PS1*#T*yD13

i
|

L

*For a discussion of these controversial cutsets, please refer to
Sections 4,1,3.1 and 3.3.1.
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Table 4-5

TERMS OF THE ALGEBRAIC MODEL FOR THE AFWS IN NORMAL AL IGNMENT
BASIC PARAMETER MODEL FORM

Cutset Independunt Event Terms Common Cause Event Terms

Order {account for 29 minimal cutsets) (account for 100 minimal cutsets)
First Order
Cutsets ¢ 'l = '3 ¥ “3

R AR AN T IE T X
2 2 - o 12 2

second Order None
Cutsets

2'21' + 2'2.2 + Ozv' + '27 + '5'1 + uzr

3 2 2 2 e
+ 4V 2P P+ P + TP ¢ ™ 0!0 v 0)0'70!0! + 10V M T
- W T i DR y W, 2 2™ 2"
Cutsets

+ T‘.Z + “"'l + CU‘”] + CV'Q,P' + CH‘I‘Y

*“The coefficient of these terms are 3 and 0, respectively, when the controversial cutsets listed in Table 4-4 are
eliminated. Refer to Section 3.3.1 for disc-ssiou of these cutsets.



cutsets involving common cause events and combinations of common cause
and independent events that would also fail combinations of three (or
more) valves. Nevertheless, it should be noted that, as will be
discussed later, not all the terms will have a significant contribution
to the system unavailability and that the analyst might even be able to
eliminate them at the initial quantitative screening level and the
subsequent logic model expansion using quantitative arguments. This
subject will be discussed more fully later.

It is important to note, however, that although many of the new cutsets
introduced by the common cause events make small or insignificant
contributions, the majority of the new cutsets added to this example have
higher frequencies than most of the purely independent event cutsets. In
Stage 4 below, we will return to this problem of cutset proliferation and

examin? some ways to simplify the analysis as well as the attendant
pitfalls,

To complete the development of algebraic models to a form that is
suitable for quantification, there are, as discussed in Section 3,
alternative paths to follow depending on the ty » of parametric model
selected, The following parametric models that are representative of the
different categories of models described in Section 3 are selected:

® Basic Parameter Mode)
¢ Multiple Greek Letter Model
]

Beta Factor Model (as special case of the MGL model)
¢ OBinomial Failure Rate with Lethal Shocks Model

Application of the alpha factor mode) to this example will be discussed
in Appendix £ in the context of sensitivity analysis on certain
characteristics of the selected models.

The correspondence between the algebraic terms of the example systems
analysis and formulas for applying the three parametric common cause
models is shown in Table 4-6, These can all be written down using
Table 3-1; e.g., the term for V2, using the MGL model, is

Y2 'rri P10, {1 =03 Q,
(21)
where

oy * 1,0, %8, andp, =y

Therefore,
v, s d8(1%) ¢
2 3 t

There are a number of variations on the formulas that could have been
used, depending upon how the data are analyzed., For example, in all
three models, 1t is possible to reduce the number of parameters by not
distinguishing between demand failures and failures during operation,

4-23

——— P———



vZ-v

Table 4-6

QUANTIFICATION FORMULAS FOR THREE PARAMETRIC COMMON CAUSE MODELS

Formulas for Applying Parametric Common Cause Models

Rlgedbraic
Term Sasic Parameter Multinle Greek Binomial Failure
Made ) Letter Mode) Rate Model**
'y ‘i (140, Ay ¢ wypyfl - oy’
Ve 3 L - w8 walis -~ aff
2 ¥2 b LT P ] Py
1 3.
) ‘va - SvA Ny ugby (1= py)
"
v dya Sy Py * Wy
. 2 .t 2
" Yper * Yomt (1= Roghpg ¢ (18,00 Aot Pos1® Ups Ppsll = Ppg)” * Dhpgy® upopoll = ppp) It
1 2 - 2.
"2 Yps2 * Yomat 7 (0 = vpgPpglps * (1 = Ypulpghppt) VpsPps (1 = Bpg) ¢ vpghpp (1 = g}
B 3 3
’y Ypsa® Yomat "5 05 ps * Yog o' out UpsPps * “pg * (WppPpp * wpplt
" Yest® et (1= Buihyg ¢ (18,0t Pust® VagPus(l = Pyg) * Digy * uipBigll = gl Jt
2 2
. us2 * Mumat Frstus * P et VusPis ¢ us * PipPup * )t
T lTS . lnt ‘YS . lnl l's - l“t
T Te Te
¢ At ,& Aeglt e 5 Aeglt e o)
Total
tumber of
Different
Parameters 19 19 P

*Time-based failure ~ates for these terms assumed to be neriqﬂne.
ail

**Prime is used to distinguish between the independent f
single component failure frequency (e.g.. Ayj) in the basic parameter model,

ure rate parameter (e.g.,

x;l! in te binomial failure rate model anc the

B



Before jumping off to the next steps in the analysis, several important
distinctions need to be made between the guidance given in Table 4-6 and
different approaches that have been proposed for the incorporation of
these common cause models into a systems analysis., Probably the most
important such distinction is that, in contrast with procedures
previously published, Toble 4-5 specifies the incorporation of all three
of the parametric models at the level of detail in the analysis below the
component level; i.e., at the common cause impact level, It is
instructive to backtrack a little and examine some of the difficulties
that are encountered when common cause events are not incorporated into
the logic mogel. In our example system for the normal alignment case,
the component-level minimal cutcets are presented in Table 4-7. These
correspond with the independent terms in Table 4-5,

The theoretically correct incorporation of the parametric models from the
component-level minimal cutsets in Table 4-7 requires some nontrivial
mental gymnastics., This is because the equivalent of the right-hand
column of Table 4-5 must be generated in one's head whiie writing down
the parametric formulas, For example, take the term 4V° in the

grouping of minimal cuisets in Table 4-7, By identifying all the cutsets
in Table 4-5 that affect combinations of three different valves, it is
seen that the correct application of the parametric CCF models requires

the analyst to develop the equivalent of the following intermediate step
in his head.

2* 3 -
4y v4 + 4v3 + 12v1v2 + 15v2 + avl (4-1)

If the above relationship is not accounted for by the analyst, either
explicitly or implicitly, it is very likely that either overaccounting or
ungeraccounting of system failure modes, or both, +111 result. In
particular, it is very likely that the analyst wouid miss terms, such as
4v3 (four possible combinations of common cause failure of three of the
four valves), a term that could be numerically significant.

of £q. 4-1 are numerically important. Indeed, such terms as V s which
involve simultaneous occurrence of two common cause failures, dre
generally dominated by other terms involving single common cause
failures; e.q., V3. A quantitative screening, either as part of

Step 2.2 or, as is often done, by defining a frequency cutoff in the
fault tree code used to identify the cutsets, would reduce the number of
terms to be carried through the rest of the analysis,

4.1.3.3 Step 3.3 - Data Classification and Screening. A1l three of the
parametric common cause anaiysts approaches discussed in this section
(basic parameter, MGL, BFR) require event data to be classified and
Categorized prior to parameter estimation, The mapping up and down

requires classifying events into lethal and nonlethal shocks. Thus, the
analysis is identical for all three models,

[t must be metioned, however, that not all the terms on the right-hand side

*This coefficient of 15 will be 3 if controversial cutsets listed in
Table 4~4 are deleted,
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Table 4-7

COMPONENT=-LEVEL MINIMAL CUTSETS FOR
EXAMPLE SYSTEM - NORMAL ALIGNMENT

Min?grgegu::ets Symbol* Cutset Description
1 c Common Suctior Path
4 v3 Three valves
1 p3 Three Pumps
1 P2 One Turbine and Two Pumps
2 1pe One Motor and Two Pumps
2 MTP One Motor, One Turbine, One Pump
1 Mep Two Motors, One Pump
1 M2T Two Motors, One Turbine
4 vpe One Yalve, Two Pumps
4 VTP One Yalve, One Turbine, One Pump
4 VPM One Valve, One Pump, One Motor
4 VTM One Valve, One Turbine, One Motor

*In this notation, the exponents indicate the number of jdentical
components of a given type in the cutset,
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For the sample system, the dependent events data base for auxiliary
feedwater pumps in Reference 4-1 includes 10 dependent events, each
having 2 or more unavailable or potentially unavailable pumps. The
classificatinn and expected (average) impact vector for these do%a is
shown in Table 4-8, Of the 10 event reports that were identified, 2 of
the reports contained 2 separate, independent events each; hence, the
table includes 12 events. This table does not show the several hundred
independent events in the data base for this component,

The pump average impact vectors for the example system were assessed,
based on the qualitative information from Stage 2 (Section 4.1.2) and the
methods discussed in Section 3.

For instance, the impact vector for event 3 in Table 4-8 was analyzed as
follows,

The impact vector for the original plant (Kewaunee) is based on two
hypotheses:

Hypothesis Probability Po P1 Pz P3
H1: Clogging severe enough to 0.1 0 0 0 1
cause failure o1 all three
pumps .,
Hz: No significant reduction in 0.9 1 2 |0 |0
flow (no failure),

)

Averaga 0.9 0 0 0.1
Impact
Yector

The assigned probability of 0.9 for the second hypothesis represents the
degree of confidence that the component performance and success criteria
were not violated in the event and that the flow reduction was minimal,

Since the pumps in the example AFWS take suction from the same source and
the possibility of resin clogging exists for the plant analyzed, the
cause of the event and its coupling mechanism apply with a probability

of 1. Also, since both the original and the example systems have the
same number of pumps, there is no need to modify the impact vector for
system size difference, The resulting impact vector for the example
system, therefore, is the same a3 the original impact vector.

Events classified as lethal shocks were based on the nature of the cause
and the assessment that such a cause would have a high potential for
failure of a1l redundant components present. Common cause events that
affected two components, when it was known that three or more identical
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components were present, were classified as nonlethal shocks, When
design differences were noted to so justify, these events were classified
as not applicable to the example system. In mapping the applicable
events, all lethal shock events (or portions of events) were mapped
directly to P3 since there are three pumps in the example system, In

all cases of applicable nonlethal shock, it was known that the system
size from which the data came also had three pumps. Hence, there was no
need to make numerical corrections for mapping between different size
systems, as discussed in Section 3.

4,1,3.4 Step 3.4 - Parameter Estimation, Numerical values of the
various parameters of the three common cause models were developed for
this exampie system by using the results of event classification for
various components of the system, For all three models, the total

failure freguency of the components was taken from generic estimates
provided in Reference 4-6,

4.1,3.4,1 MGL parameters. In the case of the MGL model, the generic
total failure frequency estimates and the classified set of events
for pumps, valves, and other components were sufficient to estimate
all the remaining parameters of the model, For instance, to estimate
the beta factor for pump failure during operation using the data of
Table 4-8, we have n2 = 0, n3 = 0,2, In the process of reviewing

and classifying events in the data base, 28 events were classified as
indepencent pump failures. In six other cases, single pumps were in
degraded condition and were classified as potential independent
failures, Also in Table 4-8, there is one case of a common cause
with 0.9 chance of impacting on]y one pump, The potential events
must be weighted by the analysts’' subjective probability that a
recurrence of such an event would result in an actual component state
in the system being analyzed, In this analysis, all the potential
indepandant avents were assigned a weight of 0.1, The effective
number of independent failures therefore is

ny =28 + 0.1(6) + 0,9(1) = 29.5 (4-2)

We can now use these data in the estimator of Table 3-6 for the
f=-factor; 1.e.,
2n2 - 3n3

8
¥ eny ¥ Iny

PR*TF

= 2(0) » 3(0,2) )
29.5 * 2(0) + 3(0.2) (4-3)

However, most of the data are sparse, somtines oven nonexistent,
resulting in parameter estimates that are equal or nearly equal to
2ero, We will tnerefore primarily adopt the Bayesian approach to
estimation in this example (as described in Appendix E), which
changes the estimates by integrating some prior or generic



information with the data. In this case, the mean value of the
8-factor, fo- example, becomes

an + 3n3 +a
B e Ny * 2Ny *+ 3n, + 8 + D (4-4)

where a and b are the parametert of the prior distribution (see
discussion in Appendix E regarcing the approximate nature of the
above estimator),

Assuming a uniform prior distribution (as=b=1), we obtain the
following mean value

e 200) +360,2) +1 "
Bop * TT TS Ty * 0.05 (4-5)

;h1§ a:d other estimated parameters for this example are listed in
able 4-9,

We should be aware that one of the reasons the event count is s0 low
is that events have been excluded because of their inapplicability
for various sound reasons, This implies that, fn our example, the
dependencies should indeed be quite small, The Bayesian inclusion of
generic information using a uniform prior opposes thic trend and may
therefore bias the results conservatively, Since our point estimate
should not be unduly conservative, the influence of the prior should
be investigated by sensitivity analysis, This is not done in this
example,

The freguency of independent events {s simply proportional to the
number of components present, The above parameter estimates assume
that all the evidence for independent failures, nj, came from
systems having the same number of pumps as the example system, To
examine the sensftivity to this assumption, consider the following
two alternative hypotheses, First, let us assume that the common
cause event data are the same as indicated above, but that the
independent event data all came from two-train systems, In this
case, to correct for the sfze mismatch (see Section 3,3.3.4);

nl(three-tr|1n systems) = %-nl(tuontrain systems) (4-6)

» 3 (20.5) = 44,3

The resulting Bayesian mean value of 8 pp now becores

1
spa » 28 * 3‘?02) ¢ 1 - & .OJ‘ “-,,

. .
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Table 4-9

BAYESIAN ESTIMATES OF THE PARAMETERS FOR THREE COMMON
CAUSE MODELS OF THE EXAMPLE SYSTEM

Component Basic Farameter Multiple Greek Binomial Fatlure
Failure Mode s &
(Fatlure Mode) Nod Letter Mode) Rate Model®*
Pump (excluding Fail To Start l'n = 8,68-4 l" = 1,653 A;n * 8,68-4
driver) on Demand a’u =2,17-4 n,, = 0,47 upg " 6,51-4
1'” = 5,214 Yps 0,53 upg * §.21-4
P * 0.5
Ps
Fail During Aopy * 1,62-5/hr Th 1.71-8/hr l;" * 1.575/hr
Operation Aog2 * 2,70-7/0r s,. « 0,08 vpg * 9.72-1/hr
b s 1,13-6/hr Yo * 0.62 W s 9.72.7/lr
PR3 PR PR
Pop " 0.5
Motor (motor-driven Fail To Start x“‘ = 1,49.3/ xm * 1,65-] x,‘m = 1,49.3
pumps ) on Demand Aues * 2.08-4/ 8,..*0,1 u = 2,98-4
us2 Ms e
MS
Pres = 0,0
Faf)l During A = 1,61-8/hr = 1,715/hr x;m = 1,61-8/hr
Operation z::; . 1,09+6 ::: * 0.06 g * 1:08-67hr
W = 1,09-6/hr
MR 0.0
Pur .
Turbine (turdine- Fall To Start by = 3,18.2 deo * 3.18.2 bt = 3,15-2
TS TS T8
driven pump) on Demand
Fatl During Aeg " 1.013/hr l" * 1.01-3/hr ‘g * 1.01.3/hr
Cperation
Motor-Opers ted Fail To Operate )n * 3,79-3 x' « 4,30-3 x;, * 3,753
Valve on Demand Ag * 4,49.5 by * 0.12 by * 4,50-4
l'] . ‘.0"5 Y' . 00" U' . ,a.o“
"‘ . ’o”“‘ " & ou" 'v . 01‘
Tank Rup ture ‘C! = 2.70-8/hr lCI s 2.70-8/hr )Cl * 2.70-8/hr

4, The prime on i value 18 Jyiod £y indigate that the parameter is generally different from &
similar parameter in the basic parameter mode),
b, Value of p 1% not Bayes' estimate,

It {s calculated from the procedure explained in the text.

NOTE: Expomential =atatfon 1§ fndfcated in abbreviated form; 1.e., 8,684 = 8,68 2 10°%,
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where m is the average number of pumps in the generic AFWS (assumed
to be three) and 0.5 represents the parameter of the noninformative
gamma prior distribution used to develop the Bayes' estimator (see

Appendix E), Now, based on the data presented here, ny = 29.5, we

have

29.5 + 0.5

= 6.17 x 10° system exposure hours (4-14)
3 (1.62x10°7)

T =

as the total exposure time of all of the systems and units in the
data base.

Other success data for the parameters of the basic parameter and BFR
models were similarly developed.

Using the success data, other parameters of the basic parameter model
are estimated easily, For example, the rate of simultaneous failure
of two pumps during operation, Appz, 18 given by

ny + 0,5

B e————

3T

o205 . 2.70 x 10”7 /hour (4-15)

3 (6.17 x 10°)

Apr2

As before, sensitivity analysis of these results should be undertaken
in a proper analysis.

4.1,3.4,3 BFR parameters. A:u mentioned earlier, obtaining Bayes'
estimate for the parameter p in the BFR model requires numerical
1nte?ration of Bayesian equations. A computer code has been
developed to perform such calculations (Reference 4<7), Since the
code was not available to the authors, a different approach was taken
in this example to obtain approximate values of p. We first
estimated the values of A, Ay, w, and u directly from the

data, consistent with the estimates of the parameters of basic
parameter and MGL models, For instance, the rate of lethal shocks
for pump failure during operation was calculated from

n + 0.5
T
0,1 ¢ 1/2

-7
o et v 9,72 x 10 /hour (4-16)
6.17 x 10

where n = 0,1 is the expected number of lethal shocks based on the
data of Table 4-3, and 0.5 is, as before, the parameter of the
noninformative gamma prior distribution used in Bayes' theorem,



To obtain p (in this case ppr), we set the frequency of various
failure events based on the BFR model equal to those obtained based
on the basic parameter model, The result is the following set of
equations (see Table 4-6),

: 2 gLy

“or1 * *prt * ¥prPprll - Ppg) il
2 - -

‘or2 = MprPprfl = Ppp! (4-18)
= 3 -

‘or3 * prPrr * “pR (4-19)

On substituting the numerical values for all parameters except ppp,
we get the following equations to solve for ppa.

2 . . 2

Pog Ppg * 1.44 0 (4-20)
Ppr. = Ppgs * 0.278 = 0 (4-21)
Ppg” = 0.163 =0 (4-22)

When matching the numerical values of the basic parameter or MGL with
the BFR model, as above, there is one important condition that must
be satisfied for a unique and valid solution for the p-parameter to
exist, The condition is that the evidence must fit the built-in
assumption of the BFR mode] that the nonlethal shocks follow a
binomial distribution over the number of components affected, In
general, this assumption 1s not strictly satisfied in the data, I[n
the above equations, the two solutions to Eq. 4-20 are complex
numbers, Eqs. 4-21 and 4-22 each have one real and two complex
solutions; the real solutions are ppgp = .23 and ppr = .53,
respectively, To complete the oxamp?o. a value of p = .5 was assumed
for each case in which a reasonable and consistent solution for the

p parameter could not be found,

The above examples serve to {llustrate some of the practical problems
that need to be addressed in parameter estimation, even for a
seemingly simple system such as the one used in the example, It is
seen that a large amount of effort goes into the quantification of so
many parameters, no matter which common cause model s selectod.
Kumerous sources of uncertainty are also evident with the major ones
consisting of sparsity of data, applicability and impact of each
event in classification, and missing success data. A discussion of
the impact of varfous sources of uncertainty in eitimating various
parameters was provided in Section 3. (n this example, uncertainty
distributions were developed for each of the parameters of various
models using the Bayesian methods described in Appendix €.
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Figure 4-5 shows, as an example, the cumulative distribution of
two MGL parameters used for the run failure mode of AFW pumps. As can
be seen, the uncertainty associated with the gamma factor is much
larger than the beta factor. This, of course, is due to the greater
sparsity of data for higher order parameters., It is important to
note that these uncertainties do not include the effects of mapping
independent events from different size systems, the effect of a
possible bias in the data due to underreporting of independent
events, and the impact of assumptions regarding system testing
schemes and success data collection,

4.1.4 Stage 4: System Quantification and Interpretation of Results

4.1.4,1 Step 4.1 - System Quantification, The next step in the analysis
is the quan e system model, The recommended approach to
quantification is to first perform a point estimate using the mean values
of the uncert2inty distributions for the parameters., The results can be
used to fdentify significant contributors and to reduce the amount of
effort and computation required to propagate the uncertainty
distributions in the final results.

4,1.4.1,1 Point %stimatc results. The point estimate results uslnq
four parametric models are presented in Table 4-10 in a “"cause table
format, This format permits an examination of the major contributors
that can be easily fdentified with the minimal cutsets of the logic
model, Recall that the letters denote the component group in which
the event occurred, the subscripts define how many components are
failed by the event, and the exponents indicate several occurrences
of the same type of basic event., Note that the 8-factor results
are special cases of the corresponding MGL results when all higher
order parameters (i.e., § and y) are set as equal to 1.
Consequently, the terms corresponding to intermediate basi: events
(e.g., Y3) vanish, This, of course, is expected because the
g-factor approach only recognizes CCF events that result in failure
of all components within a common cause component, As can be seen,
the results are dominated by the common cause terms, particularly the
global common cause events that fail all three pumps (’i’ and all
four motor-operated valves (Vg4). In fact, less than 13 of the
point estimate result 1s due to purely independent terms, The fact
that more than 99% of the system unavailability 1s due to cutsets
involving common cause events fully justifies the added complexity of
incorporating these events into the logic model, HMence, failure to
include common cause events in this systems analysis would have
resulted 1n a two orders of ragnitude error on the optimistic side of
the correct result,

It is instructive to examine the results in light of the complexity
that was added in Step 3.1 by the direct incorporation of the common
Cause events into the system fault tree. It 1s obviocus from a
comparison of Tables 4-5 and 4-10 that only a smal)l number of terms
in the system algebraic model are significant im the overal)
results, To get & picture of which kind of terms contributed to the
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Table 4-10

SYSTEM QUANTIFICATION RESULTS BASED ON THREE PARAMETRIC MODELS

Gl Tov fasic Parancter | Wiltiple Greek | Binostal Failure seta Factor
?3 5.5-4 a.2-4 8.8 8.8-4

Ve 3.8-4 3.7-4 a.1-4 6.2-4
av; 4.1-5 2.6-5 1.1-4 0

. 1.8-5 1.1-5 1.8-5 1.1-5
X 3.4-6 2.8-6 1.2-6 0

c 2.3-6 2.3-6 2.3-6 2.3-6
12v4, 2.0-6 2.0-6 2.6-6 0
Others ~ 2.0-5 -~ 1.6-5 -~ 2.0-5 2.1-5
Total 1.0-3 2.5-4 1.2-3 1.5-3

NOTE: Expomential motation is indicated in abbreviated form; i.e., 5.5-4 = 5.5 x 109,



final results, an examination was made of each term in Table 4-5,
This table includes 29 algebraic terms that cover the 129 minimal
cutsets in the system fault tree, The smaller number of terms

(29 versus 129) reflects the introduction of the symmetry assumption
in Step 3.2, which results in grouping cutsets by frequency of
occurrence in the algebraic terms,

The point estimates of the frequencies of all 29 terms in Table 4-5
were separately quantified using the MGL model and are plotted in
Figure 4-6, The terms are first segregated by cutset order; then,
categories are defined for each cutset order to enable the
examination of six groups of terms, including:

1. First Order - Independent Event; e.g, C

2, First Order - Common Cause Event; e.g., Vg

3. Second Order - Mixed Events; e.qg., P1 P2

4. Second Order - Common Cause Events; e.g., Py Mp

. Third Order - Independent Events; e.g., V:

6. Third Order - Mixed Events; e.g., Yo M T

Because of the particular logic of this problem, there were no
fourth=order or higher order terms, no second-crder independent event
terms, and no third-order, purely common cause event terms,

The following distribution of 14flure frequency contribution
(percent) was obtained when terms were grouped as in Figure 4-6,

Percent Contribution
Teras to Tota) Unavailability

First-Order Terms 96.3

1. Independent Events 0.3

2. Common Cause Events 96.0
second-Order Terms 3.3

3, Mized Events 3.2

4., Common Cause Events 0.1
Thirg-Orger Terms 0.4

§. Independent Events 0.4

6, Mixed Events << 0,1

I
Total 100, l 100,
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Hence, more than 96% of the contribution comes from first-order
Cutsets, and most of this comes from common cause events.

As a class, the second-most important events were so:ond order

cutsets with one independent and one common cause event. The third
ranking group was the third order cutset group with all independent
events, From these results, the following observations can be made:

o System unavailability is dominated by far by first-order
common cause events (these ara the global CCF events)., The
first-order (ommon cause event; are ahout 25 times more

Tikely to cause system failure than all other contributors
cembined,

»  Most ¢f the terms added by the common cause events have a

higher ‘requency than most of the purely independent event
terms .,

¢ More thun 99% of the total frequency 1s contained within two
groups: number 2, first-order common cause, and number 3,
second-order mixed ecvents.,

® With the exception of the first-order result, there is a
tendency for the terms of order n to be domimated by the
terms having the . atest number ol independent events. This
comes from the eneral rule that cach common cause event
tends to be less likely than each independent event.

The above insights may be useful to simplify the analysis of common
Cause events; 1.e,, 1imit the fdentification of minimal cutsets and
the terms in the algebraic equations, Heuristic rules for a
simplified analysis are discussed in Appendix F,

4.1.4,1,2 Uncertainty in system unavailabilit
uncertainty 1n syste™ unava)la y due t0 uncertainty in the
numerical values used for the common cause mode) parameters can
easily be obtained using one of the available techriques for
uncertainty propagation (Reference 4-8). An uncertainty analysis,
using a Mente Car'o sampling technique for the results cbtained with
the dasic parameter and MGL methods, is presented in this section,

Uncertainties in the common cause parameters result from the
following sources:

1. The size (or sparsity) of the data sample.

¢. Uncertairty in the classification of data due to ambiguities
and inaccuracies in the criginal event reports and in the
interpretation of these reports for plant-specific
applicaticas,

3. Differences in system size and uncertainties about the sizes
Of systems in the data base.
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Table 4-11

COMPARISON OF CAUSE TABLES FOR THREE AUXTLIARY FEEDWATER SYSTEMS
IN NORMAL ALIGNMENT EVALUATED USING MGL MODEL

Two Motor-Driven; One Turbine-Driven
(example system)

Three Motor-Driven

Two Motor-Driven
(two steam generators

S . ke e e

per train)
7 Contributor Frequency Contributor I'requency Contritutor Frequency |
P3 4.2-4 Py 4.2-4 Py 8.0-4 ;
Vg 3.6-4 Va 3.6-4 Vg 3.6-4 |
|
4vy 2.5-5 L) 9.5-5 ™ 1.9-4 1
Ma(Pp ¢+ ) 1.1-5 avy 2.5-5 V(P + M) 4.7-5 !
i
"l"l + Y)('l + n,» 2.7-6 ”2'1 2.8-6 (?l + nl)(rl + ul) 9.8-6
C 2.3-6 c 2.3-6 c 2.3-6 ;
l
mz 1 1.9-6 mzvl 1.9-6 lzrzll 1.9-6 |
Others ~ 2.0-% Others ~ 4.0-6 Others ~ 1.0-6 !
|
Total 8.2-4 Teta) 9.1-4 Total 1.4-3
Common Cause/ Common Cause/ Common Cause/
Total 9% Tota? -997 Total -958
- |

NOTE: Exponential notation is indicated in abbreviated form; i.e., 4.2-6 = 4.2 x 1074,







DIViSION i

Figure 4-8. Simplified Schematic of 125/250V DC Power System - Unit 2
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125¥ DC buses power some safety-related equipment, including the starting
and loading of the four EDGs, as shown in the table that follows.

EDG
(total of four EDGs | 125V DC Bus
serving both units)

EDG 1 20021
EDG 2 20022
£0G 3 30023
EDG 4 30024

The 250V DC buses serve larger loads, such as DC motor-driven valves in
the HPCl and RCIC systems, Al DC power divisions operate ungrounded,
with a ground detector alarm in the main control room, The main control
room is also equipped with trouble alarms for each battery charger and
with uncgervoltage alarms for each DC power bus.

Table 4-12 shows the systems procedures and surveillance test procedures
that are applicable to the 125/250V DC power system, The battery
chargers are routinely inspected during operation for excessive heat and
for proper output voltage. Each station battery undergoes a weekly check
that includes measuring and recording the specific gravity, temperature,
ang voltage of the pilot cell in addition to measuring and recerding the
terminal voltage of the battery., Each station battery also undergoes a
quarterly check that includes measuring and recording the voltage and
specific gravity of each cell, and measuring and recording the
temperature of every fifth cell in the battery. The battery terminal
voltage and the charger output voltage are also recorded at tnis time,
Other checks performed during the quarterly check are room temperature;
ventilation system; general condition of the battery racks, posts, and
connectors; and battery charger output current, The quarterly checks are
performed at staggered intervals, as indicated in Figure 4-10, Station
batteries 2A and JC are tested on the same day, station batteries 28

and 20 are tested about 1.6 weeks (an eighth of a quarter) later, and so
on, As the figure indicates, the guarterly check of the 24/48V DC
batteries is also staggered with the station battery checks, (The
24/48¥ DC batteries are not analyzed ir this section,)

fach station battery undergoes a capacity test during every refueling
outage. This is accomplished through either a performance test (every
third refueling outage) or a service test (all other refueling outages).
In poth ¢f these capacity tests, the batteries are discharged until the
terminal woltage drops to 105V, [In the performance test, the battery
gischarge current is kept constant at 800 amps, while, in the service
test, the current is adjusted to verify the ability of the battery to
satisfy the design requirements of the DC system (the maximum current
gemanded from the battery is 650.2 amps in the first minute),
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a different unit from the others (this fact is important for
quantification purposes in the following analysis steps). Therefore,
this example focuses on failure events within the OC power system that
would result in failure or functional unavailability of specific
combinations of three station batteries.

nt. Figures 4-11 and 4-]2
trees for station battery failure
contributions to two core damage scenarios considered here. The first
scenario involves batteries 2A, 20D, and 30; the second requires failure
of batteries 28, 3C, and 30. In this fault tree, “station battery"”
represents both the battery and the associated fuse box,

4.,2.2 Stage 2: Screening of Common Cause Component Groups

4.2.2,1 Step 2.1 - Q*glltativg §§rg:ning. The preliminary effort
consisted o entifying important root causes and coupling mechanisms of
component failures and defining the groups of components that are
susceptible to each root cause of failure, This was accomplished through
a detailed review of all LERs covering the period from early 1369 through
mic-1986 and a review of previous studies on similar systems

(References 49 through 4-11 and other unpublished studies). This
preliminary effort indicated three general fault categories that must be
adgressed in this analysis, These general fault categories encompass all
mechanisms that could result in failure or functional unavailability of
one or more station batteries within the context of this analysis:

. gat§er!-ngla§gg Faults - This category includes battery internma)
auits, terminal connection faults, battery fuse faults,
maintenance downtime, etc,
o Battery Charger-Related Faults - This category includes
overcharging and undercharging conditions of the battery,
¢ Bus Alignment Faults - This catgegory includes battery functional
unavaila y due to misalignment within the DC power system,
These faults were analyzed to determine combinations of root causes and
component groups of interest in the CCF amalysis, Three types of root
cause and component group combinations must be addressed: type 1
consists of root causes that primarily affect similar equipment, type 2

consists of root causes that affect equipment operated according to the

same procedures, and type 3 consists of root causes that affect equipment
in the same location,

Table 4-13 summarizes the root causes and component group combinations
initially icentified for additiona! analysis, A1l causes of battery
charger (including fuses) faults are potential CCFs of interest because
of the similarity of the equipment in all OC power buses (the first five
combinations in Table 4+13), In addition, the equipment addressed by
€ach of the procedures numbered €, 9, 10, and 11 in Table 4-12 will be
considered a type ¢ combination in this task (the last four combinations
in Table 4-13). This permits the investigation of such possibilities as






Table 4-13

ROOT CAUSE AND COMPONENT GROUP COMBINATIONS
INITIALLY DEFINED FOR THE 125/250V DC POWER SYSTEM

Combination
Root Cause of Affected Type of
LR EARAS on Interest Equipment Combination
umber
————
1 A1l Causes* Station Batteries 1
2 A1l Causes* Battery Fuses 1
3 A1) Causes* Battery Chargers 1
4 A1l Causes* Rattery Charcer Fuses 1
- 5 A1) Causes* 125V Bus Fuses (in the 1
’ same fuse box with the
| battery charecer fuses)
: 6 Errors Committed Eouipment Addressed in 2
| . Following Loss of Procedure 6:** A1)
9 2 Station Battery Breakers in Corresponding
| Charger(s) 128V DC Bus
. ? ! Errors Committed Equipment Addressed in 2
| | Following Loss of Procedure 3:%* Alternate
; | Feed to Battery Feed Breakers plus A1)
. Charger(s) Ecuipment Addressed in
i Procedure 6
, 8 Errors Committed Eouipment Addressed in 2
l during lnvestigttion‘ Procedure 10:%* a Number
} : of Battery Ground(s)  of Annunciater Feeds in
| the Corresponding Power
Division
9 Errors Conmitted in Equipment Addressed in 2

Isolating DC Loads
Following Station
Blackout

Procedure 11:%* Mgst
Breakers in the NC Power
System

*Similar components are usually affected by certain commonalities (similar
installation, maintenance, and testing procedures and common desion and
manufacturing processes) that permit multiple failyres due to repeated human

errers,
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Therefore, all causes of component failures are potential causes of CCFs,
**Procedures are described in Table 4-12.







4.2,2,1.2 Rg%§ ggg*g and sggngsin! group igggin,;ign 2 - E*gggrx
{*111. A station battery can ome functiona unavailable due to
es

purious opening of the corresponding fuse either before or when
the battery is demanded. However, the station battery fuse is a
1,200 amp fuse, which is substantially higher than the current
expected from the battery under any circumstances, Any current
strong enough to blow the battery fuse would cause noticeable
disturdbances in the DC power bus, including activation of the
undervoltage relay. Thus, in the unlikely event of failure of a fuse
due to operational abnormalities, such a failure would be
self-announced and is therefore not significant to this study,

The only root cause of concern involving battery fuses would be
failure mechanisms that might develop during the long time period

(18 months) between refueling outages during which the fuse fs
subjected to only a small floating current. [f a degradation
mechanism (e.g., corrosfon or contamination) builds up internally or
at the fuse external contacts, & catastrophic failure may result (due
to the heat generated at poor connections) when & high battery
current is imposed on the battery fuse following an LOSP,

This root cause and component group combination is also to be
retained for further analysis, with the stipulation that only one
specific failure mechanism is of concern--a mechanism that mignt
develop during the long time period between refueling outages, This
same concern coes not exist for pattery charger ruses and 125V bus
fuses (both in the same fuse box {)lustrated in Figures 4-8 and 4-9)
because these fuses are constantly subjected to higher currents;
therefore, their failure would be more readily announced,

%ﬂ%;ﬂ:t!- ypes o y ger

allures to be addressed: (1) battery charger-related faflures that
result in degradation (undercharging condition) of the station
batteries and (2) battery charger-related failures that result in
damage of the station batteries due to an overcharging condition,
These two types of failures are most likely to occur in the FLOAT and
EQUALIZE modes, respectively,

Battery charger-related failures that could »esult in degradation of
the station batterfes include battery charger hardware failures,
battery charger AC input and DC output circuit breaker faults (these
include circuit breaker hardware failures as well as spurious opening
of the circuit breaker by an operator), and failure to recharge the
battery following battery charger maintenance, Battery charger
hardware failures and circuit breaker faults are announced in the
control room by 2 battery charger trouble alarm or, {f the voltage on
the OC bus drops below 115V, by am undervoltage alarm. On loss of a
battery charger, the statfon battery serves all of its OC loads.
After some time, the battery will gischarge so that it 1s able to
handle LOCA loads only; e.g,, WPCl and RCIC systems, The time
required to reach this condition is at Yeast 12 hours and is extended
by removing nonvital OC loads from the bus (the momvital DC loads to
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detectadle, Battery charger-related failures that result in damage
to a station battery due to overcharging conditions are thus also
negligible contributors to battery unavailability,

In summary, a1l causes of battery charger-related failures have been
analyzed and deemed uynimportant with respect to other failure modes
for the station batteries, Root cause and component group
combination 3 is therefore discarded,

4.2.2.1.4 Roc d compe L gro : ~< ons 4 and 5 -
: ‘ ] £1 uses., root cause and
component group comb | r to conbinatlon 2 (battery
fuses). However, tna buttcry chcrgcr and 125Y bus fuses are
constantly subjected to high currents (e.g., during testing of RCIC
and HPCl systems), and the concern raised for the station battery
fuses 1s not applicable here. These root cause and component group
combinations are discerded in this task,

.3.2 1.8 ' - . g Comp L Qroyp COmo 0 ) ' ] -

pattery chargor can lead to
degradation (unaerchar ing :onditien) of the corresponding station
battery. This possibility has been «nalyzed in connection with root
cause and zomponent group combination 3, battery chargers., Some
acdaitional possibilities are examined now with emphasis on errors
that may be committed when performing Procedure 6 or 9. For example,
operaticnal experience with other U.S, nuclear power plants shows
instances in which a station battery was mistakenly removed from a DC

power bus when attempting to remove an ingperable battery charger
from the bus.

The station batteries at the subject plant do not have circuit
breakers connecting them to the OC buses. The only elements between
the station batteries and the 125V DC buses are the fuses, as
indicated in Figures 4-8 and 4-9, The fuses at this plant are not
used as switches to isolate equipment, as has been dome at some other
U.S, plants, Thus, it 15 reasonable to disregard the possibility of
misalignment of one or more station batteries.

Procedure € coes call for opening circuit breakers to some nonvital
OC Yoads, and some of these circuit breakers are on the same

125V DC buses that feed the EDGs and the depressurization sygtems,
It is conceivable that anm operator would mistakenly open the cirguit
breakers to an f0C or to 3 Qepressurization system when following
Procecure 6, Table 4-14 shows the nonvital DC loads that are
disconnected from 125V OC power buses, as required by Procedyre 6,
These loads are removed from the respective buses only 1f the
associated battery charger fails,

The misalignment Of circuit breakers when performing Procedure 6 or §
can only be triggered by am inoperable battery charger or by a loss
of fead to a battery charger (Procedure 9 does not directly call for
opening circuit breakers, but, if the alternate AC foed is

B o




Table 4-14

NONVITAL DC LOADS THAT ARE DISCONNECTED
FROM THE 125v DC BUSES
AS REQUIRED BY PROCEDURE 6

125V DC Bus | Nonvital DC Load Description
20021 None
20022 Maintenance Shop DC Feed
20023 SAMAC Inverter
20024 Laboratory DC Feed
30021 None
30022 None
30023 None
30024 Remote Computer Data Termina)




unaveilable, Procedure 9 does call for performing Procedure 6). The
spurious opening of circuit breakers in different OC power buses,
therefore, must be triggered by multiple battery charger failures,
The CCF potential associated with root cause and ¢ nent group
combinations 6 and 7 is judged to be low for the following reasons:

o Operational experience supports the contertion that
battery charger failures are generally independent,

e The probability of opcnin? & wrong circuit breaker in a
bus 1s independent of having made a similar mistake in a
previous bus.

¢ oot cause and component group combinations 6 and 7
would not affect buses 20021 and 30023, As Table 4-14
shows, buses 20021 and 30023 are not addressed by
Procedure 6; therefore, even {f the operator makes a
mistake in every 125Y DC power bus addressed in
Procedure 6, the depressurization systems would have
DC power available from bus 20021, and EDGs 1 and 3
would have DC power available from buses 20021
and 30023, respectively, The availability of these
buses would preclude the core darage scenario of
interest in this sample problem,

Root cause and component group combinations 6 and 7 are eliminated
from further analysis,

4,2,2,1.6 Root cause and ¢ ent groeup combinations 8 and 9 -
equipment addressed 1n Proc Euﬁﬂ'"IU:'BEETi. Ioo% cause and
component group combination J In Table 4-13 can be eliminated as
inconsequential to further analysis because Procedure 11 would only
be performed following LOSP and loss of the EDGs; f.e., following
loss of all AC power. [xamination of Procedure 10 reveals that
troubleshooting and isolating DC battery grounds 1s accomplished by
opening and then reclosing annunciation feeds., Since the procedure
does not call for removing the battery, battery charger, circuit
breakers, or fuses from their safety-related configuration, there {s
1ittle chance of disabling equipment when performing Procedure 10,
Thus, root cause and component group conbination 8 may also be
eliminated from further analysis. Table 4-15 presents the root cause
and component group combinations that are to be analyzed further,

The conclusion of this screening analysis is that there are only two
component common cause groups that need too be anelyzed in the

subsequent steps., These are: (1) station batteries and (2) battery
fuse boxes,

4.2.2.2 ntitative Screening, At this point, the number of
common cause component groups and the overal) logic model are small
enough to not require any quantitative screening., Therefore, this step
of the procedure 15 not taken,







4.2,3 3tage 3: Commqn Cause Modeling and Data Analysis

4.2.3.1 §§f§ 3.1 - Definition of ic nts, The CCFs
within the <5y power System were ;aceréoraigi lf?tc!Tejiato the
system fault trees of Figures 4-11 and 4-12 by simply expanding each of
the components of the component-level fault tree, using a two-input OR
gate as shown in Figure 4-13, One input is & basic event that represents
the CCF of the batteries, and the other is the independent contributor to
component ynavailability, This is a conservative representation since it

:::u:c: a1) common cause failures are global within the three batteries
..‘o

In this expansion of the fault tree, globa) CCF events of battery fuses
are comUined with the global battery events for simpifcity of
pros:nztttoa. Similarly, the independent events of batteries and fuses
are lumped,

4,232

. consistent w 0gic n

Common cause events in the previous step, the betd factor model is
selected for pararetric modeling of the system, Therefore, the rate of
the common cause basic events (A.) of the extended fault tree

(Figure 4-13) is quantified, using the following relation,

where Ay s the total faflure rate of the component.
€.2.3,3 Steps 3.3 - Data Clasgsification gE% Ss:g:gig*. The estimation
of parameters in tnis exampie prodbliem 1§ D eon review of LERS covering

the period from early 1269 througt mid-1336 and a human reliadility
analysis, Each root cause and component group combization summarized in
Table 4=15 wil) now be analyzed separately. In addition, selected
failure events for the combinations that have been deemed unimportant
will be presented for illustrative purposes,

4,2,3.3,1 Roe ‘ 4 component groy
eliggrtog. otal ¢ 1§ 1d L s ¢ -
s¢ events are summarized in Table 4-16, which also shows their
impact vectors, This impact vector application is simplified with
respect to system size; i.e,, the nymber of station batteries, The
system size 13 assumed to comprise only three batteries because this
is the minimum number of batteries involved in the scemario of
interest. (The actual system size at the sample plamt is eignt, as

indicated in Figures 43 ang 4-9.) The fmpact vectors were assessed
as

. %v'nt é. The event 1s & single failure of one of the
wo teries at Fort St. ¥rain, Therefore, the impact
vector for that plant has a 1 under Fp and zere
elsewhere, as shown in Table 4-16. The event is judged
to be applicable to the sample system 25 an independent
event, However, the sample system involves three
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batter'os (system size = 3), Therefore, the origina)
impact vector should be mapped up from system size 2 to
system size 3, This is done using Eq, 3-24,

(3) (2)
AT LA
which {s the corresponding expected number of
independent events in the sample system,

Other elements of the impact vector for the sample
system are 2ero, as shown in Table 4-16,

. « The event 1s a single failure of one of four
fttet

es at Turkey Point 3, Therefore, the impact
vector is Py = 1 and zero elsewhere, The cause is
Judged c»l!ubu to the batteries at the sample plant;
however, because of the system size difference, the
Turkey Point 3 impact vector should be mapped down from
system size 4 to system size 3, Again, from Eq. 3-24,

(3) (4 ,
i . } Py 0.78

Other elements of the sample system impact vector are
2ero, as shown in Table 4-16,

. 334314 The impact vector for Brunswick 1 fs sssessed

as follows:
Kypothesis Prodadility | Py | P er " |
Hi: Batteries dig not fail, 0.9 i e |0 |0 |0
- .
Mp: Batteries failed, 0.1 0 |0 }1 Jo |o
Average 0.9 [0 | 0.1|0 0

The event that occurred at Brunswick 1 i3 not a failure
at the sample plant in the comtext of the core camyge
scenario of interest, In this comtext, the batteries
are only nesded to start and load the £DGs, and this can
be accomplished with the Datteries in a degraded
condition similar to the conditions at Brumswick 1. A
prodadbility of 0.1 is assigned to hypothesis Wy to
account for the possidbility that the condition
deteriorates sufficiently to cause multiple failures at
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the sample plant,

According to this hypothesis, the

cause and the coupling mechanism of the event are

applicable to the sample plant,

However, due tO the

difference in the assumed number of batteries, the
impact vector should be mapped down from size 4 to

size 3. Referring to the procedure of Sectien 3,

(Table 3-2), since the cause of the event 1§ classified

35 & nonlethal shock, we have

(3) (4) , , (&) | g
A ""x $ *3 (00 20,5 «0.9

AT TALEE TR TURE SRR XD
AAEE TALEY TREE SURTRY SRR

(3) (4) . (4)
Py -{v, . hy -{moo-o

o fvent 4. The impact vector for Big Rock Point is

255 sed as follows:

| Kypothesis Probability | By | Py [P, 1Py |9

. T

| Hii Only one battery 0.9% 0 1 0 (@ {90

f failea,

| M2t ALY four batteries. 0.0% 0 ¢ 0 (0o 1}
failed,

: 4
Average | O 0.:{0 lo to.m

Mu«o«gm only one of four batteries actually cischarged,
8 small protabilit, of 0,08 is assigned to the second
hypothesis to account for the fact that a degraded
Condition was observed on the other three batteries,

The Cause and coupling mechanism of the event 15 judged
to be also applicable to the sample system. But Deciuse
of the system size Jifferente, the Big Rock Point fmpact
veitor should be mapped down to obtain the impact vecter
of the example system. Again, using the procedure
applied in the case of evert 3, we have
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Table 4-17

CLASSIFICATION AND IMPACT ASSESSMENT OF EVENTS THAT ILLUSTRATE
ROOT CAUSE/COMPONENT GROUP COMBINATIONS 3 THROUG!H 8

Sheet 1 of 2
{ Plant I smeck | Fault
Cause-£ffec Pt Justification
{ate) S s Event Geucriplion Tt Ulagram - Tove | wode
pr P Lauer Wile treudleineating ta fiag o This ewen: ii Included o8 & Grecurser
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::‘tﬁ'-. taadwer teatl y l > g grounds ).
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GENERATOR Sesple Plant 1 Output | component group combls om 8
Vol tage
. s
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’ T ] connec t0d W enin 2 Brocas Ferry | i VYoltage | Procedure 10 (tnvestigating OC Battery
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F—!'u.ovx- WUs Power | Soth WCI end KIC 3yn tews were
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The B-factor for batteries can be estimated from the estimator of
Table 3-6,

~

gling zn, + 3n3
B nl + an * 3n

3

2(0,05) + 3(0.05) -
" TOT FL0ET 36" 008 I

This result is clearly sensitive to the number of independent failure
events, A careful search of plant-specific records and data from
other utility-specific sources may turn up additional single-battery
failure events, The effect of these events, if applicable to the
sample plant, would be to reduce the estimated battery P-factor.

Since the preliminary analysis indicated that this scenario
contributed substantially (51%) to the core damage frequency of the
plant and since the value of 8 directly affects this contribution,
the basis of the evaluation of 8 deserves closer scrutiny,

£q. 4-27 shows that the B8 value of 0,08 depends on the values of
ny, n2, and n3, which are derived from Table 4-16, The values

of np and n3, in particular, are purely judgmental because they

are based exclusively on the probabilities subjectively assigned by
the analyst to hypothesis Ky for the third and fourth events in
Table 4-16. This is illustrated during the evaluation of the impact
vectors in the previous section, These probabilities are 0.1

and 0,05, respectively., However, events 3 and 4 in Table 4-16 did
not result in actual multiple failures in the context of this
accident scenario. The analyst is only postulating that they could
have been actual multiple failures. Thus, it is just as defensible
to assign lower numbers, say 0,01, to each of the hypotheses, Hp,
as it is to assign 0.1 and 0.05, The value of 8, however, is 0,013
in this more optimistic assignment,

The reason for the arbitrarinress involved in the preceding evaluation
is that Table 4-16 contains no actual CCF events. The value of 8

is much less sensitive to the analyst's judgments when the data
contain at least one actual CCF event that is applicable to the plant
under consideration., An alternative is to use the generic component
8=factor given in Table 3=7, This implies that there is some

average value for B8-factors, which is an adequate assessment of
common cause failure potential, The analysis of battery fuses that
follows takes this approach, However, due to the significance ¢f the
CCF of the batteries at this plant, a third approach based on an
examination of root causes and coupling mechanisms as a basis for the
subjective assessment was used to estimate the contribution ot the
batteries, The basis of this approach is described in Reference 4-13,

In this alternative approach, \gr is redefined to represent the
total frequency of events resultIng in the unavailability of a
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checks occur at staggered intervals; the tasks are performed at least
1.6 weeks apart, The conditional probabilities of a human error for
a task, given a failure on the preceding task, are then 0.05 and 0.15
(Reference 4-15) for low and moderate levels of dependence,

respef;ively. In this analysis, Bp was conservatively assumed to
be 0.15.

The average fault detection and restoration time was estimated from
plant-specific information and from judgment based on LER
descriptions of previous occurrences at other U.S, plants, It is
assumed that battery internal and terminal connection detail faults
would be detected during the quarterly checks at this plant. This
assumption is based on the fact that, as noted earlier, the quarterly
checks at this plant include measuring and recording the voltage and
specific gravity of each cell; checking the general condition of the
battery, racks, posts, and connectors; and conducting several other
important checks; e.g., cell temperature, ambient temperature, and
ventilation system operability. Therefore, the quarterly checks
should reveal most potential problems with regaru to the station
batteries.

Figure 4-10 shows that the average detection time is either 0.8 weeks
(1.6 # 2) whenever the fault occurs just prior to a quarterly check
of a station battery (intervals 2, 3, 4, or § in Figure 4-10) or

3.2 weeks (4 x 1,6 weeks/2) in all other cases combined (intervals 1,
6, 7, or 8 in Figure 4-10)., Thus, the average detection time is

Tgp = [(4 x 0.8)/8 + (3.2)/2] = 2 weeks (336 hours).

4.2,3.4,2 Battery fuses, Since the LER review revealed no failure
occurrences assoctated with battery fuses, this root cause and
component group combination is quantified based on generic failure
data and assumptions, The failure rate for low voltage

(<1,000 volts) fuses in Reference 4-16 is assumed to be apglicabIe to
the battery fuses. This faflure rate isApy = 0.021 x 107° per

hour, If the faflure mechanism of concern--a failure mechanism that
might develop during the long time period (18 months) between
refueling outages--is assumed to cause 5% of all fuse faults
(operational sxperience with other fuses in 125V DC systems at
nuclear power plants indicates this assumption is c:ngervhzive). then
the failure rate for combination 2 becomes 1,05 x 10”7 per hour.

The average 8 -factor value of B¢ = 0.1 (see Section 3,

Table 3-7) is also assumed applicable to the battery fuses.

Since any refueling outage at this plant involves testing at least
one of the station batteries of interest and since testing any one of
the station batteries of interest would reveal a CCF of the station
battery fuses, the maximum detection time for the CCF event 1s the
time between refueling outages. Also, it is assumed that the CCF
event can occur anytime between the refueling outages. Thus, the
average detection time for the CCF event is about half the time
between refueling outages, Operational experience indicates that the
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§.2.1 The Modelina of Common Cause Fajlures To include Defenses

One of the problems with common cause faflure analysis is accounting for
the number of different mechanisms that can give rise to them and the
different defensive tactics that can mitigate against them., Since the
different tactics that can be employed to mitigate against common cause
failures are believed to have a different impact on the different classes
of common cause failure mechanisms, i1 is clear that any analysis that
takes defenses into account must separately address the causes to some
extent, The methods described in this report have addressed defenses
qualitatively in the screening process or implicitly through the data
analysis process; an alternative is a more explicit analysis, as
discussed in the conceptual example presented in Section 5.,3.5,

As discussed in Sections 2 and 3, there are various proposals for common
cause failure classification, For the purpose of the following
discussion, we adopt the second division (level) of the SRD R146
(Reference S5-1) scheme, which classifies events according to the shared
roo* causes into events due to design, construction, procedural factors,
and environmental factors.

frrors made or weakresses introduced during design and construction can
affect the system availability in at least two ways. First, they can be
introduced at the system level so that there is an unplanned, hard-wired
dependency., Such weaknesses are not flaws that would be uncovered by
normal testing, but are such that they might occur only under specific
conditions involving a particular sequence of events; this whole seouence
might be called a trigger event, For example, the problem of undersized
motor-operated valves may not be uncovered on test if the valves and
pumps of a standby emergency feedwater system are tested separately,

Such errors would require an actual system demand (the trigoer event in
this case) to occur before being revealed as a problem, Such common
cause failure event probabilities could be estimated as the product of
the probability of an undetected error and the probability of the trigoer
event,

Design and construction errors can also occur at the component level g2
that each of the redundant components is less reliable than assumed or
intended, Unless the failure causes are investigated at a deeper level
than "desicn error,” 1t is not clear that any mechanism can be postulated
for such 4 strong coupling of component failures that they occur
simultaneously. Thess failures could stil)l be recarded as randemly
occurring but, perhaps, more bunched in time or having a particular
number of cycles, These common cause faflures could be modeled by
modifying the unavailability of the system from o" (assuming a

redundancy level of n) to

(1=a)p" ¢ alxp)”

where x(>1) is a measure of the “strength” of the desion error and a is
the (assumed constant) probability that the decian error exists, The
relative probability of system failure is increased by virtue of the
increase in the single-component failure probability, (This may also be
an appropriate way of modeling aging effects,)

-
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The defenses against these types of common cause failures can more easily
be envisaged as affecting the probability of the occurrence of the
original errors rather than, in the first case, as affecting the
probability of the trigger event or, in the second case, the “strength”
of the error,

There are many ways that operational practice and other factors can
result in common cause failures. Operating or maintenance procedures may
be in error and can lead to increased susceptibility for both system
failure or unavailability or an increased susceptibility for
single-component random failure. On the other hand, if the procedures
are adequate, their implementation may not be adequate because of poor
management control, poor operator training, incorrect interpretation, or
mistakes, The factors that couple failures and result in true common
cause failures are dependent on the way the plant is operated, For
instance, the type of event that can cause coupling of errors made during
surveillance testing may be different when testing is done on a staggered
basis rather than on a nonstaggered basis. It also may depend on whether
testing of redundant equipment is performed by the same or by different
people, In some cases, a trigoer event, such as the occurrence of a
maintenance errcr on redundant trains that is not discovered on a
post-maintenance test, can be modeled as a random event. In this case,
the human error is the trigger event, In other cases, such as the
existence of inadequate procedures, the human error leads to a
preconditioning of the system and is more associated with establishing
the coupling or the level of susceptibility to failure,

Environmental common cause failures are fairly easy to interpret, The
tricger event can be modeled as a random event that leads to the
environmental conditions that cause the failure results., The plant
design features basically define the potential couplings; however, the
possibility of design or construction errors, such as inadequate or
incorrectly installed fire barriers, and nonadherence to procedures, such
as propping open flood-tight doors, have to be accounted for.

The aim of the common cause analysis is to incorporate these
consideratiors into the estimation process in as thorough a way as
possible,

§.2.2 Problems with Data Analysis

The methads discussed in this document rely largely on estimating the
parameters of those models using generic industry data on single ana
multiple failure events, The source of data 1s typically the licensee
event reports or Nuclear Power Experience (Reference 5-2), The data
analysis can be thought of as an interpretation of events in the data
bage and a subsequent reinterpretation in the light of the defenses
perceived to be in existence at the plant for which the aralysis is beina
performed,

There are problems associated with the completeness of the data hase and
with the fact that, even if it were complete, an objective assessment of
the efficiency of a defensive strateqy 18 extremely difficult, For
instance, almost all plants could claim, to & certain extent, to adopt
most, 1f not all, the defensive tactics discussed earlier in
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Section 5.2.1. What is really at question for many of the tactics is how
effective they are rather than whether they exist, Therefore, although
it may be possible because of some particular design features to screen
out certain events, others should perhaps not be screened cut but
weighted by some factor to represent the perceived value of the defense
in the plant at question, compared with the one in which the event
occurred. A related question is what to do about new plants with all the
right defenses to prevent the old problems observed in the ingustry data
base, but with new, yet-to-be-observed, problems introduced. These ideas
are examined more thoroughly in the two examples below,

The first is the case in which the root cause of failure has been
determined to be an error in following a maintenznce procedure. The
tactic that would eliminate the trigger event, in this case the error and
lack of its detection, 1s post-maintenance inspection and testing., The
existence of administrative contrals at the plant is a tactic that should
reduce the coupling; not following plant administrative controls
increases the opportunity for the trigger event to occur. It may not be
clear which of these tactics was deficient: whether the post-maintenance
inspection procedure was inadequate or whether it was not followed
properly or both,

Furthermore, and this is perhaps the most important point from a
quantification point of view, both tactics are almost certainly present
at the plant at which the event occurred, but there may not be, and
Tikely will not be, any objective way in which to measure the quality of
these two tactical schemes at that plant or, in fact, at the plant being
analyzed, The information at the level needed to make any sort of
judgment is not readily available for the family of plants from which
data are gathered. Thus, there is no clearly defensible criterion on
which to include or exclude the event as being applicable to the plant in
question or to modify the worth of the event by multiplying by a facter
that represents the relative value of the tactics at the two plants,

As a second example, consider the case of two diesel generators failing
as a resu’t of fouling of the service water used for cooling, If the
plant of interest has air-cooled diesels, it is clear that the event is
not applicable and can be elimirated, In this case, the defensive tactic
to provide complete redundancy in cnoling, with no coupling mechanicem,
can be objectively assessed,

nowever, most of the defensive tactics mentioned earlier are the first
type for which there 1s no well-defined procedure for measuring the
quality of the defenses, Thus, the assessment has to be subjective,
Recogrizing this, it it fmportant to address the uncertainty in the
estimates of the parameters. A final question posed by the example is
the need to assess whether potential fouling of the radiators in the
air-cooled diesels is more or less likely to cause a common cause event
than the corresponding problem with the water-cooled diesels, Again, the
current state of the art leads us to rely on engineering judoment in data
analysis to address such a problem,
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In addition to the interpretation of the events and their
reinterpretation in the light of conditions at the plant of interest,
another problem that has been recognized in this report is the necessity
to adjust the observed data to account for plant-te-plant differences in
the degree of system redundancy (the mapping up and down discussed in
Section 3.3.3.4). This is a process that can only be performed by making
certain assumptions about the events and the mechanisms that resulted in
their occurrence. Furthermore, the surveillance testing strategies at
the plants from which data are obtained have an impact on the relative
numbers of demands on single components and groups of components that, in
turn, affect the estimates of parameter values of the common cause
models, The testing strategies at all plants are not generally known,

A1l these factors contribute to uncertainty in the specification of the
pseudo-data base for plant-specific application. One of the
contributions of this report has been the explicit recognition of these

sources of uncertainty and the discussion of some of the tools available
for addressing this uncertainty.

5.3 SUGGESTED IMPROVEMENT IN COMMON CAUSE MODELING

The importance of obtaining good, detailed data and of a systematic
approach to the analysis of those data has heen apparent throughout this
guide, It is clear that however much progress has been made recently,
there is still room for improvement in collecting data and in classifying
those data so that more specific cuidelines can be constructed for data
interpretation and screening, which should lead to a decrease in
uncertainty in the results of common cause failure analyses, Although
there has been progress in the development of systems for analyzing and
classifying data in the form of event reports, less progress has been
made ir improving the event reports themselves,

5.3.1 Data Collection

The previous discussion 11lustrates that there is an urgent need for
improved reporting of event data, The particular imorovements should be
directed towara an increased emphasis on unambiguously {dentifying root
causes, coupling mechanisms, and, if appropriate, defenses that were
present and that fafled, It is also impertant to have information oa *he
spectrum of demands on components and aroups of components., Improved
event reporting would reduce uncertainty in paramoter estimates, but such
an improvement is clearly a lono-term goal, The short-term needs are for
designing the apprepriate data collection forms and for establishing an
industry commitment to perform the data caileation, This commitment {3
untikely to be obtained on the basis of PRA needs alone, but on the basis
of realizing the value of the data for additional input intoe
understanding the mechanisms that allow multiple failures to occur and,
hence, their value in the desian of hardware or operating procedures,

5.3.2 Event Classification Scheme

The event classification schemes discussed in this document are based on
a root cause classification, but they do not explicitly identify the
coupling mechanism, This makes it difficult to interpret the event in
the light of the existing defenses directly from the classification, In
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As discussed in Section 5,2.2, there are many sources of uncertainty,
Although some of the suggestions qiven here are aimed at reducing this
uncertainty, this will not be possible in the short term. Some
simplified approximations to incorporating the different sources of
uncertainty were suggested in Section 3,3.4, but it was recognized that
more thorough, yet still practical, approaches are desirable.

5.3.5 Nondata-Rased Methods - The Cause-Defense Beta Factor Model

The data-based methods for parameter estimation are currently limited by
the quality and quantity of existing data. An alternative is to use
engineering judgment to establish appropriate parameter values, Perhaps
even more than in the case in which data are plentiful, this requires a
fairly complete definition of the spectrum of the rcot causes and
mechanisms of propagating failures and an understanding of the value and
effect of the various defensive <trategies, Research into defining an
appropriate framework and into prov1din$ guidelines for application to
different components is needed, particularly on how to get consistent
quantitative, as well as qualitative, insights,

One recently developed conceptual model that explicitly accounts for the
root causes, coupling mechanisms, and the efficiency of the defensive
strategy is a varfation of the partial beta factor model (Reference 5-3),
as described in the following,

Define the spectrum of root causes. For each root cause, assess the
potential for simultaneous faflure of 1ike components by identifying
specific coupling mechanisms, Thus, for each component unavailability,
the total unavailability is the sum of the unavailabilities from the
different root causes.

o' . T, (5-1)
ie]

where | 1s the set of all root causes,

The common cause failure frequency is therefore given by

p(c) S 12 p’ﬁ' (5-2)

where By 1s the partial beta factor (or the appropriate beta factor
to cause 1), This mode) will be referred to as the cause-defense beta
factor model,

Define the set of defensive tactics and, for each tactic, identify its
effect on both random and dependent faflures, 1f there are J defensive
tactics, the probability of tactic k being effective acainst cause 1 s
dik. Now, the effect of the defensive strateqy may be different for
the common failures than for the independent failures since it may
prevent or mitigate the coupling mechanisms rather than the root cause,

P ———
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This difference will be indicated by a ¢ or an i, in parentheses,
associated with d{g (¢ represents common cause, and { represents

independent cause Thus, the complete expression for unavailability at
the component level becomes

olf) . 1(:21 Py kpd (1-451)) (5-3)

and, for the common cause unavailability,

o'« T p 8, M (1-4{C)) (5-4)
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and the new B is defined as

o I ety I tedih

p fe 1 ke J (5-8)
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This is now a multiparameter model that is beyond the current capability
of the data to support. However, it is a framework that can be used for
a subjective assessment using the results of a common cause FMEA to

define the causes, coupling mechanisms, defenses, and their relative
importance at the particular plant,

A simpler version of this approzch was originally developed and applied
in several analyses by the Systems Reliability Directorate of the U.K,
[Reference 5-3) in which the partia) beta factors were subjectively
estimated,

Models, such as this cause-defense beta facter model, can be valuable as
& theoretical laboratory for use in investicating aliermative defensive
strategies and may be of particular valus for plants that are in the
design stage,

5.3.6 Improved Models of Common Cause Faflures

As the physics of failures become better understood and the role of
defenses and coupling mechanisms bacomes clarified, 1t may he poseible to
develop aifferent, more appropriate models for common cause failures
arising from different classes of causes, It has already been recognized
that it is desirable to adopt a new approach to address the effects of
aging as a common cause failure mechanism for example, Whether this
would have any significant effect on using the current parametric models

is not at all clear, particularly as the demands on data become more
stringent,




The thrust of the analysis methods in this report have been on the
analysis of common cause failures from an impact point of view, An
increase in detail to a cause basis raises questions about how best to
define the basic events, It would appear that the basic events that
represent groups of causes fall between being independent or mutually
excl?sive. This aspect needs to be barne in mind when developing such
models,

5.4 CONCLUSIONS

This section has Z4iscussed some of the problems that stil) exist with

respect to common cause failure analysis, The need for good, quality

data is paramount but 1s unlikely to be satisfactorily achieved in the
short term, Short-term goals should focus on:

. Definition of better data collection criteria.

. Refinement of cause classification schemes,

. The establishment of qualitative screening guidelines,

] The establishment of gquidelines for event interpretation and

the creation of a pseudo-plant-specific data base for parameter
estimation,

A1l of these should incorporate the concept of assessing the adequacy of
defenses. In addition, there should be some focus on developing methods
that are less dependent on data and based more on engineering assessments
and on developing more comprehensive, yet practical, uncertainty aralysis
methods.,
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