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ABSTRACT

This report present's a framework for the inclusion of the in. pact of
|common cause failures in risk and reliability evaluations. Common cause +

failures are defined as that cutset of dependent failures for which
causes are not explicitly included in the logic model as basic events. ,

The emphasis here is on providing procedures for a practical, systematic '

approach that can be used to perform and e1carly document the analysis.

The framework comprises four major stages: )
1. System logic Model Development. The basic system

failure logic is modeled in terms of basic events that i
represent component status. !

i
2. Identification of Comon cause Corronent Groups. The

|principal ooject is to identify. using quantitative and t

qualitative screening, the groups of components that
rare felt to have significant potential for common cause j

failures, i

!

3. Common Cause Modelino and Data Analysis. Common cause fbasic events are defineo for inclusion in the logic
model, to represent the residual dependent failures and
probability models are censtructed for each new basic i

event. At this stage, the logic model is extended from !

a corpenent state basis to a component group impact Ibasis. Historical data on multiple failure events are j
analyzed and the parareters of the probability models '

for ccmmon cause basic enerts estimated. }
,' j

3 i

4 System Ouantificatien ant Interpretation of Results. !
The results are integrattd into the system and sequence [analyses and the results are analyzed.

|
i

!The frarework and the methods dircussed for performing the different I

stages of the analysis integrate insights obtained from engineering [I assessrents of the system and the historical evidence from multiple
}! failure events into a systematic, reproducible, and defensible analysis. )
|
;

!
<
|
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i GLOSSARY OF TERMS AND DEFINITIONS

i

in order to better communicate the procedures and guidance presented in !
this report, it is necessary and useful to sutrarize in one place the j,

i definitions of terms used frequently in dependent events analyses. More '

in-depth definitions of some of these terms are provided at appropriate j
; points of the report, as needed, to provide a clear description of the I

; methodology. Concise definitions are presented below.
|

| 1. Cerronent. A component is an element of plant hardware f
j designed to provide a particular function. Its boundaries |-

depend on the level of detail chosen in the analysis. The !
hierarchy of the level of detail of modeling a plant in risk j
and reliability analysis flows from plant, to system, to ;

subsystem, to component, then to cause (see definition f
belcw). For system modeling purposes, a corpenent is at the !

j Icwest level of detail in the representation of plant t

hardware in the models. Events that represent causes of one !
or core cceponent states in a system logic model i
(e.g., fault tree) are found at the level of detail below i

i ceg onent.

2. Cerconent State. Corponent state defines the cceponent {
status in regard to the function that it is intended to !
provice. In this context, the following two general |

*categories of component states are defined (the same states
apply to higher levels of plant hardware, such as system):

,

a. Available. The cerpenent is available if it is capable
of performing its function according to a specified
success criterion. (Not to be confused with

j availability, which is defined belcw.)

b. Unavailable. The component is unable to perform its
intended function according to a stated success

i criterion. It is irportant to note that the success
criterion defined by the analyst to enable him to,

distinguish between available and unavailable states is
not unique. This is because there are cases of several

; functions and cperating nodes for a given component.
I each with a dif ferent success criterien. Also, a given

event in one plant may bc classified dif ferently for a
similar compor.ent in another plant with different

! success criteria. Therefore, the srecification and !
) doctrentation of the sutcess criteria and the I

reconciliation of potential mismatenes between the data1

J basa and systens nodels becore irpcrtant tasks of the
systens analyst.

i

d Two subsets of unavailable states are failure and
l functionally unavailable. Note that "unavailable *
I should not be confused with "unavailability." which is

defined belcw.

$ xy

i
!

_ _ _ - _ _ _ _ _ _ _ _ _ - - _ - _ _ _ _ .



. ._ -. _ - _ - - - - - - . --- .

4

1

1

(1) Failure. The component is not capable of performing,

i its specified operation according to a success
criterion. In order to restore the coeponent to a1

I state in which it is capable of operation, some kind
i of repair or replacement action is necessary,

iAdditionally, the event may also be considered a
; failure when a component performs its function when

not required or performs its function as required,
but does not stop operating once meeting its success
criteria. The latter is equivalent to saying that !

stopping when required is part of the success ;

criterion. Therefore, failure encompasses
j functioning when not required, as well as not [!

functioning when required. (
| (2) Function 11y mnvailable. The component is capable !

] of operation, but the function norrally provided by !

the coeponent is unavailable due to lack of proper i-

inpet, lack of support function from a source
outside the component (i.e., motive power, actuation

' signal), esintenance, te ting, the inproper
:interference of a person.

Somettres, although a given success criterion has been
,

j met and the component has performed its functicn
j according to the success criterion, somt abnorealities

are observed that indicate that the component is not in
its perfect or nominal condition. Although a corporent

i in such a state may not be regarded as unavaileble, .

'
I there may exist the potential of the component becoming
I unavailable with time, other changing conditions. or
i ecre deranding operational ecdes. Events involving

these potentially unavailable states provide valuable
information about causes and mechanisms of propagation

,

of failures and thus should not be ignored. The cor,eept j

j of potentially unavailable states also serves a -

i practical need to enabic the consistent classification -

1 of "grey area" cases and dif ficult-to-classify
'

i

I situations. The following cceronent state category is
I defined for this situation.

i
; c. Potentially Unavailable. The component is capable or

perterning its function according to a success j
criterion, but an incipient or degraded condition, as
defined below, exists.

(1) Decraced. The cocponent is in such a state that it
j; eznioits reduced perforrance but insuf ficient i

j degradation to declare tte coeponent unavailable |
g according to the specified success criterion. |
i Examples of degraded states are relief valves 1

) openin prematurely outside the technical j
! specif cation limits but within a safety targin and '

j pu ps producing less than 1005 flow but within a |
stated perforeance rargin. '

: :

| xvt |
i i
! l
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(2) Incipient. The component is in a ccndition that. if
lef t unremedied, could ultimately lead to a degraded
or unavailable state. An example is the case of an
operating charging pump that is observed to have
excessive lube oil leakage. If lef t uncorrected,
the lube oil could reach a critical level and result
in severe damage to the pump.

A key to distinguishing between degraded and incipient
conditions is the knowledge that an incipient condition
has not progressed to the point of a noticeable
reductier, in actual performance, as is the case with a
degraded condition.

It is important to recognize that potentially
unavailable is not synonymous with hypothetical. Both
incipient and degraded conditions are indicative of
observed. real component states that, without correcthe
action, would likely lead to unavailable cerponent
states.

Although the above potentially unavailable states are
of ten used in event report classification in support of
parameter estimation. system models (e.g.. fault trees)
generally do not model states other than success or
unavailable. Therefore. how potential states are
"rupped" into two state codels is an important subject
of this procedures guide.

3. Cause. A cause is sir)1y an expirnation for why a co ponent
became unavailable or potentially unavailable. In co plete.
traditional systen logic codels, the cause level is the rost
detailed level of analysis and is almost al ays leplicit in
the quantification model, being located below the cocponent
level. With every cause, there exists a mechanism fully or
partially responsible for the state of a co penent when an
event includes a single coeponent state; tha cause of the
coeponent state 1:. referred to (loosely) as a root cause.
In nore cceplex events involving two or core cceponent
states, a particular corponent state or set of cocponent
states can rasult frca ettbar a rcot cause or can be caused
by the state of another corponenti 1.e.. component cause.

4 Event. An event is the occurrence of a component state or a
group of component states.

3. Incerendent Event. An independent event is an event in
whicn a cor:ponent state occurs, causally unrelated to any
other corronent stata. Two events. A and 8. are independent
i f and only if P( A and B) = P( A) * P(B).

xvii
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6. Dependent Event. If an event is not independent, it 13 |
definec as a cependent event. Two events. A and B, are |
dependent only if ;

P(AandB)=P(A)*P(B|A)=P(B)P(A|B)/P(A)*P(B) [
i

7. Corron cause Event. It is not the purpose of this report to :
I

| resolve, once and for all, the issues associated with
|

atterpts to provide a clear and unambiguous definition of
i the terrn comon cause event. The only way to treat these ,

issues is to adopt a cause-effect event classification !
i

l syster, such as that described in detail in Reference 2-4 |

and sumarized in Appendix A. Here, we define what corron i

cause events rean to the systers analyst. In the context of {
system redeling, co mon cause events are a subset of !
dependent events in which two or more corponent fault states !
exist at the same tire, or in a short time interval, and are
a direct result of a shared cause. It is also implied that
the shared cause is not another corponent state because such j
cascading of component states is normally due to a ;

functional coupling rechanism. Such functional dependencies ;

are norra11y modeled explicitly in systers rodels without |
the need for special cor-on cause event redels. The special t

rodels that have been develcped to rodel comon cause |
events, such as the beta factor, binomial failure rate, ;

ru1tiple Greek letter, basic parareter, cercon load, and i

other redels, all apply to root-caused events branching to I

trpact ru1tiple corponents, but are generally not applied to |
corporent-caused events. A rore focused definition of ;

cerron cause events is presented in Section 2. i
!

B. Reot Cause. Ideally, the cause of an event can be traced to i

an event that occurred at sore distinct but possibly unknown |
point in tire. These causal events are known aa "rcot {
cause." There are four general types of root causes. |

v

a. Hardware. Isolated randon equipment f ailures due to [
causes inherent in the affected cceponent.

b. H ura n. Errors during plant eperations (dynamic [
Interaction with the plant), errors during ecuiprent
testing or N intenance, and errors during design,
rarufacturing, and construction.

9

'
c. Envirencertal. Events that are external to the

equig ent t;ut internal to the plant that result in !
environrental stresses teing applied to the ecuf prent. {

t

d. Exterril. Everts that initiate enterral to the plant l

that result in abrorra) ensirenrental stresses being [
applied to the equip ent, j

l
(
!
t
1

xvitt i

i
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9. Coupling Mechanism. A coupling mechanism is a way to
explain how n root cause propagates to involve multiple
equipment items; e.g.. components. The three broad
categories of coupling mechanisms are functional, spatial,
and human.

4. Functional Couplings

(1) Cennected cautpment. Encompasses plant design
involving snarec equiprent, cercon input, and loop
dependencies plus situations in which the same
equipment provides r.ultiple functicns.

(2) Noncennected equiprent. Encorpasses interrelated
success criterta, sucn as the relationship between a
stancDy system and the system it is supporting.
More subtle forms of nonconnected equirrent
couplings are environecntal conductors. such as
heating, ventilation, and air cenditioning systems,

b. Spatial Ceuplings

(1) Spatial proximity. Refers to equipment found within
a cerron rocm tire barriers, ficed barriers, er
missile barriers.

(2) Linked equipment. Equittent in different locations
that, altnougn not functionally related is
similarly af fected by an extrere environrental
condition possibly du to the breach of a barrier.

c. yuran Ceuclings. Refers to activities, such as design,
canuf acturing, construction. Installation, quality
control, plant management, station operating procedures.
crergency procedures, e.aintenance, testing and
inspecticn procecures, and irpleeentation, etc.

10. Ornailability. The probability (relative frequency) that a
system or ccrpenent occupies the unavailable state at a
point in tire. In applied risk and reliability evaluations,
this point in time is when a randenly occurring initiating
event or systen or cecpenent challenge occurs. Availablitty
is the cceplerent of unagallability.

11. Unreliabflity. The probablitty (relatise frequency) that a
systen er cc penent fatis (in regard to specified success
criteria) during a specified tiee interval. This tire
interval is otten referred to as the "mission tire."

12. Steck. A ccncept used to explain how coeponent states other
tran intrinsic rancem, trcepencent failures occur that is
usec in scre ccmon cause recels, such as the EFR roce). A
secek is an event that occurs at a randen point in tire and
acts on the syster; 1.e.. all the ccepenents in the systen
si uitanecusly. Trere are two Lines of snoccs distinguished
by the pctential irpact of the sheck event. 45 defineo celow.

xix
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1
i

a. t. ethal Shock. A lethal shock is a shock in which all i

j the coeponents in a system are failed, with certainty.
|any tire the shock occurs.;

A
b. Nonlethal Shock. A nonlethal shock is a shock that has f

; soee indepencent chance that each corponent in the
i system fails as a result of the shock. The range of i

possible outcoces (each having a dif ferent probability I

of occurrence) of a nonlethal shock range from no i
corponent failures to all the components failed.i

13. Cemen Caute Component Creup. A groap of (usually similar) |,

corponents that are considered to have a high potential of |
failing due to the same cause.

,

14. Cemon Cause Basic Event. An event involving comon cause
i Tiilure of a specific subset of cceponents within a ccernon

cause corpenent group.
|

15. Irract vecter. An assessnent of the irpact an event would |
have on a core,on cause corponent group. The lepact is -

usually ceasured as the nueber of failed cceponents out of a i

set of similar coeponents in the cer. mon cause ceeponent |4

group. '

k
16. Defensive Strateey. A set of operational, caintenance, and i<

j cesign reasures taken to diminish the frequency and/or the
consequences of comon cause failures. Comon cause design
review, surveillance testirig, and redundancy are thJrefere

j exacples of tactics centributing to a defensise strategy.

)
i
i
!

I i
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Section 1 |

INTRODUCTION AND SUMMARY
'

|

1.1 GENERAL PURPOSE

The purpose of this report is to provide a framework for common cause !

event analysis in applied risk and reliability evaluations. The term
common cause events refers to a specific class of dependent events

t' encountered by the system analyst in the performance of a plant-level PRA
or a system-level reliability analysis. The methods for analyzing these

i events have historically been applied unsystematically a'1d usually with
j little justification by individual analysts. Furthercore, the methods
: have recently undergone much development. These characteristics, in a !
; field that can severely limit the reliability performance of redundant t

a systems and contricute significantly to the risk of nuclear plant
'

accidents, have resulted in the need for this report. Although much work ,

;

has been published in this field, it is widely recognized that the |
available literature is lacking with respect to procedures and guidance i

j for the current and prospective system analyst. Hence, it is a |
particularly appropriate time to take a "snapshot" of the current state iof the art and to integrate the available tried and tested methods into a

|; systematic framework for performing a system-level cormon cause analysis. :
! t

| This report is the culmination of many years of research by the authors
] and others in the treatment of dependent failures in reliability and risk

.

studies. The work reported here organizes the products of this research j
,'

into a unified framework. This framework integrates qualitative and ;

quantitative aspects of operating experience and design characteristics t

. into a nulti-step procedure that can be followed by systems analysts with -

! a moderate level of experience. It is not the purpose of this report to iadvance or promote a particular method or technique. Nor is the l,

intention to rigidly constrain the analyst to a prescribed recipe for i,

common cause analysis, t
!

The purpose of the procedural framework advanced here is to allow the '
,

i analyst to make intelligent choices along the way, while obliging Dim to t

I consider the issues involved, the consequences of his decisions, and the !

| need to document the process very carefully. Although the choice of (particular techniques and models is left to the discretion of the t,

: analyst, the framework will provide the structured approach needed to !
! make future corrnon cause analysis contributions to risk or reliability i
' studies (1) more tractable from the point of view of the analyst, i

(2) more consistent and scrutable to peer and regulatory reviewers,,

j (3) more realistic from the point of view of plant operators, and '

,

] (d) more defensible by study sponsors. The framework proposed goes
] further than providing procedural guidance; together with the technical

,

' appendices that explain the relationship between the various models and !
the demands made by them on the data analysis, the procedure presents a i

j fairly complete conceptual, as well as practical, fracework for dealing ;

| with common cause failures.
I |
|

| 1-1 I
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i

12 BACKGROUND

The major vehicle for the production of the procedural framework was the
! invitation extended by the Electric Power Research Institute to the U.S.

Nuclear Regulatory Commission Office of Research, to jointly collaborate
on integrating the results of EPRI and USNRC research during the closing |
phase of EPRI Research Project RP2169, "A Study of Comen Cause

',

i Failure." This collaboration was considered essential to make the most
informed use of the available research products and to create a powerful *

,-
!

.

industry consensus on the most reasonable treatment for a significant
! contributor to the probability of nuclear plant accidents. !

' The USNRC had sponsored research in the area of common cause failures for !
inany years. Quantitative methods for treating common cause events were
first investigated, followed by work on data analysis. More recently,

i the rGearch has focused on qualitative screening methods. !

EPRI, through RP2169, had sponsored such research since 1981. Initially

the project addressed the definition of common cauce events and developed"

a classification system to aid the interpretation and use of plant data; !

i.e., historical common cause events. The method proposed for using the !
data developed into a preliminary version of the procedural framework. !

Subsequent work, again emphasizing data analysis, focused on the ,

'effectiveness of various defensive tactics that could be employed in
plant design and operation to lessen the susceptibility to common cause |

i failures.
,

Others have also done relevant research, especially in Europe. From the
beginning, the EPRI project liaised closely with this work. The final'

,

product, described in this report, has benefited greatly from the '

recently completed "Reliability Benchmark Exercise in Common Cause |

i Failures," sponsored by the Euratom Joint Research Centre in Ispra, '

rtaly. The U.S. participation was jointly sponsored by EPRI and USNRC. ;

Insignts gained from the RBE-CCF have influenced the preparation of this
report. These insights and the collaboration that led to them are '

reported in Section 1.3.
.

A concerted effort was then required to pu?1 together what had been !.

j developed internationally and within the United States into a cohesive
,

and useful framework to aid the analyst. To obtain a wide degree of' i

i consensus on the principles to be incorporated into this guide, the
contributions of many experts and organizations in the United States andJ

; Europe were solicited and received.
|

Most topics presented in this report have received wide peer review. |
'

] llowever, some topics have not, such as the mapping of failure events, but
'

! are presented here because of their importance. ,

,

i 1.3 RELIABILITY BENCllMARK EXERCISE ON COMMON CAUSE FAILURES !
I '

| The internotional benchmark exarcise, organized by the Joint Research I
,

Centre of 1he European Economic Community at Ispra, Italy, had, as a s

] principal cbjective, the testing of methods for systerrievel common cause t

analysis,'

i

i l

! l

1-2
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The Ccemon Cause Failure Reliability Benchmark Exercise (Reference 1-1)
was carried out over a 2 year period,1984 to 19PS, and comprised
10 teams representing 8 countries, including Belgium, Denmark, France,
Federal Republic of Germany, Italy, Sweden, United Kingdom, and the
United States.

In this benchmark exercise, each team performed a PRA-type systems
analysis of the same system, an emergency feedwater system at the Grohnde
PWR plant in the Federal Republic of Germany built by KWU. The
independent events analysis, data base, systems boundaries, and success
criteria were fixed, and each team was asked to perform a systems
analysis that included common cause events using whatever nethods and
data bases deered appropriate by each team.

The benchmark exercise was structured into phases and tasks that focused
on particular issues, such as the definition of boundary conditions and
success criteria, the roles of explicit and parametric models, the
selection of a parametric model, the analysis of event data in support of
param?ter estimation, the use of computer programs, and the
identification of principal contributors to the results. As one part of
the exercise, each team provided its own independent assessment of the
same set of classified event reports from U.S. operating experience
(Reference 1-2) to support the quantification of corron cause parameters.

The CCF-RBE had a rajor impact on this report. In providing its
contribution (Reference 1-3) to the benchmark exercise, the U.S. team
used a set of procedures and analytical framework that conforced to an
earlier draft of this report. This provided an opportunity to test the
basic steps of the procedural framework and to identify aspects of the
draft procedures that needed irproverent. Arong the lessons learned from
the CCF-RBE that the authors found to be particularly useful in the
development of this procedures guide are the following,

e There are important roles for both explicit and parametric
modeling of corron cause events, and care rust be taken not
to double count the same events with both approaches,

o The irportance of a thorough, systematic cualitative
analysis as a prerequisite to a meaningful quantitative
analysis cannot be overstated, fiost of the variations in
the results that are introduced by the analyst are so
introduced in the qualitative phase of the analysis,

e Because of the practical limitations associated with efforts '

to ensure adequate corpleteness, procedures for both !
'

qualitative and quantitative screening of potential
dependent events are necessary, important, and rost be
carefully docurented.

!

e Once the qualitative analysis and systen logic redel are I

fixed and the available data are interpreted consistently,
the selection of a pararetric redel among a relatively large
set of tried and tested models is not particularly irportant
and does not introduce an appreciable level of uncertainty.

l

1-3 !
1
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e The greatest sources of uncertainty in common cause analysis !
lie in the areas of data collection and interpretation. !

'There should be structured procedures for reducing these
uncertainties. Every effort should be made to quantify the
impact of these uncertainties i.: the estimation of common-
cause event frequency parameters.

e Care must be taken to account for the impact common cause4

events have on the Boolean reduction of a system fault tree. |,

1.4 PERSPECTIVE ON DEPENDEtli EVEtlTS

Dependent events have long been recognized as a source of difficulty
facing iSose responsible for the safe design and operation of nuclear
energy systems. Dependent failures are those failures that defeat the

i redundancy or diversity that is employed to improve the availability of-
'

some plant function such as coolant injection. In the absence of
dependent failures, separate trains of a redundan'; system, or diverse<

methods of providing the same function, are regarded as independent so
that the unavailability of the function is essentially the product of the |

; unavailabilities of the separate trains or diverse systems. However, a ;

dependent failure arises from some cause that fails more than one system, |

| or more than one train of a system, simultaneously. Thus, the effect of
'

{ dependent failures is to increase the unavailability of the function with
1 respect to the situation of true independence,
i

j Reactor operating experience has shown that' dependent events are major
4 contributors to reactor incidents and accidents (References 1-2

and 1-4). This result, in one respect, is due to the success achieved in4

" minimizing the frequency of potential accidents caused by the
unfortuitous coincidence of independent events. It is also indicative of ,

the high degree of reliability that has been achieved through the use of
the design principle of redundancy, which has been particularly effective r

; in reducing the impact of single independent equipment failures. On the
1 other hand, the operating experience indicates that enhanced defenses i

i against dependent events may sometimes be needed. Hence it is
appropriate that current priorities in ris? management be aimed toward t;

j controlling the risk contribution of dependent events.
! I

i Over the past decado since the Reactor Safety Study (Reference 1-5), we |
I have seen the completion of a couple of dozen probabilistic risk |
j assessments and a rapid increase in the application of risk and ;

i reliability methods. We have also seen a consistent pattern emerging in :

t the results of these applications that reinforces the importance of !
i dependent events that is apparent in accounts of reactor operating |

| experiences. These results consistently include a finding that various
,

i types of dependent events dominate plant risk and system unavailability. '

! System analysts generally try to include most explicit dependencies in
! the basic system or plant logic model. So, for example, functional -

| dependencies arising from the dependence of frontline systems on support
; systems, such as power or service water, are included in the logic model

3

| by including basic events, which represent component failure modes '

| associated with failures of these support systems. Failures resulting
1 ,

f
1-4 !
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i from the failure of another component (cascading or propagating failures)
are also modeled explicitly. Operator failures to respond in the manner
called for by the operating procedures are included as branches on the |

event trees or as basic events on fault trees. Some errors made during |
1 maintenance are usually modeled explicitly on fault trees, or they may be

included as contributors to overall component failure probabilities or'
,

rates. :

iThe logic model constructed initially has basic events that to a first i

; approximation are considered independent. This is a stop that is !
necessary to enable the analyst to construct manageable models. lioweve r, |
many dependencies among component failures are not accounted for ;

f explicitly in the logic model, and this means that the basic events are !

! not, in fact, independent. This is accounted for by introducing the |
concept of common cause basic events, which represent the class of ;

residJal dependent failures Whose root causes are not explicitly |
modeled. In a PRA model, a common cause event is defined as the failure |
or unavailable state of more than one component at the same time and due ;

1

to the same shared cause. Common cause events require the existence of*

some cause-effect relationship that links the failures of a set of
,

'

components to a single shared root cause.

As the examples in Table 1-1 show, there has been a lack of consistency';

in the treatment of common cause failures in PRAs. The inconsistency
appears in a variety of ways. For example, some studies have not modeled i
common cause failures, and where they have been modeled, the degree of |

) modeling and the methods used for quantification have differed. One of I

! the most significant differences has been in the collection, ;

I interpretation, and use of data, j
i

Several independent data analysis projects have compiled dependent i
failure events. One of these, sponsored by the US'IRC, has identified i

j common cause events in the course of quantifying CCF parameters for !
various components (References 1-13 to 1-17). Another, sponsored by the !

'

Electric Power Research Institute, produced a dependent events data base !1

i in Reference 1-2 with the use of a classification system that was a !

] product of the same research project (References 1-18 and 1-19). Some !

! gross statistics of this EPRI-sponsored data base are provided in |

Table 1-2. Included in this table are 113 common cause events out of a I

| total of 2,654 events that were analyzed from a 10 year period (1972 (
,

| through 1981). A key point emphasized in this report is that there is 1

J not enough plant-specific common cause data to provide reliable estimates !

{
of common cause failure probabilities, and the total industry data base !

I must be used. liowever, statistical data like those in Table 1-2 cannot
be incorporated into a plant-specific systems analysis without a carefuli

! event-by-event evaluation to determine the applicability and impact of
; each event on the system being analyzed and without taking into account
i the various sources of uncertainty, such as modeling assurmtions and

analyst's judgment in interpretation and use of the available evidence.

3 Many of the dependent failure events identified thus far do not fit in
j the plant and system logic models that rely on explicit modeling. The j
j reason is that explicit models generally do not model failures at the ,

subcomponent-level or at the level of "root" causes that irpact two or i
i l

I
1-5 :
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Table 1-1

TREATMENT OF COMMON CAUSE EVENTS IN SELECTED PRAs

Year Method lised for Subcorponent Level
PRA eferenceCompleted Corton Cause Failure Analysis

Reactor Safety Study 1975 "Square root method" used in selected cases. (1-5)

. HTGR AIPA Study 1976 Beta factor method used for all redundant active (1-6)
components; parameters quantified from LWR and
GCR operating experience.

Zion PSA 1978 Beta factor rethod used for selected components; (1-7)
parameters quantified judgmentally.

RINGHALS 2 1981 0-factor method used for most redundant active (1-8)
;- components; parameters quantified from plant-

specific and generic data.os

IREP PRAs 1983 Selected CCF events were modeled explicitly in (1-9)
the fault trees, and their frequencies were

estimated directly from operaticnal data or using
human reliability analysis.

Seabrook PSA 1983 Multiple Greek letter, beta factor, and their (1-10)
variations used for all redundant active and
some diverse components. Parameters estimated
from 500 reacto" years of U.S. operating

j experience data.

Sizewell PRA 1984 CCF not modeled; cutoff probabilities used and (1-11)
sensitivities to arbitrary changes calculated.

Oconee PRA 1984 CCF not modeled and not reflected in (1-12)
'

quantification.
.
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Table 1-2

SUMMARY OF EVENTS CLASSIFIED IN REFERENCE 1-2

i

Event DistributionNumberReactorCorponent of EventsYears ""U
.

Classified * Independent Dependent
u Eve s

Reactor Trip Breakers 563 72 56 16 11

| Diesel Generators 394 674 639 35 22
!

! Motor-Operated 394 947 842 105 42
Valves

,,
a

'# Safety / Relief Yalves
PHR 318 54 30 24 0
BWR 245 172 136 36 14

! Pumps
Safety Injection 394 112 77 35 8

; RHR 394 117 67 50 5

| Containment Spray 394 48 32 16 2
| Auxiliary Feedwater 394 255 194 61 5

Service Hater 394 203 159 44 4

Total - 2,654 2,232 422 113
|

Events classified include those having one or more actual or potential component failures or*

functionally unavailable states.

|
|

,
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more components because they cannot conveniently be made to do so. The ,

analysis framework of this report does represent the specific |
combinations of groups of components that can fail due to shared causes.
Root causes are considered in deciding which historical events apply to
the case in question. The way these shared causes affect the component
groups is treated by using implicit modeling. This is the main ]justification for includir,g common cause basic events explicitly in the .

model.

1.5 OVERALL OBJECTIVES

The overall objectives of this guidebook are to:

1. Provide a procedural framework for common cause analysis for
use in applied risk and reliability evaluations by and for
the nuclear industry.

2. Provide a comprehensive and integrated systems analysis
framework for common cause analysis that includes a proper
balance between qualitative and qt.antitative aspects.

3. Provide guidance and analysis techniques to circumvent sene
of the practical problems facing the common cause analyst.

4 Account for advances that have been made in the state of tne
art in cormion causes and thereby serve to update previously4

published PRA proceduret gad das .

5. Identify important interfaces between the various tasks,
inc'"ding Qualitative analysis, systems modeling, event
cla' .ification, parameter estimation, and quantitative
analysis tasks.

6. Provide the flexibility of choice among alternative systems |
modeling approaches and techniques for parameter estimation |

and data handling when alternatives exist and when the
superior choice cannot be easily determined.

7. Solicit a sufficiently broad base of input to achieve a |,

; consensus on the principles of common cause failure analysis
to the extent possible within the constraints of schedule<

and budget,
i

lIn addressing objective 6, it was not felt necessary to include all the ;

various models that have been proposed for common cause event I

quantification. A specific set of parametric modeling techniques was |
selected to provide adequate representation of the variety of methods '

that have been proposed, with an emphasis on those that have been
actually used to a significant extent on published risk or reliability

1 evaluations.
1While the selection and incorporation of the appropriate parametric model
,

is an important objective of this report, a more important one is to
address important interfaces among the tasks of a systems analysis that

j are necessary to fully address the effects of common cause events on
i

1-8
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|

|

plant and system performance. The full implications of common cause
events in tasks such as fault tree construction, minimal cutset
determination, and data analysis have generally not been recognized in

( previous procedure guides as deserving special attention in the case of'

ccmmon cause events, but these tasks are emphasized in the present
procedure.

A key requirement was to present the procedure in a manner that
facilitated its practical application, while providing in the appendices
the depth and details required for understanding special technical topics
related to modeling details, assumptions, and theoretical backgrounds.

The objective of the main body of the report is to present the procedural
framework, analysis steps, and practical guidelines to enable an
experienced PRA/ reliability analysis practitioner to perform a defensible
common cause failure analysis that considers all of the elements of the
analysis that have a significant impact on the results. The presentation
is supported by a series of appendices that provide more precise
understanding of the analytical techniques, their conceptual origin,
assumptions, and their interrelationships. The appendices enable the
analyst to have a better appreciation of the reasons for the various
steps of the analysis and the implications of the assumptions made in
each step. It also provides additional practical guidelines for a more
detailed analysis and for the cases where certain variatiens of the main
techniques might be needed.

1.6 REPORT GUIDE

The procedures and guidance presented in this report are based on
experience and selected case studies in dependent events analysis, as
well as detailed probabilistic methodology. Some fundamental concepts
and an overview of the pro:edural framework are presented in Section 2.
Section 3 provides a discussion of the basic elements of the systematic
approach supported by a series of appendices in Volure II for
methodological details.

The major presentation of guidance on how to apply the methodology is
made in terms of application to two example systems in Section 4

Finally, Section 5 discusses areas in which enhancements can be made in
the analysis of common cause failures through further refinement in
models and data bases.
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Section 2

l FUNDNiENTAL CONCEPTS AND OVERVIEW 0F A
PROCEDURAL FRAMEWORK FOR THE A'lALYSIS OF COMMON CAUSE EVENTS

The purpose of this guide is to provice a framework to guide experienced
analysts in the performance of systems analyses that adequately account
for common cause events. Corron cause events are a subset of the more

; general class of dependent events whose causes are not normally
explicitly modeled as basic events in the system logic models, especially
when these models are developed only to the level of detail that defines
corponent failure modes. In principic, the system logic models can be
developed further to include a larger number of basic events that
correspond with common cause events. Each common cause basic event in
such a logic redel would be indicated as resulting in failure of two or
more specific corponents in the system. One of the important tasks in a
common cause analysis is to define, unarbiguously, the appropriate
combination of explicit and implicit or parametric modeling technicues
and the appropriate analysis of the data in support of those techniques
to ensure adequate completeness, while avoiding the double counting of
any basic event. A clear understanding of the mechanisms by which
dependent events occur is essential to performing this task.

Given the definition of the events, it is necessary to categorize and
interpret experience data to identify occurrences of the defined set of
common cause events and use the data to estimate the probability of
common cause events for use in reliability evaluations. Section 2.1
discusses in general terms the rechanisms of dependent events and how an
understanding of the mechanisms can be used to define common cause
failure events. Section 2.2 is a brief description of event
classification schemes that have been developed to provide a frarework to
help provide a systematic interpretation of the data. These
classification scheres help to distinguish between such corponent states
as failure, functional unavailability, and various degraded states. They
also help to distinguish between independent and dependent failures, of
which common cause failures are identified as a subset. Section 2.3 is a
brief review of the procedural frarework, discussed in detail in
Section 3, that has been developed to incorporate common cause failures
into systems analysis and that is the subject of this guide.

2.1 DEPENDENT EVENTS AND THEIR MECHNilSMS

To understand dependent events and to model them, it is necessary to
answer such questions as: Why do corponents fail or why are they'

j unavailable? What is it that can lead to multiple failures? Is there
anything at a particular facility that could prevent such multiple,

failures occurring?

These questions lead to the consideration of three concepts. The first
is the root cause of failure or unavailability. A rnot cause is a
rechanism of a transition of state from available to that of failed or
functionally unavailable. Several different classification scheres for
root causes have been developed; sore are hierarchical (see for exarple

i
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Reference 2-1), others are not (Reference 2-2), and sore root cause
classification scheres (References 2-3 and 2-4) were developed
particularly for dependent failure and common cause analysis. These
classification scheres will be discussed in Section 2.2 One thing is
clear, however, a dependent event root cause classification schere is
simply a special case of the more general root cause classification
scheme that covers all events; i.e , both dependent and independent

'

events. Although each of the available classification scheres has its
own advantages and disadt antages, a meaningful common cause analysis
requires proper identification of the root cause. The degree of detail
in specifying the root cause is dictated by how specific an analysis |
needs to be, but it is clear that a thorough understanding of dependent ;

events and how they can be prevented can only core from a very detailed -

specification of the types of root causes. Ideally, the root cause l'
categories should be exhaustive and mutually exclusive to avoid ambiguity
in classification.

Given the existence of the root cause, the second concept of importance
is that of a linking or coupling techanism, which is what leads to
cultiple equipment failure. The coupling rechanism explains why a
particular cause irpacts several components. Obviously, each corponent
fails because of its susceptibility to the conditions created by the root
cause, and the role of the coupling rechanism or link is in making those
conditions common to several components.

For exarple, suppose that two components are susceptible to high hunidity
and that they are located in the sare room. A common cause failure could
occur a: a result of an event at the plant, which results in high
humidity in this room. High humidity is the root * cause of t'ailure of
each of the two components. One irrediately recognizable coupling
rechanism is the fact that both components are located in the same room.

Another example of a dependent event that occurred at a U.S. nuclear j
power plant is the case of a redundant safety injection system that
failed to actuate because of a design error in which the rotor-operated
valves in the redundant purp trains were undersized and unable to open
against the differential pressure created by the operation of the purps.
In this example, the root cause of failure of each valve is an undersized !

motor due to error in the design process. The use of identical valves
and common derand conditions form the coupling techanism, together with
the inability of the surveillance tests to reveal this condition prior to
the actual demand.

Ocpondent failures therefore can be thought of as resulting from the |,

!coexistence of two factors, one that provides a susceptibility for
components to fail or to be unavailable from a particular root cause of i

|

|
* Depending on hos far back the identification of failure causes goes. |high huridity could be considered as the inrediate cause, being caused ;2

j f tself by sore other cause or causes; e.g., purp leakage. Hence, the '

term "root cause" can imply different levels of deductive reasoning in 1
'

establishing the cause. in one of the classification scheres discussed Ii

below, root cause is defined as that entire set of sequential steps that
precedes the occurrence of a component state.

2-2
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failure and a coupling mechanism that creates the conditions for nultiple
components to be affected by the same cause. This is illustrated by the
following figure.

There is a third factor that enters into determining the potential for,

dependent failures, including common cause failures, and it is arguably'

the key determinant. This factor is the existence or lack thereof of
engineered or operational defenses against unanticipated equipment
failures. Typical tactics adopted in a defensive schere include design

i control, segregation of equipment, well-designed test and inspection
A k

COMPONENT
A

ROOT COUPUNG - COMPONENTm

! CAUSE
'

MECHANISM B ;
'

I f
COMPONENT fN

i

Physical Elements of a Oependent Event
i

procedures, rairtenance procedures, review of procedures, training of
personnel, ranufacturing and construction quality control, and
insta11at'sn and commissioning quality control. The different tactics
ray bi particularly effective for nitigating specific types of dependent i

c. Sorron cause failures.

As an example of a defensive strategy, physical separation of redundant;

equipment reduces the chance of sfrultaneous failure of the equipront due
to certain environmental ef fects. In this case, the defense acts to !remove the coupling rechanism. Other tactics may be effective at

ireducing the likelihood of independent failures as well as dependent
!

;

; failures by reducing the susceptibility of components to certain types of !

root causes. Thus, it can be argued that a complete treatrent of
,

dependent failures should not be perforced independently of an analysis
~

'

! of the independent failures; rather, the treatment of all failures should .

j De integrated. Indeed, the procedural framework advocated in this report !
: places emphasis on the proper integration of the treatrent of dependent

.

) and independent events. :

!,,

j Althcugh the preceding discussion applies to all types of dependent {j failures, tile thrust of this docurent is the treatment of common cause
J

; failures. Many types of dependent failures, failures of corponents !j resulting from f ailures of support systems or cascade type failures, for t

i example, in which failure of eno corponent irplies unavailability of e
j another because of soro functional dependency, can be and usually are fj rodeled explicitly. Thus, in logic codels, one of the contributors to i

} the event, "unavailability of component A," can be the unavailability of |
the support systers on which operation of corponent A depends. However, !

. it is not, in general, practical to attempt to model all dependent
| failures explicitly, especially when the cause is not the failure of [
i another corponent.

!
l

i

'a i

; !
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That group of dependent events whose failure rechanisms are not normally
modeled explicitly in the system logic model and whose cause does not
involve failure or unavailability of another component are known as
common cause events. Having excluded the occurrence of multiple

ifunctional unavailabilities of components resulting from failure of I

another component from this definition, all common cause events of
practical interest are also common cause failures. The concepts of root
cause and coupling rechanism are used below to identify types of
dependent failures that can be modeled explicitly and that are not to be

included in the common cause events. As discussed later, these concepts,
and those of defenses, are crucial to the systeratic interpretation of
historical data to identify and quantify the potential for common cause
failure.

From a probabilistic point of view, the importance of common cause
failures is that their existence implies that failures of two or more
components, sytbolically represented by A and B, are not
probabilistically independent;

and, indeed,

P(A and B) > P(A) P(B)

It is the purpose of this docurent to provide an analyst with a
procedural framework and sore guidance on how to use this framework to
estimate the significance of this depend (ence in applied risk and
reliability evaluations.

2.2 CLASSIFICATION OF DEPENDENT EVENTS

The categorization schere of the PRA Procedures Guide surrarized in
Table 2-1 provides a convenient way to identify the nature and scope of
dependent events analysis in a PRA. The logic of this categorization
schere is based on the observation that dependent events rust be
considered not only in the quantification, but also in the definition of
accident sequences in a PRA. Accident sequences are defined by
initiating events and event trees. Hence, dependent events can:
(1) cause initiating events and interact with one or rore event tree top
events, (2) interact with two nr more top events in the event tree, or
(3) interact with corponents within a given event in the event tree.
Based on this observation, the PRA Procedures Guide defined a
corresponding set of categories: (1) common cause initiating events,
(2) intersystem dependencies, and (3) intrasysten dependencies. The
dependent events categories determined by these three possibilities were
further subdivided, as described in Table 2-1.

To rake effective use of the historical data in support of corron cause
analysis, it is important to clearly distinguish between dependent events'

that are to be rodeled explicitly and those that are contributors to the

class of corron cause events. A great degree of success in a systeratic
approach to this screening of data has resulted from atterpts to develop
a taxonomy (i.e., a systematic, "top-down" categorization scheme for
these events) for the broad and all-encorpassing notion of a dependent
event. The PRA Procedures Guido schere described above provided one such i

taxonomy. ,

!
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| Table 2-1

! TYPES OF DEPENDENT EVENTS BASED ON Ti!EIR IMPACT ON A PRA MODEL

SubtypesDependent ExarplesCharacteristics (couplingEvent Type
mechanisms) (trigger events)

1. Common Cause Causes a plant transient e Functional c Loss cf offsite power.
Initiating Event and increases unavaila- e Spatial e Earthoua ke.

i bility of one or more e liunan e Maintenance error
! mitigating systems. shorting out i.7strument
, bus.
| qs

'a 2. Intersystem Causes a dependency in e Functional e Coolant charging fails
Dependency a joint event proba- because corponent

bility involving two cooling fails.
or more systems. e Spatial e Fire causes loss of

equipment of two systems,
e ilum.a n e Operator error causes

i loss of two systems.
|

| 3. Intercorponent Causes a dependency in e Functional e Battery loses charge
(intrasystems) a joint event proba- after it is run beyond
Dependency bility involving two capacity.

or more components. e Spatial e Fire causes loss of
redundant pumps.

i e iluman e Design error present in'

redundant pump controls.
I

|

|

|

|

|

1
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Some of the better known attempts to develop a taxonary for dependent
events are sur.marized in Table 2-2. Although there is much in corron
with the different approaches listed, each provides a unique perspective 1

of the various attributes of dependent events, and, taken as a whole, all |

contribute to a better understanding of their nature, causes, and
,

possible defenses. Each of these schemes incorporates to sore degree the
concepts of root causes and coupling mechanisms either irplicitly or
explicitly.

The EPRI event classification sche e was developed as an alternative to
the anachievable task of developing a coherent and unambiguous definition
of a cormon cause failure. It has proved useful in the classification of
event reports for the purpose of delineating the logical
interrelationships among the cause or causes of an event and the event

'

irpacts, as determined by the failure or functional unavailability of
specific coeponents. A key feature of this system is a cause-effect
logic diagram.

A typical cause-effect diagram is shown in the following:

M - -

cui '\ - \
2 % 22 : ==n%E"2/2

Nd-

A64 DG4

Example Cause-Effect Logic Diagram

The diagram represents an event that happened at the Peach Bottom plant
in June 1977 when three out of four diesel generators becare inoperable.
Air start systems of diesel generators 3 and 4 were crosstied with the
air start of diesel generator 1 to "correct" a previous failure. Later,

when diesel generator 1 was taken out of service for raintenance, air
',

supply to diesel generators 3 and 4 was lost, making both diesels ,

inoperable. In the above figure, circles with letters represent causes ;

encoded with the letters "H" for human and "it" for raintenance.
Corponent states are represented by squares. In general, all corpnnents
are classified as either available or unavailable with respect to a i

paf t(cular success criterion. An unava able corponent is either failed !

( LXJ ) er functionally unavailabic ( \ ) to cover cases in which the
1 nontunctioning is due to the lack of r utred input. To cover degraded

perforrance short of violating the success critaria, incipient failures,'

j arbiguous event reports, and difficult-to-class;fy situations, each
corponent state can be classified as either actual or potential. This

i classification is extremely useful in screening events for use in a
] cercon cause analysis. A fuller description of the classificatien system ,

'

4 is found in Appendix A.

In the EPRI event classification system, events can be classified
according tn the structure of the cause-e, rect logic diagram. Of I

particular concern are the branched events, such as the event described
above in which there is a branching nr propagation betwoon a given node

i

2-6
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Table 2-2

DIFFERENT APPROACllES TO DEPENDENT EVENTS CATEGORIZATION

as s eg r ad n e crenceCa r atic eme

E6sards and 'datson flierarchy of engineering and operational (2-3)
activities to identify specific categories
of causes.

Generic Cause Comprehensive set of causes and conditions (2-5)
that lead to dependent events with emphasis
on spatial interactions.

PRA Procedures Guide Categories and subcategories defined by (2-6)
different ways dependent events icpact
a PRA rodel.

EPRI Systers Logical breakdown of different types of (2-7)
Interaction Procedure trigger events and coupling mechanisms
Guide that cause the events.

EPRI Event Categories based on different key structures (2-4), (2-8)
Classification Scheme of cause-effect logic diagrams developed for

experienced events.
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i and two or more component states. When the causes feeding into the ;

branching node are root causes (i.e., other than component states), the |
event is classified as a root-caused branched event.

,
,

.,

There is an obvious relationship between the EPRI event classification
scheme and the root cause coupling mechanism. The chief difference is
that the latter concept breaks down the cause in the EPRI scheme into two ;

components: the root causo and the coupling rechanism. Hence, in terms I

of the root cause coupling mechanism representation, a cornon cause event
is simply a dependent event in which the root cause and couplingi

techanism are other than failure or functional unavailability of another |

| component. In terrs of the PRA Procedures Guide schere, common cause
1 events can be defined in each of the three main categories although, in -

j most practical cases, they are limited to the intrasystem dependency ;

) category. The key characteristics of a comron cause event shared by all
; these classification scheres is that two or more components must be I

! affected by a single, shared cause and that this cause must not be i

|
failure or functional unavailability of another component.

2.3 OYERVIEWS OF THE PROCEDURAL FRAMEWORK FOR COMMON CAUSE FAILURES i

' ANALYSIS ;

'

The previous two sections have provided sore basic tools with which to
analize common cause failures. This section is a brief description of
the procedural frarework that has been developed to perform such an *

j analysis. There are four major stages each of which contains a number of (steps. They are summarized in Figure 2-1.

2.3.1 Stage 1: System Looie Model Develoorent
:

iThe objective of this stage is to construct a logic redel that identifies
;

the contributions of component states that lead to the undesired system ;

state.

2.3.1.1 Step 1.1 - System Familiarization. This is an essential eierent i

of any system analysis. To te able to rodel a system, the analyst rust ;

understand what the intended function of the system is, what components
it is corposed of, and what procedures govern its operation, testing, andi

| raintenance. In addition, the analyst needs to know the relation of the ,

| system being analyzed to other systems as well as to its physical
environrent in the broader picture of a plant model.i

4

From a common cause f ailure standpoint, particular attention needs to be
paid to identifying those elemnts of design, operation, and raintenance
and test procedures that could influence the chance of multiple coeponent
failures. The inferration collected in this step is essential in the
identification of potential sources of dependence and grouping of
corponents in the screening phases of the analysis (Steps 2.1 and 2.2).

) 2.3.1.2 Stop 1.2 - Problen Definition. In this step, the analysis
j boundary conditions, such as the physical and functional systers
i boundaries of the system, functional dependencies cn other systers
| (support systers), functional interfaces with other systems, and,

finally, system success criteria, need to be defined. This deternines
j what equipront should be modeled, how it should operate for the system to

j

| 28
1
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Stage 1 - System Logic Model Develooment
!
| Steos
i
'

1.1 System Familiarization
1.2 Problem Definition
1.3 Logic Model Developeont

Stage 2 - Identification of
Common cause Coroonent Groups

Steps

2.1 Qualitative Analysis
2.2 Quantitative Screening

,

Stage 3 - Corron Cause Modeling
and Data Analysis

Steos

3.1 Definition of Common Cause
Basic Events

3.2 Selection of Probability
Models for Common Cause
Basic Events

3.3 Data Classification and
Screening

3.4 Parareter Estimation

Stage 4 - System Quantification and
Interpretation of Results

Steos
1

4.1 Quantification ;

4.2 Results Evaluation and
Sensitivity Analysis :

4.3 Reporting

Figure 2-1. Procedural Frarework
for Corron Cause Analysis

i
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perform its intended function (which failure redes to consider), what are
the success criteria, and what are the applicable mission tire and
possible initial systen alignrents. In this process, potential operator
actions, the impact of test and maintenance requirements, and other
assumptions and ground rules imposed on the analysis in the context of
the everall plant model should be identified.

From the point of view of dependent failures, those root causes of
dependency that are to be explicitly modeled should be identified.
Examples of causes that are frequently modeled explicitly are fire,
flood, or earthquake. Similarly, certain categories of huran errors,
such as calibration errors and errors to return equiprent and system to
their original configuration after test and maintenance, are typically
modeled explicitly. This process then defines the scope of the residual
corron cause f ailure analysis. It cannot be overerphasized that extra

care is needed in the application of pararetric corron cause rodels in
order not to double count for causes explicitly rodeled.

2.3.1.3 Sten 1.3 - Logic Model Develoorent. The first step in any
system analysis is the coveloprent of a logic rodel that relates a system
state, such as system unavailable, to lower corponent-level states. By
convention, the lowest icvel of input to the logic model represents
single-corponent unavailable events. This will be called a
corponent-level logic model and can be used to generate miniral cutsets.
It is when this logic rodel is used to construct a probability redel that
the question of independence of events arises. The retaining stages are
concerned with the assessrent of the significance of this dependence on
the evaluation of probabilistic reasures of system perforrance, such as
reliability or unavailability.

2.3.2 Stage 2: Identification of Corron Cause Coroonent Grouos

The objectives of this screening stage include:

e Identifying the groups of system components to be included
in or eliminated from the CCF analysis,

o Prioritizing the groups of system corponents identified for
further analysis so that tire and resources can be best
allocated during the CCF analysis,

e Providing engineering argurents to aid in the data analysis
step (Step 3.3),'

e Providinq engineering insights for later ferrulation of
defense alternatives and stipulation of recorrendations in
Stage 4 (Quantification and Interpretation of Pesults) of
the CCF analysis.

These objectives are acccrplished through the qualitative analysis and'

quantitative screening steps. These two steps are presented separately,
but they can be and often are perforred interactively.

I 2.3.2.1 Sten 2.1 - Qualitative Analysis. In this step, a search is Fade
for cor:on attricutes of corponents and rechanisrs of failure that can;

]
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lead to common cause events. Past experience and understanding of the
engineering environment are used to identify signs of potential
dependence among redundant components. Also, experience is used to
identify the effectiveness of defenses that may exist to preclude or
reduce the probability of the occurrence of certain CCF events. This
scarch identifies initial groups of system compenents to be included in,

the analysis.

Then, a formal analysis of the root causes of equipront failure is
perforred to substantiate and irprove the initial identification. For
increased efficiency, the root cause analysis can be perforced following
the quantitative screening (Step 2.2). In this way, the analyst can .

focus on dominant CCF contributors to system unavailability as he
performs the root cause analysis. The root cause analysis will also
provide engineering arguments that will aid in (1) the data analysis
(Step 3.3) and (2) formulating defense alternatives and recorrendations
(Stage 4).

2.3.2.2 Steo 2.2 - Ouantitative Screenina. In this step, a conservative
value is assigred to the probacility of each basic event in the system
fault tree, including the independent as well as the CCF events. The
system unavailability is evaluated using conservative values, and the
dominant contributors to the system unavailability are identified. These
dominant contributors will be emphasized in Stages 3 and 4

The quantitative screening step is useful in a system CCF analysis, and
it is an alrost essential step for perforning an efficient CCF analysis
at the plant level; i.e., an accident sequence CCF analysis. This is due
to the fact that un accident sequence CCF analysis involves a large
number of CCF events and a large nurber of accident secuences; thus,
prioritizing CCF events for allocating tire and resources increases the
efficiency of the overall analysis.

Finally, several factors involved in the quantitative analysis of
accident sequences will affect the contribution of CCFs to the accident
sequence frequency. Sore of these factors tend to affect different CCF
contributors in different ways. In particular, recovery considerations
will affect the relative contribution of CCF scenarios not only to
accident sequence frequencies but also to system unavailabilities. Thus,
recovery considerations (even if only of a preliminary nature) can play
an irportant role in the cuantitative screeninc step since the purpose of
this step is to allcw focusing on dominant CCF scenarios as early in the
analysis as possible.

The two steps of this stage permit the analyst to separate potentially
irportant cause and component group corbinations from unirportant
cerbinatiens based on qualitative and quantitative argurents as early in
the analysis as such judgrents are possible. As the analysis prngresses,
rore information is collected and the cause and corpenent group
corbinations that survived the previous screening tasks are then analyzed
in greater detail. The end result of the screening is a list of CCF
groups that the analyst feels confident, due to the wide range of
postulated causes of CCF events and the carefully selected screening

2-11
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arguments, represents the failures that contribute most to system |unavailability or accident sequence frequency in the larger context of
PRA.

2.3.3 Stace 3: Common Cause Modelina and Data Analysis |

At the completion of Stage 2, the analyst has developed a corponent-level
logic rodel of the system and has defined the scope of the coreon cause

,

analysis in terms of component groups. The purpose of this stage is to -

codify the logic model to incorporate corcon cause events, convert this !
logic model to a probability estication model, and to analyze the data

i; for quantifying the parameters of this codel.
i

2.3.3.1 Steo 3.1 - Definition of Common cause Basic Events. To model I

; corron cause f ailures, it is convenient to define common cause basic
i

| cvents; that is, basic events that represent cultiple failures of
components from shared root causes. This step also leads to a,' redefinition of the single-corponent basic events. Definition of new !
basic events leads to a redefinition of the structure of the logic model |

'

| to include the new events.

2.3.3.2 Step 3.2 - Selection of Probability Models for Corron Cause
1
'

Basic Events. The objective of this step is to provice a transition from !

tne logic rodel in Step 3.1 to a model that can be cuantified. This is [
done by associating a probability model, such as the constant failure '

; rate model or the constant probability of failur? with demand rodel with
each basic event (corron cause or independent). Each rodel has one or i

more parameters and estimators for these parameters that, in teres of<

" measurements of numbers of failure events and number of corponents t
'failed, are based on specific assumptions. Some rodels are purely

,

parametric (e.g. , MGL, Reference 2-8), while others attempt to relate'

'

probabilities of comon cause failures of two, three, or eore components ,

through the assumption of a specific causal rechanism (Reference 2-9).
This step and Step 3.1 are closely connected because the choice of rodel
af fects the definition of the basic events and vice versa. '

;

i 2.3.3.3 Step 3.3 - Data. Classification and Screenino. The purpose of !

this step is to evaluate and classify event reports to provide input to
j parameter estimation. It is necessary to take care to distinguish
] between events whose causes are esplicitly modeled and those that are to '

be included in the residual cormon cause event models. The sources of |,

i data available to an analyst are event reports on both single and '

; rultiple equipment failures. Since plant-specific data on cultiple
' equipront failures are rare, it is necessary to extend the search to
! other plants. However, since other plants nay be designed or operated

differently, events that occurred at one plant may not be possible at <

another. Thus, the data should not be used blindly, but should be l

I carefully reviewed for applicability. This review concentrites on root '

! causes, coupling mechanisms, and defensive strategies in place at the |
Plant of interest. Since the event reports are generally not as detailed i

'as an analyst would like, analysis of these reports requires a great deal
of judgeent; a systematic approach to this screening is essential for4

! scrutability and reproducibility of the analysis. One such approach is
] described in Appendix A.

: 1
:
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| 2.3.3.4 Step 3.4 - Parameter Estimation. The purpose of this step is to
i use the information obtained in Step 3.3 about the number of applicable

events of single and multiple failures and the number of failed
components to estimate the parameters of the common cause probability
models. There are several sources of uncertainty, including the,

| interpretation of the data to elicit causal mechanisms, the assessment of
their impact at the plant being modeled, and uncertainty about how the i

data were obtained. Consequently, it is essential to not only provide a <

point estimate but also to characterize this uncertainty numerically. '

2.3.4 Stage 4: System Quantification and Interpretation of Results
i

The purpose of this stage is to synthesize the key output of the previous
stages to effect a quantification of system failure frequency, the
performance of sensitivity analyses, and the interpretation of results.

!

i 2.3.4.1 Step 4.1 - Quantification. The event probabilities obtained for
the common cause events as a result of Stage 3 of the analysis are
incorporated in the solution for the unavailability of the systems or
into event sequence frequencies in the usual way cutsets are quantified.
The results of this step include the numerical results and the
identification of key contributors.

2.3.4.2 Step 4.2 - Results Evaluation and Sensitivity Analysis. As
pointed out aoove, there is considerable uncertainty in the estimation of

| common cause failure probabilities. An uncertainty analysis is done to
.

integrate the individual uncertainties into a combined result. It is
' '

also useful to see how significant such uncertainties can be by using
sensitivity analyses to determine the direct relationship between the ;

input values for the common cause basic events and the overall system (
results.

2.3.4.3 Step 4.3 - Reporting. The final step is the reporting of the
analysi s, it is particularly important to be clear in specifying what '

assumptions have been used and to identify the consequences of using,

] these and other assumptions. '

4

1 2.4 SUMARY

: This section has provided an overview of some concepts that are useful in'

the definition and analysis of comon cause failures. Tha p ondural t

fra m erk that has been developed has been described briefly. In thea
'

next chapter, this will be described in greater detail, r
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Section 3
1

ANALYSIS FRAMEWORK AND METHODOLOGY

The purpose of this section is to describe cach step of the framework
introduced in Section 2 in more detail and to present some techniques and
models that are comconly used. The emphasis in this section is, however,
on presenting the basic elecents of the framework depicted in Figure 3-1
and on the methodology. The examples used are not intended to be
exhaustive. More details on technical issues briefly discussed in this
section are provided in the appendices. Two example applict cions are
given in Section 4 to provide additional detail.

It must be centioned that the number of steps and the particular order in
which they are presented here should be viewed in the context of a
general guideline and an overall framework. As will be seen from the
ecce detailed presentation, there can be considerable interaction,
overlap, and iteration among these steps; some analysis techniques
require a screwhat dif ferent order of steps. An experienced analyst may
be aL'e to skip scre of the steps or take a dif ferent approach in
achieving the objectives of a given step. However, Figure 3-1 and thi s
section present the steps in a logical sequence that is applicable to the
rajority of situations and is based on extensive experience in actual
application.

3.1 STAGE 1: SYSTEM LOGIC MODEL DEVELOPMENT

This stage involves steps that are faniliar to systens analysts. The
three basic steps of this stage are:

e Step 1.1 - System Familiarization
,

e Step 1.2 - Preblem Definition

e Step 1.3 - Logic Model Develeprent

Although the above steps are the essential clerents of any systems
analysis, the cephasis of the folicwing discussion will be on those
as;ccts tnat are core directly relevant to the treatrent of cemen cause4

events. Consequently, scre of the details about those clerents of
j in31ysis that are considered routinely in system analysis work are not
I presented. Similarly, the available systems redeling techniques [c.g. , !fault tree (Reference 3-1), GO rethodology (Reference 3-2), etc.] are not l

discussed. The reader rust familiari:0 himself with the fundamentals of

I

!

!
!

|

I 3-1 |
|
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Figure 3-1. Key Input and Products of the Fra:::ework for Common Cause Analysis
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system reliability analysis and the use ot fault trees and/or reliability
block diagram modeling techniques before attempting to use the methods of

l
this report. i

'
,

3.1.1 Step 1.1 - System Familiarization
!

j To model a system, the analyst must understand what the intended function
of the system is, of what components it is composed, and what procedures!

govern its operation, testing, and maintenance. In addition, the analyst'

determines the relation of the system being analyzed both to other ,

'

, systems and to its physical environment in the broader picture of a plant '

| model.
4

From a common cause failure standpoint, particular attention must be paid !
i

I to identifying those elements of design, operation, maintenance, and test
|I procedures that could increase the chance of multiple component !

| failures. The information collected in this step is essential for '

i identifying potential sources of dependence ,*nd grouping corponents in '

the screening ' phase of the analysis (Stage 2).
,

3.1.2 Steo 1.2 - Problem Definitioni

!

In this step, such atlalysis boundary conditions as the physical and
functional boundaries of the system, functional dependencies on other

!

,

tystems (support systems), functional interfaces with other systems, and, !' finally, system success criteria are defined. This determines what !
| equipment is modeled, how it should operate for the system to perform its (intended function (which failure modes to consider), and what the

|

| appitcable mission time and initial system alignments are. In this
,

i process, potential operator actions, the impact of test and maintenance
|1 requiretents, and other assurptions and ground rules imposed on the
|

| analyt.is in the context of the overall plant model are identified. :
'

t

From the point of view of corcon cause failures, those rcot causes of
i dependency that are to be explicity modeled are identified. For ;;

instance, if they are to be rodeled, most analyses include seco external '

i root causes, such as fire, flood, or earthquake, in the system-level
j analpis in terms of explicit models. Similarly, certain categories of

human errors, such as calibration errors and errors in returning ,

, ;

i equiprent and system to their original configuration af ter test and
.i maintenance, are typically modeled explicitly using human reliability '

| analysis techniques. This process, then, defines the scope of the
j residual ccmon cause failure analysis; i.e., those root causes of '

] multiple failures that are not modeled explicitly, but could contribute
to system unavailability. It is these residusi conron cause events that |
are treated using the parametric corcon cause models discussed later, j

i

i

The CCF-RBE (Reference 3-3) concluded that arong the participants there
j was a consensus about the general approach toward the ecceling of the

dif ferent types of dependent events in a systems reliability analysis.
The set of guidelines is reproduced here verbatim as an exarple of the
level of detail ncrmally expected.

1 33 |
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l

1. Multiple failure events for which a clear cause effect
j relationship cAn be identified should be explicitly modeled

in the sy: tem model: the root cause events should be
included in the system fault tree so that no further special'

dependent failare model is necessary. This applies to
a

multiple failures caused by internal equipment failure (;uch
as cascade failures and component caused functional i

unavailability events) and multiple failures due to cicarly
1 identifiable human errors (such as human errors in steps of |
,

3 a prescribed procedure). |
'l

| 2. Multiple failure events for which no clear root cause event ,

can be identified can be modeled using implicit methods such ["

j as the paran.etric models, i

i
a

j 3. Betwee'1 the two previUJs extremes, there is a set of !

multiple f ailure events for which the explicit modeling of
'

;

| the cause, even if in principle feasible, is not performed
'because this would be too onerous and it is rather preferred

i to encapsule them in a parametric mocel. The decision to do :
,

i
] this is taken by the analy st based on his experience and

judeement, and taking inta consideration the aim and scope
i of the analysis. Moreov2r, explicit modeling may in some i

! cases be impracticable because the component failure data do
i not allow to distinguish between dif ferent failure causes.

Explicit modeling should in principle go as far as
j, reasonable, depending on the resources for the analysis, the

~

level of detail, etc.... For the remaining dependencies, at i

least an upper bound should be assessed and for this '

parametric modeling can be used,q
t

'

i Anyway, the analyst should clearly document what has gone
) into his parametric moceling and what has been modeled
j explicitly.

f 3.1.3 Step 1.3 - Logic Model Development j
,

i

The key step in any systems analysis is the development of a logic model
t that relates a syste.n state, such as '' system unavailable," to a |

'

| ccttination of more elementary events, such as cceponent states. There
are a number of techniques for logical representation of a system. These [

l include fault trees, reliability block diagrams, or GO diagrams. The |

| most conmonly used logic model is the fault tree. Specific guidar.ce on |

how to use fault trees for system analysis can be found in
{ Reference 3-1. The form of the logic model is not fundamental, but |

"

j rather is based on such practical considerations as style, familiarity,
and ability to interface with available software. The logic model simply |

;i reflects the analyst's understanding of the system that is developed in i

! Steps 1.1 and 1.2. ;

,, f

f Representing the logic model down to the level of cceponent failure modes i
is clearly adequate for identifying the groups of component states that ;

!

! r

|
: I
\
i !
l 3-4 :
>

t

{ {
' '

_ . _ . _ _ . , _ _ _ . _ _ _ _ _ _ _ - _ __



lead to system unavailability; i.e., the minimal cutsets. It is not
necessary for this purpose to further reduce these component states to a
finer level of detail that specifies the causes of the components being
in their undesired states. Hcwever, it will be seen that identifying
causes is an essential part of analyzing event data to create a data base
for estimating event probabilities.

3.2 STAGE 2: IDENTIFICATION OF COMMON CAUSE COMPONENT GROUPS

I The objectives of this stage include:

| e Identifying the groups of system components to be included
in or eliminated from the CCF analysis,

o Prioritizing the groups of system components identified for
further analysis so that time and resources can be best
allocated during the CCF analysis,

Providing engineering arguments to aid in the data analysiso

step (Step 3.3),

e Providing engineering arguments to 'ormulate defense
alternatives and stipulate recorrendations in Stage 4
(interpretation of results) of the CCF arealysis.

The screening process results in the identification of those corpenents
and failure causes in the system that will be includeu in, or eliminated
frcm, the cotron cause analysis subject to the analysis boundary
conditions, level of detail, etc., identified in Step 1.2. The end
result of this stage is a definition of the components for which common
cause failures are to be included in the mouel and a determination of
which root causes and coupling r"echanisms should be included in the
cerron cause events for the purposes of quantification. Much of the
information ccliected in Step 1.1 and the analysis boundary conditions
defined in Step 1.2 are directly relevant to the pro.ess of identifying
corcon cause corponent groups, which involves an engineering evaluation
of failure causes, coupling mechanisms, and existing defenses against
comon cause failure in the systen being analy:cd. A ccenen cause
ccrponent group is usually a group of similar or identical corponents
that h3ve a significant likelihood of experiencing a cernon cause event.
In principle, any combination of corpene,its could be postulated as having
a potential for being involved in such an event.

Since cetailed ccmnon cause analysis is a very tire-consumin exercise
and, in addition, it is desirable to keep the size of the rml to a
manascable level, it is essential to reduce the stere of the anclysis
throuch prioritizing root causes and coupling rechanisrs and defining
rnly those groups of ccrpenents that are judged to have a significant
likelihood of dependence that centributcs to the overall systen
unnailaaility. Hence, by selectively defining these groups, the nurber
of potential cerron cause events that could be postulated is reduced :y
the analyst.

3-5 |
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There are two types of screening th3t are useful in this step:
qualitative and quantitative screening, lhese types, identified as
separate screening steps, permit the analyst to se6arate potentially
important cause and corponent group combinations f rom unimportant
combinations, based on qualitative and quantitative arguments, as early
in the analysis as such judgments can reasonably be made. As the
analysis progresses, more information is collected and the cause and
cceponent group cctbinations that survived the previous screening tasks
are then analy:cd in greater detail. The end result of the screening is
a list of CCF groups that the analyst feels confident, in light of the
wide range of postulated causes of CCF events and the carefully selected |
screening arguments, adequately bound the common cause event
possibilities that will be subjected to further study.

3.2.1 Step 2.1 - Qualitative Analysis

In this steo, a search is made for common attributes of components and
rechanisms of failure that can lead to potential common cause failures.
Analysts in the past have relied on a variety of factors, including
engineering insight, obvious signs of cependence, and the percehed
ef fectiveness of certain defenses to identify component groups for common
cause analysis.

This process can be enhanced by developing a checklist of such key
attributas as design, location, operaticn, etc., for which the analyst
can assess the degree of similarity of the various components. A partial
list of such attributes is the folicwing:

o Component type (e.g., motor-operated valve, swing check
valve, etc.), including any special design or construction
characteristics; e.g., corpenent size, material, etc.

e Corpenent use; e.g. , system isolation, flow modulation,
parareter sensing, motive force, etc.

e Compenent ranuf acturer,

e Component internal conditicns; e.g., absolute or
differential pressure range, terperature range, normal flow
rate, chemistry parameter ranges, power requirements, etc.

e Cceponent external environmental conditions; e.g.,
tenperature range, humidity range, barometric pressure
range, atrospheric particulate content and concentration,
etc.

e Ccaponent location name anc/cr location code. '

s Ccrpenent initial conditions (e.g., normally closed,
norcally open, energized, deenergized, etc.) and cperating
characteristics; e.g., normally running, standby, etc.

3-6
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Component testing procedures and characteristics: e.g., test
e

interval, test configuration or lineup, ef fect of test on
system operation, etc.

Component maintenance procedures and characteristics; e.g.,e

planned, preventive maintenance frequency, raintenance
configuration or lineup, effect of maintenance on system
operation, etc.

| The above list or a similar one is simply a tool to help account for
| factors affecting component interdependence and to readily identify
' the presence of identical redundant components. It provides a

method of docuronting the qualitative analysis required to support
the selection of common cause groups. Based on experience in

| performing those evaluations and in analyzing U.S. operating
cAperience data (References 3-4, 3-5, and 3-6), additional guidance
can be provided in the assignment of component groups. The rost
important guidelines follow:

e When identical, functionally nondiverse, and active
components are used to provide redundancy, these components
should always be assigned to a common cause group, one group
for each group of identical redundant components. In
general, as long as these are ccmron cause groups of
identical active corponents already identified, the
assumption of independence among diverse components is a
good one and is supported by operating experience data,

When diverse redundant compenents have piece parts that aree

identically redundant, the corponents should not be assured
to be fully independent. One approach in this case is to
break down the component boundaries and identify the common
piece parts as a cercon cause component group. For exceple,
purps can be identical except for their drivers,

In systems reliability analysis, it is frequently assurede

that certain passive components can be omitted, based on
arguments tr.at active components dominate. In applying this
principle to ccmron cause analysis, care rust be exercised
to not cAclude such important events as debris blockage of
redundant pump strainers, etc.

Susceptibility of a group of components to cormon cause failures not only
depends on their degree of similarity to such attributes as those listed ,

here, but also on the existence or lack of defensive reasures 3 gainst
cernon cause and the degree of their effectiveness.

Although euch work is needed to determin? th? relation bett.cen various
root causes, coupling rechanisms, and defensive tactics, valuable insight
can be gained by considering, in a qualitatise f ashion, the ef f ectiseness
of sore broac categories of defenses for various general groups of
causes. Such an analysis can be useful in the evaluation of cer en cause
event cata for plant-specific applicaticns, As an exarple, physical
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separation of redundant equipment may reduce the chance of siruitaneous
failure of the equipment due to some environmental effects (see
Appendix B). In this case, the defense acts to weaken the coupling
mechanism. Other tactics may be of fcctive at reducing the likelihood of
root causes resulting in independent failures as well as comcen cause
failures. Thus, it can be argued that a complete treatment of cornon
cause failures should not be performed independently of an analysis of
the independent failures, but rather the treatment of all failures should
be integrated.

Another structured and systematic way for identifying and categorizing i

groups of components for ccamon cause analysis in larger and rore complex )
problems (e.g., accident sequence analysis) is called the generic cause,

approach (Reference 3-7). This method, which is described in more detail'

in Appendix B, begins with the identification of a wide range of
postulated causes of CCF events, events that each involve a particular
group of components; e.g., a group of components that would all be
af fect a by a common design error or a group of components that would all
be susceptible to a harsh environment in a certain location.

The six taska of this approach permit the analyst to separate potentially
important cause and corponent group ccmbinations from unimportant
cctbinations, based on qualitative and quantitative arguments, as early
in the analysis as such judgrents are possible. As the analysis
progresses, more inforration is collected and the cause and corponent
group cerbinations that survived the previous screening tasks are then
analyzed in greater detail. '

Specifically, the six screening tasks an analyst can use to identify the
| most irportant CCF scenarios of a plant are:

e Task 1 Identifying important root causes of component
tailures and defining the groups rf components that are
susceptible to each root cause of failure.

These failure causes usually fall into a few general
categories, such as those defined in Reference 3-6. At i

least three types of these root cause and component group
corbinations are considered:

--Rcot causes that affect similar kinds of equiprent. |

--Root causes that affect any equipment operated
according to the same procedures.

- Fact causes that af fect any equiprent in the sare
location,

e Task 2 Screening the root cause and component group i

cecmnations initially defined for analysis and elininating j
from the analysis those corpenent grcups that can be

'

deternined to be unirportant when compared to other failures 1

for the system.

3-8
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e Task 3 Octermining those component groups that can cause
1

system failures. I

e Task 4 Screening each harsh environment scenario that
survived the screening in Task 3 to determine if there is a

| root cause event that can trigger the scenario,
i

e Task 5 Determining the component minimal cutsets that are
involved in each scenario retained for analysis,

e Task 6 Screening the scenarios that have been retained for
analysis and climinating unimportant scenarios by

I considering details of the relationships between the root
causes of failure and the component failures in the MCSs.

The following is a description of some additional criteria that can be
used to identify common cause scenarios involving errors in the
installation, maintenance, testing, or operation of components and
scenarios involving harsh environtents. These criteria are only examples
of how engineering insight can be applied to the screening of scenarios.
Fcr any given case, there may be other powerful screening criteria,

In the screening of installation, maintenance, testing, ando

operating error scenarios, determine if there are any
plausible errors either in performing the task or in the
procedures defining the task that could result in cceponent
unavailability. If there are none, the scenario nay be
discarded. For example, if a procedure does not call for
removing a component frcm service, there is little chance
that tne ccrponent will be lef t in a disabled state at the
end of the task.

Cceren cause scenarios associated with plant testing ande

raintenance schedules should be examined to determine
whether the scenario is credible. For example, consider a

| minical cutset involving three pumps. A common preventive
raintenance task is te be perforced at 1-month intervals on
each of the three pum,s. The plant raintenance schedule
calls for this maintenance to be staggered among the three
purps; i.e., purp 2 is to be serviced 1 month after purp 1,
and purp 3 is to be serviced 2 ronths after pump 1 A
functicnal test of the purps is also to be perforred
ronthly, and it too is to be staggered. Each purp is to be
tested 1 conth af ter its preventive naintenance. Therefore,
an error that occurs during the maintenance of pump I will
prcbably be discovered and corrected before the sate error
can f ail purp 3 and, possibly, even pump 2 Thus, the MCS
will likely never occur due to errors in this naintenance
task, and the scenario ray be eliminated from the analysis.
In general, it is only necessary to consider MCSs whose
basic events are all af fected by the same procedure within

f one testing interval,
1
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e Also, scenarios in which different personnel perform a task
on multiple components in an MCS may be screened out. The
systeratic repetition of task-related errors is highly
dependent on the interpretation of the working procedure and
on the effects of stress, fatigue, and personnel abilities.
These factors can vary considerably among individuals,

e Finally, a plant visit is required for making a detailed
survey to determine the spatial relationships of components, j
sources of harsh environments, barriers to harsh ,

Ienvironments of interest, and any other pertinent factors.
The plant visit may determine some scenarios are incredible
in light of these details.

For example, an analyst may discover several penetrations
with unsealed conduits connecting equipment in different
locations. Moisture in one location (e.g., at an upper
floor) could propagate through the conduits and cause the
components connected to these conduits in the other
locations (e.g., at a lower floor) to fail. Since operating
experience indicates several component failures due to
moisture propagating through conduits, moisture could cause
CCFs of components in these locations. A detailed analysis
of the locations, however, may reveal that the unsealed
concuits do not connect equipment in the same MCS to a
common source of moisture. Thus, the scenario can be
screened out.

Several computer codes are available to support the above tasks
(References 3-7, 3-8, and 3-0).

3.2.2 Steo 2.2 - Quantitative Screening

Af ter the qualitative screening of Step 2.1 has been completed, the
analyst has identified groups of components that, by virtue of
similarity, environment, etc., have been judged to be susceptible to
corron cause failures. One can further reduce the list of important
ccmon cause candidate groups by performing quantitative screening. Thi s

I step is useful for systems reliability analysis and may be essential for
an accident sequence-level analysis in which exceedingly large numbers of
cutsets may be generated in solving the fault tree logic models.

In performing quantitative screening for common cause failure candidates,4

one is actually performing a complete quantitative common cause analysis
except that a conservative and very simple quantification model is used.
The procedure is as follows:

| 1. The f ault trees are modified to explicitly include a single
corr.on cause failure event for each corponent in a comtcon
cause group that fails all merbers of the group. For
exarple, if ccrponents A, B, and C have been identified as a

3-10
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common cause component group, the basic events on the fault
tree shown below

'
A B C

FAILS FAILS and FAILS, ,

are expanded to include the basic event CABC, defined as
! the concurrent failure of A, B, and C due to a common cause,
| as shown below:
t

i A7sAs ePass crags
,

(ca
'

i on on
1

!
% ci.e e, e,g e, eg-

(Here A , Bg, and CI denote the independent failure ofI
components A, B, and C, respectively.) This substitution is

' made at every point on the fault trees where the events "A
FAILS," "B FAILS," or "C FAILS" occur.

2. The fault trees are now solved, either by hand for simple !
| systems, or more commonly by using a fault tree reduction
! code (e.g., WAM, FTAP, SETS, IRRAS, etc.) to obtain the
: minimal cutsets for the system or accident sequence. Any ,

| resulting cutset involving the intersection A B CIII |
! will (because of the rules of Boolean algebra) have an

i

i associated cutset involving CABC. The significance of
' this process is that, in large systems or accident
| sequences, some truncation of cutsets on failure probability
' nust usually be performed to obtain any solution at all, and '

the product of independent failures A B}C[ is often .Ilost in the truncation process due to its small value, while (
| the (numerically larger) comon cause term CABC Will
j survive,

i
! 3. Numerical values for the CCF basis events can be estimated r

) using the simple beta factor model (see Section 3.3.2.1)

P (CABC) = 8 P(A) |
1

For screening purposes, the analyst may use B = 0.1 or
some other conservative value (see Section 3.3). P( A) is t

the total random failure frequency that would be used in the !
j absence of any common cause considerations, j

The octa factor model provides a conservative approximation to the common l
; cause event frequency regardless of the number of redundant components in
| tre corron cause basic event being considered.

'| Those ccmon cause basic events that are found to (quantitatively)
contribute little to the system (or accident sequence) frequency (or

j
;

| 3-11
,

$



which do not survive the truncation process) can be dropped from further
consideration. Those common cause basic events that are found to be
significant contributors to the system frequency are retained and of ten
f urther analy cd using a more refined logical or quantitative model and a
detailed analysis of event data to support realistic estf rates of rodel
parameters, as described in the sections to follow.

As mentioned above, this process of adding common cause basic events to
the fault tree (s) and solving the trees for the minimal cutsets is
necessary because high-ordered cutsets involving groups of corponents
susceptible to cor. mon cause failures are of ten lost if only independent

,f ailure rates are prescribed. However, experienced analysts familiar s

with the systcms logic may sometimes use cutsets based only on
independent failures and add the final common cause cutsets by
observation. This latter process, tewever, requires considerable
experience and judgrent, and is not, in general, recommended because it
is easy to overlock a significant conmon cause event.

The ena result of the screening is a list of CCF groups that the analyst
feels ccnfident, due to the wide range of postulated causec of CCF events
and the carefully selected rcreening argumenti, represents the failures
that contribute most to system unavailability or accident sequence
frequency in the larger context of PRA

3.3 STAGE 3: CC"*'.ON CAUSE MODELING AND DATA ANALYSIS

The key output of Stages 1 and ? is the identification of the groups of
cer;cnents for which ccreen cause f ailures ray be important. The
cbjective of Stage 3 is to complete the system quantification by
incorporating the ef fects of ccr. mon cause events for component groups
that survive the screening process of Stage 2. This is achieved through
fcur steps:

e Step 3.1 - Definition of Ccmnon Cause Basic Events

e Step 3.2 - Selection of Probability Models for Comron Cause
Basic Events

Step 3.3 - Data Classification and Screeninge

e Step 3.4 - Paraceter Estiration

Each of these steps is described in the following sections. More
detailed discussion of various technical topics is provided in th>
appendices.

3.3.1 Step 3.1 - Definition of Cceron Cause Basic Events

To facilitate subsequent applicatien of data on historical independent
and cepencent failure events to the estiration of redel parareters, it is
ccnvenient to define ccrren cause basic events; that is, tasic events
that represent f ailures of specific ccipenents in a corron cause
cc ecnent group. This step is equivalent to a redefinition of the logic
recel basic events f rom a ccrpenen'-level b; sis to a lewer level of
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detail that identifies the particular impacts that common cause events of
specified multiplicity may have on the system. Thus, the corron cause
basic events are written in terms of the particular combination of
components affected. The common cause basic events also provide an r

unarbiguous and useful technical vocabulary for discussing each of the
models in Section 3.2. At this lower level of detail, the specific
causes of multiple f ailures are not explicitly included, but the impacts

|
Of those causes on the particular number of components failed are.

As an example of this breakdown, consider a system of three identical
components, A, B, and C, with a two-out-of-three success logic. These
components form a single common cause component group. The
cceponent-level fault tree that would be developed in Step 1.3 is:

SYSTEM!
F AILS

f\
2/3
-s

I
.,

A B C

with the follcwing minimal cutsets:

( A , B) ; ( A , C) ; { B , C}

The reduced Boolean representation of the system failure in terms of the
abcve minital cutsets of the cocponent-level fault tree is

! S=A*B+A*C+B*C (3-1)
;

'

The expansion of this corpenent-level Bcolean expossion down to the
4 ccmmon cause irpact level can be illustrated by representing each
I component-level basic event as a subtree, such as that shown belew, in
| which it is assur-ed that cotron cause f ailures can lead to either two or )
I three corponents failing siruitaneously. 1

. -

COYPONENT A
FAILS f

'

|r-
|

1

A c23 cAc c,ec
j i

i
1

,

3-13
;

!
.-



. ._

The equivalent Boolean representation of total failure of component A is

# (~AT=Ag+ CAB + CAC ABC

where

'
AT = total failure of component A.

. Ag = failure of component A from independent causes. !
| |

i CAB = failure of components A and B (and not component C) from j
'

Common Causes. '

) CAC = f ailure of components A and C (and not corponent B)
j from cocron causes,

l

CABC = failure of corponents A, B, and C from common causes.
,

,

!

- When all the components of our two-out-of-three e>arpl9 system are
] expanded similarly, the following minfral cutsets are obtained
i

{ A , B ); { A , C } ; (3 , C }
g g g g g g

(CAB};{CAC}; {CBC} i

{

| {CABC}
;

;

} The reduced Boolean representation of the system failure in terms of
1 these cutsets is

*C !5=A *Bg+Ag *Cg+Bg gg

(3'3I+Cgg + CAC + CBC + CABC

i Had the success criterion for this eranple been only one out of three
instead of two out of three, it is clear that a substitution of subtrees, ;

j like those shown above, into the system fault tree would produce cutsets !
i of the type, C AB * C AC. These cutsets have questionable validity '

unless the events CAB and CAC are defined more precisely. One option,

1 is to define the events CAg and Cat to be mutually exclusive. Then,
,

i the Boolean expression in Eq. 3-2 wnuld represent a partition of the |

| failure space of A into mutually exclusive parts based on the irpact on /

) other coeponents in the cornon cause component group of the underlying
,

i set of causes. This would irply that the probabilities of cutsets like |Cg*CAC are identically zero. An alternative option is to| A ,

| construct the events CAB CAC, and CABC as sums of contributions )
from specific root causes so that, for example,i

Cgg = C
AB

3-14,
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where CAB (i) represents the comron cause failures of components A and B,

| from root cause 1.

In this case, it is clear that cutsets of the form C
AB(i)B * CAC(j), but allA AC could

'

occur from corbinations of such root causes as C *C
corbinations CAB (i) * CAC(f) would be eliminated since component A would
be supposed, in this cutset, to have been failed twice by the same root
cause. Thus, the events CAB and CAC in this picture are neither rutually

: exclusive nor exactly independent, and the probability of CAB + CAC
cannot be calculated directly without using the decorposition into cause

3

contributions.
I It will be seen later that the causes are considered in classifying
'

events in terms of their impact on corponents. If in his process,
d) are classifiedevents that could have been identified as Cali) * C(as is rest likely) as AI * CBC, ci * CAB, BI * CAC,ACor CABC, then

cutsets like CAB e CAC should be eliminated to avoid double
counting. Such a counting process then rakes this option equivalent to
the previous, rutually exclusive definition of the avents. This is *

discussed in rore detail in Volume II. It is clear that the definition
of the events, the counting process by which event reports are

! classified, and the way the results are used to estimate the parareters
of cercon cause models are closely intertied.

Although complete agrecrent has not been reached on the rost appropriate
) definition of these events, it fortunately does not make a significant

nurerical difference to the results because, in general, the contribution'

of cutsets like CAB + CCD is considerably sraller than that of
,

cutsets like CABC. I
'

!

j Note that this procedure does not, at this point, recuire the
identification of specific corron cause events; e.g., a fire that daragest

1 a specific set of corponents. At this stage, the corron cause events are
i only identified by the frpact they have on specific sets of corponents.

Since all possible corbinations of corponents within the groups !
), identified in Stage 2 are included, this ferrulation of the fault tree is |

'

corplete with respect to all possible ways that the corron cause events '

could irpact the syster,;

e Although this procedure of expansion can be generalized, it can be seen ;

irrediately that this results in proliferation of the cutsets, which ray
create practical difficulties when dealing with corplex problers. The |

'above fault tree illustrates the fundarental logic of hew corron cause
*events impact systers. This logic structure provides the analyst with a

| systeratic and disciplined frarework by which he can include and exclude ;

possible everts ard rake his assumptions and approximations that justify
i these inclusions and exclusions visible and explicit, based on the i
! screening analysis (Stage 2). i

|

Sirplification can be achieved by cuantitative and cualitative screening
' to prevent the rapid and urr3nageable expansion of the fault tree. For |
l exarple, if, based on conservative assessrents of the probability of the
] basic events, the likelihood of certain corporent-level cutsets involvirg

'

l
!

l
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:

those basic events is expected to be dominated by others, those basic
events may be climinated from the expansion of the fault tree. Also,
once the common cause events are included in this way, standard fault

I tree analysis techniques, such as cutset order or probability truncation,
can be safely applied without any concern about common cause events

; because they are fully represented in the fault tree.
.

1 If the number of cutsets appears to be unmanageable although screening
) has been done, a practical solution to the problem is to delay the common
1 cause irpact expansion until after the component-level fault tree is
) solved, at which time those terms in the component-level Boolean
] expression that had not been expanded would be expanded through a process |

I; similar to that in Eq. 3-2, and the new Boolean expression would be
j reduced again. Other techniques include reducing the level of detail of |
| the original coiponent-level tree to the supercomponent level and i

; assuming the common cause events always have a global impact. Care, I
| however, must be exercised so that no terms in the expansion of the (
J reduced Bcolean expressions would be missed or ignored. !

it

In short, the process of developing the logic model at the common cause !,

; impact level should be viewed as an iterative process through which the [
. proper balance between completeness and practicality is achieved. In I

1 Section 4 and in Appendix F, additional guidance is provided on how to i
j implement this procedure. |

) 3.3.2 Step 3.2 - Selection of Probability Models for Common Cause Basic
j Events ;
1

i The prinary objective of this step is to select the coccon cause model !
3 that will be used in the quantification of the common cause basic !
! events. The cutset Boolean equation is transformed so that the I

prcbabilities of the basic events can be substituted directly into the !

resulting algebraic expression,
f.,

; For example, in the three-component example system of Section 3.3.1, the :

algebraic equivalent of Eq. 3-3 in terms of the probabilities of the i

basic events, using the rare events approximation,* is i
t

j P(s) * P(A ) * P(B ) + P(A ) * P(C;) + P(S ) * P(C ) [g g g g g

+ P(Cgg) + P(CAC) + P(CBC) + P(CABC ( *

.

' where l

I
| P(x) a probability of event x |
| t

i
) *According to rart. events approximation for two events, a and b, we have
j P(a'b) = 0. Contequently,
4

P(a + b) = P(a) + P(b) - P(a'b)
I

* P(a) + P(b) '

:

h
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It is a common practice in risk and reliability analysis to assume that
the probabilities of similar events involving similar types of components
are the same. This approach takes advantage of the physical syrretries
associated with identically redundant components in reducing the number,

| of parameters that need to be quantified. For example, in Eq. 3-4 it is !
assured that i

P(A ) = P(B ) = P(C ) = 0g g g 3
,

| P(Cgg) = P(C (C "0=
AC BC 2

} ,

| P(CABC' * 03 (~
!

Note that the probability of failure of any given basic event within a
connon cause component group depends only on the number and not on the

I specific components in that basic event. This is called the syrrectry
assumption. ;

'

1 .

Centinuing with our example, the system failure probability (Eq. 3-4) can I
4

'
be written as i

I

O = 302 + 302+03 (3-6)| s
i

j Here, the cutset information is lost, but quantification is easier. ;
,

|
i Generalization of this concept is straightforward; for the basic events
! ccrrespending to a comcen cause group of m components, one can define the [
i follcwing probabilities, i
I |
j Ok = probability of a basic event involving k specific components !
s i

i 11kim (3-7)
; ,

I Note that the total probability of failure of a specific cceponent can bc
j obtained from the O 's. This can be seen, for exacple, from Ey, 3-2 ,

k 6

I where the failure of component A due to all causes is expanded in terms |
i of the basic events. Transforming Eq. 3-2 into its equivalent !
1 prcbability rnodel and using 0 , 02, and 03, as defined in Eq. 3-5, i1
i we get )

Ot=01 + 202 + 03 (3-8) !
l

t is the total failure prcbability of !wr.ere, in this case, Q
ccrpenent A. In general, the total f ailure probability of a cerpenent in I
a eccen cause group of m ccmponents is

i

O O H*

t g
3

i

|

1
i
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where the binomial term

/m-l\ _
(k-1f " (m-( n-1) !k)! (k-1)1 (~

represents the nurber of dif ferent ways that a specific corponent can
fail with (k - 1) other ccrponents in a group of m similar corponents.

The model that uses Og's defined in Eq. 3-7 to calculate system failure
probability is called the basic paraceter model (Reference 3-4).
Ideally, Ok's can be calculated from data in which case there is no
need for further probabilistic codeling. Unfortunately, as we will see
in Step 3.4, the data required to esticate 0('s directly, are not
normally available. Other models have been developed that put less
stringent requirements on the data. This, however, is only done at the
expense of making additional assurptions that address the incompleteness
of the data (see Appendix C). Several of these rodels are sumrarized in
Table 3-1 and explained in the following. These models can be
categorized in several dif ferent ways, based on the nurter of parareters,
their assurptiens regarding the cause, coupling rechanism, and irpact of
cerron cause failures.

Tre c'tegories for the number of parameters required for nodeling cercon,

! cause events are:

e Single Parameter Models

e Multiple Parareter Models

h'ith respect to how rultiple failures occur, there are two categories:

e Shock Models

e Nonshock Models

The "shock models" estimate the frequency of multiple corponent f ailures,

i by assuming that the system is subject to conron cause "shocks" at a
! certain rate and estirating the conditional probability of failure of

cerponents within the systen, given the occurrence of shocks. T h e c or.~o n
cause f ailure frequency is the product of the shock rate and the
conditional probability of f ailure, given a shock.

Finally, as rentioned before, except for the basic pararcter nodel, all
ccmon cause rocels discussed in this report estf rate the probability of
basic events indirectly; i.e., through the use of other parareters. In
general, the types of parareters, estiration method, and data
requircrents vary from one rodel to another. Howeser, with the currenti

'

state of data that involve large uncertainties, the numerical irract of
selecting one redel over another is not significant, given a censistent
treatrent of cata in all cases. These points becere clearer in the
follei.ing sections. The rcrainder of this section deals with a brief
cescriptien of the various pararetric rodels sur arized in Table 3-1,
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I
1

Table 3-1
i

KEY CHARACTERISTICS OF Tile PARAMETRIC MODELS
i.

I
I
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I
| 3.3.2.1 Single Parameter Models. The single parameter models refer to
i those parametric mocels that use one parameter in addition to the total
, cenponent failure probability to calculate the common cause failure

probabilities. The most widely used singic parameter model, and the
; first such model to be applied to common cause events in applied risk and
| reliability analysis, is kncun as the beta-factor model

(Reference 3-10). A variant of this model, called the C-factor method
5

1 (References 3-11 and 3-12) ceployed the same model, but to address the
j incompleteness of the data sources, used a dif ferent method of estimating
j the parameter. The problem of estimating model parameters will be

discussed in Secticn 3.3.4 According to the beta-factor model, aj fraction (B) of the component failure rate can be associated with
)
.

common cause events shared by the other component in that group.
1 According to this model, whenever a common cause event occurs, all |

; cceponents within the common cause component group are assumed to fail. [

i Therefore, based on this model, for a group of m components, all Qk's !

|
defined in Eq. 3-7 are zero except Qg and Qm. The last two I

quantities are written as [
i

! !Q1 = (1-3) Qt:

I
I

(3-11) i
J Qm " 8 Qt
2

This implies that (
l

| 0

S=g-[g (3-12)
1 mi

Note that Q , the total failurs probability of one component, is given
t

as

j Qt=01 + Om (3-13) i

whic h i s t h4. special case of Eq. 3-9 when 02 * 03 " * Om-1 = 0.
,

As an example, using the beta-factor model, the teres representing the f
basic event in Eq. 3-6 are written as r

! Q1 = (1-3) Qt [

Q2 = 0 (

; 03 = 8 Qt (3-14)
;

which gives

Q = 3(1-S) Q + SQ (3-15)
3 g g

As can be seen, the beta facter model requires that an estimate of the j
'total failure rate of the cceronent be provided from generic sources of

data and that a corresponding estimate for the beta factor also be
provided. A practical and useful feature of this model is that the
estimators of 8, as will be shown in Step 3.4, do not explicitly depend

l
!
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'

on system or component success data, which are not generelly available.
This feature, the fact that estimates of the 8 parameter for widely
different types of components vary much less than estimates of Og and

!the sirplicity of the model are the main reasons for wide use of this
!method in risk and reliability studies. It should be noted, however, !that estimating B factors, just as with any reliability analysis

parameter, requires specific assurptions concerning the interpretation of
i data (Reference 3-13). This and several related issues regarding the

{: assurption behind the various models and the f rplications of those
j assumptions are discussed briefly in Section 3.3.4 and further in
4 Appendix C.
1

Although historical data collected from the operation of nuclear power
{plants indicate that corron cause events do not always fail all redundant
{co ponents, e.*perience from using this simple model shows that, in many
[cases, it gives reasonably accurate (only slightly conservative) results
|for redundancy levels up to about three or four items. However, beyond

; such redundancy levels, this model generally yields results that are ,

conservative. When interest centers around specific contributions from
third or higher order trains, more general pararetric models are

{reccmeended. I
,

3.3.2.2 Multiple Parareter Models. For a more accurate analysis of
systens witn nigner levels of recundancy, models that represent the range ,

of impact levels that common cause events can have are more appropriate.
These todels involve leveral parareters with which to quantify the4

{ spect fic contributter, of various basic events.
I

} Four such models are selected here to provide adequate representatien of
j the retheds that have been prcposed. In the nonshock model category, the ,

;
| MGL model (Reference 3-14) and the alpha-factor model (Reference 3-15)

iare discussed. The shock rodel category is represented by tht: binomial
!failure rate mocel (References 3-16 and 3-17). These models are briefly
|described in the following paragraphs. *

,

's.3.2.2.1 Multiple Greek letter redel. The MGL model
(Reference 3-W is the most general of a number of recent extensicns
of the beta-factor model. The hGL model was the one used nest

j frequently in the International Co con Cause Failure Reliability
( Eenchmark Esercise (Reference 3-3). In this rethod, other pararetersi

I
in acdition to the B-factor are introduced to distinguish arcng
ccmren cause events affecting dif ferent nutabers of cotponents in a
higher order redundant system. ,

*

|The 'GL parneters consist of the total correnent failure frequency,
which includes the ef fects of all independent and cerron cause
contributions to that cceponent failure, and a set of failure
fractions, which are used to quantify the conditional prcbabilities
of all the possible ways a cercon cause failure of a co?penent can be
shared with oth?P Co g on?nts in the sare group, given cc?penent
failure has occurred. Fcr a systen of m redundant cerponents and for

; each given f ailure rode, e different parareters are defined. Fer
? exarple, the first four parameters of the MGL recel are, as tefere

Qt = total f ailure frecuency of the corponent due to all
) indepencent and cc ron cause egents.
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plus
1

S = conditional probability that the cormon cause of a'

component failure will be shared by one or more
additional components.

Y = conditional probability that the common cause of a ,

component failure that is shared by one or more |
corponents will be shared by two or more components

I additional to the first.

6 = conditional probability that the corecn cause of a
component failure that is shared by two or more

Icoeponents will be shared by three or more components
in addition to the first. {

.

The ger.eral equation that expresses the frequency of rultiple
cocponent failures due to ccean cause, Qk, in terms of the MGL ,

parameters, is given in Table 3-1, j

!

To see how these pararreters can be used in developing the (
probabilities of the basic events, consider the three-component !

system represented by Eq. 3-6. |
|

The maximum number of components that can share a corron cause is i

three (m = 3). Therefore, Y is the conditional probability that I

the cornon cause of failure of a component will be shared by exactly
two additional components, and 6 = 0.

Then, from Table 3-1, !
I

Q1 = (1-3)Qt }

|Q2 = (1/2)3(1-Y)Qt

(3-16)Q3 = SYQt

The above expressiens for 0 , Q , and Q3 can be used, for |exaeple, in Eq. 3-16 to ebtkin khe unavailabil'ity of a two out of |
1three system in terms of the MGL parar<ters*
I

Q , = 3i1-3)2 2 + B(1-Y)Q + BYQ (3-17)g
g

| Note that the beta factor redel is a special case of the HGL rodel. !
For this exarple, the MGL rodel reduces to the beta factor rodel if !

Y=1. In particular. Eq. 3-17 reduces to Eq. 3-15 if Y = 1. |

3.3,2,i.2 Alpha-facter r edel. As explained in References 3-18
through 3-20 ano in Appencices C and E, rigerous estirators for the
B-factor eccel and its generaliaation, the MGL codel parameters,
are f airly dif ficult to cbtain although approximate eethods have been
developed anc used in practice (Reference 3-21). A rigorous approach I

!
l
!
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'

to estimating B-factors is presented in Reference 3-19 through
.

j
introducing an intercediate event-based parameter, which is much
easier to estimate from observed data. Reference 3-15 uses the
multiparameter generalization of event-based parameters directly to

,

!
estimate the comon cause basic event probabilities. This
multiparameter common cause model is called the a-factor model.

;

t

The difference between the a-factor parameters and the MGL
rparameters is that the fortner are system failure based, while the c

latter are component failure based. This difference and its (
1mplications are described incre fully in Appendices C and E in which ;

estimate s for the MGL and a-factor models are developed. The |o-factor parameters are thus more directly related to the :
j observable number of events than are the MGL parareters.

!

I Like the MGL reodel, the a-factor model develops ccmmon cause
! failure frequencies frem a set of failure ratios and the total (
1 component failure rate. The parameters of the a-factor model are

t3 defined.
|
8 As before,

QE total failure frequency of each corrponent due to all :1 t'

independent and coccon cause events '

plus
!

! ak E fraction of the total frequency of failure events that !'

occur in the system involving the failure of k components due to I
a ccomon cause I

1 anc
i
'

a1+a2+...+am1
|

The general equation relating the basic event probabilities. Ot's !
} to the a-factor cocel parareter is given in Table 3-1. As we can (see, the key dif ference between a in this model and the pararetersi

I

j of the MGL and 6-factor codels is that the forcer is a fraction of h
] the events that occur within a rystem whereas the latter are !
j f ractions of cc?penent failure rates.

|
.

d Again, as an eaaerie. the rtubabilities of the basic events of the !three-ccerorent systen of (q. 3-6,13 terns of the a-factor rodel
!! parareters, are written 45 (from ste general equation in Table 3-1, I

with m = 3) '
,

i
a

01= O g
t

{ s
Q2*Y C t

.

3-23
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.

1
i
)

! a

3 = 3 [tQ
(3-18)I 0 g

i

where

) at a a1 + 2t22 + 323, a normalizing factor.,

4

| Therefore, the system unavailability for our example (Eq. 3-6) is
given by

aY3 2 "3a
Q (3-19) !

3-t / 7 Qt+3 gt! 0 +3
i O =3 -

ts
t t

;

3.3.2.2.3 Binomial failure rate model. The BFR model
j (References 3-16 ano 3-17) consicers two types of failures. The !

f first represents independent coeponent failures; the second type is r

; caused by shocks that can result in failure of any number of j

corponents in the system. According to this model, there are two !
types of shocks, lethal and nonlethal. When a nonlethal shock !
occurs, each component within the comon cause component group is j
assumed to have a constant and independent probability of failure, i

The name of this model arises from the fact that, for a group of !
'components, the distribution of the number of failed coeponents

resulting from each nonlethal sho;;k occurrence follows a binomial
'

, distribution. The BFR model is therefore more restrictive because of

|
these assucptions than all other cultiparameter models presented in ;

Table 3-1. When originally presented and applied, the model only ;,

I included this nonlethal shock. Because of its structure, the model !

| tended to underesticate the probabilities of failure of higher order {
i groups of components in a highly redundant system; therefore, the !

I ccncept of lethal shock was included. This version of the model is :

! the one recc mended.
'

When a lethal shock occurs, all components are assumed to fail with a
conditional probability of unity. Application of the BTR model with flethal shocks requires the use of the following set of parareters: j

| Qj E incependent failure frequency for each corponent.
l 4 2 frequency of occurrence of nonlethal shocks, f

I
p i conditional probability of failure of each co?ponent, j

given a nenlethal shock. i,

l

j u 3 f requency of occurrence of 1cthal shocks. [

The general forn of the prcbability of basic everts ac",crding 'ne
q STR recel is given in Table 3-1.
!
1

1
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As an example, using this model, the probabilities of the basic
events in Eq. 3-6 are written as

Qg = Q + pp (1-p)2g

Q2 * 4P (1 p) (3-20)

Q3 4up +u

Therefore.

Q *3bO! * UEII'E) 3 * 3dE II~E) * "E * " I3'21Is

It should be noted that the basic foreulation of the BFR model was
introduced in terms of the rate of occurrence of failures in tire,
such as failure of components to continue running while in
operation. Here, consistent with our presentation of other models,
the BFR parameters are presented in terms of general frequencies that
can apply to both failures in time and to failure on demand for
standby corponents.

3.3.3 Step 3.3 - Data Classification and screenine

Ideally, the numerical value of the parameters of the various rodels
described in Step 3.2 should be estf rated in a nanner that makes the
maxieu9 possible use of event data; i.e., reports of operating
experience. This requires review, evaluation, and classification of the
available inferration to obtain specialized failure data. Because comon
cause failures can dominate the results of reliability and safety
analysis, it is extrerely teportant that this analysis cf data is
perforred within a centext that represents the engineering and
operaticnal aspects of the system being modeled.

Due to the rarity of cort on cause events and the limited experience of
incivicual plants, the amount of plant-specific data for comen cause
analysis is very limited. Therefore, in almost all cases, we reed to use
data frem the industry experience and a variety of sources to make
statist,1 cal inferences about the frequencies of the common cause events.
Hewever, due to the fact that there is a significant variability in
plants, especially with regard to the coupling mechanisms and defenses
against comen cause events, the industry experience is not, in rest
cases, directly applicable to the specific plant being analyzed althoughNch of it may be indirectly applicable. Also, and perhaps equally
irpcrtant, the analysis boundary condittens that dictate what category of
cceponents and causes should be analyzed, requires careful review and
screening of events to ensure consistency of the data base with the
assLeptiens of the system rodel, its boundary conditions, and other
qualitative aspects celineated in Stage 2 of the analysts.

3-25
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The significance of this step cannot be overcephasized. An irpertant
ccnclusion of the Corcon Cause Failure Reliability Benchrark Exercise
(Reference 3-3) is that the rest irportant source of uncertainty and
variaticn in the numerical results is data interpretation. Thus, careful
attention and docurentation rust be given to this step.

3.3.3.1 Data Sources. The first step in data analysis is the data
gathering task. The existing data sources generally fall into one of the
following categories:

e Generic Raw Data Ccrpilations

i
e Plant-Specific Raw Data Records

e Generically Classified Event Data and Estimated Parameters

Typical data sources within the abose categories are briefly described in
the following.

3.3.3.1.1 Generic raw data corpilations,

e Licensee Event Report System. This source is a
corpilaticn of "sarety significant" event reports
subritted to the U.S. Nuclear Regulatory Comnissien by
nuclear pcwer plant licensees in accordance with the
U.S. governrent regulations. Varicus sunraries of the
LERs are published by dif ferent organizations. For
instance, sur.raries of all reported events sorted by
plant nare are published on a conthly basis by Oak
Ridge National Laboratory. In addition, the USNRC ha s
published a corpilaticn of one-line sunnaries of events
involving several catescries of ccrponents. These are:

--Diesel Generators (NUREG/CR-1362; Reference 3-22)

--Purps (NUREG/CR-1205; Reference 3-23)

--Yalves (NUREG/CR-1363; Reference 3-24)
.

!

--Selected instrurentation and Centrol Corponents
(NUREG/CR-1740; Reference 3-25)

--Prirary Containrent Penetrations (NUREG/CR-1730;
Retirence 3-26)

--Control Rods anc Drise Mechanisrs (NUREG/CR-1331;
Reference 3-27)

itese retorts also provice statistical analysis of the
data and give estirates of corponent failure rates.
These rates are based on the nurber of reported esents

,

and estirates of the populatien, nu-ter of demands, and

3-26 |



exposure time for each category of coaponents and each
plant. No atterpt is made in this report to obtain
estimates for the parameters of dependent failure
rodels.

It is reported in Reference 3-28 that the LERs do not
| report all the independent events and that the
| underreporting could be as high as a factor of 2 or 3.
| LERs are available in the public literature.

e Nuclear Power Experience. This source is an LER-based
corpilation of event reports supplemented by
inferration from other sources. It includes a large
number of LERs and is updated monthly (Reference 3-29).
NPE is available on a subscriptien basis only.

The above two sourcca provide inferration about abnerral occurrences.

and are not particularly designed to be used as data bases for rodel
paraceter estimation. Nevertheless, they are of ten the only scurces
of data available ;o the analyst. The event reperts should be
reviewed and classified to extract inferration about the parareters
of interest. The degree of usefulness of the LER and NPE data
sources for the purpose of estimating dependent failure parameters
depends on the type of model being used. For instance, either of the

i two sources form a sufficient basis for estinating the parareters of

| the MGL and alphs factor rethods, whereas additicnsi infornation,
such as systen success data, is needed to estimate BFR parameters.
Furthermore, under the new LER reporting rules, single corpenent
f ailures, in general, are not recorded. Hence, the data base is

,

'

censiderably less us2ful thin it was under the old rules. It will to
seen later that censistent recording of single and ruitiple failurei

'

events is required for rest parareter estimates.

3.3.3.1.2 Plant-specific raw data records. For a plant-specific
analysis, the rest applicable sources of data are the plant rer,ceds,
such as operator log books and raintenance request records. Review
of the plant-specific records can provide a ruch rore accurate

! acceunt of f ailure as well as success data corpared with generic raw
data scurces, but this depends en the quality of the plant'

.

record-keeping activity and on such a facter as how well the rcot
I causes of various events have been pinpointed. The statistical

significance of plant-specific data, however, is a direct function of
the nurter of years of creration of the plant, and, as rentiened
before, for plants with cien a few yes*5 of operating histcry, the
plant-specific data alene will, in general, be insuf ficient for a
cor.ren cause analysis.

3.3.3.1.3 Data sources specifically develcred for derendent failure
analysis, hesults of syst2 stic er rorts directly airec at extracting
qualitative as well as quantitative inferration alcut dependent
f ailures can be f ound in the following repcets:

o Purps OdEG/CR-2C33; Reference 3-30)

|

|3-27
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e Yalves (NUREG/CR-2770; Reference 3-31)

e Instrumentation and Control Assemblies (NUREG/CK-3289;
Reference 3-32)

e Pumps, Valves, Diesel Generators, and Breakers
(EPRI NP-3967; Reference 3-4)

The first three of the above reports provide the result of event
classification and parar.eter estimation for the BFR and beta-factor ,

rodels. I

The EPRI-cependent events data classification study (Reference 3-4)
presents the results of applying EPRI's detailed and systenatic
apprcach (Reference 3-33) for classifying events on a large nurber of
NPE events for the purpose of identifying common cause events. I

Additionally, another EPRI report and data base (Reference 3-23)
centain dependent and independent events data that are systematically
classified fron LER reports, primarily to provide statistical
inferration on industry defenses against conmon cause failures and on
the distribution of causes for the events.

3.3.3.2 Osta Classification. Once the raw data (event reports) are
collected, the next step is a review and classification of the events to
identify where cach event fits in a set of predefined categories
describing the type of the event, its cause(s), and its irpact; e.g.,
nurber of ccrpenents failed. For this purpose, a data classification
apprcach, such as one developed for EPRI (Reference 3-33) and suvarized
in Appendix A, is needed. This approach is briefly reviewed in the
following.

The EPP! classification system rakes use of a cause-ef fect logic diagram
to portray the interactions between root causes and component states in
an event. Once the event scenario deduced from an event report is
redeled in this way, dependent events are easily identified and their
irpact on the original systen can be readily seen. A typical
cause-ef fect diagram is shewn in the following figure.

'

-

.a - K |
_

rr. N - N |

22 ?? : 227Ma"sn'|'' ' '

N -N-

e4 cus |

|
,

Ire diagran represents an esent that happened at the Peach Botten plant !
i9 June 1977 in whicn three out of the four diesel generaters becare I

incperable. Air start systens for diesel generators 3 and 4 were
crosstied with the air start system of diesel generator 1 to correct d I
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i
;

!
!

previous failure. Later, when diesel generator 1 was taken out of i

service for maintenance, air supplies to diesel generators 3 and 4 were (lost, esking both diescis inoperable, t

I
In the preceding figure, circles with letters represent causes encoded |with the letters "H" for human and "M" for maintenance. Component states j
are represented in squares. In general, all ccmponents were classified
as either available or unavailable according to a parti ' sr success !
criterion. An unavailable ponent is either failed ( ~ ) or ;
functionally unavailable ( ) to cover cases in which the :

nonfunctioning was due to t lack of required input. To cover degraded !

performance short of violating the success criteria, or incipient
il failures, ceeponent states nsy be classified as potential failures. !

| Potential failure states are degraded states and incipient failures that !
i had not progressed to the point of failure at the tire the event report |

) was prepared. i
: i

The cause-effect diagram is constructed by connecting syrbols for ese [
caus:s tod co iponent states that produce the event. The syrbol in !

the exarple cause-effect diagram is a logic node, which is intred d to [
explain cases in which more than one Cause is identified. Put together, i
the diagram of the above exarple shows how maintenance made one diesel |

j unavailable and, at the sare tire, contributed to the air start systens i

of two other diesels becoming unavailable. This led to the functional |
unavailability of two additional diesels.

|,

It is worth rentioning that the focus of this classification systen is on
j the identification of corcon cause events and their irrediate cause(s)

and irpact(s). Thereforc, sere trportant characteristics of cceren causei

eunts, such as coupling rechanisms, are not explicitly addressed and
re; resented oy the classification system. !

This screening of event reports is a rather subjective exercise, j
particularly in light of the quality of many of the event reports. In an |

attempt to reduce subjectivity in the screening of event data to identify fcerr.on cause f ailures, the CCF-RBE identified the following rules, which !

have been screwhat rodified. j

1. Corpen(nt-caused functienal unavailabilities were screened

j cut since it was assured that this kind of dependency is t

j todeled explicitly.

| '

2. If a specific defense exists that clearly precludes a class |) of events, all specific events belonging to that class can
I te screenec out,

d
I 3. If the cause of the reported event is a train

interconnection that, in the plant under consideration, dees
not exist the event is censicered as an independent failure
of one train.

;

I 3-29
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!

| 4 Events related to inapplicable plant conditions (e.g.
i preoperational testing, etc.) can be screened out unless
) they reveal general causal rechanisms capable of occurring

during power operation.

) 5. If the event occurred during shutdown and would be restored
before resuming power operation because of preservicea

| testing or if it cannot occur during power operation, the
] event is screened out.

I 6. If a second failure in an event happened af ter the
! restoration of the first, both failures are considered as

i independent failures. |
7. Events regarding incipient failure modes (e.g., packing !

i leak, etc.) that clearly do not violate corponent success j

j criteria can be screened out. >

8. Only the events regarding the failur0 modes of interest were [
j taken into consideratio1; events regarding failure modes '

,

1 that are irrelevant to the system logic model can be [
] screened out. i

< >

1 Rules 2 and 3 are more directed to the screening of events for |
J applicability to other plants, j

i

3.3.3.3 Event Irract Assesseent. The outcome of the event L
classification process up to this point can be sue:arized in a fern
similar to the example given in Figure 3-2(a).

,

|

To corplete the description of the event tepact at the original |
plant, the analyst needs to identify the following: }

t

] 1. cc ponent Group Size. The number (m) of (typically si=ilar) [
j cceponents that are believed to have been exposed to the

|
j root cause and coupling rechanism of the egent.
<

] 2. Kurter of Cononents Af fected. The number of correnents'

within the component group that were affected (e.g. failed) ;

in the event.

3. Stock Type. Whether the cause(s) and coupling rechantsr(s)
,

| involvec were of the type that typically results in the (1 f ailure of all corponents within the corpenent group (lethal

f shock) or not (nonlethal shock).

4 Failure Mode. The particular corpenent function af fected; (e.g. , f ailure to open on derand,

i Figure 3-2(b) mearizes the inforestion about the event for the emarple ,

i event describec in Figure 3-2(a) and introduces the representation called |
j the frpact vectee (Retrrences 3-21 and 3-34).

!

|

| I
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|

The binary irpact vector of an event that has occurred in a corponent !
group of size m has a + 1 eierents. Each element represents the number j
of corponents that can fail in an event. If, in an event, k components !
are failed, then a 1 is placed in the Fk position of the binary irpact !
vector, with 0 in other p:sitions. In the example of Figure 3-2, the I,

corponent g(roup size is 2; therefore, the binary irpact vector has three ;|

eierents: Fo, F1, F ) . Since two corponents were failed, we || 2

| have To a F1 = 0 and F2 = 1. A condensed representation is |

! = ( 0, 0, 1) (3-22)
,

Of ten, the picture is not as clear as the exarple in Figures 3-2(a) i
and 3 2(b) may irply. !!ost of the tire, the event descriptions are not |clear, the exact states of components are not always kncwn, and root ;

causes are seldem identified. Therefore, the interpretation of the event t

(i.e., the translation of the event descriptions into a form similar to {
the exarple in Figures 3 2(a) and 3-2(b)) may require establishing i
sencral hypotheses, each representing a different interpretation of the ||

| event. ;

As an exarple, consider the event classified in Figure 3-3(a). Since it
is not clear whether the third diesel was also actually failed, the !

j binary irpact vecter is assessed under two different hypotheses !
(Figure 3-3(b)). Under the first hypothesis, only two diesels are j
eensidered f ailed, while, according to the second hypothesis, all three i

diesels were failed. The analyst at this point needs to assess his or
her degree of confidence in cach of the two hypotheses. In the example
of Figure 3-3(b), a weight of 0.9 is given to the first hypothesis,
reflecting a very high degree of confidence that only two diesels were
actually failed. The weight for the second hypothesis is ebviously 0.1
since tne weight should add up to 1. This property of the weighting
factors assures all reasonable hypotheses are acccunted fer. Note that
tre data analyst rust be in a position to defend and docurent this 6

; assesF'ent.
,

The espectaticn values for the trpact vectors, taken over the two<

l hypotneses, are

T = (P , 7 , P 3
o 1 2

= (0.9)!3 + (0,1)!y
L

] = ( 0, 0.9, 0.1) (3-23)
1

| which is also shown in Figure 3-3(b). Note that Ft refers to a single
binary impact vector and Pj refers to an average irpact secter.

| This Bay be used fcr point estiration.

3.3.3.4 teinterrretation of Evuts: Creatien ef "Pinnt-f recifie' Datn !
Base. Up to tnis point. ne egent nas t;een analyzec ter tre criginal<

plant. The next step is to determine what that event irplies fer the
plant and systen trat are teing analyzed. As was rentierec earlier, tr.e,

I i

| !
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I Piant (cate) Status Event oescription Cause-tffect otagram

Pilgrim 95* Power Two residual heat removai torus cooling valves }{ ___9({(September 1976) failed to operate. It was found that the failure --- __.

was due to excessive pressure differential across D

the valves, which exceeded the capacity of the }{ ___ ;(
valve motors. -_o ___

OPERATORS VALVES

t.a

2, 'a) Event Classification
m

Impact Vector
Component
Group Size F F F Shock Type Fault Mode

0 7 2

2 0 0 1 Nonlethal (L) Fail To Open on oemand
1

(b) Event Impact Assessment

Figure 3-2. Example of Event Classification and Impact Assessment

_ _ _ _ _ _ _



_____ _

.

Plant (Date) Status Event Description Cause-Ef fect Diagram

-

-

Maine Yankee Power Two diesel generators failed to run due to }{ ___5{,
(August 1977) plugged radiator. The third unit radiator --- __s

was also plugged.
7,, 7,.

coounc oc
SYSTEM

(a) Event Classification

LJ i

$| - hr 'p t Hypothes|s Probability F F F Shock Type Fatit Mode0 2 3ze

11 0.9 0 0 1 0

Nonlethal (N) Failure during
Operation

3 12 0.1 0 0 0 1

Po Pi P2 P3
Average

Irpact Vector (I) 0 0 0.9 0.1

(b) ftultiple Hypothesis Impact Vector Assessment

Figure 3-3. Example of the Assessment of Impact Vectors Involving
Multiple Interpretation of Event
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k

For example, assume that after considering all the qualitative
. differences between the example plant of Figure 3-2 and our plant, we
decide that we are about 75% confident that the event is not
applicable to our plant. The average impact vector for our plant
(ignoring quantitative differences) can be summarized as follows:

,

' Average impact Vector
Plant App le g g g

0 0 1
_

Pilgrim --

J

Our Plant 0.75 0 0 0.25
. _ .

(

) Note that Po + P1+P2+PNA " la

! 3.3.3.4.2 Adjustments for size dif ference. The next step is to
consider the system size differences. The objective is to estimate ;

i or infer what the data base of applicable events would look like if ,

I it all was generated by systems of the same size (i.e., the number of
; components in each common cause group) as the system being analyzed.
| This is done by simulating, in a thought experiment, the occurrence
; of causes of failures (both independent and dependent) in the system j

| of interest and observing how the impact of these causes changes due t

|'
to dif ference in system size. Appendix 0 provides a detailed
discussion of the background and justification of the need for
adjustment in an impact assessment based on system size
differences.* Appendix D also develops a set of rules and equations
for changing the event impact vectors of the original system to a '

correspont.ng set for the system being analyzed. ;

A key assumption behind these rules and equations is that the :-

independent failures are mainly associated with internal component
failure mechanisms and that the common cause events are mainly
associated with the failure mechanisms external to the components.
In view of this general distinction, one can conclude that the causes
of common cause events are independent of the number of components.:

It follows that the same cause will have different impacts depending
on the number of components present. For example, any of the causes j

j impacting two or more specific components in a system with two or ;
,

i !

! ,

! *The numerical importance of this adjustment was first explained by Peter ;

; Doerre of KWU, Federal Republic of Germany, as part of a contribution to |
; the CCF Reliability Benchmark Exercise (Reference 3-3). The particular '

i mapping method presented here is one of several different ways that the t

j impact vectors can be mapped (see Reference 3-35 for an example). j
i !

i
} !

i

3-34 |
'

:

i
'
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same qualitative and quantitative information obtained, based on the
event at the original plant, may not be directly applicable to the plant
and system of interest due to several reasons, such as differences in ;

'

design, operation, common cause defenses, etc. It is therefore essential
to reinterpret the event in light of the specific characteristics of the
system under consideration.

In general, the differences between the system in which the data
originated and the system being analyzed arise in two ways: First, even '

for systems of the same size, there are physical differences in system
design, component type, operating conditions, environment, etc. ; second,
there can be a difference in system size (degree of redundancy).

In the following, a framework is described with which these two types of (
I differences can be taken into account explicitly in reinterpretation of
i :the event and the assessment of the impact vector for the system of I

interest.
'l

3.3.3.4.1 Systems of the same size. First, we consider the
differences, given the assumption that the system size is the same.
The question to be answered is the following: given all the
qualitative differences between the two systens, could the same root
cause(s) and coupling mechanism (s) occur in the system being analyzed?

The qualitative information collected about the system in Stages 1
and 2 and about the original system obtained in the initial data
classification form the basis of the answer to this question.

|If the answer is yes about the applicability, then the event is
applicable to the system being analyzed and the analyst can go to the l

next step to consider the quantitative difference between the two
systems. If the answer is no, the event is not applicable and will

;

not be considered as statistical evidence in the estimation of the
corcon cause model parameters and the reasons for elimination will be
suitably documented.

In reality, this step involves a considerable amount of judgment.
There are a number of sources of uncertainty. These include the lack
of detailed information about the event, its circumstances, the
nature of its causes, the nature of defenses in the original system,
and the effectiveness of defenses in the system being analyzed. Yet,
because of the sparsity of data, there is strong motivation to avoid
tossing the data out and to extract from it that evidence that is
applicable. Due to uncertainties involved and the important ;

implications of screening events out of the data base by declaring
them inapplicable, the analyst must have a concrete reason for his
judgment. In the cases in which the analyst is uncertain about

! whether an event is applicable or not, the impact vector of the'

original system may be modified by a weight reflecting the degree of
applicability of the event, as viewed by the analyst. This is ,

'

similar to the nultiple hypothesis situation discussed earlier.
Hence, the alternative hypotheses are: (1) applicable with
probability p and (2) not applicable with probability (1 - p) .

J I

!
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more components can only impact up to one component if only one is
,

present, and some causes may have no impact at all. Similarly, the
notion that independent events are due to internal causes leads to

: the conclusion that the number of independent events observed in the
data base is proportional to the number of components in the system.

i Therefore, if we add more components for the same level of system
; experience, we add a like amount of opportunities for occurrence of
,

independent events. These and other observations and assumptions
! lead to the following set of "mapping rules" for adjusting impact

vectors for system size. Details are provided in Appendix D.
%
; The rules are presented for the following cases: ,

| !

! 1. Mapping Down. The case in which the component group |
' size in the original system is larger than in the system !

being analyzed. |
;'

2. Mapping Up. The case in which the component group size {
; in the original system is smaller than-in the system ,

i being analyzed.
|

3.3.3.4.3 Mapping down impact vectors. A complete set of
formulas for mapping down data from systems having four, three,'

or two components to any identical system having fewer
| components is presented in Table 3-2. In this table, P (m) ;

k
; represents the k-th element of the average impact vector in a ,

system (or compenent group) of size m. The formulas show how to ;j obtain the elements of the impact vector for smaller size
:

j systems when the elements of the impact vector of a larger
j system are known. Table 3-3 provides several examples of the o

j application of these formulas to binary impact vectors; i.e., |
impact vectors whose entries are either zero or one. ,

Generalization of the formulas of Table 3-2 to system sizes t

larger than 4 il straightforward, following the approach.i ,

j described in Appendix D. |
:

1

j 3.3.3.4.4 Mapping up impact vectors. It can be seen from the !

: results presented above that downward mapping is deterministic- t

!

j i.e., given an impact vector for an identical system having more
components than the system being analyzed, the impact vectur for ;[,

] the same size system can be calculated without introducing any
|

new uncertainties. Mapping up, however, as shown in Appendix D, i

is not deterministic. [:

To reduce the uncertainty inherent in upward mapping of impact:

j|
vectors, use is made of a powerful concept that is the basis of ;

the BFR common cause model. This concept is that all events can !

l be classified into one of three categories: }
i

i

| 1. Independent Events. Causal events that act on !

; components singly and independently, r

i !

I'

,
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Table 3-2

FORMULAS FOR MAPPING DOWN EVENT IMPACT VECTORS '

;

I
t

i

SIZE OF SYSTEM MAPPING TO (NVMBER OF IDENTICAL TRAINS)

3 2 1

p (3) ,1 p (4) , p (4)* p (2) ,1 p (4) ,1 p (4) p (1) , 3 p (4),1 p (4),1 p (4)O 4 1 0 0 2 1 6 2 0 4 3 2 2 4 3
*

p (3) , 3 I4) ,1 p (4) p (2) ,1 p (4) , 2 p (4),1 p (4) p (1), I p (4) ,I p (4) , 3 p (4)p
1 4 1 2 2 1 2 1 3 2 2 3 1 4 1 2 2 4 3

p (3) .1 p (4) , 3 ,3 ,2(;) ,1 p (4) 1 p (4) ,4 . ,4
(4) (4) (4)

2 2 2 4 6 2 2 3
p (3) 1 p (4), p (4)

2 3 4 3 4
o
5
3 p (2) , p (3),1 p (3) p (1) ,p (3) , 2 ,1(3),Jp(3){ 0 0 3 1 0 0 3 3 2
h p (2) 1 p (3) , 2 ,2 ,1(1) ,1,1(3) , 2., p (3) , p (3)(3)
3 3 1 3 1 3 3 3 2 3w

h p (2) ,,1 p (3) , p 13)
e 2 3 2 3

0

$
a

p (1), p (2),1 p (2)
0 0 2 1

2 P (il * P(}+P f7}I t 2
)

I

| 'THE TERM P '''is INCLuoto rOR COMetETENESS, BUT IN PR ACTICE, ANY EVtOENCE THAT MIGHT E XIST A8OUTo
! CAUSLS THAT IMPACT NO COMPONENTS IN A FOUR TRAIP SYST E M W')ULO DE "UNOCSE RV AB LE." ii

|
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'

Table 3-3

i MAPPING DO*JN BINARY IMPACT VECTORS FROM FOUR-TRAIN AND THREE-TRAIN SYSTEM DATA

IMPACT VECTOR * IMPACT VECTOR
SYSTEM SYSTEM

P0 9 2 3 4 Pg P PP P P P y 2 P3

MAPPING OF EVENT 1 MAPPING OF EVENT 6

ORGNAL FOUR-TRAIN SYSTEM 0 0 0 0 1.00 ORIGINAL THREE-TRAIN SYSTEM 0 0 0 1.00
tDENTICAL TWO-TRAIN SYSTEM 0 0 1.00 -IDENT6 CAL THREE-TRA N SYSTEM 0 0 0 1.00 -"

! IDENTICAL T'AO-TRAIN SYSTEM 0 0 1.00 - - IDENTICAL ONE-TRAIN SYSTEM 0 1.00 - - ,
I tDENTICAL O*.E-TRAIN SYSTEM 0 1 00 - - -

| MAPPING OF EVENT 7

I MAPPtNG OF EVENT 2
: ORtGtNAL THREE-TRAIN SYSTEM 0 0 1.00 0

ORIGi? AL FOUR-TRAIN SYSTEu O O O 1.00 0 IDENTICM TWO-TRAIN SYSTEM 0 .67 33 -

tDENT& CAL THREE-TRAIN SYSTEM 0 0 .75 .25 - IDENTICAL ONE-TRAL *4 SYSTEM 23 67 - -

]
IDENTPCAL TWO-TRAIN SYSTEM 0 .50 .50 - ---

] IDENTICAL ONE-TRAt*4 SYSTEM .25 .75 - - - MAPPING OF EVENT 8

MAPPING OF EVENT 3 | ORIGINAL THREE-TR AIN SYSTEM0 1 00 0 0
w IDENTICAL TWO-TRA;N SYSTEM .33 .67 0 -

8

$ CRCNAL FOUR-TRAIN SYSTEM 0 0 1.00 0 0 WENTICAL ONE-TRAIN SYSTEM 67 .33 - -

IDENTICAL THREE-TRAIN SYSTEM 0 .50 .50 0 -

IDENTICAL TWO-TRAIN SYSTEM .17 .67 17 - - MAPPING OF EVENT 9
. IDENTICAL Of.E-TRAIN SYSTEM .50 .50 - - -

4 ORIGINAL THREE-TRAIN SYSTEu 1 00 0 0 0
1 IDENTICAL TV.0-TRAIN SYSTEM 1.00 0 0 -

' MAPPING OF EVENT 4
IDENTICAL ONE-TRAIN SYSTEM 1.00 0 - -

ORIGNAL FOUR-TRAIN SYSTEu O 1.00 0 0 0

DENTICAL THREE-1 RAIN SYSTEM 25 .75 0 0 -

IDENTICAL TWO-TRAIN SYSTEu .50 .50 0 - -

IDENTsCAL ONE-TRAIN SYSTEM .75 .25 - - -

1

j MAPPING CF EVENT 5

ORIGNAL FOUR-TRAIN SYSTEM 1.00 0 0 0 0

!DENTfCAL THREE-TRAIN SYSTEu 1 00 0 0 0 -

IDENT: CAL TWO-TRAIN S(STEM 1 00 0 0 - -

IDENT; CAL ONE-TRAIN SYSTEM 1.00 0 - - -

*FOR EACH EVENT. THE "ORIGNAL IMPACT VECTOR IS ASSUMED TO DE AVAILABLE FROM AN EVENT REPORT TAKEN FROM A GIVEN
StIE SYSTEu. theta. WITHIN THE SAL *E BOX DtFFERENT EXAMPLES OF NEW IMPACT VECTORS FOR ANALYZED SYSTEMS OF A SMALLER
StZE THAN (BUT OTHERWISE BOENTICAL TO) THE "ORIGNAL* SYSTEM AhE GVEN.

~[-) m/EANS THE IMPACT CATEGORY IS INAPPLICABLE

-_ - _ _ . ____ __ _ __ _ _-_- . - - - - . - . . . . - -- ,.- -- - - - , . _ . _ _ _ _ _ _ _ _ - _ __



2. Nonlethal Shocks. Causal events that act on the system
as a whole with some chance that any number of
components within the system can fail. Alternatively,
nonlethal shocks can occur when a causal event acts on a
subset of the components in the system.

3. Lethal Shocks. Causal events that always fail all the
components in the system.

When enough is known about the cause (i.e., root cause and coupling
mechanism) of a given event, it can usually be classified in one of
the above categories without difficulty. If, in the course of upward
mapping, each event can be identified as belonging to one of the
above categories, the uncertainty associated with upward mapping can

| be substantially reduced (but not eliminated). To be able to
categorize an event into one of the above categories requires the

i analyst to understand the nature of the cause. Random, independent
! failures (category 1) are usually due to internal causes or external

causes isolated to a specific component. Of the remaining external
causes, lethal shocks can often be identified as having a certain
impact on all components present. Design errors and procedural
errors form common examples of lethal shocks. What is left are
external causes that have an uncertain impact on each component and
these are the not necessarily lethal--or nonlethal--shocks.

If an event is identified as being either an independent event or
lethal shock, the impact vectors can be mapped upward
deterministically, as shown below. It is only in the case of
nonlethal shocks that an added element of uncertainty is introduced
on mapping upward. How each event is handled is separately
summarized below.

3.3.3.4.5 Mapping up independent events. In this case, since the
number of independent events in the data base is simply proportional
to$pe numbe{kpf components in the system, it can be shown thatt

P i and P the number of independent events in ;
systems wit; sizes 1 and k, respectively, are related by the

.
h

ifollowing equation:*

EI=kP;(k)P

The numerical impact of the upward mapping of the independent events
on the value of the common cause parameters is shown in Section 4.1 i

in the context of an example system.
;

*Because it adds events that were not actually observed, this approach '

decreases the statistical uncertainty associated with the frequency of
incependent events. However, the impact on the uncertainty analysis i;
generally negligible compared to other sources of uncertainty.

3-39
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3.3.3.4.6 Mapping up lethal shocks. By definition, a lethal shock
wipes out all the redundant components present within a common cause
group. The key underlying assumption in the following simple formula
for upward mapping of impact vectors involving lethal shock is that
the lethal shock rate acting on the system is constant and
independent of system size. From it follows the following simple
relationship:

,

P )=P I (3-25)
g

Hence, for lethal shocks, the impact vector is mapped directly. The ;

probability that all j components in a system of j components have i

j failed due to a lethal shock is mapped directly to the probability of |
failing all t components in an A component system without I

modi fication, j

3.3.3.4.7 Mappino up nonlethal shocks. Nonlethal shock failures are. ;~

viewed as the result of a nonlethal shock that acts on the system at |

a rate that is independent of the system size. For each shock, there |
is a constant probability, p, that each component fails. The

'

a

quantity p is the conditional probability of each component ;

f ailure, given a shock. |'

The process of mapping a nonlethal shock that occurs in a [
one-component system up to a four-component system is illustrated in
Appendix 0. Table 3-4 includes formulas to cover all the upward ;

i mapping possibilities with system sizes up to four, in the limiting ,

cases of p = 0 and p = 1, the formulas in Table 3-4 became :

identical to Eq. 3-24 (mapping up independent events) and Eq. 3-25
(mapping up lethal shocks), respectively. (

By making use of the powerful concepts of the BFR model, the j'

uncertainty inherent in mapping up impact vectors is reduced to the i

uncertainty in estimating the parameter p, which is the probability [
that the nonlethal shock or cause would have failed a single ;

hypothetical component added to the system. The formulas in !

Table 3-4 take care of all the bookkeeping problems of enumerating .

the possibilities and factoring in the system size effects. |

While it is the analyst's responsibility to assess, document, and
|

defend his assessment of the parameter p, some simple guidelines
,

,

}

should help in its quantification. jj

I
e If an event is classified as a nonlethal shock and it'

fails only one component of a group of three or more
;components, it is reasonable to expect that p is,
'

small (p < .5).

! e If a nonlethal shock fails a number of components
!

intermediate to the number present, it is unreasonable f

.j to expect that p is either very small (p + 0) or i

very large (p * 1). !
j1

|
'

i ;

'

i
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Table 3-4

FORMULAS FOR UPWARD MAPPING OF EVENTS CLASSIFIED AS NONLETHAL SH0CKS

|

| SIZE OF SYSTEM MAPPING TO

2 3 4

P (2) = 2(1 p)P (1) P (3) = 3(1 - p)2pi(1) p (4). 4(i _ p)3p (1)g g g j
P ( )= pP (1) P ( } " 2P(1 ~ P)P (1) P (4)= 6p(1 p)2Pg(1)2 g 2 1 23 g

P (3)= p P (l)2O P (4)= 4p (1 p)P (1)2
3 g 3 g

3g P (4) = p P (1)4 g

E

h P ( ) = pP (2) +(g _3(2)
P (3) = (3/2)(1 - p)P p (4) = 2(1 -p)2P (2)

3 g

p)p2(2) p2(4) = (5/2)p(1 - p)P (2) + g3 _ p)2p2(2)2
2 32 g

3 P (3) . p 2( ) 2P (4) = p P (2) + 2;(1 p)Pp
3 3 j 2

h P (4)= p P ( }2
4 2

m
u.

3 Pg(4) = (4/3X1 p)P (3)g

$ 3 P (4) = pP (3) + (1 p)P (3)2 g 2
P (4)=pP (3}*(1 -9)P (3}3 2 3
P (4) = pP (3)4 3
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e If a nonlethal shock fails all the components present in
a system, it is reasonable to expect that p is large
(p > .5).

Examples of upward mapping for several different events are shown in
Table 3-5.

A final observation to be aware of is that, based on the example
problem presented in Section 4.1, the final results of a cor: con cause
analysis are much more sensitive to uncertainties in the
classification of lethal shocks than nonlethal shocks. Hence, the
conservative approach of simply assuming that p = 1 would not have
an appreciable impact in most practical cases.

3.3.3.4.8 Summary of impact vector mapping. The impact vector
mapping concepts of this section are summarized in the form of a
decision tree for the data analyst in Figure 3-4 This decision tree
guides the analyst through the important tasks of assessing the
applicability of each event, determination of system size for the
events in the data base and for the system being analyzed, and the
use of the appropriate mapping formulas derived in this scction.

Once the impact vectors of all the events in the data base are
assessed for the system beinc analyzed, the number of events in each
impact category can be calculated by adding the impact vectors. That
i s,

n

E P (i) (3-26)n

k = i=1 k

where

nk = total number of basic events involving failure of
k similar components.

P (i) = the Pk element of the impact vector.k

As an example, consider the following data base of four events
with the associated average impact vectors assessed for a system
of four components.

t
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Impact Vector
Event Number

Po Pi P2 P3 P4 NA

1 0 0.1 0 0.9 0 0

2 0 0.8 0.1 0.05 0.05 0

3 0 0 0 0 0 1

4 0.7 0 0.3 0 0 0
I

n0 ni n2 n3 n4 nNA

0.7 0.9 0.4 0.95 0.05 1

In this data base, for example, the value of n3 (number of events
involving failure of three components) is calculated as

n3 = 0.9 + 0.05

= 0.95

Note also that

4

En =4 (3-27)
kk=1

which is the total number of events in the data base.

3.3.3.5 Summary of Event Screening. The result of this process is a set
of impact vectors that summarizes the translation of industry experience
to the plant of interest. It is stressed that, for this to be complete,
the exercise has to be performed not only for the potential dependent
events but also for the independent events. In this process, some events
have been screened out as being inapplicable. The validity of this
screening out has been questioned because it implies that the plant in
question is somehow better than the "generic" plant that possesses all

,

characteristics of all plants and that it has no hidden causes of failure |

that other plants do not. Although it is clearly not reasonable to
assume each plant has all the characteristics of all plants in the data
base this screening must be done with care and with specific justifiabic
reasons for excluding any event.

The natural way to deal with the question is to compensate for the
deletion of events by also reducing the exposure and for the number of
independent events. As an example, suppose that it is felt that because
of significant design differences, the events occurring in one or more
plants in the generic data base are not applicable. One approach then is
to exclude events for the af fected components at these plants from the

,

|
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data base. This implies a smaller exposure, which affects the direct
estimation of the basic event probabilities. Additionally, if the
parametric models are used, this implies that the associated independent
failure events also be excluded. This smaller data base leads to larger
uncertainties in the parameter estimates, which may increase or decrease.

An interrediate case but less practical solution is one in which some of
the failure causes of a component apply while others do not. In this
case, the events could be modeled or excluded depending on the cause.
For example, events relating to failures of diesel generators due to
electric start motor problems do not apply to diesel generators with air
start systems. On the other hand, generic causes like huran error would
still be held to apply to systems with such specific design differences.
Each source of events would then be related to the relevant exposure.

,

This process is probably beyond the capability of current data systems to
support, and the former procedure of deleting plants from the data base'

for rejected events is recommended. l

3.3.4 Step 3.4 - Parameter Estimation

The purpose of this step is to use the "pseudo-data" generated in the
previous step to provide estimates of either the basic event
probabilities themselves (using the basic parameter model) or the
parareters of the co mon cause failure models (beta, BFR, etc.). These
estirates are subject to many sources of uncertainty and the ways in

1 which these are addressed are also discussed here.

The information provided by the set of impact vectors is the numbers of
events in which 1, 2, 3, and up to n, where n is the degree of
redundancy, components failed. To proceed further, it is necessary in
the case of the direct estimation of the basic event probabilities to
have estirates of the exposure of the events to the failures. The
exposure ray be reasured in terms of the number of demands or the total
time, depending on which reliability model is appropriate for the failure ,

mode of interest. In the case of the parameters of common cause failure
models, it is also necessary to have at least an estimate of the relative
exposures in order to derive estimators. This is illustrated in the
following example, which is included for two reasons: first and cost
irportant is to illustrate how assumptions made about the way the events
in the data base arose affects the estimation of common cause event
probabilities, and second is to illustrate the way by which this
pseudo-data base can be anchored to preexisting estimates of
singic-corponent failure probabilities. The example is the derivation of |
the estimator for the beta factor for the case of a two-train redundant !

i system in the failure to start mode. The illustration given is for the |
case in which the reliability model chosen is that of a constant;

probability of failure on demand. An alternative model, the assurption I
of a constant failure rate while on standby is somewhat different, as ,

discussed in Appendix C. |

3. 3. 4 .1 Exarole - Beta Factor Estinator. Suppose that the evidence from !
the pseuco-data base is that there are ng failures of single corponents ,

and n2 f ailure events in which both corpcnents failed. Suppose further
i that an estimate of the total single-corponent failure probability, O ,i
i

j i
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already exists. Then, the unknown number of : ingle-component demands, H,
in the pseudo-data base can be estimated by making the identification,
QT = (ni + 2n2)/N. Now, all that is unknown is the number of
times, N , that there was an effective test in the pseudo-data base for2
the common cause failure. For most redundant systems in nuclear power
plants, the greatest number of demands comes from surveillance testing so
that the answer to this question can come from knowing the testing
strategy, as illustrated below. Consider the following two strategies,
both of which comply with a technical specification requirement that says
that each train must be tested once a month,

e Strategy 1 Both components are tested at the same time
(or at least the same shif t). In this case, the number of
tests against the common cause can be said to be N/2. The

l common cause failure probability therefore is 2n2/N, and
'

an appropriate beta factor estimator, consistent with
Eq. 3-12, i s

2n
B=

1 + 2n2n

This is the familiar estimator found in the PRA Procedures
Guide for example.

s Strattg; 2 The components are tested at staggered
intervals, one every 2 weeks, and, if there is a failure,
the second component is tested immediately. In this case,
the number of tests against the comon cause is higher
because each successful test of a component is a
confirmation of the absence of the common cause. The number
of tests against the common cause failure N2 is related to
N by the following equation:

N=N2 + n1 + n2 (3-29)

The terms ni and n2 arise because of the failure of the ifirst component, which occurs ni times on its own and in2 times in conjunction with the failure of the other.
jIn this case, therefore, the common cause failure

probability is given by n2/N2, which is approximately
n2/N when n1 and n2 are small compared to N. This is
approxirately half of the failure probability that results
from assuming the first strategy is correct. The

i
appropriate beta factor in this case is 1

n p
8= ( }n +n

2
,

,

i

Tais mnple therefore illustrates the importance of recognizing that
ispecific estimators are based on particular assumptions about such things

as testing strategy. In general, the testing strategies at the plants in
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,

the pseudo-data base may not be known and will probably be mixed. The
two extreme cases here should bound the real situation. Although the
numerical uncertainty introduced may not be large compared with that

: introduced by the interpretation of the data, this is an important point
f to recognize for consistency in modeling. This question is discussed at

greater length in Appendix C.

3.3.4.2 Point Estimates. Table 3-6 presents simple point estimates for.

i the various parametric models oescribed in this report, based on the
i assumption that the data are from plants in which nonstaggered testing is

adopted. The estimators are provided in terms of the number of basic
2 events observed in each common cause impact category (i.e.,

ni, n2= > Dm) and, if necessary, the number of system demands,,

N , which is related to the number of component demands, N, in the j'

D
following way: N = mNo. To obtain the time-based parameters (e.g.,a 4

failure during operation), the quantity ND should be replaced by T, the i

, cumulative system exposure time; e.g., total number of system operating
j hours. More detail about the developmert of these estimators is provided

in Appendix E.
|

Note that, for a fixed single-component total failure probability, the.

estimates of common cause failure probabilities are conservative if ;.

I staggered versus nonstaggered testing is assumed (Table 3-6). If all the :
j plants in the data base useo staggered testing, the conservatism would be i

a factor of two for two train systems and somewhat larger for higher i
lredundancies. In practice, the conservatism is less than this,;

j These point estimates rely on the fact that there exist in the data base
j some multiple failure events. If there are none, these simple estimators
! are zero. In this case, an estimator, such as the C-factor i
1 (Reference 3-11), can be useful for screening purposes. This estimator !
; is essentially the fraction of root causes of events in the event data

t
base for which it is judged, on the basis of the impact-of these root |
causes on the plant of interest, could have led to multiple failures at
that plant. It will be noted that, in contrast to screening out events,
this method may in fact introduce multiple failure events. The method is

,

based on the assumption that the observed spectrum of root causes is a !
good representation of the true spectrum. !

i

i 3.3.4.3 Assessment of Uncertainty in Parameter Estimates. Point festimates developed above only provide single values for the parametersi

| of the models. However, there are numerous sources of uncertainties that
i

i must be taken into account to present a realistic picture of what the ;

j|
analyst knows about the value of these parameters. In performing i

uncertainty analysis, it is often sufficient to develop distributions j
only for the most important contributors to the system unavailability.

[
,

identified through ranking the contributors on the basis of pointi

:estimates.-

l !
i

i The following provides a brief discussion of the cost important elements !j of uncertainty and some available techniques for incorporating these j
{ !

! !
!

I,
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Table 3-6

SIFPLE POINT ESTIMATORS FOR VARIOUS PARAMETRIC l'0DELS

Sheet I of 3
f*ethod Point Estimator (a,b.c) Remarks

k=1'...*m Esdmator is a maximum memood esumatonBasic Parareter n e=
'k For twe-based failure rates, replace systemkog N

e
ki D demands (N ) with total system exposuresD

time T.

Estimators are only provided for threem
1

o
Multiple Greek Letter

Qt " mn [t.- parameters (8, Y, and 6). Estimators
D k=1Y for higher order parameters are derived

similarly.U /m ) [m ) e Generic values of Ot, the total component
8=1 [ kn i [ kn failure frequency, are usually availnble

k)l from risk and reliability data sources.ik=2 p/
(k= 1

,

The estimators are based on approximatee

) [m method described in Appendix C.
f[m [ knkn IY= '

k
(k=3 / (k=2 /

\ (n 1

([m [ kn6= kn 1! ,

k
(k=4 / (k=3 )

!;0TES:

(a) All estirators assume that, in every system demand, all components and possible combinations of components
are challenged. Consequently, system tests are assumed to be nonstaggered (see discussion in Appendix C).

(b) For the definition of various parameters, see Section 3.3.2.

(c) Estimates are develeped for a system of m redundant cenponents.

_ _ _ _ . _ __
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Table 3-6 (continued)

Sheet 2 of 3

I''D*Ci'ethod Point Estimator Remark s

Generic values of Ot, the total failuren e

[ kn frequency are usually available fromBeta Factor Q =
t D k=1 generic risk and reliability data sources.

I" If' l e The estimator is based on approximate method
kn I kn !

=
described in Appendix C.

Y m
8 Alpha Factor 0 [kn Generic values of Ot, the total failure= e

t r,.,D k=1 frecuency are usually available from generic
risk and reliability data sources.

n

k= k=1,...,m e The estimator is a maximum likelihood

[n estimator, described in Appendix C.
k

k=1

NOTES:

(a) All estiraters assu e that, in every system demand, all cceponents and possible corbinations of components
are challenged. Consequently, system tests are assumed to be nonstaggered (see discussion in Appendix C) .

(b) For the definition of varicus parameters, see Section 3.3.2.

(c) Estieates are developed for a system of m redundant corponents.
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Table 3-6 (continued)

Sheet 3 of 3
#* *C;'ethod Point Estimator Remarks

|
'

n e Estimators are maximum likelihood estimators.IBinomial Failure Rate Q =
g r,;D

i

fn r1
For tire-based failure rates, replace systemg. e=

t k D demands with total system exposure time.

"L
w=7

0
Y

e ni is the number of single componentkn
j k failures due to common cause shocks. Thegy
1 - = quantity ny represents nurber of,

y_gy_p)m m[n independent failures.

i k=1
|

.

0
tu=

| l-(l-p)
1
.

|
?;0TES:

1 (a) All esticators assure thM, in e= cry system demand, all corponents and possible combinations of components
are challerged. Consecuently, system tests are assumed to be nonstaggered (see discussion in Appendix C).

(b) For the definition of various parameters, see Section 3.3.2.

(c) Estirates are developed for a system of m redundant components.

|
|
|
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elements in assessing parameter distributions. The uncertainties stem
from one or more of the following reasons:

1. Uncertainty in data classification and impact vector
assessment,

j 2. Uncertainty in estimating success (exposure) data and
incompleteness of failure event data sources; e.g.,
underreporting of independent events.

3. Statistical uncertainty dictated by the size of data sarple.
,

1

4 Variation among plants in equipment, system design, and |

operations. |

i Uncertainties about PRA parareters are typically represented in the forn
of probability distributions, and it is the mean value of these'

,

I distributions that is the most suitable "point estimate" for point
calculations. Therefore, it is recornended that the parameters be4

j estimated with the associated uncertainty distributions even when
uncertainty propagation is not intended in system quantification.1

!

The distribution of the param?ters is estimated or the basis of,

i evidence. The evidence could be statistical when data are available or
'

based on expert opinion. Bayes' theorem provides a very flexible and
j powerful framework for incorporating various types of information in ;

parameter estimation. It is particularly useful when the evidence is of
,

: an uncertain nature as is the case with PRA data in general and corron i

i cause failure data in particular. For this reason, parameter estination i

techniques in this report are presented in the Bayesian framework. The t

way Bayes' theorem is used for this purpose is discussed in Appendix E. ,

The distributions presented in Appendix E assume that the required data ,

(e.g., nk's for the MGL model) are known. However, as discussed in the ;
,

'previous sections, such is not the case and the full representation of,

all uncertainties requires some refinements in the uncertainty models. j'

: In fact, the uncertainties are rostly driven, not by the usual ;

] statistical uncertainties, but rather by such factors as judgment used in |

q data classification, assumptions made about the population from which j

; failure and success data are obtained, and completeness of the data bases. '

f 3.3.4.4 Uncertainty in Data classification and Irract Vector |

j Assessrent. ine uncertainties due to judgments required in
interpretation and classification of failure events and the assessrent of i

;

impact vecters, as described before, are perhaps the most significant of |4

| all sources of uncertainty. Using the irpact vector, the analyst's |

judgment about how a given event should be counted in estimating !
,

| parameters is encoded in his probability for each of several hypotheses !
set forth by him about the possible impact of the event (number of;

corponents f ailed), for the system being analyzed. !

l !
V t

: I
2 !
I

'
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Formally, this type of uncertain data can be represented as

E = { < Pj j, Ij j > i=1,,,,,N; j 1,... Mj) (3-31)

where P j is the analyst's probability for hypothesis j about event i,i
and ljj is the corresponding binary impact vector. N represents the

| number of events in the data base, and Mj is the number of hypotheses
about the ith event. Note that

"i
P)=1 (3-32)y

y

As an example, consider a data base composed of two events, with the
following hypotheses and impact vectors:

--

Event Hypothesis Probability
Fo F1 F2 F3 NA

Ill P11 0 0 1 0 0
Event 1|

112 P12 0 0 0 1 0|

I21 P21 1 0 0 0 0

Event 2 122 P22 0 1 0 0 0

I23 P23 0 0 1 0 0

There are six possible data sets that can be obtained from the above set
of hypotheses by taking all possible combination of hypotheses. These

j data sets and the associated probabilities are listed in the following.

'03ta Set Probability
N0 N1 N2 H3 NA

0 w
3 y = p} p 1 0 1 0 021

D
2 *2 * Eli 22P 0 1 1 0 0

D w
3 3 = p} p 0 0 2 0 023

D w4 4=p12 21P 1 0 0 1 0
0

5 "5 " E12 22E 0 1 0 1 0

06 h6 * P12 P23 0 0 1 1 0

3-53



An uncertainty distribution for a given comcon cause parameter, A, can
be found by taking any of the six possible data sets listed in the above
table as evidence. If ni(A Dj) is such a distribution based on
data set Dj, then the distr bution of A, taking into account all
possible data sets, will be given by

6

g 9(A|D) (3-33)n(X) = { w n
4i=1

where wj is the probability associated with data set Dj.

In reality, the number of data sets that can be generated by cunsidering
all possible combinations of various hypotheses about events is very
large. As a result, the implementation of the rigorous procedure
described here is extremely dif ficult. An approximate way of including
these effects, at least in the mean values, is to obtain an "average" |

Iimpact vector for each event, as recommended in Section 3.3.3, before
combining them to obtain the total number of events in each impact |
category. Formally,

E = (I ; i = 1, . . . , N) (3-34)j

where

M
4

I= P I (3-35)
4 jj g3

For instance, in our two-event example, this averaging process result, in:

Event Po P1 P2 P3 NA
,

Event 1 0 0 P P 0
11 12

Event 2 P21 P22 P23 0 0

'

| Then, the resulting data set (by adding Fj's from each event) is

l

Data Set "no n1 n; n3 NA

D P21 P22 P11 + P23 P12 0

1
i
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t

i

The implications of this approximation and comparison with the rigorous
treatnant according to Eq. 3-33 are discussed in Reference 3-36.

Another practical approximation that attempts to incorporate the
uncertainty more completely is choosing two bounding cases, one with a
consistently pessimistic view (and nonstaggered estimators), the other
with a consistently optimistic view (and staggered testing assumptions)
to provide a reasure of the range. A "best estimate" may also be ,

t

prnided using, perhaps, an average or expected value of the impact
vectors. It is recognized that more work is required for a practical and

,
more complete treatment of uncertainty.

1

3.3.4.5 Uncertainty due to Success and Failure Data Coroleteness. The |problems associated with esticating success (exposure) cata (e.g., the
number of system demands or operating hours) needed by some of the i

,

parametric models directly and all others indirectly are not specific to
common cause f ailure analysis. It is, in general, very difficult to |
obtain an accurate estimate of the success data because no success data
recording and reporting system exists for the nuclear industry. Even
reconstruction of the success data from plant-specific records, as is
often done in plant-specific PRAs, is not only a rajor task, but also
heavily involves the judgment of the data analyst. However, the problem
is exacerbated in the case of corron cause failures because of the i
problem of estimating the success data for Jroups of components taken

|together. Since the data on which the estimates are based are from '

groups of plants that probably have different surveillance test (strategies, it is unlikely that "exact" estimators c1n even be found, ,

thus adding another dimension to the uncertainty.

Similar uncertainties exist about the completeness of the failure event
sources. It is believed, for instance, that a substantial proportion of
all independent failure events are not reported to the LER system. Both ,

of these uncertainties can be represented explicitly in the pararetric
distributions *,hrough Bayes' theorem by assuming uncertainty
distributions for both the success and failure data.

3.3.4.6 Statistical Uncertainty. This source of uncertainty is a ;
1

Well-kncwn suDject in statistics. It stors from the fact that parareters '

are estfrated only on a subset of the entire population of failure and
i success data. Larger sarple sizes result in a higher degree of !

confidence in the esti"lated parameters sirply because they are better i,

representative of the general population. The mathematical codels of |
<

I Appendix E explicitly handle this type of uncertainty; as rore data L

becere available, tr.e posterior distributions becore narrower, indicating'
|

j a higher degree of confidence. For instance, the variance of the
distributions of the basic parareter model decreases as ng and ND

! (for demand-based parameters) increase. Similar behavior is observed in
I the distributions of other models.

3.3.4.7 Plant-to-Plant Variability. The fcurth source of uncertainty is<

'

the f amiliar concept of variation cf the value of the parareters from
j plant to plant. This type of variability stems from the fact that
i similar oculpront and systers in various plants ray shew inherently
1

l 3-55

- _ . - _ _ _ . _ _ _ _ . _ _ _ . _ . _ . _ _ . _ . _ _ _. . _ _ _ _ _ _.



-. - - - _ _ . - - . _

different failure rates due to a variety of reasons, such as minor design
differences within the same category of equipment, variation in system

a

I designs, and operating philosophies leading to different coupling
mechanisms.

,

! Conceptually, there are two approaches for dealing with this istue. One
] approach is to assess the variability of the parameters that are based on

statistical evidence from each plant, without screening events based on
their applicability to the situation under consideration. If it were

] practical, this would result in a wider range of possibic values for the
parameters than if this variation were ignored. In the second approach,

,

which is adopted in this report for estimation of the common cause |

| paraceters, failure events from various plants are reclassified and J
] capped for the plant or system of interest. The result is the formation
] of a data base much larger than one based only on the records of the

specific plant under consideration. The resulting statistical
,

| uncertainty range for the estimated parameters will obviously be smaller
i in this case, compared with a distribution representing differences in

plants. This reduction in uncertainty is the result of applying the' i

additional information about the specific characteristics of the system ,
.

being analyzed and obviates the need for separate consideration of the [,

plant-to-plant variation for the common cause paramotors. This decrease i

j in statistical oncertainty is tought at the expense of another j
uncertainty, that in the frpact vector assessment. It is however still ,

j essential to consider plant-to-plant variation for total failure rates. (
) 3.3.4.8 Use of Generic Values of Corron Cause parareters. The

systematic procedures for'"~decendent events analysis presented in Step 3.3 |

require the analyst to screen and classify event data, use estfrators |
'

provided, and develop uncertainty distributions and/or point estirates of !
'

redel parameters for each specific analysis. This procedure is !
;

recomended instead of using published numerical data for these i<

parameters for several important reasons. One reason is to prevent the |i

use of data that are inapplicable to the system being analyzed. Another L
i

! is to provide a consistent framework for combining data from systems
having different numbers of components and for accounting for differences;

between the number of components being analyzed and those associated wth i

systems providing the data. In addition, event screening can eliminate }
all inconsistencies between th* data and the assumptions built into the i

3 comron cause event nodels. Finally, the event screening and
i classification process provides qualitative insights about possible t

j approaches to defending against future occurrences of these events in the |
1 system,

i

i A formidabic obstacle to the adoption of an approach based on event i

; screening in prior analyses was the amount of tire needed to Sif t and !

j sort through sut.h event reports as the Licensee Event Reports and the
j numerous problems associated with extracting ouantitative inferration
: from the review of these reports. A useful contribution to lessening the
! work has been the developrent and application of the EPRI-dependent
i events classification system. The final form of this classification
i system (Reference 3-33) has been and is currently being applied to a

]
large fraction of the accurulated LERs covering U.S. power reactor

)
>,
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experience. As rentioned earlier, an initial data base of classified
event reports, including several hundred dependent events, is provided in
Refererce 3-4. Nureruus examples of this classified data base are
presented in this section and in Section 4 This EPRI data base was
expanded in a companion project (Reference 3-28). The availability of
these classified data bases greatly reduces the time required to
incorporate event screening as an integral part of systers analysis if
one is willing to accept the classification of the authors of the
report. It should be rererbered that this classification is subjective.
However, at the very least, the report provides a prescreening of the
data to identify event reports worth looking at in detail.

| Despite the availability of classified event reports, the authors
recognize the continuing need to support analysts who may need to bypasst

the event screening step and use published numerical values of corren
cause event parameters. For these analysts, a list of what the authors
call "generic beta factors" are provided in Table 3-7 This table
provides an update of a similar table in Reference 3-4 (Appendix H
presents a compilation of generic beta factors that have been derived
worldwide frcm nuclear, chenical, aircraft, and other industries.)
Although the use of these generic factors is strongly discouraged as a
substitute for the event screening approach, the use of these generic
beta factors may be used as a coarse and conservative screen for corron
cause analysis, provided suitable qualification of the results is
indicated. Irplicit assurptions in the use of these pararoters include
the following:

e Th analyzed system is susceptible to all the sare
(unspecified) corron cause events experienced by all the
plants in the data base.

e The analyzed system has the sare, yet unspecified, success
criteria as those assured by the analyst who classified the
data in Reference 3-4

e The Table 3-7 values of the beta factor include both
failures to start on derand and failure to run for all
cceponents except breakers and valves. Hence, they
represent an average of these redes weighted by their
relative frequency of occurrence.

| --The beta-factor estirates have been develcred frer systers
of different sizes. Their application irplicitly assures

I that the system being analyzed has an "average" nurber of
' components.

; --The values do not account for underreporting of independent
| events. The beta factors are therefore additionally

conservative.

Included in this table is a generic beta f actor for a "generic
ccrrenent." This factor can be used with co ronents nnt lifted in the
table t,ut identified t;y the analyst as being in a cc- en cause group. It

I

3-57

_ _ _ _ _ _ _ _ . . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _



, - - . _ _ _ _ _ - . . . _ . - . _ - - _ _ - - - _ _ . - _ - - . _ . . - . . _ . _ _ _ . - - - --_

_

1

l

|

|

Table 3-7

|
CIEilT CLASSIFICATI0!i A!sD A!;ALYSIS SLS' MARY

DEvent Distribution
Rznber

Reactor Generic Cornon Generic
wt *

Years Cause Events Beta Factor
Classified 4 Indeper. dent Dependent

Potentfal Ac tual

Ecacter Trip Breakers 563 72 56 16 3 8 19

Diesel Cc-erators 3M 674 639 1 35 9 13 .05

Potor-O: era ted 3 94 947 842 105 17 25 08
Values

Safety / Relief Yalves
M 318 54 30 24 0 0 .07'

Y, E61t 245 172 136 36 7 7 .22
u
* Check Va1.es 654 254 242 12 3 5 .06

P.er;s
safety Injection 3M 112 77 35 2 6 17
E NR 3M 117 67 50 2 3 11
Containmee.t spray 3M 48 32 16 1 1 05
Aus*11ary Feed.ater 3M 255 194 61 2 3 .03
Service Water 3M 203 159 44 2 2 .03

Chillers 654 33 27 6 2 2 .11

Fans 654 59 49 10 2 3 13

3.000 2.550 450 52 78 10CAll -

?

| * Events classified include those having one or more actual or potential corpenent failures or
functicrJ11y unavailable states,

b!ndependeat events are those is category L5 (ifnear. single unit); dependent events are those in the
folic,= leg categorias: Ut (If near, multiple unit). 85R (branched single unit, root-caused) and
BSC (brancted, single unit. component-caused); generic ccennon cause events are a subset of event
category 55R that seats screening criteria to be modeled in a systems analysis as a conyson cause event.
Actual cceece cause events have at least two actual component states.

CAverage Cf all conoeent beta factors.
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should be used for screening purposes only. It is the responsibility of
the analyst to defend any conclusions derived from generic beta factors
in light of the above severo limitations. The authors generally*

discourage this approach and would prefer that each analyst perform his
own evaluation of the data to base each analysis on.

3.4 STAGE 4: SYSTEM QUANTIFICATION AND INTERPRETATION OF RESULTS i

'

The final stage of the analysis involves quantification of the system
unavailability, performing uncertainty sensitivity analyses, i
interpretation of the results, and documentation. The objectives of this,

| stage are achieved through the steps described in the fo11cwing. '

' ;

3.4.1 Step 4.1 - Ouantification (
! In this step, the parameter estimates obtained in Step 3.4 are used along i

with the algebraic (probability) equations developed in Step 3.2 to :,

i quantify the system unavailability. This quantification is performed for [
I each of the sets of system boundary conditions. Both point esticates and :

) complete uncertainty distributions may be computed. Reference 3-3
discusses a number of corputer programs that can be used for this ,

a purpose. The specific program used for quantirication depends on the !
I form of the algebraic equations deve'oped and the specific logic codels [
i erployed. Many programs, such as G0, SETS, and the WAM series |

| (Reference 3-10), can be used to reduce the Boolean logic, to develop the ,

' algebraic equations, then to quantify these resulting expressions by i

1 usfag parareter estimates supplied by the user from data. Each such
' cceputer prcgram has its own advantages and disadvantages. i

As was centioned in Step 3.4 the rest appropriate point estirate of the
parareters for point calculation is the rean value of their uncertainty
distribution.

3.4.2 Step 4.2 - Results Evaluation and Sensitivity Analysis

:

l The final step of system analysis prior to documentation is the ;

.
interpretation of the results of the quantification results. In addition

j to the overall top event frequency and its uncertainty estimate, the |
results also should surrarize the relative contributions of independent ;4

|
hardware f ailures, failurcs involving tests or raintenance, and common :

cause failures. Such results should be presented f or each separate set j; of system boundary conditions (i.e., states of support systers) '
,

: evaluated. Although the system analysis alone can be useful in ;

} identifying what limits the system f ailure frequency and hence point the !

j way to irproveronts, the reader is igain cautioned. For effective risk ,

; ranagerent, recorrondations for irprovecents rust be based on an overall j
i plant perspective. Suggested irproveronts to individual systers, which i
j at the systen level may appear very effective, ray instead have only a ;

{ very small iroact on plant risk. {

As was discussed in Steps 3.3 and 3.4 there is considerable uncertainty
1 Iin the estf ration of corron cause failure probabilities. Although an

Iuncertainty analysis can express the significance of this in an integral
sense, it is also useful to see how significant such unc2rtainties can be

i
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1

by using sensitivity analyses to illustrate the direct relationship
between the input values for the common cause basic events and the
overall sy: tem results.,

| Another factor to be considered in the process of evaluation of the
results is an assessment of the possibilities and impact of the recovery

4 from failures. This subject, in relation to the analysis of conmon cause
j failures, is briefly addressed in Appendix G.
!
i 3.4.3 Step 4.3 - Retorting

i

| The final step is the reporting and documentation of the analysis.
] Although all assumptions should be documented, the mos' crucial are those
j concerning the analysis, classification, and reinterpretation of the data
i for plant-specific conditions because it is this area of the analysis
j that is the source of greatest uncertainty. The impact vectors serve to
1 document the assumptions made, but need to be supplerented by concents
! explaining on what basis the assumptions are made; for instance, why the

particular mechanism for linking failures was felt to be well defended- |
,

| against. The importance of this cannot be overstated because it is a key
to understanding the occurrence of and potential for defenses against4

;

j connon cause failures at the plant. l

3.5 APPLICATION OF THE PROCEDURAL FRAMEWORK: A SIMPLIFIED EXAMPLE
.

| The preceding four subsections of this section have described in detail ;

! the steps involved in each of the four stages of the procedural !
f frarework. The purpose of this section is to provide a sure ry of the !
j procedure by using a sirple tutorial example. The intent is to i
! illustrate in a sieple way, without providing any detailed evaluation. |

the main features and products of the different stages of the analysis. |:

; These examples are for the analysis of the unavailability of specific :

! sy stems, an auxiliary feedwater system, and station batteries. Since ;
j this guide is applicable to connon cause analysis at the accident *

'

1,
secuence, as well as system unavailability level, the ese le chosen here
is the analysis of a sirple event tree and shows nere t rically than do

j the examples of Section 4 the application of quantitat e screening. The !
exaeple event tree has two branch points and two accidi ' (uences of;

,

; interest. Although the soletion was solved using the 1 c tree linking !

rethod, the intentien is not to endorse any particular wthod for the '.

I treatrent of support system dependencies (in this case, AC power). The t
same logical cutsets would arise using a support state rethodology. |

|
3.5.1 Stace l' Systen Loeic Model neve1coment J

4 ,

! !

j A simplified diagran of the plant and its systems is given in [
Figure 3-5. There are two safety systers; the emergency cooling system !

'

that is designed to prevent core relt in the case of loss of nornal !

y cooling, and a containrent cooling systen, which can nitigate t

j radioactivity release. The example should not he interpreted as a i

j cceplete or accurate rsodel of any particular plant; the sole intent is to !,

f
!

!
!
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,

provide a model for which cutsets can be simply evaluated and that can1

therefore be used to demonstrate the procedure for inclusion of cornon
4

cause failures.

The systen dependencies modeled explicitly are the coreon supply tank and
the dependency on diesel generators.

! The problem to be solved is the estimation of the frequencies of accident
! sequences IEC and IEC in the event tree of Figure 3-6, with an initiating
! event of loss of offsite power. The logical solution was obtained by
i constructing fault trees for the ECS and CCS systers, explicitly
: including the dependency of each component on diesel generators and
! cerbining the appropriate fault trees (or corplements) to get the

accident sequence cutsets. The parametric values for the basic events
are given in Table 3-8. The cutsets for the two sequences are given in,

; Tables 3-9 and 3-10 The cutset frequencies are included for
corpa ri son. The cutsets give the complete logical description of the

| corbinations of failures that can lead to the sequences, but because the
f requencies in Tables L 9 and 3-10 are evaluated on the basis of the
assurption that the failures are independent, they are underestimated, as '

will be seen later. This has corpleted Steps 1.1 through 1.3 of the |4

; procedure, j
'

!

! 3.5.2 Stage 2: Identification of Corron Cause Coroonent Groups

It is assured that, on the basis of a qualitative screening following i

Step 2.1 of the procedural framework, the following common cause
,

corponent groups have been identified for consideration: j;

I (DGA.DGB), (E-PUMP-A, E-PUMP-B)

j (C-PUMP-A, C-PUMP-B), (C-MOV-A , C-MOV-B) , [
; (E-MOV-A, E-MOV-B) |

| !
| As described in Section 3.2.1, the qualitative screening consists of a i

i search for the common attributes of corponents and rechanisms of failure |
j that can lead to a potential for corren cause failure, l

l

The next step is to perform a quantitative screening (Step 2.2). The !
! nochanics of this step use a simplified version of the coreon cause !

i rodeling described and performed in Step 3 and illustrate the iterative f
j nature of application of the procedure. In fact, since the coreon cause {
| groups involve only two corponents, the beta-factor rodel will be used j
j both in the screening and in the detailed analysis (Stages 2 and 3). In :

| accordance with Steo 3.1, the following common cause basic events are f

]
defined: DG-CCF, E-PUMP-CCF, E-MOV-CCF, C-PUMP-CCF, C-MOV-CCF.

|
t

| They are included in the logic model by substitution of fault trees, |

{ similarly to those in Figure 3-7, into the original system fault trees, i

j The screening analysis was carried out by using a beta factor of .1 to l
estfrate all CCF contributions. The results of this analysis are shewn !
in Tables 3-11 and 3-12. !

! !

! |
i

!

:
!
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Table 3-8

BASIC EVENTS PROBABILITIES

Primary Name Probability

C-CV-A 1.0-4
C-CV-B 1.0-4
C-MOV-1 1.0-3
C-MOV-A 5.0-3
C-MOV-8 5.0-3
C-PUMP-A 3.0-3
C-PUMP-B 3.0-3
DG-A 2.0-2
DG-8 2.0-2
TANK 1.0-7
E-CV-A 1.0-4
E-C V- B 1.0-4
C-MOV-1 1.0-3
E-MOV-A 5.0-3
E-MOV-B 5.0-3
E-PUMP-A 3.0-3
E-PUMP-B 3.0-3
LOSP 2.2-2

NOTE: Exponential notation is
indicated in abbreviated
form; i.e , 1.0-4 =
1.0 x 10*d.

,
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Tabic 3-10

1 CUTSETS FOR SEQUENCE IEC WITHOUT COMMON CAUSE

i

|

'l

Percent '

Number of Sequence Frequency- Event Nancs
Totali

1 52.27 8.80-6 DG-B DG-A LOSP
'

2 13.07 2.20-6 DG-A C-MOV-B LOSP

f 3 13.07 2.20-6 DG-B E-MOV-A LOSP

i 4 7.84 1.32-6 DG-A C-PUMP-B LOSP
!'

OJ

& 5 7.84 1.32-6 DG-B C-PUMP-A LOSPm
6 2.61 4.40-7 C-M0Y-1 DC-A LOSP

7 2.61 4.40-7 DG-B E-MOV-1 LOSP

8 0.26 4.40-8 DG-B E-CV-A LOSP

9 0.26 4.40-8 DG-A E-CV-B LOSP

| 10 0.13 2.20-8 C-M07-1 E-MOV-1 LOSP

11 0.01 2.20-9 TANX LOSP

12 0.00 5.50-10 CCS-MOV-A C-MOV-B E-MOV-1 LOSP,

1 Total 1.68-5
1

i
'

NOTE: Exponential notation is indicated in abbreviated form;
i.e., 8.80-6 = 8.80 x 10-6,
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i

i
l
1 Table 3-11
I

i CUTSETS FOR SEQUENCE IEC li!TH COMMON CAUSE ADDED

i

Number Percent Frequency Event Names

1 91.47 4.40-4 DG-A LOSP
,

.i 2 4.57 2.20-5 E-MOV-1 LOSP !

3 2.29 1.10-5 E-MOV-CCF LOSP;

| 4 1.37 6.60-6 E-PUMP-CCF LOSP
|

! 5 0.11 5.50-7 E-MOV-A E-MOV-B LOSP ;

i 6 0.0/ 3.30-7 E-MOV-A E-PUMP-B LOSP [
7 0.07 3.30-7 E-PUMP-A E-MOV-B LOSP |

'

5 8 0,04 1.98-7 E-PUMP-A E-PUMP-8 LOSP !
i

9 0.07 1.10-8 E-MOV-A E-CV-B LOSP |

1 10 0.00 1.10-8 E-CV-A E-MOV-8 LOSP f
-| 11 0.00 6.60-9 E-PUMP-A E-CV-B LOSP {

12 0.00 6.60-9 E-CV-A E-PUMP-B LOSP !

I
h

Total 4.81-4 [
i

i
'

NOTE: Exponentialnotationisigdicatedinabbreviatedform, t

i.e., 4.40-4 = 4.40 x 10' . i

) '

r
J. !

]

! ,

!
!

I |,
,

4 :

1 !
i !
' '

,

I |

| !

| .

: f
;

|
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Table 3-12

CUTSETS FOR SE00ENCE lEC WITH COMMON CAUSE ADDED
,.

i

Number Percent Frequency Event Names

1 71.44 4.40-5 OG-CCF LOSP

2 14.29 8.80-6 DG-B OG-A LOSP !

j 3 3.57 2.20-6 DG-A C-MOV-B LOSP
'

i 4 3.57 2.20-6 DG-8 E-MOV-A LOSP

5 2.14 1.32-6 DG-B E-PUMP-A LOSP !
!

| 6 2.14 1.32-6 DG-A C-PUMP-8 LOSP |$
7 0.71 4.40-7 DG-B E-MOV-1 LOSP

'

! 8 0.71 4.40-7 C-MOV-1 DG-A LOSP

j 9 0.36 2.20-7 C-MOV-CCF DG-A LOSP [
10 0.36 2.20-7 DG-8 E-MOV-CCF LOSP :

. 11 0.21 1.32-7 DG-8 E-PUMP-CCF LOSP i
j 12 0.21 1.oi-7 C-PUMP-CCF DG-A LOSP

,

13 0.07 4.40-8 OG-B E-CV-A LOSP ,

14 0.07 4.40-8 DG-A C-CV-B LOSP
4

i 15 0.04 2.20-8 C-MOV-1 E-MOV-1 LOSP !

!! 16 0.02 1.10-8 C-MOV-CCF E4t0V-1 LO5P :i
t 17 0.02 1.10-8 C-MOV-1 E-MOV-CCF LOSP ;I

j 18 0.01 6.60-9 C-MOV-1 E-PUMP-CCF LOSP
,

i 19 0.01 6.60-9 C-PUMP-CCF E-MOV-1 LOSP |
| 20 0.01 5.50-9 C-MOV-CCF E-MOV-CCF LOSP

| 21 0.01 3.30-9 C-MOV-CCF E-PUMP-CCF LOSP
j 22 0.01 3.30-9 C-PUMP-CCF E-MOV-CCF LOSP

1 23 0.00 2.20-9 TANK LOSP

i 24 0.00 1.98-9 C-PUMP-CCF E-PUMP-CCF LOSP1

| NOTE: Exponential notation is indicated in abbreviated form; i

i.e., 4.40-5 = 4.40 x 10-5,
i

|

4
'

i .

i |
\ |

!
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A screening criterion of 1% of the severe core damage frequency was
( adopted; i.e., if a CCF event existed in a cutset contributing to more

than 1% of tne sequence frequency, it was retained for further analysis.
,

For sequence IE'C, two events remain after this screening: E-MOV-CCF and
E-PUMP-CCF (see Table 3-11) and, for sequence IEC, only one remains -

2 DG-CCF (see Table 3-12).

This steplo example illustrates the important fact that, depending on the
result of interest, the requirements for detailed evaluation do vary.4

; 3.5.3 Stace 3: Common Cause Modeline and Data Analysis

As remarked previously, the definition and modeling of basic events
(Steps 3.1 and 3.2) are the same as those performed for the screening i

I analysis. ( An example in Section 4 illustrates the use of higher order |
; models.) Pursuing Step 3.3 will result in a set of pseudo-data for use

in estimating the beta factor. As discussed in Section 3.3, there are
3

several sources of uncertainty in ant.lyzing and interpreting this data.,

: It is assured therefore that the data analysis resulted in two sets of
1 pseudo-data, one corresponding to an optimistic, the other to a
j possimistic, view of the data. An optimistic interpretation can be

t

j obtained by screening out any event for which there is an element of t

doubt of its applicability, while a pessimistic interpretation should !
"

include any event about which there was a doubt. Using these sets of
pseudo-data, the following estimates for the beta factors are obtained.

|Beta Factor
| Component

j Low Value High Value
! 6

Diesel Generators .03 .12 |;

ECS t'0Vs .06 .11 |
ECS Pumps .04 .17 i

1 1

|
'

The two values are used to define a range of values, this being the
|sirplest representation of uncertainty. An alternative would have been |

to also provide a best estimate interpretation of the data, j
r

1 3.5.4 Stace 4: System Ouantification and Interpretation of Result s !

l !

i The results of the quantification of sequence frequencies using the beta |
j factors obtained in Stage 3 are
i l
i

Sequence Zero Value Lew Value High Value
j - '

-

|
k

!EC 4.63 x 10-4 4.726 x 10~4 4.357 x 10-4 j
i

IEC 1.63 x 10-5 3,08 x 10-5 7.04 x 10-5
'

'

| ;

4

1
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)

t

Comparing the results of the evaluation with the results that were
obtained without common cause failures, it can be seen that the inclusion
of common cause failures, makes little difference to the frequency of isequence IEU but is significant for sequence IEC. The reason is easy to f

understand; in sequence IEC there is a single-corponent failure cutset
that is dominant, whereas, in sequence IEC the dominant cutsets are of
the order 2 before inclusion of common cause failure. Also, the dominant

!
common cause failure contribution is excluded from sequence IEC because
of the success in C, the containment cooling system.

An feportant fact to check is if the more detailed cornon cause failure
analysis results in a significant reduction in leading contributions so

;that, with the new values, other common cause failure contributions [' becore significant. This is not the case in this exarple.
I

Except for the crude representation of uncertainty given by the range of |
values, no detailed uncertainty analy-is has been perforred in thisi

:; example. Neither has an importance or sensitivity analysis been
|perforced. It is clear, however, that had the conmon cause groups been !

'

I identified differently (for example, if (C-!!0V-1, E-M0Y-1) or (C-ft0V-A,
c

C-!!0V-B, E-MOV-A, E-it0V-B) had been identified as common cause croups) !
the results of the analysis would have been very different. Inclusion of

tsuch groups is a candidate for a sensitivity study. In this exarple, no i

; best estimate of the beta f actors was provided. Such an estimate could '

i be obtained using a best estimate interpretation of data, or might arise I

J naturally out of a full-blown uncertainty analysis as the rean values of
| the probability distributions on the beta factor values.
i

3.5.5 Conclusions
>

The tutorial example presented here has illustrated, in a sirple way i
<

) uncluttered by calculational details, the appifcation of the procedural |
? frarework. The next chapter provides a core detailed guide for using the '

procedure and in particular addresses one of the most tire-consuming
aspects, the collection and evaluation of event data.

1

3.6 APPLICATION OF THE PROCEDURAL FRAMEWORK TO FUTURE PLANTS

j The frarework in this section has been presented in the context of plants
|

] that have been built and/or operating. From the previous discussion, it
[

j can be seen that the complete framework provides a detailed rechanism for
(assessing the impact of common cause failures on a system or plant. When ;

;

! a plant or system is in the design stage, comron cause failure I
j considerations are harder to evaluate, especially from a quantitative (
) perspective. The data evaluation and screening cannot be perforred as

!I effectively in the design stage. Therefore, the qualitative analysis has 6

j a more irportant role and can assist in the design process to identify f} potential defenses against corren cause failures,
i

i !
| For exarple, location of equiptent can be checked for corron cause

lfailure from harsh environrents. The irpact of procedures can also be iassessed. As the system design progresses, the impacts can be further !) refined and finally quantified. !

i
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Section 4 ;

i

EXAMPLE APPLICATIONS OF COMMON CAUSE ANALYSIS PROCEDURES !

6

The methods and systematic procedures described in Section 3 can be ,

better understood by their application to two sample systems analyzed in |
this section. [

t

The first exaeple is a three-train AFWS at an existing U.S. nuclear power j
plant. This type of system may be the one that has been subjected to i

I more reliability analyses than any other because of the requirements {
imposed by the NRC after the accident at Three Mile Island. The common t

cause analysis of this system is described in Section 4.1 in terms of the l
steps of the systems analysis framework described in Section 3. This [
example emphasizes the screening process, identifying ccemon cause (,

coeponent groups, and integrating those groups into the logic model of ('

the system. It also shows how the different parametric models may be i

used and their parameters estimated. The relative significance of I
' various common cause basic events is also investigated. :

The second example is an actual analysis (Reference 4-1) of a system that
is different from the AFWS in size (number of components) and types of i-

equipeent. The system is the DC electric power system in a U.S. BWR. |

The analysis cephas(zes the common cause contribution of a subset of !
station batteries required to prevent core damage in sore specific !

scenarios. The analysis includes a detailed review of root causes and '

coupling mechanisms of equiprent failures; describes the e,ualitative
screening process; and provides a detailed discussion of event data,'

screening, impact vector assessment, and pat meter estimation. Thi s !
'

analysis is included here only as a demonstracien cf the procedural
framework for common cause analysis. No representation is made that the i

analysis and the results are adequately plant specific to include all of ;

the essential characteristics of the subject plant.
!|,

The system is analyzed for scenarios that are characterized by transients i
'

that lead to station blackout (loss of all AC power) or substantial i

j degradation of the AC power systizm as a result of concident failures in |
,

the 125/250V DC power system. Loss of the 125/250V OC power systen !
'

causes loss of the EDGs, the HPCI system, the RCIC systen, and the !

depressurization system. Loss of these systems causes a loss of all core j
and containment cooling and, without recovery, would lead to core |
dara ge. This damage scenario was identified as a doninant scenario in a !

recent PRA study (Reference 4-2) in which generic CCF frequencies were j
assignec to a variety of components in several systems. The accident i

sequences were then quantified and the dominant scenarios identified. !
3

J
Finally, the dominant scenarios were analy cd for recovery potential and. I

whenever appropriate, the scenario frequencies were reduced according to |
: the recovery likelihood. Following the recovery analysis, the PRA'

|

!

I

I
1
i 4-1
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)
,

i
1

! results indicated that 51% of the frequency of severe core damage
I accidents was due to the scenario considered in this section. The PRA
I study, however, recognized the limitations of using generic CCF data and
! strongly recommended a more detailed CCF analysis of tMr major
| contributor to the core damage frequency before any actions be taken
a based on the PRA results.
!
j The analysis of this scenario, presented in Section 4.2, provides a
' plant-specific estiration of the occurrence frequency of the scenario

that is conservatively estimated to be at least five times less than the
frequency estimated using the generic data. In addition, the detailed

j qualitative analysis gives indications of how safety improvements
: associated with this scenario could be pursued if desired.
i

4.1 AUXILIARY FEE 0 WATER SYSTEM EXAMPLE
,

i

! 4.1.1 Stace 1: System Locic Development
1

I 4.1.1.1 Step 1.1 - System Familiarization. A simp 1tfied Pa!D of the
j example auxiliary feecwater system is shown in Figure 4-1. The system is
3 typical for PWRs in the U.S. and consists of three puep trains, which

take suction from a common condensate storage tank and supply header and
provide auxiliary feedwater flow to four steam generators. This systemi

has two identical electric motor-driven pumps and a steam turbine-driven i

purp. There are four motor-operated valves at the pump discharge that :
are normally closed. Each motor-criven pump can supply flow through

I successful valve openings to two dedicated steam generators, and the
! steam turbine-driven purp can supply flow to up to four steam generators,
j depending on how many M0Ys open. An important characteristic of this
; system is that, although diversity is employed in purp drives, all three ,

j mechanical purps are otherwise identical. |
| Table 4-1 shows the maintenance, test, and emergency procedures4

| applicable to this system. Each pump is tested quarterly (Procedure 1 in
i Table 4-1) by opening a miniflow valve (not shown in Figure 4-1) and |purping water back to the condensate storage tank in a recirculation loop ;

(also not shown in Figure 4-1). If a system actuation signal is received j
during a pump test, the miniflow line should isolate automatically but i

need not be isolated to reet the system success criteria. Each isolation |

1
valve undergoes a conthly stroke test (Procedure 2 in Table 4-1) that

|
1 consists of cycling the valve once from the control room and recording r

i tre tire required for cycling. Each isolation valve also undergoes !
j quarterly preventive raintenance (Procedure 3 in Table 4-1) that includes t

acjustrent of torque and limit switch settings and lubrication. A stroke |
test is required irrediately following cointenance. The purps are j
lccated in a ccm on location with no environtental barriers between the |
purps. The purps are maintained according to Procedure 4 in Table 4-1.
Alttougn purp maintenance is a complex activity, the technical |
specifications for the AFWS do not require a complete flow test j

(Procccure 1 in Table 4-1) to be perforced irrediately following !

raintenance. Finally, the AFWS is fully automatic, and the operator rust
|

| verify its proper cperation following autcratic initiation. If the AFW i

control system fails, the operator rust ranually Control proper flow to |
tra steam generator (Procedure 5 in Table 4-1). >

;

i4-2 ;
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9

!

!

I

I Table 4-1
|
| MAINTENANCE AND TEST PROCEDURES APPLICABLE TO THE

AUXILIARY FEE 0 WATER SYSTEM
i

| Procedure
Identification Procedure Titlea

i Number

|
j 1 Auxiliary Feedwater Pump Quarterly Flow Test
i

2 Auxiliary feedwater Isolation Valve Monthly Stroke Test

3 Auxiliary feedwater Isolation Valve Quarterly Maintenance

,- 4 Auxiliary feedwater Pump Annual Maintenance
!

5 Scation Emergency Operating Procedure ;

i ,

i i

] !

[
i !
i t
i .

<

i i
!

i

!
!
t

|

!
i

:

1

i !

! !

|
! i

,
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4.1.1.2 Step 1.2 - Problem Definition. As noted in Section 3 this step
in the corron cause analysis procedure involves the definition of
analysis objectives, boundary conditions, mission time, system
alignments, environmental hszards (including such external events as
carthquakes), basic events (corponent breakdewn-failure node
corbination), potential operator actions, and any other assurptions or
ground rules imposed on the analjsis.

The objectives of this analysis are to determine the frequency of failure
(i.e., failure frequency per demand) of the system and to determine the
principal contributors to system failure. A probabilistic quantification
of uncertainty is to be perforred; hence, both point estimates and
uncertainty distributions are to be provided.

Fcr practical reasons, only major components of the system (i.e., the
CST, purps and drivers, actuation circuitry, and MOVs) are being
censidered. Component boundaries are defined as fo11ews. The M0Vs
include:

Motor / Operator (including limit switches and terque switches)e

e Breaker
e Indicatien Circuit
e Centrol Circuit, Panel, and Switch
e Torque Limit Bypass Switch

Valve Hardware (bedy, disc, stem, etc.)e

Pu ps include:

e Driver (rotor and turbine)
e Breaker
e Centrol Circuit, Panel, and Switch
e Pump Hardware

Electric pcwer supply is outside the scope of this analysis, and it is
assured to be available. Basic events are to be considered at the
cc ponent level. Although of great irrertance, external events (e.g.,
seismic, fire, and flood) are also assured to be outside the sccre of
this aralysis. No operator intervention or recovery actions are to be
considered except as noted in the qualitative analysis, it is assured
that the system must operate for 24 heurs following its demand.

Various pessible system alignrents are normally considered in typical PRA
system analysis. However, to simplify the presentation, the system is
cnly analyzed for the norr.al alignment in which no test or maintenance is
perforced.

4.1.1.3 Step 1.3 - Locic Model Develerrent. The reliability bleck
diagram anc corponent-level tault tree ter the systen are presented in
Figures 4-2 and 4-3, respectively.

4.1.2 Sta;e 2: Identificatien of Cerren Cause Cerrenent Creurs
4.1.2.1 Step 2.1 - Qualitatise Analysis. The purpose of this step is to
determine which conncn cause events are important for the system and

,

4-5
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I
i therefore should be included in the subsequent steps of the analysis.
1 This objective is a;complished by first identifying an initial set of
I common cause events of interest. This identification relies on
I assumptions (based on judgeent and feedback from operating experience) to
| keep the number of events of interest at a canageable level.
4

) At this stage of the analysis, the analyst must decide which groups of
components have a significant likelihood of experiencing a cormon cause
event af fecting two or more components within that group.

| To incorporate cerrnon cause events into the systems analysis, it is
necessary to understand the factors pointing to the independence, or lack
thereof, among the corponents in the system. Such factors include
whether groups of identical components are employed, the extent of
diversity, if any, among components within a redundant group, the
physical proximity or separation of the redundant components, and the |
Capacities end susceptibilities of components to varied environmental
stresses. An extrerely teportant consideration is the potential fori

hwan errcrs in the design, ranufacture, construction, plant ransgerent,
and operation that could be shared by two or more corponents within a
redundant group. All of these factors will be formally considered in the
rcot cause analysis. |

|
'For our example system, there are three natural groups of components:

the four identical motor-operated valves, the three identical purps, and !
,

! the two identical motor drives. Check valves are excluded to simplify
i the presentation of the example. Mcwever, in a rore complete analysis,
'

they should be included as a group. Corbinations of components not
witnin the selected groups are assumed to be independent.
References 4-3 through 4-5 include hundreds of cercon cause events that
affected sets of identical active ccrponents but very few, if any, that
affected diverse cceponents. Keeping the number of possibilities allowed ;

j fer in the models at a ranageable level will continue to require
j qualitative and quantitative judgment guided by feedback from operating

caperience. Such judgrents, however, are not unlike the numerous4

| judgrents that need to be rade by a systems analyst to account for
i independent events.
'

i
The three candicate cornen cause corponent groups of this emarple problem<

l are:

Puro Group Meter Grcup Valve Creup
!

P1 M1 V1
P2 H2 V2
P3 v3

Y4

The rcraincer of this section presents an analysis of the root causes and fccupling rechanises of failures for the equipment of interest in the j
syster, with erphasis on the CCF potential associated with each rcot :

j cause of failure. !te rain objective is to identify which one of the
ateve cancicate cerron cause corpor.ent groups should be retained fori

i analysis in the subsequent steps. This qualitative step also helps j
achieve the follcwing two objectives: (1) to provice engineering

;

1 I

; 48 [
, f

f
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I
I

arguments that will aid in assessing the impact vectors in the data
classification and screening step (Step 3.3) and (2) to provide
engineering arguments to formulate defense alternatives and stipulate I

recorrendations in the interpretation of results step (Stage 4), I

fThe rcot cause and coupling rechanism analysis (referred to as root cause '

analysis in the rest of the discussion) is perforred by first identifying jan initial set of root causes of interest for the equipment in the AFWS
and by also identifying the group of corponents affected by each rcot
cause. Then, each root cause and corponent group combination is

,analyzed, based mostly on engineering arguments to assess hcw they could jirpact the AFWS. Scre combinations may be "not applicable'' to the AFWS. -

i Other cortinations may be easily detectable and easily repatrable. In
both of these cases, the combinations are labeled "unirportant," and this

,

conclusion allows screening of related failure events in Step 3.3. Other i
corbinations may be judged applicable to the ATWS, This conclusion :

supports assigning nontrivial impact vectors to related failure events in
Step 3.3,'

Three types of root cause and component group ccebinations rust be
addressed: type 1 consists of root causes that primarily affect similar
equipment, type 2 consists of root causes that affect equipment operated

; according to the same procedures (with emphasis on risalignrent errors),
| and type 3 censists of rcot causes that affect equipment in the sare

lccation,

The initial analysis of rcot causes of f ailure for the equiprent ofj

interest censists of a detailed review of (1) failure reports (e.g.,
;LERs, NPE, plant legs, and so on), (2) other system reliability analyses

i (e.g., the FEA), and (3) previous studies on similar systers, This I

,

initial ef fort indicates the fault categories that rust be addressed in
the analysis (e.g., valve internal tailures, valve cperator failures.
loss of valve control signal, loss of valve pewer supply, and so on) and<

i prevides the basis for the root cause analysis. This review rust te
exhaustive to ensure that all the fault categeries are adequately
considered. The raterial that follcws, however, wa.; developed for
illustrative purposes and is based on a limited data review. In an i

actual application, a more exhaustive data review would reveal additional
rcot causes of failure to be considered. Nevertheless, the following
discussion does cover the rest cerrenly observed root causes of failure
for the equiprent of interest. j

i

:

Table 4-2 su'wrizes the root cause and cceponent group corbinations '

defined for the auxiliary feedwater system. There are five type 1
corbinations (the first three and the sixth and seventh root cause and
corponent gecup ccruinations in Table 4-2), l'ost causes of AFW pump
(excluding driver) f ailure are potential CCFs of interest because of the,

similarity of the three purps (cerbination 1 in Table 4-2). Sinilarly,
most causes of purp drive rotor and AFW isolation valve faults will also4

be consicered a type 1 :croination (ccedinatiens 2, 3, 6. and 7 in
Table 4-2).

Tnere are f he type 2 cercinattens (ccroinations 4, 5, and 8 in
Table 4-2) because Precedures 1, 2, anc 5 in Table 4-1 and the equiprent

4-9<
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Tabic 4-2

CAUSE AND COMPONENT GROUP COMBINATIONS INITI ALLY DEFINED
FOR THE AUXILIARY FEEDWATER SYSTEM

Cerbination Cause Affected Type of
Iden ation of Interest Equiprent Cortination

p

1 All but procedure AFW Purps 1

and environe.ent-
related causes.

2 All but procedure Purp Drive ttotors 1

and envirenrent-
related causes.

3 All but procedure ATW !solatten Valves 1

and environrent-
related caures.

4 Errors comitted Equipment Addressed in 2

during pump flew Procedure 1:* AFW Purps
test.

5 Errers corcitted Equircent Addressed in 2

during valve stroke Procedure 2:* AFW
test. Isolation Yalves

6 Errers comitted Equiprent Addressed in 1

during valve Procedure 3:* AFW
caintenance. Isolatten Yalves

7 Misalignrent errors Equiteent Addressed in 1

comitted during Procedure 4:* AFV
punp msintenance, Purps

S Errces corsitted in Equirrent Addressed in 2
operating the Procedure 5:' All
auxiliary feecwater Purps Motor Drivers,
system during a and isolation Yalves
transient.

9 Energetic harsh All Equiprent in Purp 3

environrants in Reen
purp recm.

' Pro edure titles are li sted in Table 4-1.

4-10
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i
!

addressed in these procedures will be considered a type 2 ccmbinatien, j
This permits a closer scrutiny of the plant testing and operational lactivities. !

!

Since all three pumps are located in the same rocm, energetic harsh |environFents (e.g., pipe ruptures, missiles, etc.) are potential causes |of multiple f ailures within tne AFWS, Therefore, energetic harsh
envirencents and all the equipment in the puep room cre also identified
in Table 4-2 for additional analysis (ccebination 9). y

Scre nonenergetic harsh environments (e.g., reisture and contaminatten)
are reactly identified as possible caused of f ailures of some of the AFW

| equipment. Hewever, since all purp equircent is envirenrentally
qualified, f ailures due to these environments are nere Itkely to eccur as !

'

a result of irproperly performed human related activitiest e.g., failure |to properly seal the equipment following raintenance. These failures !will be accressed for the applicable equipment when analyzing the type 1 t

cerbinatiens in Table 4 2. Thus, no additieral tyre 3 ccebination has
-

j teen icentified for further anaiysis,
i

t'

Each rect cause and cetponent greup cctbination identified in the initial '

effert and sutmarized in Table 4-2 will new be analy:ed, based mostly on
engineering jucpents.

,

l

4.1.2.1.1 Root cause and cerconent group combination 1: AFW pu*es.
fA review of operating esperience reveals that cultiple f ailures of

auxiliary feedwater puers are rest of ten caused by (1) a partial or
ccrplete loss of flew from a ecmen suction line, (2) raintenance
erecrs that are systeratically repeated for each purp, or (3) design
deficiencies.

Less of sucticn flow is rest of ten caused by introducing air into the
sup?ly tank or suction line. Air can te intreduced into the systen l
during raintenance that requires disassembly of piping or other i
cer;cnents er duries transfer operatiens involving the supply tank. '

Altneugh these activities take place infrequently, they de pose a
threat to pu p operability at this plant. Plugged strainers can also
cause loss of suction to all three purps, but this type of event is ,

jmore reactly recognizable (operational esperience indicates that a '

recuted ficw concition is of ten obs7rved before suf ficient plugging
causes purp f ailure).

Maintenance is perferred on the three auxiliary feedwater purps once !
per year. All three purps are serviced during the stee shif t by a I
single natntenance crew, so the potential for repeating an errer !
(e.g., installing the seal packing too tightly) on all three purps |
cces eatst. Tne faulted r.cndition of the puros would not be detected j,

' until a system cerand eccurrec or until the next flew test of ene of
the purps. Due to fleatbility in the scheculing of raintenance at

j this plant, the faulted cenciticn ceule est.t for up to 1 renth.

Design def f etencies are rest of ten associated with control circuitry,
cut scre events hu e been cbsersec insolving tre fluid systen. 5cce
design deficiencies go undetectec fer several years, and systes

. rocifications of ten introduce additienal design deficiencies into the
!

1
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systems. Therefore, design deficiencies cannot be ruled out even for >s

older plants. Diversity does provide defense against most of the '

observed design-related CCF events. Since the control systems for
the two motor-driven pumps differ from the control system for the
turbine-driven pump, dependencies due to control circuitry design
deficiencies are judged to affect the motor-driven pumps only.

; However, dependencies due to pump (excluding driver) and fluid system
design deficiencies are likely to affect all three trains.

,

; Since a number of credible root causes _that affect the three
j auxiliary feedwater pumps have been identified, root cause and
; component group combination 1 is judged credible at this plant.

4.1.2.1.2 Root cause and component group combination 2; pump drive
motors. The review of operational experience revealed only a few
events involving pump drive motors. This limited experience,
however, indicates that the CCF potential exists and is most of ten
associated with design deficiencies (e.g., undersized motor) or harsh
environments, such as moisture and low temperature (another harsh
environment, high temperature steam, will be analyzed later).

lThese harsh environments should not be a problem at this plant
| because the equipmert in the AFWS is environmentally qualified, and
; the plant maintains an appropriate winter provisions program to

ensure adequate room temperatures for all safety-related equipment.'

Obviously, failure to properly maintain equipment according to4

j maintenance programs will result in failures. This root cause and [
component group combination is judged less likely than combinations 1
or 3 (discussed next), but it is still a credible root cause of CCFs.

| r

i 4.1.2.1.3 Root cause and component group combination 3: AFW
isolation valves. A large numoer of multiple failure events

'

involving motor-y*ated valves have resulted from design |;

i deficiencies, ma:Wcturing defects, and installation errors. Some ;

! of these faults and errors occur early in the life of a power plant,
but others go undetected for several years. Also, system f

'

; modifications and equipment replacement occur often in most systems, ,

I thus creating additional opportunities for introducing the fault i

! events into the system. Therefore, those root causes of valve |
i failures are of great CCF potential in this system. |

P

Finally, several CCF ovents have resulted from such environmental I'
causes as contamination and moisture. However, closer scrutiny

3

reveals that these events are actually the result of design. I3 manufacturing, and installation deficiencies and maintenance errors, i

For example, excessive grease may be introduced by the vendor |
(manufacturing deficiency) and moisture intrusion is usually |;

! associated with failure to properly seal equipment following ;

maintenance (maintenance error) or failure to specify properly >

{ qualified equipment (design deficiency). Thus, these events <

represent a subset of the causes previously discussed.
|,

Root cause and component group combination S is judged credible at |
j this plant since several root causes with high CCF pctential have ;

been identi fied. ;

i !
]

-
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, 4.1.2.1.4 Root cause and component group combination 4: equipment
cddressed in Procedure 1 The AFW pump quarterly flow test consists
of pumping water Dack to the condensate storage tank by opening a
miniflew valve in a recirculation loep and starting the pump.
Realignment errors following the test are unimportant because the
miniflow lines need not be isolated to meet the system success
criteria. Thus, root cause and component group combination 4 is
discarded from further analysis.

4.1.2.1.5 Root cause and componeng group combination 5: cauf pmen t
addressed in Proiedure 2. The auxiliary feedwater isolation valve
montnly rtroke test involves cycling each valve once from the control
room and recording the time required for cycling. The only potential

, error associated with this test is failure to return valves to their
l normal (closed) position. Since having these valves open would not

prevent the system from functioning properly if demanded, this
potential error is not of concern. Thus, root cause and component
group combination 5 is discarded from further analysis.

4.1.2.1.6 Root cause and component gr.":Up combination 6: eouipment
.

addressed in Proceaure 3 Errors introduced when performing
maintenaride activities can result in CCF of the isolation valves.

Errors introduced during maintenance activities (mostly improper
torque or limit switch settings, but also improper lubrication and
improper seal packing) are also major contributors to valve CCF
events. These faults are of particular concern at this plant for two
reasons:

e Mointenance activities on all four valves are performed
sequentially by the same crew. Thus, the potential for
systematically repeated human errors is significant.

e Failures due to these root causes may not o::ur the
first time the valve is cycled. Thus, the stroke test
performed af ter maintenance may not detect the problem.

Some additional possibilities are examined now with empnasis on
errors of alignment that may be committed when performing Procedure 3.

Procedure 3 addresses maintenance on the valve operator and the '

associ3 tid power and control equipment. (Maintenance requiring
disassembly of the valve body is only allowed during shutdown because
it involves isolating and draining the AFWS.) The following
misalignment possibilities are considered:

1. Incorrect alignment of equipment resulting in valve
unavailability (ies) during maintenance.

2. Incorrect alignment of equipment resulting in valve j
unavailability (ies) following maintenance. !

1

1
I

,
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3. Spurious operator actions resulting in valve
unavailabili ty(ies) . This possibility is not directly
associated with Procedure 3 but with erroneously
misaligning equipment in the AFW when attempting to
align equipment in other systems,

i Procedure 3 requires that maintenance be performed on only one valve
at a time. The valve must be locked open during maintenance, and-
both control signal and power supply must be removed before starting2

1 maintenance activities. Failures to open the valve before starting
maintenance is judged unimportant because it would result in a single
valve failure only. A CCF error of possible interest is performing
an incorrect tagout (leaving the valve closed and removing control
signal and power supply) on one valve and starting maintenance
activities on a different valve (note that this scenario involves two
human errors). This scenario is judged unimportant because it is'

very unlikely and because it would disable at most two valves (the
system would still succeed, barring no additional failures). Thus,'

item 1 above is discarded, l

|

Item 2 is also discarded because Procedure 3 calls for a stroke test
immediately following maintenance on a valve and before starting ,

maintenance on another valve. This test is accomplished from the |

control room and involves at least two plant operators (the
operator (s) at the valve location and the control room operator]. t

The stroke test cannot be satisfactorily accomplished unless control |
!signal and power supply have been properly restored to the valve.'

(Note that although alignment errors following maintenance are judged ;
'

j unimportant, some other errors are important, as discussed in root
; cause and component group combination 3.)
1

Finally, operational experience shows several instances in which ;

valves were mistakenly deenergized, locked closed, or left with their '

; control signals removed. In these cases, the operators were
attempting to align equipment in other systems or even in other units

,

; and mistakenly removed from service the valves in the system of
' interest. The utility's administrative controls on tagouts were
) reviewed to verify if these spurious actions can credibly occur at i

this plant. Suf ficient evidence of better-than-average j
administrative controls was not found however, and item 3 above is

,

judged credible at this plant. !
l

4.1.2.1.7 Root cause and component group combination 7: equipment
2 addressed in Procedure 4 Procedure 4 was reviewed with emphasis on (
) misalignment prod 1 ems resulting from the annual maintenance

activity. The findings associated with this procedure are identical'

I to those associated with the isolation valves (combination 6). The -

; only identified cause of multiple failures is a spurious operator i

action resulting in removal of the AFW pumps from service when i

j attempting to remove pumps in a different system from service.
, ;

} 4.1.2.1.8 Root cause and component croup combination 8: equipment i

addressed in Procedure 5 The AFW5 is normally actuated by an ;

i automatic control system, but Procedure 5 (EOP) calls for manual
j actuation if the control system does not initiate AFW in a timely |

:

I
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manner. Review of operational experience identified a problem that
has existed at some plants. Starting all AFW pumps at once causes a
temporary pressure drop in the common' suction header that initiates
the low suction pressure trip function for all pumps. -The low
pressure trip is prevented by starting the pumps sequentially, j
allowing enough time between starts for the suction header pressure ;
to build back up. Normally, plants have these time delays built into

;their AFW control systems, but problems have occurred during manual ;

actuation. At this plant, the control system uses time delays for ;

starting the pumps, and the E0P explicitly instructs the operators to i

start the pumps one at a time, monitoring suction header pressure
after starting each of the first two pumps. Therefore, this root
cause and component group conbination is judged unimportant in this ;

<

j analysis, i

4.1.2.1.9 Root cause and component group combination 9: eneractic
; harsh environments af fecting equipment in the pump room. A complete |

) searen for credible sources of energetic harsh environments (e.g.
} pipe ruptures, missile impacts, etc.) that could disable the AFWS f

] revealed only one scenario of potential interest. Since all three |
pumps are indeed located in the same room, a break in the steam ;

^

supply line to the turbine-driven pump could potentially fail the two |
motor-driven pumps in addition to disabling the turbine-driven pump ;;

1 (the steam supply line break renders the turbine-driven pump
!' unavailable by disrupting the supply of steam to the turbine

! driver). The contribution of this scenario to system unavailability *

! is judged to be low for the following reasons: (
! i
i e The motor-driven pumps are environmentally qualified; !
I i.e., the motor and support equipment; e.g., junction
! boxes, conduits, cooling system equipment to motor (

bearings, and so on. }
!

; e An examination of the equipment layout revealed that !

only one of the motor-driven pumps is in the vicinity of -

,! the steam supply line. The other pump is at the '

; opposite side of the room with its equipment further
protected from steam impingement by a missile barrier.' -

# Thus, this other pump can only fail due to the steam '

4 supply line break if a sustained steam release fills the j
1 entire room with high temperature steam. Even in this -

j case, failure of the pump is unlikely bo ause it is |

j qualified for such an environment. j

e The steam generator isolation system would isolate the I
'

steam supply line almost immediately on an indication of i
I. a high steam supply line flow or on an indication of a !
' low steam generator pressure. Thus, a sustained steam ,

! release is highly unlikely, !
| i
i e The utility maintains an augmented !$1 program for the
} steam supply line. An augmented ISI program is judged
| to greatly reduce the probability of a line rupture.

1

!
<

i
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Therefore, root cause and component group combination 9 is judged
unimportant in the CCF analysis. Table 4-3 summarizes the results of
the root cause analysis for the AFWS.

This completes the qualitative analysis of this example. There are
different types of additional qualitative analyses that may be
performed but that are not included in this example. Such additional
qualitative analyses include those to support the explicit modeling
of external events; e.g., seismic events. These additional
qualitative analyses have the potential for identifying new connon
cause events for incorporation into the logic model in Step 4.

The conclusion of the preceding discussion is that, from a
qualitative standpoint, all three comnon cause component groups
listed earlier should be modeled in this analysis since, for each
group, one or more root cause and coupling mechanism of common cause
failure have been identified.

4.1.2.2 Step 2.2 - Quantitative screening. This step is usually taken
j to further reduce the number of common cause component groups by

evaluating, in a conservative fashion, their numerical significance,
i However, in the present analysis, the system size and the number of ,

| common cause component groups are small and manageable, making the
quantitative screening unnecessary.

4.1.3 Stage 3: Ccemon Cause Modeling '

-

4.1.3.1 Steo 3.1 - Definition of Common Cause Basic Events. The
incorporation of the comcon cause events into the component-level logic
model of Figure 4-3 is illustrated in Figures 4-4a and 4-4b for the fault;

tree logic form. The notation used to encode the common cause basic
events, which are now defined at a level of detail below the component

,

level (i.e., at the common cause impact level), uses the first letter to 1

i denote the common cause group (i.e., V, P, or M); the second letter to
denote the impact of the cause (i.e., S for single component, D for
double component, T for triple component, and G for global or all
components in that group); and numbers to identify either the specific
component or the specific combinations of components affected by that
cause. This notation will be helpful in developing the algebraic
equations af ter Boolean reduction is completed. Common cause basic
events are now incorporated into the fault tree, based on the methodology

! of Section 3. f

The enumeration of the events, facilitated by the special notation
defined above, is simply the identification of all the component
combinations involving 1, 2, ... or N components. The fault subtree for
each component then includes those and only those events that affect that
particular component. Therefore, for the pump example, the following

,

events would first be enumerated: r

Single Component Events: PSI, PS2, and PS3
Double Component Events: PD12, PD23, and PD13
Triple (global) Component Events: PG

Hence, the fault subtree for pump P1 would include all the events for i

) which the name includes a 1 and the global event: PS1, PD12, PD13, and |

| PG.

I
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Table 4-3

SUf4 MARY OF ROOT CAUSE A?1ALYSIS FOR THE AFWS ,

Combination
Identification Equipment Af fected Comments

Number

1 AFW Pumps Important in CCF analysis; several |
root causes identified with t

significant CCF potential.

2 Pump Drive Motors Important in CCF analysis; judged r

less likely than combinations 1 or 3.

3 AFW ! solation Valves Important in CCF analysis; several :

root causes identified with
significant CCF potential.

.

4 Equipment Addressed in Unimportant in CCF analysis; no
Procedure 1: AFW Pumps root cause identified with

significant CCF potential.

5 Equipment Addressed in Unimportant in CCF analysis; no r

! Procedure 2: AFW root cause identified with [
Isolation Valves significant CCF potential.

6 Equipment Addressed in Important in CCF analysis; spurious
,

,

Procedure 3: AFW operator actions could disable |

Isolation Valves AFW system. Also, maintenance- ;

related causes were identified.

7 Equipment Addressed in Important in CCF analysis; spurious |

Procedure 4: AFW Pumps operator actions could disable
,- AFW system.

,

) ,

8 Equipment Addressed in Unimportant in CCF analysis'.,

! Procedure 5: All Pumps, Procedure 5 includes provisions
'

Motor Drivers, and to avoid root cause of concern,
,

Isolation Yalves
:

9 All Equipment in Pump Unimportant in CCF analysis; system .

'
Room well protected against identified

! harsh environment.
,

<

.
.

:

Is

|
: i

|'
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The minimal cutsets of the fault tree, expanded to include the conmon
cause events, are presented in Table 4-4. Any fault tree software can be
used to do this once the common cause events are properly incorporated.
Note that the controversial cutsets that were discussed in Section 3.3.1
are presented separately in Table 4-4. As noted in that section, these
controversial cutsets make negligible numerical contribution to the
results and subsequently are either deleted or lef t in the analysis. Of
the total of 129 cutsets listed that include 15 controversial cutsets,
the 29 that are underlined are the only ones that would appear without
the common cause events.

4.1.3.2 Step 3.2 - Selection of Probability flodels for Common Cause
Basic Events. Af ter finding the minimal cutsets for each alignment, we

j make the transitio;. from Boolean algebra to normal algebra. Thi s
4

transition is necessary to quantify the frequencies of the top event and
|all its contributors. |

'

|

Table 4-5 shows the algebraic terms corresponding to the fault tree,

evaluation for the normal alignment case. Note that the assumption of
] symcetry of basic common cause events discussed in Section 3 in the

context of the parametric models has been used in developing the;

algebraic equations of Table 4-5. For example, there are six different
"

i comon cause events that fail two valves, each event failing a different
| pair of valves. According to the assumption of symmetry, all these are
l assumed to have the same probability, and so forth. For basic events

associated with a common cause group, the notation, Xj is used where
; j represents the number of components of type X failed due to the 1

ccrresponding cause and basic event in the fault tree. All the basic
events with j = 1 are independent events, while those with j >_2 are
co=on cause events. This notation does not reveal information about '

,

' particular components. Such information is necessary in the fault tree
basic event notation to properly identify minimal cutsets. However, from
this point, it is only necessary to retain what is needed to compute
frequencies and identify the contributors. '

A very important result noted earlier and shown in Table 4-5 is the
proliferation of cutsets associated with the introduction of the common
cause events into the fault tree. For this example, the impact is more
than a four-fold increase in the number of cutsets. Had we done any,

quantitative screening, the number of cutsets would not have become as'

high. An alternative to the incorporation of the common cause events
into the fault tree is to leave them out and sorchow incorporate them
while developing the algebraic models. Experience has shown, however,
that there is a high risk that not all the cutsets will be picked up and -

some may well be overlooked if this important stop is buried in the
algebraic formulas. For example, there is a definite relationship

i

betwoon the inderendent and common terms in Table 4-5.
>

Consider the term 4V} that represents the four minimal cutsets in the
fault tree involving combinations of three in
The common cause terms, V , 4V ,12V Y ,15Y, dependent valve failures.all represent additional

4 3 21 2,

,

'

4 *This coef ficient of 15 will be 3 if the controversial cutsets It sted in
Table 4-4 are deleted. Refer to Section 3.3.1 for the discussion of this

! controversy.
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Table 4-4

MINIMAL CVTSET OF THE EXPANDED FAULT TREE OF THE AUXILIARY FEEDUATER SYSTEM

First Order Cutsets (a total of 7)

C, VG, PG, VT123, VT124, VT134, VT234

Second Order Cutsets (a total of 54) #

VD12*VS3, VD12*VS4, VD13*VS2, VD13*VS4, VD14*VS2, VD14*VS3 i

VD23*VS1, VD23*VS4, VD24*VS1, VD24*VS3, VD34*VS1, VD34*VS2

VD12*VD34, VD13*VD24, VD14*VD23

i PD23*VD12, PD23*VD13, PD23*VD14, PD23*VD23, PD23*VD24
j PD13*VD34, PD13*VD23, PD13*VD24, PD23*VD14, PD13*VD13

,

PS1*PD23, PS2*PD13, PS3*PD12

: PD23*MS1, PD13*MS2, PD12*T, PD23*MD12, PD13*MD12

PD23*VS1, PD23*VS2, PD13*VS3, PD13*VS4, MD12*PS3, MD12*T
_.

VD12*VC13, VD12*VD14, VD12*VD23 VD12*VD24, VD13*VD14, i

VD13*VD23, VD13*VD34, VD14*VD24, VD14*VD34, VD23*VD24,
VD23*VD34, VD24*VD34, PD12*PD23, PD12*PD13, PD13*PD23

, ,
,

Third Order Cutsets (a total of 68)

VS1*VS2*VS3, VS1*VS2*VS4, VS1*VS3*VS4, VS2*VS3*VS4, PS1*PS2*PS3

MS1*PS2*PS3, MS2*PS1*PS3, MS1*MS2*PS3, PS1*PS2*T, M51*PS2*T, !M52*P51"I, MSf*R52*T
,

VS1*PS2*PS3, VS2*PS2*PS3, V3*Pl*P3, V4*Pl*P3
VSl * P S2 * T , V2* P2* T , V3* Pl* T , V4* Pl* T i

VS1*MS2*PS3, Y2*M2*P3, V3*M1*P3, V4*M1*P3
VS1*MS2* T , V2*M2* T , V3*M1* T, V4*M1* P3

,

i PS2*PS3*VD12, PS2*PS3*VD13, PS2*PS3*VD14, PS2*PS3*VD23, PS1*PS3*VD24 ;
PS1*PS3*VD34, PS1*PS3*VD23, PS2*PS3*VD24, PS1*PS3*VD14, PS1*PS3*VD13 '

I MS2*PS3*VD12, MS2*PS3*VD13, MS1*PS3*VD14, MS2*PS3*VD23, MS2*PS3*VD24,
|

| M51*PS3*VD13, M51*PS3*VD23, MS1*PS3*VD24, MS2*PS3*VD14, M51*PS3*VD34
i

'

MS2*T*VD12, MS2*T*VD13, '452*T*VD14, MS2*T*VD23, MS1*T*VD24,:

MS1*T*VD13, MS1*T'<YD23. MS2*T*VD24, M51*T*VD14, M51*T*VD34

) PS2*T*VD12, PS2*T*VD13, PS2*T*VD14, PS2*T*VD23, PS2*T*VD24,
; PS1*T*VD34. PS1*T*VD23, PS2*T*VD24, PS1*T*VD14, PS1*T*VD13

*For a discussion of these controversial cutsets, please refer to
Sections 4.1.3.1 and 3.3.1.
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Table 4-5

TERMS OF THE ALGEBRAIC MODEL FOR THE AFWS IN NORMAL ALIGNMENT
BASIC PARAMETER MODEL FORM

Cutset Independsnt Event Terms Consnon Cause Event Terms
Order (account for 29 minimal cutsets) (account for 100 minimal cutsets)

First Order
C +PCutsets 4 3 + 4V3

+ 12V V + 15V + 10Y * *
21 2 22 12 2'econd Order,

Cutsets

+ 2Pg + 2P g + 4P Y +PT+gP + T
2

1 1 Y1 1 1 1 1 2* 12 121 2"1
* * * * *I

+ Tg2 + 4V P + 4Y TP + 4Vf P) +4gYT

*The coefficient of these terms are 3 and O respectively, when the controversial Cutsets listed in Table 4-4 are
eliminated. Refer to Section 3.3.1 for a discussion of these cutsets.

. _ . - - -.



cutsets involving common cause events and combinations of common cause
and independent events that would also fail combinations of three (or
more) valves. Nevertheless, it should be noted that, as will be
discussed later, not all the terms will have a significant contribution
to the system unavailability and that the analyst might even be able to
eliminate them at the initial quantitative screening level and the
subsequent logic model expansion using quantitative arguments. This
subject will be discussed more fully later.

It is important to note, however, that although many of the new cutsets
introduced by the common cause events make small or insignificant
contributions, the majority of the new cutsets added to this example have
higher frequencies than most of the purely independent event cutsets. In
Stage 4 below, we will return to this problem of cutset proliferation and
examine some ways to simplify the analysis as well as the attendant
pitfalls.

To complete the development of algebraic models to a form that is
suitable for quantification, there are, as discussed in Section 3,
alternative paths to follow depending on the ty ? of parametric model
selected. The following parametric models that are representative of the
different categories of models described in Section 3 are selected:

e Basic Parameter Model
e Multiple Greek Letter Model

Beta Factor Model (as special case of the MGL model)e

e Binomial Failure Rate with Lethal Shocks Model

Application of the alpha factor model to this example will be discussed
in Appendix E in the context of sensitivity analysis on certain
characteristics of the selected models.

The correspondence between the algebraic terms of the example systems
analysis and formulas for applying the three parametric cor. mon cause
models is shown in Table 4-6. These can all be written down using
Table 3-1; e.g. , the term for V , using the MGL model, is2

1
V II - P3) O2"(4-1)01 2 t

2 -1

where

1 = 1, p2 = B , and p3=Y0

Therefore,

Y 2* 0 II'T I O
t

|

There are a number of variations on the formulas that could have been
used, depending upon how the data are analyzed. For example, in all
three rodels, it is possible to reduce the number of parameters by not
distinguishing between demand failures and failures during operation.
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Table 4-6

QUANTIFICATION FORMULAS FOR TilREE PARAMETRIC COMMON CAUSE MODELS'

Formulas for Applying Parawetric Common Cause Models
Algebraic

Tern Basic Parameter Multiple Creek Binomial Failure
Podel Letter Model Rate Model**

v* 1,g ( 1-a 11, l', + u,p,(1 p,1
3

g ,

1 2 2

2 v2 lII ~ Y 3"YY "v V II - P Iv' 1 P
v v

3 (1 - p )v* 1,3 f(1 - o ly R l u,py y3 g yyy

I* A ONV "V V "VD
4 v4 V

bp3 p 3(1 p $) gg+ upp pg(1 ppp
I PSI * PRi pg pg + (14pg) Apg $g+ Ut U-R D t + pp p

pg pp } pp pg (1 ppg)pg p$ + (1 - Ypg)R u $ ppg (1 - ppg) + ut [(1 - Ypg)R i 1 tP k
2 PS2 * lPR2

pp

3+w 3+wPR'u $ ppg p3 + (upg p,1 R i tP 1,33+ 1pg3 Y pp3 p3 + Ypg pg pgt ppp3

U p$)+O.gg*U p U-pgg @t (1 - S 11 pM Aggg* AM21 g3 g3 * (1-RMR MR S1* "MS ygg g p gg pgg

2+ugg) tt A i 2+vg3 + (pyg yg"2 FS2 * MR2 gg gg + S pygt u p py g3 g3

t I tTS * lTR TS * lTRT ATS * *TRt
A

gg(t + h 1 II * Cl(* * IC i
CI

Total
t:ueter of

Different
Parameters 19 19 25

; * Tire-tated failure rates for these terms assumed to be negligible.

**Prire is used to distinguish between the independent failure rate parameter (e.g.,1*g) in t% binoatal failure rate model and the
single corronent failure frecuency (e.g.,hyg) in the basic parameter model.
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Before jumping off to the next steps in the analysis, several important
distinctions need to be made between the guidance given in Table 4-6 and
different approaches that have been proposed for the incorporation of

:these common cause models into a systems analysis. Probably the most i

important such distinction is that, in contrast with procedures
previously published, Tcble 4-5 specifies the incorporation of all three
of the parametric models at the level of detail in the analysis below the
component level; i.e., at the common cause impact level. It is
instructive to backtrack a little and examine some of the difficulties
that are encountered when common cause events are no't incorporated into
the logic model. In our example system for the normal alignment case.
the component-level minimal cuttets are presented in Table 4-7. These
correspond with the independent terms in Table 4-5

The theoretically correct incorporation of the parametric models from thei

| component-level minimal cutsets in Table 4-7 requires some nontrivial
mental gymnastics. This is because the equivalent of the right-hand
column of Table 4-5 must be generated in one's head whije writing downthe parametric formulas. For example, take the term 4Y in the
grouping of minimal cutsets in Table 4-7. By identifying all the cutsets
in Table 4-5 that affect combinations of three different valves, it is
seen that the correct application of the parametric CCF models requires
the analyst to develop the equivalent of the following intermediate step
in his head.

3 34V =V4+4V3 + 12V Vg2+15V[+4V (4-1)

If the above relationship is not accounted for by the analyst, either
explicitly or implicitly, it is very likely that either overaccounting or ,

underaccounting of system failure modes, or both, vill result. In '

particular, it is very likely that the analyst would miss terms, such as
4V3 (four possible combinations of common cause failure of three of the
four valves), a term that could be numerically significant.

It must be metioned, however, that not all the terms on the right-hand sideof Eq. 4-1 are numerically important. Indeed, such terms as V which
involve simultaneous occurrence of two common cause failures, $r,e
generally dominated by other terms involving single common cause
failures; e.g., V . A quantitative screening, either as part of3
Step 2.2 or, as is of ten done, by defining a frequency cutoff in the
fault tree code used to identify the cutsets, would reduce the number of
terms to be carried through the rest of the analysis.

,

4.1.3.3 Step 3.3 - Data Classification and Screening. All three of the
parametric cortcon cause analysis approaches discussed in this section
(basic parameter, MGL, BFR) require event data to be classified and

; categorized prior to parameter estimation. The mapping up and down'

requires classifying events into lethal and nonlethal shocks. Thus, theanalysis is identical for all three models.

*This coef ficient of 15 will be 3 if controversial cutsets listed in
Table 4-4 are deleted. '

;
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Table 4-7

COMPONENT-LEVEL MINIMAL CUTSETS FOR
EXAMPLE SYSTEM - NORMAL ALIGNMENT

!

Mini A Cu sets Symbo1* Cutset Description

1 C Common Suctior Path

4 V3 Three valves

1 P3 Three Pumps

1 TP2 One Turbine and Two Pumps

2 Mp2 One Motor and Two Pumps

2 MTP One Motor, One Turbine, One Pump

21 MP Two Motors, One Pump

21 MT Two Motors, One Turbine

4 YP2 One Valve Two Pumps

4 VTP One Valve, One Turbine, One Pump

4 VPM One Valve, One Pump, One Motor

4 VTM One Valve, One Turbine, One Motor

*In this notation, the exponents indicate the number of identical
components of a given type in the cutset.

,

i

k

4

i
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: For the sample system, the dependent events data base for auxiliary
feedwater pumps in Reference 4-1 includes 10 dependent events, each
having 2 or nore unavailable or potentially unavailable pumps. The |

classification and expected (average) impact vector for these Wta is |shown in Table 4-8. Of the 10 event reports that were identified, 2 of
the reports contained 2 separate, independent events each; hence, the
table includes 12 events. This table does not show the several hundred
independent events in the data base for this component.

The pump average impact vectors for the example system were assessed,
based on the qualitative information from Stage 2 (Section 4.1.2) and the
methods discussed in Section 3.

For instance, the impact vector for event 3 in Table 4-8 was analyzed as
follows.

The impact vector for the original plant (Xewaunee) is based on two
hypotheses:

|

Hypothesis Probability P P P P
0 3 2 3

;

H: Clogging severe enough to 0.1 0 0 0 11

cause failure of all three
pumps.

|

H: No significant reduction in 0.9 1 0 0 02
flow (no failure).

,

.

Averaga 0.9 0 0 0.1
Impact
Vector

i

The assigned probability of 0.9 for the second hypothesis represents the !
degree of confidence that the component perform.ance and success criteria |
were not violated in the event and that the flow reduction was minimal. |

|

Since the pumps in the example AFWS take suction from the same source and
the possibility of resin clogging exists for the plant analyzed, the
cause of the event and its coupling mechanism apply with a probability
of 1. Also, since both the original and the example systems have the
same number of pumps, there is no need to modify the impact vector for
system size dif ference. The resulting impact vector for the example
system, therefore, is the same as the original impact vector. '

Events classified as lethal shocks were based on the nature of the cause |and the assessment that such a cause would have a high potential for |

failure of all redundant components present. Common cause events that i

affected two components, when it was known that three or more identical )
1

4-27 I
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components were present, were classified as nonlethal shocks. When
design differences were noted to so justify, these events were classified
as not applicable to the example system. In mapping the applicable
events, all lethal shock events (or portions of events) were mapped
directly to P3 since there are three pumps in the example system. In
all cases of applicable nonlethal shock, it was known that the system
size from which the data came also had three pumps. Hence, there wa s no
need to make numerical corrections for mapping between different size
systems, as discussed in Section 3.

'

4.1.3.4 Step 3.4 - Parameter Estimation. Numerical values of the
various parameters of the three common cause models were developed for
this example system by using the results of event classification for
various components of the system. For all three models, the total
failure frequency of the components was taken from generic estimates
provided in Reference 4-6.

4.1.3.4.1 MGL parameters. In the case of the MGL model, the generic
|

total failure frequency estimates and the classified set of events ;

for pumps, valves, and other components were sufficient to estimate
all the remaining parameters of the model. For instance, to estimate
the beta factor for pump failure during operation using the data of '

; Table 4-8, we have n2 = 0, n3 = 0.2. In the process of reviewing
and classifying events in the data base, 28 events were classified as
independent pump failures. In six other cases, single pumps were in,

,

degraded condition and were classified as potential independent ''

failures. Also in Table 4-8, there is one case of a common cause
with 0.9 chance of impacting only one pump. The potential events
must be weighted by the analysts subjective probability that a
recurrence of such an event would result in an actual component state
in the system being analyzed. In this analysis, all the potential
indepandent events were assigned a weight of 0.1. The effective
number of independent failures therefore is

n1 = 28 + 0.1(6) + 0.9(1) = 29.5 (4-2)

We con now use these data in the estimator of Table 3-6 for the
B-factor; i.e.,

2n * 3n *

2 3
8 PR . ng + 2n2 + 3 "3

! !

2(0) + 3(0.2)
(4-3),

! 29.5 + 2(0) + J(u.2)

However, most of the da ta are Spirse, snMti>Ms even nonexistent,
! resulting in parareter estimates that are equal or nearly equal to
| zero. We will therefore primarily adopt the Bayesian approach to '

estimation in this exampic (as described in Appendix E), which
changes the estimates by integrating some prior or generic

!

!
i

; ;

;
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information with the data. In this case, the mean value of the
B-factor, for example, becomes

2n2 + 3"3 + a ,*

g + 2n2 + 3"3 + a + bn
;

where a and b are the parameters of the prior distribution (see |

discussion in Appendix E regarding the approximate nature of the '

above estimator).
:

Assuming a uniform price distribution (a=b=1), we cbtain the L

folicwing mean value
|

2(0) + 3(0.2) + 18 =
_ - = 0.05 (4-5)PR 29.d + 2(0) + 3(0.2) +2 [

i I

This and other estimated parameters for this exarple are listed in :
Table 4-9.

! We should be aware that one of the reasons the event count is so low
is that events have been excluded because of their inapplicability
for varicus sound reasons. This implies that, in our example, the
dependencies should indeed be aufte small. The Bayesian inclusion of

4 generic information using a uniform prior opposes this trend and may
1 therefore bias the results conservatively. Since our point estimate
j should not be unduly conservative, the influence of the prior should '

be investigated by sensitivity analysis. This is not done in this ,

exaeple.

The frequency of independent events is simply proportional to the ;

number of components present. The above pararoter estimates assumei

that all the evidence for independent failures, ni, care from
systems having the same number of pumps as the exarple system. To

,

examine the sensitivity to this assumption, consider the following :
two alternative hypotheses. First, let us assume that the ccomon

,

cause event data are the same as indicated above, but that the'

; independent event data all care from two-train systems. In this
j case, to correct for the size mismatch (see Section 3.3.3.4): |

I

I n (three-train systems) = f n (two-train systems) (4-6)g g

i ,

ef(29.5)=44.3 ;

i
L

]
The resulting Bayesian mean value of8 PR now beceros

| 2(0) + 3(0.2) +1g
) PR , 44.3 + 2(0) + 3(0.2) + 2 = *034 (4-7) '

!

i

I
4
i
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Table 4-9

BAYESIAN ESTIMATES OF THE PARAMETERS FOR THREE CO,'010N
CAUSE MODELS OF THE EXAMPLE SYSTEM

Componen t Bask Paraw M@e M Binodal FaHumFailure Mode
(Failure Mode) Model Letter Model Ra te Model a , b

_

8.69 4 A = 1.65 3 A = 8.68-4Pump (excluding Fail To Start A

p3) = 2*I7"4 p3 p 3)
O = 0.47 u = 6.51-4driver) on Densnd I

PS2 " 5.21-4 PS p3

PS3 =
y = 0.53 u = 5.21-4p3 p3

p = 0.5p3

1.62-5/hr A = 1.71-5/hr A = 1.57 5/hrFall Ouring
A ,j = 2.70-7/hrp pg pgj

IPR 2 = 8 = 0.05 upg = 9.72 7/hr |Opera tion pg
u, = 9.72-7/hr !y = 0.621pg3 = 1.13 6/hr pg p

p, = 0.5p

!

M5 " 0.1 b51 ' 2.98-4| Motor (moter-driven Faf1 To Start A * 1*49'3/ l * '' *
M51' pumps) on Demand A = 2.98-4/ B == p
MS2 g3 g3

u = 2.98-4<

pg
p = 0.0g3

A = 1.7 M /hr 14,j = 1.61-5/MFall Ouring aggj = 1.61-5/hr gg
Opera tion A = 1.09 6 8 = 0.06 u = 1.0b6Wgg gg gg

u, = 1.09 6/hrg
p = 0.0gg ,

Turbine ( turbine- Fail To Start 1 = 3.15-2 A = 3.15 2 A = 3.15-2
75 TS TSdriven pump) on Demand

I !
Fall During I = 1.01 3/hr 1 ,= 1.01-3/hr 1, = 1.01-3/hr '

7TA 7
Opera tion i

Motor Ocera ted Fall To operate l = 3.79 3 l = 4.30 3 1;j = 3.75-3yj y
Valve on Demnd I = 4.49 5 s = 0.12 p = 4.50-4

V2 y y
l = 1.02 5 y = 0.75 v = 3.80-4 ly3 y y

; l = 3.80 4 s = 0.95 p = 0.5 ;y4 y y

i

|

Tank Rup ture l = 2.70 8/hr I = 2.70-8/hr 1 = .70 8 Ng CI C1

;
_

a. The prime on 1 value is at+1 t) indleste that the parantter is generally dif ferent from a
1 Similar parareter in the basic para eter model. |

b. Ya16e of p is not Esps' estimate. It is calculated from the procedure esplained in the text.
NOTE: Exponential *etation is indicated in abbreviated form; f.e., 8.68 4 = 8.68 x 10 4

'
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Conversely, if all the ni data had come from four-train systems,

n (three-train systems) = f n (four-train systems)g 1 (4-8)

=f(29.5)=22.1
resulting in

2(0) + 3(0.2) + 1g
PR 22.1 + 2(0) + 3(0.2) + 2 = *065 (4-9),

As a final sensitivity, assume all the ni data came from two-train
systems and that it is determined that the independent event data are
preferentially underreported in the LER system in comparison to the
common cause data to the extent that only one-third of the actual
independent events are reported,

n (three-train systems) = 3(f)n (two-train systems) (4-10)g 2
1

-3(f)(29.5)=132.8

2(0) + 3(0.2) + 1
OPR * 132.8 + 2(0) + 3(0.2) + 2 = .012 (4-11)

Since it is almost certain that the independent event data came
mainly from two and three-train systems and not principally from four
train systems and since it is known that independent events are
significantly underreported in LERs, it follows that the result in
Ec. 4-11 properly represents the extent of these effects.

4.1.3.4.2 Basic parameters. In the case of basic parameter and 8FR
models, a set of success data, such as the total nueber of system
demands (N ) and operating hours (T), needs to be estimated. ForD
the purpose of this example application, however, we estimate the
success data by assuming that the generic total f ailure frequencies
were based on the set of failure data presented in Reference 4-6.
For instance, for pump failure durigg operation, we have the genericestimate of Apg = 1,71 x 10 3/ hour' . The rate of
independent failures can now be calculated from

Apal = (1 - SPR) APR

= (1 - 0.05)(1.71 x 10-5) = 1.62 x 10-5/ hour-1 (4-12)

The equivalent number of system operating heers. T can now be
calculated from

g + 0.5n
A pat " mI I4~I3)
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where m is the average number of pumps in the generic AFWS (assumed
to be three) and 0.5 represents the parameter of the noninformative
gamma prior distribution used to develop the Bayes' estimator (see
Appendix El. Now, based on the data presented here, n! = 29.5, we
have

29.5 + 0.5 5T= = 6.17 x 10 system exposure hours (4-14)_-
3 (1.62 x 10 *)

as the total exposure tire of all of the systems and units in the
data base.

Other success data for the parameters of the basic parameter and BFR
models were similarly developed.

Using the success data, other parameters of the basic parameter model
j are estimated easily. For example, the rate of simultaneous failure

of two pumps during operation, A PR2, is given by
!

n2 + 0.5
PR2 '

3T
|

0 + 0.5 ~7'

= 2.7 0 x 10 / hour=
3 (4-15)3 (6.17 x 10 )

As before, sensitivity analysis of these results should be undertaken
in a proper analysis.

4

| 4.1.3.4.3 BFR parameters. An mentioned earlier, obtaining Bayes' ;

estimate for the parameter p in the BFR rodel requires numericali

integration of Bayesian equations. A computer code has been
developed to perform such calculations (Reference 4-7). Since the
code was not available to the authors, a different approach was takeni

in this example to obtain approximate values of p. We first
| estimated the values of A, A , w, and p directly from the

t ;

data, consistent with the estimates of the parameters of basict

parameter and MGL models. For instance, the rate of lethal shocks,

;| for pump failure during operation was calculated from j
: ;

; n + 0.5g ,

"PR " T

i

j! 5 = 9.72 x 10'7
*

'

/ hour (4-16)=

6.17 x 10 t

i

j where nt = 0.1 is the expected number of lethal shocks based on the I

j dats of Table 4-8, and 0.5 is, as before, the parameter of the
j noninformative gamea prior distribution used in Bayes' theoren. ;
a i

1

|
| |
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To obtain p (in this case pPR), we set the frequency of various
failure events based on the BFR model equal to those obtained based

i
on the basic parameter model. The result is the following set of :
equations (see Table 4-6).

t

A PRI*NRI+U PR PR(I ~ PPRP I I4'III
i
,

A I I4"IOIPR2 " "PRP R( ~PPR

pg fR # "PRA *U ppg3

!

On substituting the numerical values for all parameters except ppg,
we get the following equations to solve for pPR+

p ~P "*
PR PR

|
3 2 + 0.27a = 0 (4-20j ppg ppg

- 0.163 =0 (4-22)ppg
;,

When matching the numerical values of the basic parameter or MGL with '
9

| the BFR model, as above, there is one important condition that must i

be satisfied for a unique and valid solution for the p paramater to ,

! exist. The condition is that the evidence must fit the built-in I

assumption of the BFR model that the nonlethal shocks follow a !
binomial distribution over the number of components affected. In j,

i general, this assumption is not strictly satisfied in the data. In i

! the above equations, the two solutions to Eq. 4-20 are complex !

3 n umbe rs. Eqs. 4-21 and 4-22 each have one real and two complex !
solutions; the real solutions are ppa = .23 and ppa = .55, i

.

| respectively. To complete the example, a value of p = .5 was assmed i

i for each case in which a reasonable and consistent solution for the i

j p parameter could not be found.

! The above examples serve to illustrate some of the practical problems
) that need to be addressed in parameter estimation, even for a !
I seemingly simple system such as the one used in the example. It is i
! seen that a large amount of ef fort goes into the quantification of so i
' many parameters, no tratter which common cause model is selectod. i

Numerous sources of uncertainty are also evident with the tasjor ones !
i consisting of sparsity of data, applicability and impact of each !

event in classification, and missing success data. A discussion of !,

j the impact of various sources of uncertainty in estimating various |
! parareters was provided in Section 3. 2n this example, uncertainty i

j distributions were developed for each of the parameters of various fmodels using the Bayesian methods described in Appendix E. ia

l ;

i !
'

t
|

I

4
;
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Figure 4-5 shows, as an example, the cumulative distribution of
two MGL parameters used for the run failure mode of AFW pumps. As can
be seen, the uncertainty associated with the gamma factor is much
larger than the beta factor. This, of course, is due to the greater
sparsity of data for higher order parameters. It is important to
note that these uncertainties do not include the effects of rapping
independent events from different size systems, the effect of a

; possible bias in the data due to underreporting of independent
; events, and the impact of assumptions regarding system testing
; schemes and success data collection,

q 4.1.4 Stage 4: System Quantification and Interpretation of Results

4.1.4.1 Step 4.1 - System Quantification. The next step in the analysis
is the quantification of the system model. The recommended approach to j
quantification is to first perform a point estimate using the mean values
of the uncertainty distributions for the parameters. The results can be
used to identify significant contributors and to reduce the amount of

i

effort and computation required to propagate the uncertainty4

,

distributions in the final results. '

4.1.4.1.1 Point estimate results. The point estimate results using '

four paramotric models are presented in Table 4-10 in a "cause table"
format. This format permits an examination of the major contributors
that can be easily identified with the minimal cutsets of the logic
model. Recall that the letters denote the component group in which f
the event occurred, the subscripts define how many components are
failed by the event, and the exponents indicate several occurrences
of the same type of basic event. Note that the 8-factor results
are special cases of the corresponding MGL results when all higher
order parameters (i.e., 6 and Y) are set as equal to 1.
Consequently, the terms corresponding to intermediate basic events :(e.g., Y) vanish. This, of course, is expected because the3
B-factor approach only recognizes CCF events that result in failure-

of all components within a common cause component. As can be seen,
the results are dominated by the common cause terms, particularly the

global common cause events that fail all three pumps (Pg) of theand all
four motor-operated valves (Y ). In fact, less than 1.4
point estimate result is due to purely independent terms. The fact
that more than 99% of the system unavailability is due to cutsets,

involving common cause events fully justifies the added complexity of!

incorporating these events into the logic model. Hence, failure to
include coccon cause events in this systems analysis would have4

resulted in a two orders of ragnitude error on the optimistic side of
the correct result.

:

It is instructive to examine the results in light of the complexity i

that was added in Step 3.1 by the direct incorporation of the common
cause events into the system fault tree. It is obvious from a,

! comparison of Tables 4-5 and 4-10 that only a small number of terms
in the system algebraic model are significant in the overall
results. To get a picture of which kind of terms contributed to the

1
,
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Table 4-10

SYSTEM OUANTIFICATION RESULTS BASED ON THREE PARAMETRIC MODELS

,

Basic Parameter Multiple Greek Binomial Failure Beta FactorAlgebraic Tem
Model Letter Model Rate Model Model

P3 5.5-4 4.2-4 6.i-4 8.8-4

V4 3.8-4 3.7-4 4.1-4 6.2-4

4V3 4.1-5 2.6-5 1.1-4 0
4

4, MT 1.8-5 1.1-5 1.8-5 1.1-52<a

4P V 3.4-6 2.8-6 1.2-6 07g

C 2.3-6 2.3-6 2.3-6 2.3-6

12V Y21 2.0-6 2.0-6 2.6-6 0

Others - 2.0-5 - 1.6-5 - 2.0-5 2.7-5
,

Total 1.0-3 8.5-4 1.2-3 1.5-3

i;0TE: Exponential notation is indicated in abbreviated form; i.e., 5.5-4 - 5.5 x 10-4

-. - - . - - - . - . - . . - _ - - - - . - . _ - . _ - , . - . - . - - - - _ . - . . .. _ _ _ _ _ _ _ _ _ _
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ifinal results, an examination was made of each term in Table 4-5
This table includes 29 algebraic terms that cover the 129 minimal
cutsets in the system fault tree. The smaller number of terms
(29 versus 129) reflects the introduction of the syrcetry assumption
in Step 3.2, which results in grouping cutsets by frequency of
occurrence in the algebraic terms.

The point estimates of the frequencies of all 29 terms in Table 4-5
were separately quantified using the MGL model and are plotted in
Figure 4-6. The terms are first segregated by cutset order; then, i,

categories are defined for each cutset order to enable the
examination of six groups of terms, including:

j 1. First Order - Independent Event; e.g. C -

-
;

2 First Order - Common Cause Event; e.g., V4

3. Second Order - Mixed Events; e.g. , P1 P2 |

4 Second Order - Corron Cause Events; e.g., P2 M2

3
i 5. Third Order - Independent Events; e.g., V

g

6. Third Order - Mixed Events; e.g., Y2 M1 T

Because of the particular logic of this problem, there were no4

'

fourth-order or higher order terms, no second-order independent event !' terms, and no third-order, purely cercon cause event terms.
i
l The following distribution of 1411ure frequency contribution I

(percent) was obtained when terms were grouped as in Figure 4-6.

Percent Contributionas
to Total Unavailability

First-Order Terms 96.3

1. Independent Events 0.3 |2. Corron Cause Events 96.0 i

Second order Terms 3.3

3. Mixed Events 3.2
4 Corcon Cause Events 0.1

,

Third-Order Terms 0.4 j

5. Independent Events 0.4
6. Mixed Events << 0.1 i

Total 100, 100.
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Hence, more than 96% of the contribution comes from first-order
cutsets, and most of this comes from common cause events.

As a class, the second-most important events were so:ond order
cutsets with one independent and one common cause event. The third
ranking group was the third order cutset group with all independent
events. From these results, the following observations can be made:

System unavailability is dominated by far by first-ordere

common cause events (these ara the global CCF events). The
first-orcer t ommon cause event; are about 25 times more
likely to cause system failure than all other contributors
ccmbined.

Most of the terms added by the common cause events have a*

higher frequency than most of the purely independent event
terns,

j e More than 99% of the total frequency is contained within two
groups: nurber 2, first-order cenmon cause, and number 3,
second-order mixed events,

With the exception of the first-order result, there is ae

tendency for the terms of order n to be dominated by the
terms having the c,r 9atest number of independent events. Thi s
comes from the general rule that cach common cause event
tends to be less likely than each independent event.

The above insights may bJ useful to simplify the analysis of common
cause events; i.e., limit the identification of minimal cutsets and
the terms in the algebraic equations. Heuristic rules for a
sirplified analysis are discussed in Appendix F.

4.1.4.1.2 Uncertainty in system unavailability estimate. The
uncertainty in systen unavailability cue to uncertainty in the
numerical values used for the common cause model parameters can
casily be obtained using one of the available techniques for
uncertainty propagation (Reference 4-8). An uncertainty analysis,
using a Monte Car'o sampling technique for the results obtained with
the casic parareter and MGL methods, is presented in this section.

1

Uncertainties in the common cause parameters result from the
following sources:

1. The size (or sparsity) of the data sarple,

2 Uncertairty in the classification of data due to ambiguities
and inaccuracies in the original event reports and in the
interpretation of these reports for plant-specific
applicaticas.

3. Dif ferences in system size and uncertainties about the sizes
,

of systems in the data base. '

i

|

!
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4 Plant-to plant variation relative to specific equipment,
systems, and operating philosophy.

5. The selection of the type of probability distribution to
represent the parameter; i.e., the modeling of one's state of
knowlege about the values of these parameters, particularly
in the choice of Bayesian priors when event data are sparse.

The first of these sources is a well-known subject in statistics.
Access to a large set of failure and success data results in
statistical estimates with a high degree of confidence simply because
they are more representative of the general population. Due to
sparsity of data, estimates of the common cause parameters are
extrerely sensitive to the judgments that are made during the process
of data classification. As described in Sections 1 and 2 and in
Appendix A, the concepts of functionally unavailabit, potentially
unavailable, incipient failure and degraded states play important
roles in data classification, and their implementation relies heavily
on analyst judgment. The uncertainty due to plant-to-plant
variability stems from the fact that, for a variety of reasons,
similar equipront and systems in various plants may exhibit different
failure characteristics. These reasons include design differences
within the same category of equipment and variation in system design
and operating philosophy that result in different coupling
mechanisms. In this analysis, the plant-to-plant variability is
accounted for in the distributions for the total component failure
f requencies (Qt) . Uncertainties 2, 3, and 4 contribute to the
overall uncertainty in the assignment of impact vectors when
screening event data.

The fif th source of uncertainty involves the assumption that one
needs to make regarding the appropriate mathematical form for
representing the evidence. When significant data exist,
"goodness-of-fit" techniques can be used to help the analyst
objectively select a family of distributions based on the behavior of
the data. Such techniques, however, are of little value when dealing
with rare events. Most PRAs have used lognormal distributions for
cceponent failure rates but the garru and beta distributions have
also been used.

Figure 4-7 shows the uncertainty range of the total calculated system
unavailability based on the basic parameter and the MGL models.
There are certain aspects of the uncertainty that are not quantified
in the uncertainties of the model parameters and thus are not
represented'in Figure 4-7 These include items 3 and 5 above.
Iten 2 has teen accounted for in the mean values, but not in the
dispersion of the distribution. For a more detailed discussion of
the treatment of uncertainties, especially those stemming from impact
vector assessrent (items 2 and 3), the reader is referred to
Appendix E.

4.1.4.2 Step 4.4 - Results Evaluation. The final step in the common
cause analysis is the evaluation anc interpretaticn of results. It is
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important to note that the good agreement among the three CCF models was
made possible only through a consistent general framework for systems
analysis and a consistent interpretation of the same underlying data bast:.

Interesting insights into these results can be obtained by rerunning the
example proule n twice, once assuming all three pumps in the system are
motor-driven and once assuming the turbine-driven pump train is deleted
from the original system. A comparison of these cases presented in
Table 4-11 provides an indication of the benefits of redundancy and
diversity. For comparison purposes, all three sets of results were
obtained using the MGL method. In comparing the first two sets of
results, it is seen that the not ef fect of pump driver diversity is a
reduction in system unavailability by about 101. This net ef fect
reflects a reduction in comon cause failure contribution of motor drives
(the M3 term) and an increase in the pump-driver failure rate in
replacing an electric motor with a steam turbino driver. Not shown in
this table is the added capability of the steam drive to operate without
electric power, provided the motor-operated valves can be opened manually.

In comparing the second and third sets of results in Table 4-11, the
benefits of the third train of redundancy are assessed to cause about a
50% decrease in system unavailability, much smaller than would be the
case without consideration of conmon cause events.

It is important to recognize an important factor not shewn in Table 4-11
that bears on the questions of the benefits of redundancy and diversity.
The common cause data analysis that was performed in Step 3.3 evaluated
the comon cause data under the assumption that a comon suction path for
the redundant pump trains exists. A significant number of the comon-
cause events in the data base, particularly those for AFW pumps, would
not have been comon cause events in alternative designs with physically ,

separated train and suction paths without crossties. For example, ';he
events in the data base involving steam binding, air binding, and t. logged
strainers would not have affected rore than one power train unless the
suction paths were headered together or had shared a comon source of
steam or air leakage or debris clogging, as in the exanple system.
Therefore, the conclusions drawn from Table 4-11 might have been
different 'or designs with physically separated, redundant trains
including s'parate suction paths and water supplies.

The three-train auxiliary feedwater system analyzed in this exarple is a
rather typical configuration found in several existing U.S. power
plants. The system was analyzed using U.S. industrywide experience data

.

thh mre screened for applicability to a specific plant design. The
i results Ndicate that a realistic failure frequency for this system, when

challenged with all support systems available, is about 1 x 10-J per
demand. Note that the results do not attempt to quantify the degree of
plant-to plant variability in AFWS reliability. Althcugh the conclusions
that are derived from these results are indicative of the type of results
obtained in a comon cause analysis, they strictly apply only to the
example system. The results for thi5 system are Corroborated by three
dif ferent pararetric nodels: the basic parameter, MGL, and BFR (with
lethal shocks) models. For the types of challenges considered (i.e.,
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Table 4-11 '

COMPARISON OF CAUSE TABLES FOR TtIREE AUXILIARY FEEDWATER SYSTEMS
IN tJOR!tAL ALIGriMENT EVALUATED USING MCL MODEL

,

Two Motor- i , On ine-Driven " ~ "e

The Motor-Driven (two st am generators
per train)

|Contributor Frequency Contributor Frequency Contributor Frequency

P3 4.2-4 P3 4.2-4 P2 8.0-4
V4 3.6-4 V4 3.6-4 V4 3.6-4

. 4Y3 2.5-5 M3 9.5-5 M2 1.9-4L
"'

M (P1 + T) 1.1-5 4V3 2.5-52
4V (P1+M) 4.7-5i 1

4V (P3 + T)(P3+M) 2.7-6 4P y 2.8-6
(P1*N1 1+M) 9.8-6g

3 21
3

C 2.3-6 C 2.3-6 C 2.3-6
,

12V Y 1.9-6 12V Y 1.9-6 12V V 1.9-621 21 2g

Others - 2.0-6 Others - 4.0-6 Others ~ 1.0-6 '

Total 8.2-4 Total 9.1-4 Total 1.4-3

Ce n Cause/ n cause/.996 ,997 .958o

fiOTE: Exponential notation is indicated in abbreviated forn; i.e. 4.2-4 = 4.2 x 10-4

!
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those with all support systems available), it is apparent that the
incremental benefit of the third level of redundancy for pump trains is
much smaller than would be indicated if common cause events had been
ignored. Although the use of a steam-driven pump provides a capability
to operate during loss of AC power scenarios, its benefits in terms of
added diversity for scenarios in which all support systems are available
are, in fact, mostly offset by the added unreliability of a steam turbine
drive versus a motor drive. This observation is very dependent on the
fact that, with this design, the advantages of redundancy and diversity
are masked by the contribution of common cause events. It is important

to note that this conclusion may have been much different for designs
that employ fully separated pump trains. A significant number of the
pump and valve common cause events in the data base would have been
independent events in systems with physically separated pump trains
without corcon suction and supply headers. The data would need to be
reclassified to examine the implications of physical separation as a
defense against cormon cause events.

4.2 OC ELECTRIC POWER SYSTEM SAMPLE PROBLEM

This section applies the systematic procedures discussed in Section 3 to
a second sample problem. The example used in this demonstration is the
125/250V DC system that serves a two-unit nuclear power station. This
section emphasizes a detailed engineering analysis of a specific core
datage scenario in Unit 2 involving the 125/250V DC power system. The
scenario is characterized by transients leading to station blackout (loss
of all AC power) or substantial degradation of the AC power system as a
result of coincident failures in the 125/250V DC power system. A

corplete loss of the 125/250V DC power system causes loss of the EDGs,
the HPCI system, the RCIC systen, and the depressurization system. Loss
of these systems causes a loss of all core and containment cooling and,
without recovery, would lead to core damage.

4.2.1 Stage 1: System Logic Model Develorrent

This section is limited to identifying and quantifying CCFs that can
occur within the 125V DC power system. Independent f ailures of equipment
within redundant power divisions are not addressed because it has been
shewn that they contribute negligibly to the total severe core damage
frequency of the plant (Reference 4-2).

4.2.1.1 Step 1.1 - Systen Familiarization. The 125/250V OC power system
consists et tour (two per unit) 126/2 SOY UC power divisions, as
illustrated in Figures 4-3 and 4-9. The four power divisions provide
f our physically separated sources of 250Y DC power (buses 2AD10, 20D18,
3A010, and 3CD18) ana eight physically separated sources of 125Y DC power
(t'uses 20D21, 20022, 20D23, 20024, 30D21, 30D22, 30023, and 30024). The
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i 125V DC buses power some safety-related equipment, including the starting
and loading of the four EDGs, as shown in the table that follows.

!

EDG
l (total of four EDGs 125Y OC Bus
i serving both units)

|

EDG 1 20021,

EDG 2 20D22
EDG 3 30023 .

I EDG 4 30024 !

l
F

l |

| The 250V DC buses serve larger loads, such as DC motor-driven valves in !

| the HPCI and RCIC systems. All DC power divisions operate ungrounded,
1 with a ground detector alarm in the main control room. The main control [

| room is also equipped with trouble alarms for each battery charger and ;

! with undervoltage alarms for each DC power bus. |

i ;

} Table 4-12 shows the systems procedures and surveillance test procedures [
j that are applicable to the 125/250V DC power system. The battery :

chargers are routinely inspected during operation for excessive heat and;

I for proper output voltage. Each station battery undergoes a weekly check
that includes measuring and recording the specific gravity, temperature,
and voltage of the pilot cell in addition to measuring and recording thei ;

terminal voltage of the battery. Each station battery also undergoes a !
'

quarterly check that includes ceasuring and recording the voltage and
l specific gravity of each cell, and measuring and recording the :

teeperature of every fif th cell in the battery. The battery terminal !

voltage and the charger output voltage are also recorded at this time. !
Other checks performed during the quarterly check are room terperature,
ventilation system; general condition of the battery racks, posts, and ;

connectors; and battery charger output current. The quarterly checks are i

?erforced at staggered intervals, as indicated in Figure 4-10. Station
satteries 2A and 2C are tested on the same day, station batteries 2B t

and 20 are tested about 1.6 weeks (an eighth of a quarter) later, and so i
on. As the figure indicates, the quarterly check of the 24/48V DC 3

batteries is also staggered with the station battery checks. (The ;

24/48Y DC batteries are not analy:ed in this section.) !

?

Each station battery undergoes a capacity test during every refueling i
outage. This is acceeplished through either a performnce test (every i

third refueling outage) or a service test (all other refueling outages). !
In both of these capacity tests, the batteries are discharged until the ,

terminal voltage drops to 105V. In the perform nce test, the battery j
discharge carrent is kept constant at 800 amps, while, in the service ;

test, the current is adjusted to verify the ability of the battery to (
satisfy the design requirements of the DC system (the mximum current .

demnded from the battery is 650.2 amps in the first minute).

,
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Table 4-12

SYSTEMS AND SURVEILLANCE TEST PROCEDURES APPLICABLE
TO THE 125/250Y DC POWER SYSTEM

Procedure Identification Procedure TitleNumber

1 Routine Inspection of Battery Chargers

2 Station Battery Weekly Check

3 Station Battery Quarterly Check

4 Station Battery Service Test

5 Station Battery Performance Test

6 Lcss of 125Y Station Battery Charger

7 Startup of Battery Charger

8 Shutdown of Battery Charger

9 Loss of AC Feed to a 125V Battery Charger

10 Procedure for Investigating DC Battery
Grounds

11 Procedure for Reducing and Isolating
Unr.ecessary DC Loads Following Station
Blackout

4-50
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4.2.1.2 Step 1.2 - Problem Definition. This sample problem analyzes the
125/250V DC system in the context of a specific enre damage scenario in
Unit 2 characterized by transients leading to station blackout (loss of
all AC power) or substantial degradation in the AC power system as a
result of coincident failures in the 125/250V DC power system. The
initiating event is an LOSP or arather transient event followed by LOSP.
Following LOSP, the four EDGs should automatically start and load on the
corresponding AC buses (there are four AC buses per unit that are fed by
the common four EDGs). The DC buses 20021, 20022, 30023, and 30024
provide the necessary DC power to start and load EDGs 1, 2, 3, and 4,
respectively. The inability of a DC bus to provide enough power to start
and load an EDG results in the loss of that EDG.

If the EDGs start and load successfully, they energize the corresponding
battery chargers and the station batteries are then no longer needed
(unless additional failures develop). Therefore, the CCFs of interest in
this example are those that result in failure to start and load the
EDGs. The core damage scenario analyzed in this example is based on
coincident failures in the 125/250V DC power system that result in
(1) direct loss of HPCI, RCIC, and reactor depressurization systems or
(2) loss of sufficient safety-related systems to prevent core cooling
following reactor depressurization. In either case, loss of core cooling
capability would result in core damage in about 30 to 40 minutes. The
coincident failures in the 125/250Y DC power system cause at least two
EDGs (in case 1) or three EDGs (in case 2) to fail to start and load.

The success criteria for the 125/250Y DC power system is difficult to
specify. This is a result of the complex dependencies of the several
systems on AC and DC power, and the complex interdependencies within the
AC and DC power systems. For example, the ADS requires DC power from
either DC bus 20021 or 20024 (all ADS valves would fail closed if both
buses were unavailable). The AC feed to battery charger 20 however,
ccmes from an AC bus that is dependent on EDG 4 if of fsite power is
lost. EDG 4 gets starting and loading DC power from bus 30024
Therefore, if offsite power is lost, failure of both staticn batteries 2A
and 2D would not by itself cause failure of the ADS, but a failure of all
three of station batteries 2A, 20, and 30 is suf ficient to cause cceplete
loss of the ADS.

As another example, all EDGs are cooled by two ESWS trains and by one
ECWS train. Loss of cooling from all three trains results in EDG failure
within a few minutes. The motor-driven pump in each train is powered by
EDG 2, 3, or 4, respectively, when of fsite pcwer is lost (EDG 1 is not
used to power either ESWS or ECWS). Thus, LOSP followed by a failure of
station batteries 28, 3C, and 30 would result in failure to start EDGs 2,
3, and 4 and eventually would lead to the loss of EDG 1 even if station
battery 2A remains available to start and load EDG 1.

Although the success criteria for the 125/250V DC power systen depend on
the systems that require DC pewer, a detailed analysis of all accident
sequences involving LOSP resealed that, follcwing LOSP, at least three
station batteries must fail to result in core damage (barring any
accitional failures). Also, at least one of the station batteries is in
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a different unit from the others (this fact is important for |
quantification purposes in the following analysis steps). Therefore, l
this exarple focuses on failure events within the DC pcwer systen that

{would result in failure or functional unavailability of specific
combinations of three station batteries.

4.2.1.3 Step 1.3 - Logic Model Development. Figures 4-11 and 4-12
present component-level tault trees f or station battery failure
contributions to two core darage scenarios considered here. The first
scenario involves batteries 2A, 20, and 3D: the second requires failure
of batteries 28, 3C, and 3D. In this fault tree, "station battery"
represents both the battery and the associated fuse box.

4.2.2 Stage 2: Screening of Corcon Cause Component Groups

4.2.2.1 , Step 2.1 - Qualitative Screening. The preliminary ef fort
consisted of icentifying important root causes and coupling mechanisms of
cceponent failures and defining the groups of components that are
susceptible to each root cause of failure. This was accerplished through
a detailed review of all LERs covering the period frcm early 1969 through

| mid-1936 and a review of previous studies on similar systers
(References 4-9 through 4-11 and other unpublished studies). This
prelininary ef fort indicated three general fault categories that rust be
adcressed in this analysis. These general fault categories enccrpass all
mechanisms that could result in failure or functional unavailability of
one er more station batteries within the context of this analysis:

Battery-Related Faults - This category includes battery internale

f aults, terminal connection faults, battery fuse f aults,
maintenance downtire, etc.

Battery Charger-Related Faults - This category includese

overcharging and uncercharging conditions of the battery,

_ Bus Alignment Faults - This catgegory includes battery functionalo

unavailability due to nisalignment within the DC power system.

These faults were analyzed to determine combinations of root causes and
corponent groups of interest in the CCF analysis. Three types of root
cause and component group combinations must be addressed: type 1
consists of root causes that prirarily af fect similar equiprent, type 2
censists of root causes that affect equipment operated acccrding to the
sare procedures, and type 3 consists of root causes that af fect equipment
in the sare location.

Table 4-13 sur.arizes the rcot causes and component group cerbinatiens
initially identified for additional analysis. All causes of battery
charger (including fuses) faults are potential CCFs of interest because
of the similarity of the equiprent in all DC pcwer buses (the first five
corbinations in Table 4-13). In addition, the equirrent addressed by
eacn of the procedures nurbered 6, 9,10, and 11 in Table 4-12 will be ,

censicered a type 2 ccrbinatien in this task (the last four ccrbinations
,!in Table 4-13). This permits the investigation of such possibilities a s
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!

Table 4-13 !
!

ROOT CAUSE AND COMPONENT GROUP COMBINATIONS i

INITIALLY DEFINED FOR THE 125/250V DC POWER SYSTEM '

i
i

Corbination Root Cause of Affected Type ofIden f cation Interest Equipment Combination

1 All Causes* Station Batteries 1 |
}

2 All Causes* Battery Fuses 1 !

!3 All Causes* Battery Chargers 1

4 All Causes* Battery Charcer Fuses 1 l

. 5 All Causes* 125Y Bus Fuses (in the 1
I sare fuse box with the ,

| battery charger fuses)
|!

6 Errors Conritted Ecuiprent Addressed in 2 i

Following loss of Procedure 6:" All !
a Station Battery Breakers in Corresponding !
Charger (s) 125V DC Bus |

) 7 Errors Cereitted Equipment Addressed in 2

| Fo11cwing Loss of Procedure 9:" Alternate !
! Feed to Battery Feed Breakers plus All [Charger (s) Ecuiprent Addressed in r

j Procedure 6 :
*

i
| 8 Errors Cormitted Ecuf prent Addressed in 2 1
'

during Investigation Procedure 10:" a Norter
of Battery Ground (s) of Annunciator Feeds in

the Corresponding Pcwer,

| Divisien

9 Errors Cormitted in Ecuirrent Addressed in 2
Isolating DC Loads Procedure ll:" Post

| Following Station Breakers in the DC Power j

Blackout System

i
j *Sirilar corponents are usually affected by certain corrnnalities (similar
j installatten, raintenance, and testing procedures and cernon design and
1 ranufacturing processes) that perrit ruitiple failures due to rereated hun n

;errers. Therefore, all causes of corponent failures are potential causes of CCFs.,'

"Procedures are described in Table 4-12. (
<

I

|

1
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inadvertently disabling a bus when following a procedure that calls for
removing unavailable equipment from a DC power bus. Another type 2
possibility that must be considered at power plants with crosstie
breakers between the DC power buses is an error committed when the buses
are crosstied (a possibility mentioned for illustrative purposes only
since the plant considered here has no crosstie breakers in its DC power
system). Finally, with respect to type 3. root causes that affect
equipment in the same location, no harsh environments (e.g., fires,
floods, and explosions) were identified that could affect more than one
station battery. Therefore, no type 3 root cause and component group
combinations were identified in this sample problem. The nine root cause
and component group combinations in Table 4-13 will now be analyzed in
detail.

4.2.2.1.1 Root cause and component group combination 1 - station
batteries. The causes of battery failures include internal faults
and faults associated with the terminal connection detail
(connections made between rows of cells or at the positive and
negative terminals of the battery). Terminal connection detail
faults generally result from corrosion at the connection interface or
from improper torquing of the fasteners during installation. The
likelihood of this failure mechanism is directly related to the
quality of the plant checking, testing, and maintenance program.

Most internal faults take the form of gradual degradation
(Reference 4-12). They may be related to the electrolyte
(contamination or stratification), to the grid (loss of conductive
path for the reaction current), to the active material (loss of
contact and falling away from the plate), to the jar (loss of
electrolyte), and to several others. These degradation rechanisms
slowly build up to a point at which they could result in a
catastrophic failure or in highly degraded battery perforrance.
However, they are generally revealed by the quarterly checks,
performance tests, or service tests. Therefore, actual battery
failures due to internal faults are also related to the quality of
the checking, testing, and maintenance program of the plant.

Another possible cause of battery unavailability is unscheduled
maintenance. Unscheduled maintenance activities are generally
started when discrepancies (e.g., a low specific gravity on a cell
and a subsequent failure to hold a charge) are detected during the
weekly and quarterly checks or during the refueling performance tests
and service tests. According to plant personnel, the station
batteries are not nade inoperable for unscheduled maintenance. The
practice of the plant consists of bypassing (jumping out) the
affected cells to perform the necessary actions. Thus, the station
battery remains operable during this tire, and battery unavailability
due to unscheduled maintenance is considered a negligible centributor
to overall battery unavailability.

Root cause and component group ccmbination 1 is to be retained for
further analysis, and the fact that these root causes of battery
f ailure are strongly associated with the checking, testing, and
maintenance program should be cephasized. (This fact is crucial to
quantification purposes in the follcwing analysis steps.)
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4.2.2.1.2 Root cause and component oroup combination 2 - battery-

fuses. A station battery can become functionally unavailable due to
the spurious opening of the corresponding fuse either before or when

i the battery is demanded. However, the station battery fuse is a
i 1,200 amp fuse, which is substantially higher than the current
| expected from the battery under any circumstances. Any current
j strong enough to blow the battery fuse would cause noticeable

disturoances in the DC power bus, including activation of the,

j undervoltage relay. Thus, in the unlikely event of failure of a fuse
due to operational abnormalities, such a failure would be
self-announced and is therefore not significant to this study.

The only root cause of concern involving battery fuses would be4

i failure mechanisms that might develop during the long time period
! (18 months) between refueling outages during which the fuse is
j subjected to only a small floating current. If a degradation

mechanism (e.g., corrosion or contamination) builds up internally or ,

i

at the fuse external contacts, a catastrophic failure may result (due !4

. to the heat generated at poor connections) when a high battery [
] current is imposed on the battery fuse following an LOSP.

|
-

Ij This root cause and component group combination is also to be i
retained for further analysis, with the stipulation that only one

|
i

j specific failure mechanism is of concern--a mechanism that might
|

| develop during the long time period between refueling outages. Thi s !
! same concern does not exist for battery charger ruses and 125V bus

|| fuses (both in the same fuse box illustrated in Figures 4-8 and 4-9)
|because these fuses are constantly subjected to higher currents;c t

therefore, their failure would be more readily announced.
,

'

4.2.2.1.3 Root cause and component group combinatien 3 - battery
chargers. There are two basic types of bettery charger-related '

f ailures to be addressed: (1) battery charger-related failures that
result in degradation (undercharging condition) of the station
batteries and (2) battery charger-related failures that result in !
damage of the station batteries due to an overcharging condition.
These two types of failures are most likely to occur in the FLOAT and (
EQUALIZE modes, respectively. ;

iBattery charger-related failures that could result in degradation of i
the station batteries include battery chstgt.r hardware failures, |battery charger AC input and DC output circuit breaker faults (these
include circuit breaker hardware failures as well as spurious opening

.Iof the circuit breaker by an operator), and failure to recharge the
battery following battery charger maintenance. Battery charger j
hardware failures and circuit breaker faults are announced in the
control room by a battery charger trouble alarm or, if the voltage on
the DC bus drops below 115Y, by an undervoltage alarm. On loss of a

t

battery charger, the station battery serves all of its DC loads.
After some time, the battery will discharge so that it is able to
handle LOCA loads only; e.g., HPCI and RCIC systens. The time
required to reach this condition is at least 12 hours and is extended
by removing nonvital DC loads from the bus (the ncnvital DC loads to
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be disconnected are tabulated in Procedure 6. Table 4-12). If the
charger is not recovered by this tire, the operator has two options,
as required by the technical specifications: (1) declare the battery
system inoperable and shut down the plant, or (2) disconnect the LOCA
loads and declare the RCIC (for batteries 2A or 2C) and/or the HPCI
(for batteries 28 or 20) inoperable. In this case, the battery
system remains operable for an additional 24 hours.

In addition, a standby charger is available for each unit to supply
the corresponding DC load in case one of the four dedicated battery
chargers fails. Utility personnel indicated the operator would
attempt to recover a troubled charger first. Then, if recovery is
not successful, he would bring in the standby charger.

The technical specifications prevent the utility from operating the
reactor with one or more station batteries in a condition that would
eake them incapable of starting and leading the EDG. In addition,
the removal of nonvital DC leads frem the DC bus and the availability
of a standby charger make this loss of starting and loading
capability very unlikely. Thus, battery charger-related failures
that result in degradation of the station batteries are negligible
contributors to battery unavailability.

Battery charger-related failures due to overcharging conditions can
also result in damage to the station batteries. An equali:ing charge
is applied to each station battery following performance tests or

i

service tests during refueling outages. Otherwise, an equalizing
charge is applied only on an "as needed" basis. The equali:ing
charge is applied directly from the dedicated battery charger, and
the charger sir:ultaneously supplies DC power to the respective
buses. The station battery is available to supply the DC loads
during the equalizing charge period. (No realignrent is needed if
the charger trips or if offsite power is lost.) Thus, no dot.ntire
exists during the equali:ing period, and no uvavailability results
frem misalignment errors during the same period.

Also, when the battery charger is started follewing a perforeance
test or a service test, it will autcratically begin charging in the
EQUALIZE roce. If the charger is operating in the FLOAT enode, it ruy
be ranually transferred to the EQUALIZE code by eccentarily moving
the rode switch to the EQUALIZE position. In either case, once the
battery charger is in the EQUALIZE code, it automatically charges at
the appropriate charging rate, continues charging for 72 hours, and
then autcratically shif ts to the FLOAT roce. In additten, whenever
the cnarger is put into the EQUALIZE tode, an operator is required to
check that the Charger output voltage is adequate. Any battery
charger hardware f ailure (e.g., a very high output voltage) is
detectable by the operator. Operatcr-induced failures are unitkely
because no adjustrents arc required by the operater. Also, a
ccrplete check of the voltage and of the specific gravity of each
cell is perf errea follo ing the cutage discharge test (perforrance
test er service test), and the weekly and quarterly checks are very
ef fective in detecting da~ age cue to osercharging. Therefore, datage
cue to overcrarging cenditions is botn very unlikely and easily
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detectable. Battery charger-related failures that result in damage '

to a station battery due to overcharging conditions are thus also
negligible contributors to battery unavailability. (
In surcary, all causes of battery charger-related failures have been
analy:ed and decred unimportant with respect to other failure modes

e

for the station batteries. Root cause and component group j

combination 3 is therefore discarded. !

4.2.2.1.4 Root cause and corponent orcup combinations 4 and 5 - ;
battery charcer tuses ana 125v bus fuses. These two root cause and i

coeponent group comoinations are similar to corbination 2 (battery |
fuses). However, the battery charger and 125Y bus fuses are !

constantly subjected to high currents (e.g., during testing of RCIC !

and HPCI systems), and the concern raised for the station battery '

fuses is not applicable here. These root cause and component group
combinations are discarded in this task. |

4.2.2.1.5 Root cause and component croup combinations 6 and 7 -
ecuiprent accressec in Procecures 6 and 9 Loss of a station battery [

; charger or loss of AC feed to the Dattery charger can lead to i

i degradation (undercharging condition) of the corresponding station |
! battery. This possibility has been analyzed in connection with root !

! cause and component group combination 3, battery chargers. Some |

3
additional possibilities are examined now with emphasis on errors I

that may be coteitted when performing Procedure 6 or 9. For example, f
:

operational experience with other U.S. nuclear power plants shows
iinstances in which a station battery was mistakenly removed from a DC

i power bus when attempting to remove an inoperable battery charger
frcm the bus.

The station batteries at the subject plant do not have circuit
breakers connecting them to the DC buses. The only eierents betweeni

i the station batteries and the 125Y OC buses are the fuses, as
'

indicated in figures 4-8 and 4-9. The fuses at this plant are not
used as switches to isolate equiprent, as has been done at sore other

| U.S. plants. Thus, it is reasonable to disregard the possibility of
misalignment of one or more station batteries,

t

Procedure 6 does call for cpening circuit breakers to sore nonvital
DC loads, and sore of these circuit breakers are on the sare

i 125Y OC buses that feed the EDGs and the depressurization systers.
1 It is conceivable that an operator would mistakenly open the circuit
] breakers to an EDG or to a cepressurization system when follewing
: Procedure 6. Table 4-14 shows the nonvital DC loads that are
J disconnected from 125V DC power buses, as required by Procecure 6.
| These leads are recoved from the respective buses only if the
'

associated battery charger fails.
|

The eisalignrent of circuit breakers when performing Procedure 6 or 9
can only be triggered by an inoperable battery charger or by a loss
of feed to a battery charger (Procedure 9 does not directly call for
opening circuit breakers, but, if the alternate AC feed is

!

!
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Table 4-14

NONVITAL DC LOADS THAT ARE DISCONNECTED
FR0ft THE 125Y DC BUSES

AS REQUIRED BY PROCEDURE 6

125Y OC Bus Nonvital DC Load Description

20021 None

20022 Maintenance Shop DC Feed

20023 SA? TAC Inverter
.

20024 Laboratory DC Feed
1

30021 None t

30022 None

30023 None !

30024 Remote Corputer Data Terminal
.

i

i
'
,

I

,

L

!

[
,

I

|

| ,
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unavailable, Procedure 9 does call for performing Procedure 6). The
spurious opening of circuit breakers in different DC power buses,
therefore, must be triggered by multiple battery charger failures.
The CCF potential associated with root cause and component group
combinations 6 and 7 is judged to be low for the following reasons:

e Operational experience supports the contention that
battery charger failures are generally independent.

e The probability of opening a wrong circuit breaker in a
bus is independent of having made a similar mistake in a
previous bus,

e f;oot cause and component group combinations 6 and 7
would not affect buses 20021 and 30023. As Table 4-14
shows, buses 20021 and 30023 are not addressed by
Procedure 6; therefore, even if the operator makes a
mistake in every 125V DC power bus addressed in
Procedure 6, the depressurization systems would have
DC power available from bus 20021 and EDGs 1 and 3
would have DC power available from buses 20D21
and 30023, respectively. The availability of these
buses would preclude the core darage scenario of
interest in this sample problem.

Root cause and cceponent group cortinations 6 and 7 are eliminated
from further analysis.

4 . 2. 2 .1. 6 Root cause and corponent grcup co'-binations 8 and 9 -
equierent addressed in Procecures 10 and 11 Root cause and
component group combination 9 in Table 4-13 can be clininated as
inconsequential to further analysis because Procedure 11 would only
be performed following LOSP and loss of the EDGs; 1.e., following
loss of all AC power. Examination of Procedure 10 reveals that
troubleshooting and isolating DC battery grcunds is accerplished by
openin; and then reclosing annunciation feeds. Since the procedure
does not call for removing the battery, battery charger, circuit
breakers, or fuses from their safety-related configuration, there is
little chance of disabling equiprent when performing Procedure 10.
Thut, root cause and corponent group corbination 8 ray also be
eliminated from further analysis. Table 4-15 presents the root cause
and cceponent group combinations that are to be analyzed further.

The conclusion of this screening analysis is that there are only two '

corponent comon cause groups that need too be antlyzed in the
;

subsequent steps. These are: (1) station batteries and (2) battery '

fuse boxes.

4.2.2.2 Stop 2.2 - Quantitative Screening, At this point, the nurrer of
ccmon cause corponent groups and the overall logic rodel are srall
enough to not require any quantitative screening. Therefore, this step I

of the procecure is not taken. |
|
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Table 4-15

ROOT CtJJSE A'iD C09PO? ENT GROUP COSINATIONS IDENTIFIED IN STEP 3
AND DESIGMATED FOR FURTifER ANAL.YSIS

Cortination
Identification Equiprent

Co m ntsDescription
urter

,

1

4 I Station Batteries (includes internal These root causes of battery failure
a faults and f aults asso;iated with are strongly associated with the l"

terminal connection detail) checkinn, testing, and maintenance
prograr,

l
2 Battery Fuses The root causes of concern are failure

rechanisms that right develop during
the long tim period (18 moths)
between refueling outages.

- -
_-



4.2.3 Stace 3: Cerryn cause Modeling and Data Analysis

4.2.3.1 Stoo 3.1 - Definition of Corren Cause Basic Events. The CCFs
within the lon vL pcwer systen were incorporated directly into the
system fault trees of Figures 4-11 and 4-12 by sirply expanding each of r

the corponents of the corponent-level fault tree, using a two-input OR
gate as shcun in Figure 4-13. One input is a basic event that represents
the CCF of the batteries, and the other is the independent centributor to
ccepcnent unavailability. This is a conservative representatien since it
assures all cer.ron cause failures are global within the three batteries
rodeled.

In this expansion of the fault tree, glcbal CCF events of battery fuses
are corbined with the global battery CCF events for sirp'.icity of
presentation. Sirilarly, the independent events of batteries and fuses
are lurred.

c

4.2.3.2 Step 3.2 - Selection of prcbability Fedels fer Cerren Cause

Basic Esents. (cnsistent with the logic rocel representation of tne
cc ron cause csents in the previous step, the beta facter rodel is :
selected for pararetric redeling of the systen. Therefore, the rate of

the ccm on cause basic events (A c) of the extended fault tree
(Figure 4-13) is cuantified, using the folicwing relatten,

Xe=n g (4-23) i
1

where \ t is the total failure rate of the cceponent.

| 4.2.3.3 Steps 3.3 - Data Chss_ification and Screeninc. The estf raticn
I cf parareters in tnis exarple preolen is basec on review of LERs covering

tre period frcn early 1969 through rid-1936 and a hu~an reliability
analysis. Each root cause and corponent group ccrbir.ation sum ari:ed in I

t Table 4-15 will new be analyzed separately. In addition, selected
f ailure events fcr the corbinations that have been deered uniepertant
will te presented for illustrative purposes.

4.2.3.3.1 Rect cause ard cerpenent group certg natien 1 - statien
,

i) batteries. A total of four events was icentified for tra s category.
_

!

Trese events are surrarized in Table 4-16, which also shews their
irract sectors. '|his irpact vector application is sirplified with'

respect to systen si:e; i .e. , the nu-ber of station batteries. The,

l

systen size is assured to ccrprise cnly three batteries because this
is the rinirur nu-ter of bitteries involved in the scenario of
interest. (The actual systen size at the sarple plant is eight, as,

indicated in Figures 4-3 and 4-9.) The irpact vecters s,ere assessed
as

;

d

e Esent 1 The event is a single failure of one of the
two tatteries at fert St. 'irain. Therefere, the irract ;

vector f cr that plant has a 1 under Fg and zero '

,

elsewhere, as shcan in Table 4-16. The event is judged I
'

'

to be applicable to the sa ple sy sten as an indepencent
esent. HC.eser, the sarple systen involses three

,

4-63
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batter 4 s (system size = 3). Therefore, the original
impact vector should be mapped up from system size 2 to
system size 3. This is done using Eq. 3-24,

I3I=hP I2I = 1.5P g g

which is the corresponding expected number of
independent events in the sarple system.

Other elenents of the irpact vector for the sarple
system are zero, as shown in Table 4-16.

e Event 2 The event is a single failure of one of four
batteries at Turkey Point 3. Therefore, the irpact
vector is P< = 1 and zero elsewhere. The cause is
judged appl cable to the batteries at the sarple plant;
however, because of the system size dif ference, the
Turkey Point 3 impact vector should be mapped down from

| system size 4 to system size 3. Again, from Eq. 3-24

II=fP I4) = 0.75P
3 g

Other eierents of the sarple system impact vector are
zero, as shown in Table 4-16.

e Event 3 The impact vector for Brunswick 1 is assessed
| as tollows:

Hypothesis Probability P P P P) P0 g 2 4

H: Batteries did not f ail. 0.9 1 0 0 0 01
,

Hy: Batteries failed. 0.1 0 0 1 0 0

Average 0.9 0 0.1 0 0

l

|

|The event that occurred at Brunswick 1 is not a failure '

at the sarple plant in the context of the core damage
scenario of interest. In this centext, the batteries
are only needed to start and lead the EDas, and this can
be acccrplished with the batteries in a cegraded
condition similar to the ccccittens at Brunswick 1. A |

prcbability of 0.1 is assigned to hypothesis H2 to
account for the possibility that the cencition !

ceterierates suf ficiently to cause ru1tiple failures at

4-65
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. _ _ _ _

the sarple plant. According to this hypothesis, the
cause and the coupling rechanism of the event are
applicable to the sample plant. Hewever, cue to the

cif ference in the assured number of batteries. the
irract vector should be rapped dcwn fren si:e 4 to
si:e 3. Referring to the procedure of Section 3,
(Table 3-2), since the cause of the event is classified
as a nenlethal shcck, we have

,p). ,1 m . ry) . (0) . 0.9 0.9

I .fP +fPP (0) + (0,1) = 0.05.
g 3 2

e,m . e,m . i e m.i<0.o.im.0.053

rp>.;,7>.,p .;m.0 0

I e Event 4 The irpact vectcr fer Big Rock Point is
a sse' sed as fo11cws:,

|
Hyr cite si s Prebability P I0 1 2 3 4

Hp Only cne battery 0.95 0 1 0 0 0
failec.

i

,

H,: All four tatteries. 0.05 0 0 0 0 1
'

failed.'

Average 0 0.95 0 0 0.05
4

Altteugh cnly one of four tatteries actually discharged.i

a scal) pretabilit, of 0.05 is assigned to tre second
hypothesis to account for the fact that a degraded
cenciticn was ot'sersec en the etter three tatteries.

Tre cause and coupling rechanism of the egent is judgec
to be also appl.icable to the sample system, but because
of the systen si:e cif ference, the Big Rock Point irract
vectcr srculd te rarped dcwn to cDtain tre ir;3ct sectcr
of the ess ple syster. Again, using the precedure i

applied in the case of evert 3. we tage

i
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u

P I4I + P I4)=f(0.9t)+0=0.24P "
O .g p

p (3) , p (4) , p (4) =
(0.95)+f(0)=0.71

P II= P (4) + p (4) = (0)+f(0)=02 2 3

P (3) , p I4I + P =f(0)+0.05=0.053 3 4

4.2.3.3.2 Root cause and component group combination 2 - battery
fuses. The LER review revealed no failure occurrences associated
with battery fuses.

4.2.3.3.3 Root cause and component group combinations 3 through 9.
Althougn these root cause and component group combinations have been
deemed unimportant and screened from further analysis, selected
failure events associated with these combinations are presented in
Table 4-17 for illustrative purposes. Dozens of other events
associated with root cause and component group combinations 3
through 8 were screened in a similar way. The failure data review
revealed no events associated with combination 9.

4.2.3.4 Step 3.4 - Parameter Estimation. The results of event screening
in the previous step can now De used to estimate the parameters of the
model; namely, the total failure rates and the S-factors for station
battery and batter) fuse.

4.3.2.4.1 Station batteries. In the case of station batteries, data
for the number of dif ferent basic events, as summarized in
Table 4-16, is

{ n1 = 3.01, n2 = 0.05, n3 = 0.05)

This means that the total number of failures is

nt = n1 + 2n2 + 3n3

3.26 (4-24)
=

These failures occurred over a period of approximately T = 2,092
battery-years. A point estimate of the total failure rate of battery
due to all causes can then be estimated from

N
A gg = 7 (4-25)

= h = 1.6 x 10 per battery-year~3

~7= 1.8 x 10 per battery-hour (4-26)
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CLASSIFICATION AND IMPACT ASSESSMENT OF EVENTS THAT ILLUSTRATE
ROOT CAUSE/ COMPONENT GROUP COMBINATIONS 3 THROUG!! 8
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The B-factor for batteries can be estimated from the estimator of
Table 3-6.

2n2 + 3n3

8"n1 + 2n2 + 3"3

2(0.05) + 3(0.05)
3.01 + 2(0.05) + 3(0.05)= 0*08 (4-27),

This result is cicarly sensitive to the number of independent failure
events. A careful search of plant-specific records and data from t

other utility-specific sources may turn up additional single-battery
failure events. The effect of these events, if applicable to the
sample plant, would be to reduce the estimated battery P-factor.

Since the preliminary analysis indicated that this scenario
contributed substantially (51%) to the core damage frequency of the
plant and since the value of S directly affects this contribution.

| the basis of the evaluation of B deserves closer scrutiny,
Eq. 4-27 shows that the 8 value of 0.08 depends on the values ofl

ni, na, and n3, which are derived from Table 4-16. The values '

of n2 and n3, in particular, are purely judgmental because they
are based exclusively on the probabilities subjectively assigned by
the analyst to hypothesis H2 for the third and fourth events in
Table 4-16. This is illustrated during the evaluation of the impact
vectors in the previous section. These probabilities are 0.1
and 0.05, respectively. However, events 3 and 4 in Table 4-16 did
not result in actual multiple failures in the context of this
accident scenario. The analyst is only postulating that they could
have been actual multiple failures. Thus, it is just as defensible
to assign lower numbers, say 0.01, to each of the hypotheses H ,2as it is to assign 0.1 and 0.05. The value of 8, however, is 0.013
in this more optimistic assignment.

The reason for the arbitrariness involved in the preceding evaluation
is that Table 4-16 contains no actual CCF events. The value of 8
is much less sensitive to the analyst's judgments when the data
contain at least one actual CCF event that is applicable to the plant
under consideration. An alternative is to use the generic component

,' B-factor given in Table 3-7. This implies that there is some '

average value for B-factors, which is an adequate assessment of
common cause failure potential. The analysis of battery fuses that
follows takes this approach. However, due to the significance cf the
CCF of the batteries at this plant, a third approach based on an
examination of root causes and coupling mechanisms as a basis for the |subjective assessment was used to estimate the contribution on the

|batteries. The basis of this approach is described in Reference 4-13. I

In this alternative approach, A BT is redefined to represent the
total frequency of events resulting in the unavailability of a

1

|

|
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station battery. There are four such events in Table 4-16 (event 3
is assumed here to have resulted in at least one failure). Thus,

A Bt = 4 occurrences /2,092 battery-years

= 1.9 x 10-3/ba ttery-yea r

= 2.2 x 10-7/ battery-hour

This generic frequency estimate was assumed applicable to the station
batteries at the sample plant. It represents the total frecuency of
events that resulted in the unavailability of a station battery, and
it has two components. One component is associated with human errors
of commiss.f on (e.g., contamination of the electrolyte during
maintenance), and the other is associated with human errors of
omission; e.g., failure to detect severe flaking of cell plates. A
human error of commission is sufficient to cause battery failure,
while a human error of omission would only be relevant if a failure
mechanism were already developing within the battery or its terminal
connection detail. The total frequency, A BT, represents the
frequency of battery failures due to both of these components.

S B is the conditional probability of observing multiple failures,
given the occurrence of at least one failure. Since the causes of
battery failure are associated with human errors, S B was
estimated by evaluating the probability of occurrence of multiple
human errors, given the occurrence of at least one human error.
Since human errors of emission are only relevant if a failure
mechanism is also developing within the other batteries, there was
sore conservatism in using this approach to estimate S ; i.e.,3
S 9 was not reduced to account for cases in which a failure
mechanism develops within a single battery only. Nuclear power plant
experience indicates that the failure mechanisms considered here do
tend to affect multiple batteries. Also, this conservatism applies
to crorrs of omission only. Therefore, the degree of conservatism
was judged to be low.

Thus, the dependent failure potential associated with these causes
was estimated using human reliability methodology. As pointed out
previously, these causes of failure are strongly associated with the
checking, testing, and maintenance program at the plant. The
checking and testing procedures were determined to be clearly written
and in compliance with industry standards (Reference 4-14).
Therefore, errors associated with these causes are more likely to be
caused by the person performing the task than by misleading or
inadequate task instructions. The conditional probability of a human
error for a task, given a failure on the preceding task, is provided
in Reference 4-15 as a function of the icvel of dependence. The
level of dependence can be zero, low, moderate, high, or complete and
may be subjectively assessed in accordance with the general
guidelines in the document. In this analysis, the level of
dependence was assessed to be either low or moderate since the major
factor af fecting this assumption was the fact that the quarterly

4-72

_ _ _ _ _ .



.

checks occur at staggered intervals; the tasks are performed at least
1.6 weeks apart. The conditional probabilities of a human error for
a task, given a failure on the preceding task, are then 0.05 and 0.15
(Reference 4-15) for low and moderate levels of dependence,
respectively. In this analysis,B 8 was conservatively assumed to
be 0.15.

The average fault detection and restoration time was estimated from
plant-specific information and from judgment based on LER
descriptions of previous occurrences at other U.S. plants. It is
assumed that battery internal and terminal connection detail faults
would be detected during the quarterly checks at this plant. This
assumption is based on the fact that, as noted earlier, the quarterly
checks at this plant include measuring and recording the voltage and
specific gravity of each cell; checking the general condition of the
battery, racks, posts, and connectors; and conducting several other
important checks; e.g., cell temperature, ambient temperature, and
ventilation system operability. Therefore, the quarterly checks '

should reveal most potential problems with regard to the station
batteries.

Figure 4-10 shows that the average detection time is either 0.8 weeks
(1.6 + 2) whenever the fault occurs just prior to a quarterly check
of a station battery (intervals 2, 3, 4, or 5 in Figure 4-10) or
3.2 weeks (4 x 1.6 weeks /2) in all other cases ccmbined (intervals 1,
6, 7, or 8 in Figure 4-10) . Thus, the average detection time is

TBD = [(4 x 0.8)/8 + (3.2)/2] = 2 weeks (336 hours) .

4.2.3.4.2 Battery fuses. Since the LER review revealed no failure
occurrences associated with battery fuses, this root cause and
component group combination is quantified b5 sed on generic failure
data and assumptions. The failure rate for low voltage
(<1,000 volts) fuses in Reference 4-16 is assumed to be apglicable tothe battery fuses. This failure rate is X Ft = 0.021 x 10- per ;

hour. If the failure mechanism of concern--a failure mechanism that 1night develop during the long time period (18 months) between )refueling outages--is assumed to cause 5% of all fuse faults
:

(operational nperience with other fuses in 125V DC systems at '

nuclear power plants indicates this assumption is congervi.:ive), thenthe failure rate for combination 2 becomes 1.05 x 10~ per hour.
The average 8 -factor value of B p = 0.1 (see Section 3,
Table 3-7) is also assumed applicable to the battery fuses.

Since any refueling outage at this plant involves testing at least
one of the station batteries of interest and since testing any one of
the station batteries of interest would reveal a CCF of the stationi

battery fuses, the maximum detection time for the CCF event is the,

' ,

time between refueling outages. Also, it is assumed that the CCF !' event can occur anytime between the refueling outages. Thus, the I
average detection time for the CCF event is about half the time
between refueling outages. Operational experience indicates that the )i

|
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time between refuelings at the sample plant averages about
7,700 hours. Thus,

TFD = 7,700 hours /2

= 3,900 hours

4.2.4 Stage 4: System Quantification and Interpretation of Results

This step is accomplished using the quantitative model selected in
Step 3.2 and the parameters estimated in Step 3.4. Table 4-18 su=arizes
this quantification, and the point estimate for the probability of a CCF
of the station batteries within the scenario of interest is shown as
4.9 x 10-b and 1.1 x 10-5, based on the first and second
quantification approaches. respectively.

These CCF contributions were calculated as

A *T*
CB " B Bt 80

Based on the first approach, we have

A =(0.03)(1.8x10N(336)CB

= 4.9 x 10"O

and based on the second approach, we get

A =(0.15)(2.2x10N(336)
CB

= 1.1 x 10'

Also, for the fuses we have

ACF ' 0 F*A Ft F0
*T

= (0.1)(1.1 x 10-9 ) ( 3,900 )

~7= 4.3 x 10 (4-29)

The combined frequency of the initiating events associated with the core
damage scenario discussed in this example is about 0.07 per year
(Reference 4-2).
interest is about 3.7 x 10-7Thus, the frequency of tge core damage scenario ofand 7.7 x 10- per year based on the
first and the second quantification approach, respectively. Both of
these values are low when ccmpared to the frequency of dominant scenarios
icentified in other nuclear power plant PRA studies, in addition, sone
ccnservatism involved in the quantitative ana.ysis (e.g., the assumption
that the occurrence of the initiating event and the CCF event result in
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Table 4-18

QUANTIFICATION OF CCF CONTRIBUTION

Combination Root Cause
Identification Frequency Root Cause-Specific ####'9". Detection Contribution to

Beta Factor * **
UnavailabilityNumber (hr-1) (hours)

1 1.8 x 10-7 0.08 336 - 4.9 x 10-6
? % 2 1.1 x 10-9 0.10 3,900 4.3 x 10-70? tk

'# Total 5.3 x 10-6

x 1 2.2 x 10-7 0.15 336 1.1 x 10-5EM
82 2 1.1 x 10-9 0.10 3,900 4.3 x 10-7$E

< - Total
1.1 x 10-5

*These numbers represent the probability that at least one redundant component is
unavailable due to a certain root cause, given failure of the first component due to that
same root cause. Additional conponent failures in a sufficient number of redundant
divisions are conservatively assumed to occur, given the first two failures.

j
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I

enough equipment failures to cause the scenario of interest) provides
further assurance that the core damage scenario analyzed in this section
is not a major hazard that must be designed out of this plant. The
results do indicate, however, that the core damage frequency is highly
sensitive to the probability of a CCF involving the station batteries.
Thus, an increase in the CCF probability will have a strong adverse
effect on the risk associated with core damage accidents.

Therefore, this analysis indicates that the CCF scenario, although not
requiring risk reduction measures, should be emphasized in a safety
assurance program. The discussions from the qualitative screening step
provide the basis for focusing safety assurance activities.
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Section 5

AREAS FOR FUTURE ENHANCEMENT

5.1 INTRODUCTION

The last few years have seen much progress in the systematic and detailed
treatrent of common cause failures. This report presents a consensus
approach to the procedural framework that should be adopted and, also,
many of the methods and techniques that can he, and have been, used to
estimate the probabilities of common cause fa! lures. Key to the
development of these methods was realizing the importance of
plant-specific factors that contribute to the potential for common cause
failures and dependent failures in general. This realization has led to
an increased emphasis on identifying root causes and causal mechanisms
for multiple failures. One result of this has been the development of an
event classification scheme, such as the one discussed in Section 3 and
more fully described in Volume II, which provides a framework for
systematic data analysis. The use of thought experiments to reinterpret
historical events in the context of a particular plant has been of great
value in overcoming the perennial problem of scarce data. In parallel
with the improved treatment of data, there has been a development of
models to translate these data into estimates of probabilities and an
increased awareness of the importance of making clear the assumptions
underlying these models. Howrver, there is wide sonsensus that the
current state of the art is more limited by the data and their analysis
than it is constrained by the existing models. Although considerable
progress has indeed been rade in the understanding of the mechanisms of
corron cause failures and in the establishment of this proposed framework
for the analysis, the problems that still exist in estimating cercon
cause failure probabilities should not be underestimated. In
Section 5.2, sore of these problems are discussed, followed by a
discussion of the areas in which improvements are most needed in,

Section 5.3.
s

5.2 DIFFICULTIES IN THE ESTIMATION OF COMMON CAU5E FAILORE oROBASILITIES

The rectanisms * hat result in multiple failures are many and can be
complex, and there can be great plant-to plant variation in the potential
for such failures. Use of information from a variety of plants, which is
necessary to overcore the scarcity of data, involves interpreting event
reports to identify the nochanisms and reinterpreting them for
plant-specific applications and requires considerable judgment. This
report has provided sore methods that can be used to formalize this data
a naly si s. The role of defenses against common cause failures that is
crucial for identifying potential irprovements, for example, has not been
explicitly explored in detail but is, however, irplicit in the event
screening and reinterpretation. In Section 5.2.1, this aspect is
revisited briefly from a conceptual point of view, and, in Section 5.2.2,
the problems of incorporating these considerations associated with data
analysis are discussed.
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5.2.1 The Modelino of Common Cause Failures To include Defenses

One of the problems with common cause failure analysis is accounting for
the nurber of different mechanisms that can give rise to them and the
different defensive tactics that can mitigate against them. Since the
different tactics that can be employed to mitigate against common cause
failures are believed to have a different impact on the different classes
of common cause failure mechanisms, it is clear that any analysis that
takes defenses into account must separately address the causes to some
extent. The methods described in this report have addressed defenses
qualitatively in the screening process or implicitly through the data
analysis process; an alternative is a more explicit analysis, as
discussed in the conceptual example presented in Section 5.3.5."

As discussed in Sections 2 and 3, there are various proposals for common
cause failure classification. For the purpose of the following
discussion, we adopt the second division (level) of the SRD R146
(Reference 5-1) scheme, which classifies events according to the shared
roo* causes into events due to design, construction, procedural factors,
and environmental factors.

Errors made or weaknesses introduced during design and construction can
affect the system availability in at least two ways. First, they can be
introduced at the system level so that there is an unplanned, hard-wired
dependency. Such weaknesses are not flaws that would be uncovered by
normal testing, but are such that they might occur only under specific
conditions involving a particular sequence of events; this whole secuence

imight be called a trigger event. For example, the problem of undersized
motor-operated valves may not be uncovered on test if the valves and
pumps of a standby emergency feedwater system are tested separately. !

Such errors would require an actual system demand (the trigger event in ;

this case) to occur before being revealed as a problem. Such common
cause failure event probabilities could be estimated as the product of
the probability of an undetected error and the probability of the trigger
event.

Design and construction errors can also occur at the component level so
that each of the redundant components is less rollable than assuecd or :

'

intended. Unless the failure causes are investigated at a deeper level |
than "design error," it is not clear that any mechanism can be postulated.

for such a strong coupling of component failures that they occur i
simultaneously. These failures could still be regarded as randenly i

1 occurring but, perhaps, more bunched in time or having a particular t

: number of cycles. These common cause failures could be modeled by ,

modifying the unavailability of the system from pn (assuming a# '

redundancy level of n) tn r

1
(1<1)pn + a(xp)n

: i

where x(>1) is a measure of the "strength" of the design error and n is
the (assumed constant) probability that the design error exists. The
relative probability of system failure is increased by virtue of the
increase in the single-corponent failure probability. (This may also be
an appropriate way of modeling aging effects.)

i

|
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The defenses against these types of common cause failures can more easily
be envisaged as affecting the probability of the occurrence of the
original errors rather than, in the first case, as affecting the

,

probability of the trigger event or, in the second case, the "strength"
of the error.

There are many ways that operational practice and other factors can
result in common cause failures. Operating or maintenance procedures may
be in error and can lead to increased susceptibility for both system
failure or unavailability or an increased susceptibility for
single-component random failure. On the other hand, if the procedures
are adequate, their implementation may not be adequate because of poor
management control, poor operator training, incorrect interpretation, or
mistakes. The factors that couple failures and result in true common
cause failures are dependent on the way the plant is operated. For
instance, the type of event that can cause coupling of errors made during
surveillance testing may be different when testing is done on a staggered
basis rather than on a nonstaggered basis. It also may depend on whether
testing of redundant equipment is performed by the same or by different
people. In some cases, a trigger event, such as the occurrence of a

.

maintenance error on redundant trains that is not discovered on a
post-maintenance test, can be modeled as a random event. In this case,

the human error is the trigger event. In other cases, such as the
existence of inadequate procedures, the human error leads to a
preconditioning of the system and is more associated with establishing
the coupling or the level of susceptibility to failure.

Environmental common cause failures are fairly easy to interpret. The ;

trigger event can be modeled as a random event that leads to the i

environmental conditions that cause the failure results. The plant
,

design features basically define the potential couplings; however, the ,

possibility of design or construction errors, such as inadequate or !

incorrectly installed fire barriers, and nonadherence to procedures, such ,

as propping open flood-tight doors, have to be accounted for.
!The aim of the common cause analysis is to incorporate these

considerations into the estimation process in as thorough a way as
possible.

5.2.2 Problems with Data Analysis
;

IThe methods discussed in this document rely largely on estimating the
parareters of those nodels using generic industry data on single and
multiple failure events. The source of data is typically the licensee
esent reports or Nuclear Power Exnerience (Reference 5-2). The data
analysis can be thought of as an interpretation of events in the data
base and a subsequent reinterpretation in the light of the defenses
perceived to be in existence at the plant for which the analysis is being

! porforred.

There are problems associated with the completeness of the data base and
with the fact that, even if it were complete, an objective assessment of
the efficiency of a defensive strategy is extremely difficult. For

l instance, alrost all plants could claim, to a certain extent, to adopt
most, if not all, the defensive tactics discussed earlier in )

|

| I

l
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Secti on 5.2.1. What is really at question for many of the tactics is how
effective they are rather than whether they exist. Therefore, although
it may be possible because of some particular design features to screen
out certain events, others should perhaps not be screened out but
weighted by some factor to represent the perceived value of the defense

,

in the plant at question, compared with the one in which the event
occurred. A related question is what to do about new plants with all the
right defenses to prevent the old problems observed in the industry data
base, but with new, yet-to-be-observed, problems introduced. These ideas
are examined more thoroughly in the two examples below.

The first is the case in which the root cause of failure has been
determined to be an error in following a mainten:nce procedure. The
tactic that would eliminate the trigger event, in this case the error and
lack of its detection, is post-maintenance inspection and testing. The
existence of administrative controls at the plant is a tactic that should
reduce the coupling; not following plant administrative controls
increases the opportunity for the trigger event to occur. It may not be
clear which of these tactics was deficient: whether the post-maintenance '

inspection procedure was inadequate or whether it was not followed
properly or both.

Furthermore, and this is perhaps the most important point from a
quantification point of view, both tactics are almost certainly present
at the plant at which the event occurred, but there may not be, and
likely will not be, any objective way in which to measure the cuality of j
these two tactical schemes at that plant or, in fact, at the plant being

ianalyzed. The information at the level needed to make any sort of |

judgment is not readily available for the family of plants from which
data are gathered. Thus, there is no clearly defensible criterion on
which to include or exclude the event as being applicable to the plant in
question or to modify the worth of the event by multiplying by a factor
that represents the relative value of the tactics at the two plants.

As a second example, consider the case of two diesel generators failing
as a result of fouling of the service water used for cooling. If the
plant of interest has air-cooled diesels, it is clear that the event is
not applicable and can be eliminated. In this case, the defensive tactic
to provide complete redundancy in cooling, with no coupling mechanism,
can be objectively assessed.

However, most of the defensive tactics mentioned earlier are the first
; type for which there is no well-defined procedure for measuring the

quality of the defenses. Thus, the assessment has to be subjective.
Recognizing this, it is important to address the uncertainty in the

; estimates of the parameters. A final question posed by the example is
the need to assess whether potential fouling of the radiators in the
air-cooled diesels is more or less likely to cause a common cause event
than the corresponding problem with the water-cooled diesels. Again, the
current state of the art leads us to rely on engineering judgment in data
analysis to address such a problem.

,

.

'
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In addition to the interpretation of the events and their

reinterpretation in the light of conditions at the plant of interest,
another problem that has been recognized in this report is the necessity
to adjust the observed data to account for plant-to-plant differences in
the degree of system redundancy (the mapping up and down discussed in
Section 3.3.3.4). This is a process that can only be performed by making
certain assumptions about the events and the mechanisms that resulted in
their occurrence. Furthermore, the surveillance testing strategies at
the plants from which data are obtained have an impact on the relative
numbers of demands on single components and groups of components that, in
turn, affect the estimates of parameter values of the common cause
models. The testing strategies at all plants are not generally known.

All these factors contribute to uncertainty in the specification of the
pseudo-data base for plant-specific application. One of the
contributions of this report has been the explicit recognition of these
sources of uncertainty and the discussion of some of the tools available
for addressing this uncertainty.

5.3 SUGGESTED IMPROYEMENT IN COMMON CAUSE MODELING

The importance of obtaining good, detailed data and of a systematic
approach to the analysis of those data has been apparent throughout this
guide. It is clear that however much progress has been made recently,
there is still room for improvement in collecting data and in classifying
those data so that more specific guidelines can be constructed for data
interpretation and screening, which should lead to a decrease in
uncertainty in the results of common cause failure analyses. Although
there has been progress in the development of systems for analyzing and
classifying data in the form of event reports, less progress has been
rade in irproving the event reports themselves.

5,3.1 Data Collection i

The previous discussion illustrates that there is an urgent need for |
improved reporting of event data. The particular improvements should be
directed toward an increased emphasis on unarbiguously identifying root ;
causes, coupling rechanisns, and, if appropriate, defenses that were l

present and that failed. It is also important to have information on the
spectrum of denands on corpenents and groups of components. Irproved
event reporting would reduce uncertainty in parcreter estimates, but such

.

!
an improvement is clearly a long-term goal. The short-term needs are for
designing the appropriate data collection ferms and for establishing an
industry cor.mitment to perform the data collection. This commitment i s
unlikely to be obtained on the basis of PRA needs alone, but on the basis
of realizing the value of the data for additional input into
understanding the rechanisms that allow multiple failures to occur and,
hence, their value in the design of hardware or operating procedures.

5.3.2 Event Classification Schere
p

. The event classification scheres discussed in this docurent are based on
| a root cause classification, but they do not explicitly identify the

coupling rechanisn. This rakes it dif ficult to interpret the event in
I

the light of the existing defenses directly from the classification. In
|
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addition, to get a complete picture of the effect of the defensive
strategies, it is important to consider the independent failures as well
a s the dependent failure events. The reason for this is seen clearly in

the discussion in Section 5.3.4.

A classification scheme that identifies not only the root causes of
equipment failure, but the way in which the root cause arises and leads
to multiple failures would be extremely valuable. It would also be of
value to identify which cf the defenses against common cause failures is
felt to have been deficient. This, with the present data base, would of
course be extremely subjective and may well be impossible in the majority
of cases.

Although cause classification schemes have been addressed at great
length, similar schemes for the coupling mechanisms and defensive
strategies have not been so fully developed. Of course, since they are
all to some extent intertwined, designing such schemes will not be
trivial. However, it is necessary to improve the current framework for
event interpretation to remove some of the uncertainty in the analysis.
Exploring and refining these concepts will have the added benefit of
providing guidelines for the analysis of data that will result in a rore
consistent analysis.

5.3.3 Qualitative Analysis

A qualitative assessment of the potential for common cause failures forms
an essential part of the screening process to help concentrate resources
on the most significant potential contributors. Currently, there does
not exist a well-tested, consensus set of guidelines for performing such
screening. Establishing such a set of guidelines recuires the collection
of aualitative insights obtained from engineering analyses and the
analysis of event reports. This would be valuable not only for
screening, but also in establishing a basis for more detailed common
cause failure models.

5.3.4 Parameter Estimation and Representation of Uncertainty

The impact vectors discussed in Section 3 provide a useful representation
of the assumptions made during the analysis of event data. These
assumptions result from a subjective assessment of the data. A set of
guidelines for interpreting event reports would help improve consistency
in performing these assessments. Clearly, however, With the current data
there would still be cnnsiderable uncertainty in applying cuidelines, and
this source of uncertainty may become less important but will not
disappear.

An important factor that has been addressed in this report is the mapping
up or down of impact vectors to reficct dif ferent decrees of redundancy
at di f ferent plants. The schemes presented in this report are based on
specific assumptions. The validity of these assumptions and other
plausible assumptions needs to be investigated.
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As discussed in Section 5.2.2, there are many sources of uncertainty.
Although some of the suggestions given here are aimed at reducing this
uncertainty, this will not be possible in the short term. Some

simplified approximations to incorporating the different sources of
uncertainty were suggested in Section 3.3.4, but it was recognized that
more thorough, yet still practical, approaches are desirable.

5.3.5 Nondata-Based Methods - The Cause-Defense Beta Factor Model

The data-based rethods for parameter estimation are currently limited by
the quality and quantity of existing data. An alternative is to use

,

engineering judgment to establish appropriate parareter values. Perhaps
even more than in the case in which data are plentiful, this requires a
fairly complete definition of the spectrum of the root causes and
mechanisms of propagating failures and an understanding of the value and
effect of the various defensive strategies. Research into defining an
appropriate framework and into providing guidelines for application to
different components is needed, particularly on how to get consistent
quantitative, as well as qualitative, insights.

One recently developed conceptual model that explicitly accounts for the
root causes, coupling mechanisms, and the efficiency of the defensive
strategy is a variation of the partial beta factor model (Reference 5-3),
as described in the following.

Define the spectrum of root causes. For each root cause, assess the
potential for siruitaneous failure of like components by identifying
specific coupling mechanisms. Thus, for each component unavailability,
the total unavailability is the sum of the unavailabilities from the
dif ferent root causes.

,

1

III = E p, (5-1)p
ic !

;

where ! is the set of all root causes.

The common cause failure frequency is therefere given by

p(c) = E pp (5-2)
i

where 8 j is the partial beta factor (or the apprnpriate beta factor
to cause 1). This model will be referred to as the cause-defense beta
factor nodel.

Define the set of defensive tactics and, for each tactic, identify its
ef fect on both random and dependent failures. If there are J defensive
tactics, the probability of tactic k being effective against cause i is

di k. Now, the effect of the defensive strategy may be dif ferent for
the common failures than for the independent failures since it may
prevent or nitigate the coupling mechanisms rather than the root cause.

5-7
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This difference will be indicated by a e or an i, in parentheses,
associated with duk (c represents common cause, and i represents
independent cause;. Thus, the complete expression for unavailability at
the component level becomes

I = E p9 U (1-d I)) (5-3)p
kic I ke d

and, for the ccmmon cause unavailability,

p(c) = E p, R H (1-d c)) (5-4)
9ic ! kc J

and the new R is defined as

O G (1-d )-' Pi fg , p(c) , __i c ! kc J (5-5)

E p, kc JD (1-d )p

ic!

This is new a multiparameter model that is beyond the current capability
of the data to support. However, it is a framework that can be used for
a subjective assessment using the results of a common cause FMEA to
define the causes, coupling mechanisms, defenses, and their relative
irportance at the particular plant.

A sirpler version of this approach was originally developed and applied
in several analyses by the Systems Reliability Directorate of the U.K.
(Reference 5-3) in which the partial beta factors were subjectively
e stira ted.

Models, such as this cause-defense beta facter model, can be valuable as
a theoretical laboratory for use in investigating alterative defensive
strategies and ray be of earticular value for plants that are in the
design stage.

5.3.6 Irproved l'odels of Corron Cause Failures

| As the physics of failures becore better understood and the role of
defenses and coupling rechanisms becores clarified, it may be possible to
develop different, more appropriate models for common cause failures
arising from dif ferent classes of causes. It has already been recognized
that it is desirable to adopt a new approach to address the effects of<

aging as a corcon cause failure rechanism for example. Whether this
would have any significant effect on using the current parametric models
is not at all clear, particularly as the demands on data become core
stringent.

,

.
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The thrust of the analysis rethods !n this report have been on the
analysis of corron cause failures from an impact point of view. An
increase in detail to a cause basis raises questions about how best to
define the basic events. It would appear that the basic events that
represent groups of causes fall between being independent or mutually
exclusive. This aspect needs to be borne in mind when developing such
models.

5.4 CONCLUSIONS

This section has discussed some of the problems that still exist with
respect to common cause failure analysis. The need for good, quality
data is pararount but is unlikely to be satisfactorily achieved in the
short term. Short-term goals should focus on:

e Definition of better data collection criteria,

e Refinerent of cause classification schemes.

e The establishment of qualitative screening guidelines,

e The establishment of guidelines for event interpretation and
, the creation of a pseudo-plant-specific data base for parameter
l

estiration.

All of these should incorporate the concept of assessing the adequacy of
defenses. In addition, there should be sore focus on developing methods
that are less dependent on data and based more on engineering assessments
and on developing rore comprehensive, yet practical, uncertainty analysis
rethods.
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