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ABSTRACT

This report presents the results of a review of the Reactor Trip System (RTS) and the
Engineered Safety Feature Actuating System (ESFAS) operating experiences reported
in Licensee Event Reports (LER)s, the Nuclear Power Experience data base, Nuclear
Plant Reliability Data System, and plant maintenance records. Our purpose is to
evaluate the potential significance of aging, including cycling, trips, and testing as
contributors to degradation of the RTS and ESFAS. Tables are presented that show
the percentage of events for RTS and ESFAS classified by cause, components, and
subcomponents for each of the Nuclear Steam Supply System vendors. A representa-
tive Babcock and Wilcox plant was selected for detailed study. The U.S. Nuclear
Regulatory Commission's Nuclear Plant Aging Research guidelines were followed in
performing the detailed study that identified materials susceptible to aging, stressors,
environmental factors, and failure modes for the RTS and ESFAS as generic instru-
mentation and control systems. Functional indicators of degradation are listed, test-
ing requirements evaluated, and regulatory issues discussed.

FIN No. 6389—Nuclear Plant Aging Research on Reactor Protection Systems




EXECUTIVE SUMMARY

Operating experiences of nuclear power plants
were evaluated to determine the significanc? of
service wear on equipment due to aging (including
testing, cycling, and trips) and the possible impact
of service wear on safety. Generic instrumentation
and control channels of the Reactor Trip System
(RTS) and Engineered Safety Feature Actuating
System (ESFAS), which together make up the Reac-
tor Protection System (RPS) were selected for
detail study. This work is part of the U.S. Nuclear
Regulatory Commission’s (USNRC’'s) Nuclear
Plant Aging Research (NPAR) Program and fol-
lows the NPAR guidelines.

The NPAR guidelines provided the framework
through which the effect of aging on RPS was studied.
The products asked for in the NPAR guidelines
include:

1. Preliminary identification of susceptibility
of materials to aging

2. Siressors and related environmental fac-
tors causing aging degradation

3. Failure modes experienced during opera-
tion and their causes

4. Functional performance indicators

5. Current inspection, surveillance, and
monitoring niethods

6. Current maintenance practices.

Data sources used include Licensee Fvent
Reports (LERs}, the Nuclear Power Experience
(NPE) data base, Nuclear Plant Reliability Daia
System (NPRDS), and material from an operating
nuclear plant supplied by a utility (including per-
sonnel interviews).

The LER review covered 6 years of data from the
Idaho National Engineering Laboratory (INEL)-
developed instrumentation and control (J&C) LER
data base. Events were classified by time in service
(age) and frequency of use (demand). About 25%
of the events were demand-related. A portion of the
demand-related events can be attributed to testing,
eycling, and trips. The demand-related events here
are those reported in the LER,

The NPE data-base events covered anproxi-
mately a 25-year period and in. uded LERs as well
as other information available in the public
domain. The data from NPE were grouped by the
Nuclear Steam Suppiy System (NSSS) vendor In
this way, there are enough events to be representa-

iii

tive; the numoer of failures as reported per plant
were too few to be statistically significant.

The NPRDS data were limited to the
Westinghouse and General Electric p'ants for
which RTS data were available. The aging fraction
(ratio of aging-related failures to total number of
failures) was determined for the various RTS com-
ponents.

Results from the NPE review of the RTS indicate
that components associated with pressure measure-
ments experience the highest number of failure events
for all NSSS vendors, except General Electric (GE).
Measurcments using level transducers had the most
failure events for GE, with pressure second. At the sub-
component level, the five categorics with the highest
number of system events were: sensors and transmit-
ters, electronic parts, bistables, breakers, and power
supplies. About 55% of the sensor and transmitter
events were due to drift. Towal sensor failure was only
2.7% of the events. Operator and maintesance error
top the list for causes followed by 1&C ¢ ‘mponent fail-
ure, design ertors, mechanical wear, and arift. Approx-
imately 49.3% of the events for RTS were potentially
aging related. Potentially aging related mean., that
agir:3 could be a contributing cause, but actual root
cause was not always determined in the data base.

Data from the NPE and LER data base: pro-
vided information on components that were
invoived most frequently in RTS and ESFAS faults,
as well as a summary of causes fo- the events. How-
ever, these data bases seldom provide actual mea-
sured values of analog parameters which are
needed to establish trends relaiing to component
degradation or aging studies.

Generic channels selected for detailed study
included the input instrumentation channels, with
associated analog and logic components, that are
part of tne RTS and ESFAS for & representative
Babcouck and Wilcox (B&W) plant. One-line dia-
grams a'¢ presented for each channel along with
engineering data related to aging for each of the
major components. Materials subject to aging are
identified for the major RPS componeats located
in containment.

While this report primarily covers the actuating
part of the RTS, scram breakers are included in the
data summary tables. A discussion of scram breax-
ers is included in appendix B.

Actual plant records evaluated included drawings,
operating and maintenance (O&M) manuals, and
O&M records. The greater detail available from plant



records is helpful in aging studies. For example, the
plant corrective maintenance (CM) summary records
listed about 31 work requests for the RPS over a4-1/2-
year period. The LERS had nine events and NPE had
seven events for the same 4-1/2-year peried. The
NPRDS listed eight failures from February 10, 1982, to
April 25, 1985, and CM had twenty-two items for this
same period. See Appendix A for a detailed evaluation
of the data sources.

One of the ob,ectives in this study was to identify
functional indicators of degradation that may
occur during plant life. However, events from the
data sources are essentially point sources 25" i i
tional information is needed to establish trends.
Once trends are established, indicators of degrada-
tion ¢an then be observed from changes in continu-
ous or periodic measurements, On-site test and
calibration records include analog values, as-found
and ac-left, which may be used for limited trend
studies.

Essential auxiliary systems for the RPS are the
Class 1E power system and the heating-ventilating-
air conditioning system. The loss of electrical
pewer would trip the channel. The effect of loss of
air-conditioning is uncertain and depends on many
factors, including system design.

Regulatory issues related to RPS are discussed,
which include design requirements, life extension,
equipment qualificaiion, cables, and testing
requirements.

Testing requirements in the standard technical
specification, regulatory guides, and Institute of

Electrical and Electronic Engineers (IEEE) stand-
ards were reviewed to determine whether functional
indicators are adequately monitored. it was found
that curr- at testing requirements do not demand
condition-monitoring-type data be collected, other
than verifying setpomt values and actuating-
response times. Condition-monitoring data is
defined as measured parameter values that could be
used for trend analysis.

Four aspects of the current testing requirements
are of concern in assessing the adequucy of the pro-
gram. These are: testing frequency, type of data
collected, testing relationship to preventive m. inte-
nance, and response-time testing.

A significant number of trips are due to testing,
as compared to actual trips required in performing
safety funictions. This results in cyclic azing. How-
ever, the amoun: of wear is difficuit to quantify and
the effects on plant operatien are minimal due to
redundancy of channels. Usually, only ore channel
is inoperable when a fault occurs. The effect
plant operation is that the trip logic will then be put
into a 1-out-of-3 mode instead of the 2-out-of-4
normal operation mode. Thus, the faulty channel
is bypassed until repairs are completed. Where pre-
ventive maintenance is practiced, the potential
safety significance of mechanical component wear
is furtner reduced. A good maintenance program,
when implemented (coordinated with testing)
almust makes aging a nonproblemi on redundant
systems such as RPS, because the periodic rejuve-
nation does not allow the system to grow old.



ACKNOWLEDGMENTS

The detailed systems studies are based on material supplied by the Duke Power
Cempany, Charlotte, North Carolina.



CONTENTS

.........................................................

.........................................................

.........................................................

NPE Data for RTS and ESFAS Generic Siudy . ....oovivniein et

R TO0 BYRRIE DIOREPIDEION 1 i 2 05 502 % i0 s b o 8 s BB 6408 % 3o o 58 5 4 o
Use of NPE for the RTS/ESFAS Study . .......oiiiiiiiinintriiinneannnnns

Reactor Trip Systems

........................................................

Conclusions from NPE Reactor Trip System Study . ...,
Engineered Safety Features Actuating System (ESFAS) ...........cooiiiirreininns
Conclus.ons from NPEESFAS Data . ... ...ttt iireininnesss

Nuclear Plant Reliability Data System (NPRDS) ..ottt et

Plant Operating Experience from Site Visits and Personnel Interviews ...................

Conclusions from Site Visits ..........cvvirenn..n. I L= ey P Py L o

FRR DAL - ' x 2 ix 56 2% o TR AR e L a b R s e Bes etk N s s e s
PUOREIIE FUIRRIE . o5 00 00 55 Fad boaiinob s St a8 vl e e ke e o ok d L e e e

Flow Measurement

.........................................................

Temperature MEASUICIIIENT . . . ...t e vt vt rennn s e b be e e eeassesonssssnnsns
AR IVEONR ™ « o s ¢ v 0.0 50 % w5 0505 o S5 3 e W %38 em 8 e ST A A e e A e g

B S 4 kL oo A R W3 el I A 0 0 T A Rt Sk e o IOV S Rl Rt v I B e
ST U PWIPREBRE i3 % e sivns o e ws e  Eih s a e sk s

Piping Penetratiors

.........................................................

Instrument Cab  PenetratiONS .. ........uvuriveersrrnsnsonnnossessissesennnns
Summary and C. _.clusions for Sensors, Cables, and

Penetrations Review

vi

ili

xi

O Lo wm

L=

15
17
17
17
19
19

20

20
20

23



B&W Plant Reactor Trip System (RTS) Description . ........vvrren e,
SDUSBOWE BBYIIASE 1 2 5 ¢ suinnsqiioasns e 655084568005 0 ats 55 o s s s rresnnsesssin
Reactor Coolant Pressure Measurement Channel ..............coviriineeiinin.
Reactor Coolant TemPerature . ... ...........uuvueirsnesns s err s,
POWer-RANGe CRANMEE . . 1. 0vvuveyiinrnsamiesonssnssesisssssssesioesssssssrs
Reactor Coolant Flow Channel ...ttt ey
SOUIE RN 5E o Betas s i Bt b s At s s W B PRk 5 T Ry e JE
RPS Periodic Testing Required by NUREG-0103 Rev. 4 ............0ovvrrinuninn,
Summary and Conclusions from RTS Detail Study ............0o0irrivriininnin.

ESFAS Description for a BERW Plant . ...........outitintvrnnie e,
ISt rUmMENEALION vttt ittt ittt e e

SYSLEM OPETALION L.ttt et ettt e e e e e e e e e e
PUEIONENE TRREMIE 5 s o v b v s 5 10m 4 604 8 ok b oy ew Wom 39 e $rn o € etk

Design Requirements and Guidelines .. ..ottt
Issues Related to DeSi@N . ... ..oi ittt i e
Equipment Qualification Requirements . ...............coouiirmmmrrni,
MANTERARCE MEGUITSIIIBILE . i . .+ o v vt ieas s vt vrabnstonesssionsnanesssesss

Testing Requirements for Monitoring Functional Indicators ...................oovovnn..

Adequacy/Inadequacy of the Current RPS Testing Program ......................
Conclusions About Current Testing Program .. ...........vuirreiinrerinrninins

Cables in CONtAINMENt . ... ..ttt e et e e
b e el s O U S S S
Conclusions from Review of Regulatory ISSUes . ..o,
NPARPRODUCTS FOR THE RPS . ... . .oioviuiinsinormnrnaiososnineosnssssestsnssn,
Product Number | —Preliminary Identification of Susceptibility of Materials to Aging ....

Product Number 2—Stressors and Related Environmental Factors Causing
T T S o, N e AR o ety e I O s

Product Number 3—Failure Modes Experienced During Operation and Their Causes ... ...
Product Number 4—Functional Performance Indicators .............ooviiirrinrrins,
Product Number S—Current Inspection, Surveillance, and Monitoring Methods ..........

Product Number 6—Current Maintenance Practices . ........oorrirrr e

24
27
27
27
27
34
34
39
39

43
50
51
51
53
53
53
53
53
57

58
59

59

61

61

61
63

63

67



APPENDIX A—AN EVALUATION OF INFORMATION SOURCES FOR AGING
RESEARCH ON REACTOR PROTECTION SYSTEMS ... ... ... .. o

APPENDIX B—ACTUATED PART OF RTS (Scram Breakers and Associated
Ty N L P O S | S

APPENDIX C—RELAY PROBLEMS INTHERPS ........... o e 0 a8 i R € Rt

FIGURES

1. Simplified diagram showing boundary for generic RPS aging study ................
3 Nonduchear 2ensors for YS/BSEAS . .. .. coouviivnnmsovennsronsovisnsianisdsins
3. FloW-transSmuitler PIPIME o oottt vt et e et e e e e e e
4, . Typical InstrumentBtion POBCIIRIION ..« v - o iunsaosnnnyivacatasensossisssss

S.  Typical reactor building penetration cables for

R A T e e
6. RPStripstring forone channel .. ...t
T RERCIOEIDID MIOBUIE 1 o - v won b6 uw 0 s o ol vy o 48 ko B v % 8 48 08 8 W 54 3
8.  RPS reactor coolant pressure transmitter piping diagram .. ................00..

9.  RPS reactor coolant pressur- channel with supporting aging
S DOEIEIREE R .0 v o5 v 5 v s € Sor v i e o e s 3 0 e WA A T

10.  Reactor coolant temperature and pressure JOgIC . .. ... .o vi ittt i

11.  RPS reactor coolant temperature channel with supporting aging
0N DNEIDINCERS BREE . 55l ahn i a5 R d e R v e e s

12.  RPS power-range channel with supporting aging and engineeringda‘a ..............

13, RPS pump power-monitor channel with supporting aging and
T S e R I SR o

14, RPS reactor coolant flow channel with supporting aging and
ORI IR 1« 55 » 5 ial's 5o slesivinGmsia e d sld iy 556 W w S SRS bn S s

viii



15.

16.

17.

18.

21.

22.

23

RPS reactor building pressure-switch channel with supporting

aging and engineering data .. .............ouitiie i

RPS main feedwater pump and turbine trip block diagram with

supporting aging and engineering data .. ...............00iitriririin
Engineered safeguards systerm ... ...........iviurensnsrveonssrenrennes
ANAlOg SUDSYSIEM . ...\t e

R O R T TS

ESPS channel for initiating the HP1 with related aging and

COBIMOFINGE GOEE < .+ & oxvn e hoin rts h o s ansmncnion s osessssesocsssdesd

ESPS channel for initiating the RB cooling and isolation

with related aging and engineeringdata .................... ... \iiiiiil.

ESPS channel for initiating RB spray with related aging and

eNGINEErINEG datad . . ... ov ittt ettt

TABLES

”

38

41

45

47

48

49

Average number of RTS faults per plan:-year by NSSSvendor ............ooo ...,

LER event cause ranking for RTS events ...........oviririiroros i

Aging fractions from operational data on reactor trip
PRI 215 e i i ot 4 e AR SR WG A ARt 2 BN v D .0 gy i 15 Yo e Rt e 2



14.

18.

16.

17.

19.

20.

2l.

Resistance temperature detector (RTD) (materials) . .............cooviiiniien.n. )

S SR e et i e R S A

.................................

Reactor building penetration (typical subcomponents and materials) ...............

RPS pressure channel component input and OUtPUL ... .c.vvetiininnerennnee ones

ESPS pressure channelevents .. .............

RPS regulatory requirements and guidelines ...

.................................

.................................

Reactor protection system :omponent materials in containment

susceptibleto aging . ... v iiisviviniimsais

RPS failure modes during operations and cause

.................................

19

21

23

31

42

54

62



ADS
ANSI

B&W
BWR

CE
CIAS
CM
CRDCS
CSS

DBE

EAS
ECCAD
EEI
EHC
EQ

ES

ESF
ESFAS
ESFS
ETS

FSAR
FWP

GE

HPC]
HPI
HVAC

1&C
IEEE
INEL
INPO
ISM

LCO
LER
LOCA
LPCI
LPI

MFP
NDE

NI
NPAR

LIST OF ACRONYMS

Automatic Depressurization System
American National Standards Institute

Babcock and Wilcox
Boiling Water Reactor

Combustion Engineering

Containment Isolation Actuation System
Corrective Maintenance

Control Rod Drive Control Systemn

Core Spray System

Design Basis Event

Essential Auxiliary Supporting

Electrical Circuit Characterization and Diagnostic System
Edison Electric Institute

Turbine Electrohydraulic Controi

Equipment Qualification

Engineered Safety system

Engincered Safety Feature

Engineered Safety Features Actuating System

Engineered Safeguards Protective System

Emergency Trip System

Final Safety Analysis Report
Feedwaier Pumps

General Electric

High Pressure Coolant Injection
High Pressure Injection
Heating, Ventilation, and Air Conditioning

Instrumentation and Contrel

Institute of Electrical and Electronic Engineers
Idaho National Engineering Laboratory
Institute of Nuclear Power Operation
Inspection, Surveillance, and Monitoring

Limiting Conditions for Operation
Licensee Event Report

J1.oss of Coolant Accident

Low Pressure Coolant Injection
Low Pressure Injection

Main Feed Pump
Nondestructive Examination

Nuclear Instrumentation
Nuclear Plant Aging Research

xi



NPE
NPRDS
NSSS

O&M
OMS

PM
PR
PRA
PWR

RB
RC
RCS
RHR
RPS
RTD
RTS

SI
SRF

ucC
USNRC

“Y

Nuclear Power Experience
Nuclear Plant Reliability Daia System
Nuclear Steam Supply System

Operation and Maintenance
Overpressure Mitigating System

Preventive Maintenance
Power Range

Probabilistic Risk Assessment
Pressurized Water Reactor

Reactor Buildi g

Reactor Coolant

Reactor Coolant System
Residual Heat Removal

Reactor Protection System
Resistance Temperature Detector
Reactor Trip System

Safety Injection
Standard Review Plan

Unit Control
U.S. Nuclear Regulatory Commission

Westinghouse

Xii



NUCLEAR PLANT-AGING RESEARCH ON REACTOR
PROTECTION SYSTEMS

INTRODUCTION

The U.S. Nuclear Regulatory Commission
(USNRC) initiated the Nuclear Plant-Aging Research
(NPAR) Program to obtain a better understanding of
how degradation due to aging of key components
could affect nuclear plant safety if not detected before
loss of functional capability, and how the aging process
may change the likelihood of component failures in
systeis that mitigate transients and accidents and,
therefore, reduce safety margins. the possibility of
aging degradation causing such events to be initiated is
also a concern.

The subject of this report is an in-depth engineer-
ing study of the Reactor Protection System (RPS)
to achieve NPAR goals as stated in NUREG-1 144!
These goals are to:

1. ldentify and characterize aging and service
wear effects associated with electrical and
mechanical components, interfaces, and
systems likely to impair plant safety

2. ldentify and recommend methods of
inspection, surveillance, and condition
monitoring of electricat and mechanical
components and systems that will be effec-
tive in detecting significant aging effects
before loss of safety function so that
timely maintenance and repair or replace-
ment can be implemented

3. Identify and recommend acceptable main-
tenance practices that can be undertaken
to mitigate the effects of aging and to
diminish the rate and extent of degrada-
tion caused by aging and service wear.

The NPAR Program is being conducted at sev-
eral national laboratories, including the ldaho
National Engineering Laboratory (INEL). Other
work at the INEL related to this RPS aging study
includes an aging failure survey of light water reac-
tor safety systems and componemsz and the devel-
opment of technical criteria for use in assessing the
residual life of .he major light water reactor (LWR)
componcms.3 The aging failure survey work identi-
fied safety systems signidicantly affected by aging
phenomenon, of which RPS is included, and calcu-
lates unavailabilities and iisk. Although many

component failures were identified in the aging fail-
ure survey, the actual RPS system failure occurred
only in 0.2% of the component failures. This is due
to channel redundancy and priority maintenance.
Cables and connectors in containment are listed as
one of the top 11 major LWR components that are
important to life extension in the residual life
assessment overview, Cables and connectors are
also important components in the RFS.

This study addresses the system aspects of RPS
and materials susceptible to aging in components
associated with RPS. Specific components, such as
pressure transmitters, platinum resistance ther-
mometers, breakers, relays, and electronic compo-
nents have been extensively studied by other
laboratories for aging effects, equipment qualifica-
tion, an i radiation effects -6 Operating experi-
ence from generic data bases and plant records on
the RPS are complemented by data from the com-
ponent siudies where applicable.

The RPS includes both the Reactor Trip System
(RTS) and the Engineered Safety Features Actuat-
ing System (ESFAS). The RPS was studied because
of its control importance in initiating all support
system functions in the plant safety hierarchy. The
understanding of RPS, and any aging-related deg-
radation of that function, is a prerequisite to under-
standing system interactions within the safety
hierarchy.

Information sources used inciude: the Nuclear
Power Experience (NPE) data base, Licensee Event
Repo.is (LERs), Nuclear Plant Reliabilityv Data
System (NPRDS), plant design information anc
specifications, operation and maintenance (O&M)
manuals and procedures, historical records, site-
event records, and site interviews with maintenance
personnel. The detailed study on RPS is based on a
representative Babcock and Wilcox (B&W) plant.
Specific plant information was supplied by Duke
Power Company.

Figure 1 is a diagram from Reference 7, modified to
show system boundaries for equipment to be included
in the RPS aging study. This siudy includes the instru-
mentation and control (1&C) part of the RPS, which
provides automatic safety control actuation functions
and is shown inside the short dashed-line boundary.
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Scram breakers a2re included only to the extent that they
affect the system. Other studies have extensively cov-
ered breakers (see Appendix B). Specifically, the focus
is on actuating functions (sensing, signal processing,
comparison, and logic) excluding other 1&C functions
(actuation, general control, alarm, and indication).

This work on RPS was started initially to study
the effects of testing cycles and trips on system deg-
radation, because test cycling was believed to be
wearing out equipment. However, it soon became
apparent that testing, cycling, and trips were just
one aspect of the aging process; thus, this study
became part of the aging program.

"o

Simplified diagram showing boundary for generic RPS aging study.

The information from the various data bases is
presented in the section on review of operating
experience. This is follewed by the RPS detailed
study, which has subsections on senscrs, cables,
penetrations, RTS, and ESFAS. Essential auxiliary
systems and interfaces are discussed briefly. Regu-
latory issues, adequacy/inadequacy of the current
testing program, and products for the NPAR Pro-
gram are covered next, followed by rhe conclusions.

An evaluation of information sources for aging
research on reactor protection systems is given in
Appendix A. Scram breakers are discussed in
Appendix B and relays in Appendix C.



OBJECTIVES

The objectives of this study are:

!J

A

Review operating experience and practices
of commercial nuclear power plants to
determine the significance of aging as a
contributor to degradation of RPS.
Perform 2 detailed generic study of the
RTS and | SFAS for a representative pres-
surized water reactor (PWR) using the rep-
resentative plant’s design information,
specifications, O&M manuals, and histori-
cal records. For each type of instrument
channel used in these systems, identifyv the
materials and components that experience
degradation due to aging in the various
plant environments and operating modes.
Identify the essential auxiliary support
systems for the RPS,

Review regulatory issues pertinent to the
RPS and tk~ utilization of research results
in the regulatory process, includ ng rele-
vant standards and technical specifica-
tions,

Assess the adequacy/inadequacy of cur-
rent testing programs based on findings in
the above tasks.

Based on the information collected on
RPS from the various data bases, plant

records, and site visits, summarize the
products asked for in the Phase 1| NPAR
guidelines. These are:

a. Provide preliminary identification of
materials susceptible to aging degradation.

b. Determine stressors and related environ-
mental factors causing aging degradation
for both normal operation and accident
conditions.

¢. Identify failure modes experienced during
oneration and their causes.

d. Identify functional indicators of degrada-
tion that may occur during plant life due to
aging.

e. Determine the current inspection, surveil-
lance, and monitoring (ISM) methods.

f.  Determine the role of current maintenanc 2
practices in mitigating the effects of aginz.

The information from the various data base s is
presented in the section on review of operziing
experience. This is followed by the RPS detailed
study, which has subsections on sensors, c¢.bles,
penetrations, RTS, and ESFAS. Essential #v <iliary
systems and interfaces are discussed briefly Regu-
latory issues, adequacy/ina ‘equacy of the current
tecting program, and products for the NFAR pro-
gram are covered.



REVIEW OF OPERATING EXPERIENCE

This review is put together from the LERs, the
NPE data base, NPRDS data base, plant records,
and nuclear plant maintenance personnel inter-
views. An evaluation of the various information
sources is given in Appendix A,

LER Data Base

The ldaho National Engineering Laboratory
(INEL) instrumentation and control (1&C) LER
data base contains information on LERs submitted
to the USNRC for a 6-year period covering 1976
through 1981. This information was encoded in the
NPRDS format for risk assessment and statistical
analysis, and (for the KTS/ESFAS study) was
sorted by system, Nuclear Steam Supply System
(NSSS) vendor, plant, and date. However, only
reactor trip is coded under the system category;
ESFAS is not. For this reason, only the RTS system
data were used from this source.

A total of 945 events was reported involving
PWR trip systeris and 456 events for boiling water
reactor (BWK_ _ip systems. The average number of
events for RTS per nlant per year is shown in
Table 1 by NSSS vendor.

The leading causes for RTS events are listed in
Table 2. Although percentages vary, the top five
causes are the same for PWRs and BWRs. Drift is
the cause most often listed; piece part failure is sec-
ond. Testing is not listed as a cause, other than per-
sonnel error during testing.

wilts discovered by testing are 63%, while 34%
we, discovered during normal operations, and
other faults are 3%. The LER data base classifies
events as age-related (1ime in service), frequency-of-
use-related (demand), or no classification could be

made (other). For all LER data, the percent of
faults classified by frequency of use is 25%; by time
in service, 56%; and no classification, 19%. The
testing contribution to degradation is buried in the
demand classification. By sorting out all the
nonaging-related events (such as those caused by
maintenance, design, or personnel errors not
related to testing) and classifying them according to
either demand or time in service, the percentage of
demand-related events for each NSS5 vendor is
obtained as shown in Table 3. Because functional
testing is a demand-related event, a large portion of
the ever.ts in Table 3 could be attributed to testing.

Conclusions from Review of LER Data
Base. The INEL I&C LER data base contained
1,402 eveuts on RTS for all U.S. nuclear power sta-
tions over the 6-year period from 1976 to 1981, For
both PWRs and BWRs, the leadig cause for RTS
events was drift, followed by piece-part failure.
Testing was 1ot listed as a cause under the coding
system used. However, there was a classification for
demand-related events for which a large portion
could be attributed to functional tesiing. The
demand failure rate was defined as the probability
(per demand) that a component will fail to operate
when required to start, change state, or function.
Demand events accounted for 25% of all LER
events. On the average, there are about 4.6 RTS
faults per plant per sear and it is estimated that
there are about 100 demands a year due to testing.
Thus, the ratio of 100 (demands due o testing) to
104.6 (demands due to testing and faults) would be
the part of the demand events due to testing, this
would be (100 = 104.6) times 25% or about 24%
of the total events.

Table 1. anﬂborofRTwame‘m-mbmewndot

Trip System Faults Number of Plants

NSSS Vendor (average one plant/y) __inSurvey
W §.2 31
CE 6.5 8
B&W 2.6 9

GE 4.0

24




Table 2. LER event cause ranking for RTS events

Ranking BWR
1 Driftd
2 Piece part failured
3 Unknown
4 Personnel maintenance
s Electrical malfunction®
6 Leaking or blocked?
sensing lines

7 Environment
8 Dirty/binding/sticxing®
9 Defective procedure

10 Design error

11 Mechanicai malfunction

12 Personnel operations

a. Potentially aging-related.

3 PWR %
28.2 Driftd 54.1
22.5 Piece part failure? 11.6
20.1 Unknown 8.6
4.3 Personnel maintenance 6.
3.8 Electrical malfunction? 5.1
36 Defective procedures 3.1
3.1 Mechanical malfunction® 3.1
3.1 Dirty/binding/sticking® 2.0
2.8 Personnel operation 2.0
2.3 Fab/const/QC 1.8
2.2 Design error 1.1
1.9 Leaking or blocked® 0.4

sensing lines

Table 3. Percent demand-related faults for
each NSES vendor

Demand-Related Faults

NSSS Vendor (%)
GE 243
W 26.4
CE 25
B&W 28.0

NPE Data for RTS and ESFAS
Generic Study

NPE Data System Description. The NPE Auto-
mated Retrieval System was developed and intro-
duced in 1972 by the S. M. Stoller Corpora.ion at
Boulder, Colorado. This system contains informa-
tion on BWRs and PWRs available from the public
domain. As of June 1985, the NPE system con-
tained 24,355 articles on more than 50,000 events,
The indcx and key words are computerized, allow-
ing a rapid search of the system for specific articles
with titles and reference numbers to the hard copy
vo.umes. The system is updated monthly and
appears to be a convenient way to obtain generic
information on problem areas. However, the sys-
tem has no capability, at present, to retrieve compo-
nent information by the name of individual
vendors other than major NSSS.



Use of NPE for the RTG/ESFAS Study. The
NPE was used to obtain various computer sorts on
articles relating to RTS/FSFAS systems and compo-
nents, as well as NSSS and plants. The percent of artic-
les relating to a key word in the category being searched
is used as a rough indicator of problem areas. As with
any data base, inconsistencies in event reporting (from
the large number of sources) have to be taken into
account when interpreting the data.

From this data, one should be able to determine
what parts of the RTS/ESFAS systems are reported
most often as having problems, as well as the most
frequent causes and effects of the events. However,
degradation due to testing and aging are not listed
as a cause for the events. Thus, they have to be
inferred by subjective judgment from the other
causes listed.

The NPE data base search included approxi-
mately 25 years (1960 to June 1985), in which
2,487 events on RTS/ESFAS were reporied on all
operating U.S. nuclear plants. The percent of
articles (by year) is given in Table 4,

The RTS/ESFAS data base was sorted by NSSS
vendor because of the design differences between
the BWR and PWR (and among the three PWR
designs). The four vendors are General Electric,
Westinghouse, Combustion Engineering, and
Babcock and Wilcox.

For each of the NSSS vendors, the data base was
divided into RTS and ESFAS, The RTS data are
presented first.

Reactor Trip Systems. The NPE data base clas-
sifies the RTS as part of the I&C classification. The
RTS systems include manual or automatic reactor
trip channel actuation and consequent control rod
scramming on the following indications:

BWRs

Hi neutron flux

Hi reactor pressure

Hi drywell pressure

Lo reactor water level

Scram disch vol hi level

Main steam line hi R/A

MSIV closure

Lo condenser vacuum

Main turbine stop valve closure
Turbine Electrohvdraulic Control (EHC) valve fast
closure

Lo EHC oil pressure

Loss of RPS power

Mode switch in shutdown.

PWRs

Overtemp delta temp

Overpower delta temp

Hi neutron flux (power, intermediate, source
ranges)

+ /- neutron flux rate

Hi pressurizer pressure

Lo lo SG level

Lo FW flow

Safety Injection (SI)

RTS/RPS systems also include coolant loop RTDs.

The RTS events are sorted by component, subcom-
ponent, and cause. The percentages shown in the tables
are of the number of articles on RTS in the data base
for each of the NSSS vendors. These are:

1. General Electric (GE) 450 articles
2. Westinghouse (W) 663 articles
3. Combustion Engineering (CE) 275 articles
4. Babcock and Wilcox (B&W) 122 articles.

RTS Components. A summary of events
related to RTS components is presented in Table 4.
There are two columns under each vendor. The per-
centage for each major group of components is
given on the left. The percentages in parentheses on
the right of the column are a breakdown of the
major component group just above on the left. A
component is defined in NPE as the largest entity
of hardware for which data are most generally col-
lected. For example, a pressure-sensing channel
would be a component with the sensor, amplifier,
and signal conditioner being subcomponents. For
W plants, the events are fairly evenly distributed
over channels for pressure, fiow, temperature, and
level. The same is true for B&W, except pressure has
a higher percentage because of more pressure chan-
nels than temperature or level channels. Combus-
tion Engineering has more radiation events than
those for flow; GE has more events on level and
radiation than flow and temperature.

In addition to the 1&C components that apply
directly to the RTS as defined in this report, other
components from actuated or support systems such
as valves, pumps, and tanks are also included in
NPE as part of the RTS. The reason for this is that
the definition of RTS has varied over the years
among different NSSS vendors and utilities. For
example, the RTS (in B&W system descriptions) is
made up of components from the RPS and the con-
trol rod drive control system. For this reason, there



Table 4. RTS component summary

BWR

PWR

Component Selection Menu GE (%)

Instrumentation & Control 59 —

Pressare - (19)
Flow — )
Temperature —_ (2)
Level — (41)
Radiation Monitor — (18)
Position Indication — (4)
Heat Tracing B —
Under/Over Volt/Current - (2)
Protection
Other & Unknown — (1)

Essential Auxiliary Systems,
Interface Components, and
Other Components Listed
Under RTS in NPE Data
System

Electrical 11 —
Valves 19 —
Pumps 1 —
Tanks < —
Other, Misc, 9 —

Number of Articles 450

12 — I
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would be some variance in reporting components
associated with the RTS. Also, some events involve
multiple components and common cause. Approx-
imately one-third of the RTS events in the NPE fall
into component categories other than 1&C.

RTS Subcomponents. Table § depicts the
detailed failure events for subcomponent catego-
ries. While no one category stands out for all four
NSSS suppliers, the five highest categories overall
appear to be: sensors, transmitters, electronic
parts, bistables, breakers, and power supplies.
Sensing lines are also high for GE, W, and B&W
plants. While sensors and transmitters are ranked
high on the list of subcomponents, total failure of a
pressure transmitter for example, occurs relatively
infrequently. Drift accounts for 5% of the total
number of problems with pressure transducers and
total faillure occurs for only 15% of the events

reported for pressure transducer probrlems».4 The
measurement channel subcomponents are dis-
cuzsed further in the RPS Detail Study section of
this report.

RTS Cause. The causes for events reported in NPE
articles may be background, contnbutory, proxi . ‘e,
or root causes of the failures and irregularities that are
narrated. Primary and secondary causes are not distin-
guished. The various causes are listed in Table 6. For
GE plants, operator/ maintenance error is listed most
frequently. For W and CE plants, local 1&C failure is
the largest cause category. In B&W plants, the support-
systems failures are the most frequent cause. The cause
categories marked with an @ are directly related to
aging. More information is needed in some categories
to determine if aging or testing is the only cause. A part
of the operation/muintenance error is probably due to
testing, becauss testing is often part of maintenance.



Table 5. RTS subcomponent summary

Subcomponent

Sensors, transmitters
Electronic parts

Bistable

Breakers

T ower supply, fuse

Sensing line, instrument piping
Wire, cable, connectors
Diaphragm, stem, rotor, shaft
Relays

Switch, valves

Hardware, case, fasteners
Seals

Other, miscellaneous

Number of events

Table 6. RTS event cause summary

GE
(%)

21

= 9w

e B R R e -

450

16

L - S IV R - - e

8

CE
(%)

17
14

10
<l
13

w oD W 3 O

275

(")
12

12
13

10

oo 00w b

122

Cause

Operator, main.enance error

1&C component failure?

Design, construction error

Mechanical wear, broken, damaged or sticking®
Driftd

Short, grounding, arcing®

Support system failure (electrical, cooling,
heating, oil)

Fouling, blockage, foreign material
Environment (thermal, vibration, moisture)d
Overload, overpressure

Normal wearout®

Corrosiond

Other, miscellaneous

Number of ¢vents

a. Potentially aging-related items.
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Conclusions from NPE Reactor Trip System
Study. A significant fraction of the problems
have occurred in the pressure, flow, temperature,
level, and radiation monitoring 1&C components
of the RTS systems. The RTS subcomponents that
have contributed most often to these events
include: the sensors and transmitters; electronic
parts; bistables; breakers; and power supplies and
fuses. A wide variety of causes are listed for these
failures including the possible age-related causes
of: 1&C-component failure; mechanical wear, bro-
ken, damaged, or sticking; drift; short, grounding,
arcing; environment; normal wearout; and corro-
sion. Less than one-half of the event causes appear
t0 be age-related. Therefore, an unknown, but
somewhat smaller fraction of the total failures are
due to testing and cycling (because some of the age-
related failures are clearly not demand related).

Engineered Safety Features Actuating System
(ESFAS). The NPE data base also classifies the
ESFAS as part of 1&C. The ESFAS operates in con-
junction with the RPS to initiate the following
safety systems automaticaily:

BWRs

High Pressure Coolant Injection (HPCI)
Automatic Depressurization System (ADS)

Core Spray System (CSS)

Low Pressure Coolant Injection (LPCI) mode of
Residual Heat Removal

PWRs

Safety Injection (S1)

Containment Spray

Containment Isolation Actuation System
Boron Injection

Overpressure Mitizating System

The number of articles on ESFAS for each of the
NSSS vendors is: GE (448), W (484), CE (418),
and B&W (246). Many of the RTS comments on
Tables 4 through 6 also apply to the ESFAS tables;
thercfore, the ESFAS tables are discussed only
briefly nere.

ESFAS Components. As can be seen in
Table 7, the 1&C components (as defined in this
report) make up aboui $2% of the events under
ESFAS in the NPE data base. The events listed
under pumps, valves, electiical, and other are
gither supporting systems or actuated systems,

ESFAS Subcomponents. The ESFAS Sub-
component Summary (Table 8) breaks the items
into two categories: (1) those that apply dircctly to
ESFAS as defined in this report, and (2) those that
are part of the support and actuated systems. The
distribution of events seems to be spread over all
subcomponent groups, with none being a domi-
uant problen: area except GE bistables. However,
switches and breakers are lower for GE, so the 30%
for GE bistables in Table 8 probably includes
switches and breakers that were not separated out
in the reporting process.

ESFAS Cause. From the summary on causes for
ESFAS events (Table 9), it is interesting to note that
human errors in operation/mairtenance and
design/constructicn top this list, This data base
includes all plants from day one of operation.

Conclusions from NPE ESFAS Data. In gen-
eral, the events for components, subcomponents,
and causes are experienced by all NSSS vendors in
about the same proportion. Degradation due to
testing is not readily deduced from the data, but
rather is part of many ot the categories marked as
potentially aging-related in Table 9. Approximately
47% of the causes for ESFAS events are potentially
aging-related. A portion of the maintenance
human error is, no doubt, testing-related, because
testing is associated with maintenance activity,

Nuclear Plant Reliability Data
System (NPRDS)

The NPRDS was developed by the lipment
Availability Task Force of the Edison Eleaw.. nstitute
(EEI) in the early 1970s under the directioy of the
American National Standards Institute (ANSI), The
NPRDS was maintained by the Southwest Research
Institute under contract to the EEI through 1981. Since
January 1982, the NPRDS has been under the direc-
tion of the Institute of Nuclear Power Operations
(INPO). Before 1981, participation by utilities was
through voluntary agreements, and the system was
plagued by noncompliance. Since INPO took over the
NPRDS, they have been working to correct the incon-
sistencies and make other changes to iniprove the sys-
tem.

The NPRDS data for all W and GE plants were
compiled on RTS, and the aging fraction deter-
mined. Aging fraction is the ratio of aging-related



Table 7. ESFAS component summary

Component Selection Menu

Instrumentation & control

Pressure

Flow

Teraperature

Level

Radiation monitor

Position indication

Heat tracing

Under/over volt/current
protection

Otiher & unknown

Essential Auxiliary Systems
and Actuated System

Components Listed
Under ESFAS in NPE

Electrical

Valves

Pumps

Other, miscellaneous

Total number of events

BWR PWR

GE () W (%) CE (%) B&W (%)
58 — 47 - 52 — $2 -
- (38) - (21) — (36) - (25)
- (10) - (25) -~ (5) s (13)
-— (6) -— (4) o (14) s (<1
- (29) e (12) - 9) - (7)
- 2) = (6) e (7) - 9
- (n - (hH — — - (<1)
- - - (<1 - (2) —_ (<1)
- (<1) - (5) - (<1 — (4)
- (14) - (25) - 27 - (39)
6 — 14 - 13 —_ 12 -
£2 — 16 — 21 — 15 -
6 — 11 - 6 — 11 e
8 - 12 — e - 10 o

448 484 418 246




Table 8. ESFAS subcomponent summary

GE
Subcomponent (%)
Bistables 30
Sensors/Transmitters 4
Wire/cable/connectors 8
Power supplies, fuse 4
Electronic parts 4
Relays €
Sensing line 12
Scals 3
Supporting Systems
or Actuated Systems
Switches 4
Breakers 4
Actuator/drives 5
Moving internal parts 5
Hardware, moun’.ng 4
Indicators 1
All other 6
Number of events 448

B
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15

484

CE
(%)

13
11
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11
11

418

B&W
(%)

10

14
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Table 9. ESFAS event cause summary

GE w CE B&W
Event Description (%) (%) (") (")
Operator/maintenance error 24 21 15 16
Design/construction error 11 13 15 15
Component failure? 10 10 17 6
Mechanical wear, damage 14 8 8 10
hardware broken, weld
failured
Short/arcing/ground® 10 7 8 15
Driftd 8 7 8 6
Environmental, moisture? s 9 5 8
thermal cycles
Electrical power, support systems 3 b 6 N
Fouling, clogging @ 5 3 6 5
foreign material
Overload 3 S 4 4
Normal wearout® 3 1 1 1
Corrosion® ] 1 1 1
Other 3 10 6 5
All other 6 6 2
Total number of events 448 484 418 246

a. Potentiaily aging-related events




failures to total number of failures for that compo-
nent. The resuits of this sort for the various types of
components in the RTS is shown in Table 10. The
overall total aging fraction for 3170 failures is
23.3%. This means 23.3% of the reported failures
were aging-related. Total loss of system function
occurred 6 times for the 3170 component failures.
This means that only 0.2% of the component fail-
ures cause a system failure. Data from the other
NSSS vendors were not compiled.

Plant Operating Experience from
Site Visits and Personnel
Interviews

An operating B&W plant was visited and site per-
sonnel interviewed. Included in the interviews were
the maintenance supervisor, 1&C supervisors for
Engineered Safeguards Protective System (ESPS)
and RPS, and a nuclear instrumentation and elec-
trical specialist. Detailed 1&C drawings on ESPS
and RPS were reviewed, as well as computer print-
outs of corrective maintenance (CM) and preven-
tive maintenance (PM) requests and test procedures
for both ESPS and RPS.

Data from the CM records are summarized in
Table 11 in the same general format as that used in

Table 10. Aging fractions from operational data on reactor trip system

the NPE data sorts. For components, the spread of
events is distributed over pressure, flow, tempera-
ture, and nuclear instruments very similar to that
obtained from the NPE data base. At the subcom-
ponent level, sensors/transmitters are listed most
often, followed by electronic parts, power supplies,
and bistables/comparators. The causes for the
problems for which CM was performed in order of
frequency of occurrence are electronic component
failure, sensor failure, power-supply-capacitor fail-
ure, out of calibration, and procedure error.

In general, the testing requirements in the techni-
cal specifications are followed. However, addi-
tional tests were performed whenever problem
areas were encountered or parts replaced. During
calibrations, analog readings are recorded for as-
Sfound and es-left conditions. Any component or
subsystem more than 2% out of tolerance was
reported and received an engineering evaluation
and trend analysis. Corrective action based on the
engineering evaluation would be taken before the
component or subsystem was put back in service.

Excessive drift usually meant that some compo-
nent had degraded, assuming set points were prop-
erly adjusted and limits were not too tight for the
application. Most drifts were experienced on power
supply voltages. Electrolytic capacitor failure in
power supplies is a recent problem. Finding

Aging Fraction®

___ System Component Total Count A%
Instrumentation - Isolation Device 30 6.7
Annunciator 3 333
Generator - Alternator - Inverter 16 31.2
Instrumentation - Computation - Module 851 27.6
Instrumentation - Recorder 199 27.1
Circuit Breaker 4] 268
Instrumentation - Electronic Power
Supply 254 3.8
Instrumentation - Controllers 199 24.1
Relay ERM 23.0
Elecirical Conductor 10 20,0
Instrumentation - Transmitter 783 18.y
Instrumentation - Switch 479 18.8
Total for system 3170 213

a. Information based on NPRDS data for all Westinghouse plants

b Aging fraction * is the ratio of the estimated aging -related failures 10 total number of failures for that component



Table 11. Plant corrective maintenance

data events for RPS
Components Percent®
Pressure 17
Flow 17
Temperature 14
Nuclear instruments 7
Other 45
Subcomponents
Sensors/transmitters 25
Electronic parts 22
Power supplies 16
Bistables, components 9
All other 28
Cause
Electronic component failure 33
Sensor failure 1?7
Power supply capacitors 14
Out of calibration [
Procedure error 7
Connectors/terminals s
Leaks b
Drift 2
Unknown/other 10

a. Percent based on 45 events.
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replacement parts when the original vendor has
gone out of business was also a problem. Design
problems were ~ncountered when components were
obtained from a new vendor. Most drifts are discov-
ered by testing.

Abnormal voltages, currents, or response time
are indications of compenent degradation. The
analog readings are recorded at least annually.
Control rod drive reactor trip breakers receive quar-
terly PM and are refurbished routinely, When
refurbished, they are also retested.

Procedures were recently changed at the plant to
reduce the number of tests on scram breakers. Ini-
tially, each breaker test was repeated six times in a
row. Now it is repeated only twice. Thus, breakers
are tested at least twice a month. This change was
made to reduce wear on breakers due to testing.
This was done on the plant’s own initiative because
the number of tests far exceeded technical specifi-
cation requirements. The 1&C technicians believe
that quarterly testing of breakers would probably
be sufficient, because they receive quarterly PM,
and plant experience has shown that quarterly
maintenance reduces the number of breaker prob-
lems.

Conclusions from Site Visits. Actual testing of
the RPS and ESPS exceed technical specification by
more than a factor of two. Each channel is tested once
a month, including the breakers. The breakers receive a
second test using local control. Additional testing is
performed after any maintenance activity. Excessive
drift is an indicator of component degradation. Also,
obtaining spare parts when the original vendor has
gone out of business is a problem for older plants
Actual niant records reviewed include drawings, O&M
m: «uals, and procedures. For example, the plant CM
rummary records listed about 31 major work requests
jor the RPS over a 4-1/2-year period. The LERs had
nine events and NPE had seven events for the same
i1, 2-vear period, The NPRDS listed eight failures
rom February 10, 1982, to April 25, 1985, and CM
1ad twenty-two items for this same period. There were
Uso numerous minor work requests in the mainte-
aance records that covered such items as recorder pens
not inking and painting cavinets.



REACTOR PROTECTION SYSTEM DETAILED STUDY

The detailed RPS study includes the sensors,
analog and digital circuits, and output logic with
relays. A functional description is given, along with
the testing scheme used for kev portions of the sys-
tem. The periodic testing requirements are also
summarized, as well as the faults that have
occurred as compiled in the NPE data bank for the
sensor channels. The detailed discussion of these
systems (down to the component level) should help
the reader better understand the impact, if any, of
testing, cycling, and trips, and the aging process on
these systems,

Sensors, Cables, and
Penetrations for RTS/ESFAS

The sensors described apply specifically to the repre-
sentative B&W plant studied, but would be typical for
any nuclear plant except where noted. For more
detailed information on componers ging, see com-
ponent reports such as References 4w 6.

The term sensor, as used in the various data banks,
includes the associated electronics as well as sensors.
The nonnuclear sensors that provide input to RTS/
ESFAS systems are of five types, as shown in Figure 2.
These are pressure sensors, pressure switches, flow
monitors, temperature sensors, and contact monitor
The sensors in containment have a qualified life for a
specific number of years. Thiey are replaced at the end
of the qualified life period or sooner due 1o obsoles-
cence when the vendor no longer supports the compo-
nent or has gone out of business. Discussions with
plant maintenance personnel has indicated that sensors
and transmitters have not been a significant source of
trouble for them,

Pressure Measurement. A typical pressure
transducer converts the force due to pressure to
expansion or contraction of a bourdon tube or bel-
lows. The bourdon tube may be connected to a
movable core transformer or a force-balance
assembly.

A bellows may have a strain gauge or a variable
capacitor attached to charge the motion to an elec-
trical signal. The signal-conditioning electronics
are usually considered part of the transducer. The
typical representation for a pressure measurement
channel is shown as @. in Figure 2.

Reference 4 is an aging study on pressure trans-
ducers and the results of that study are directly
aopliczhle to the RPS pressure measurement chan-
nels. in that report they conclude that the most
common effects of the siresses on the transmitters
are calibration shifts and that total transmitter fail-
ure occurs relatively infrequently. Under a design
basis accident the housing seal integrity is impor-
tant to keep out moisture, or steam, which could
affect the electronics. Periodic operability checks
were also recommended to ensure that transmitter
problems do not remain undetected.

Basically, three types of pressure transducers are
used in nuclear plants—the strain-gauge-pressure
transmitter, force-balance transmitter, and diffr-
ential capacitance. Only the strain-gauge-type and
differential-capacitance-type (which are used on
the RPS for the representative plani studied) will be
discussed here.

Strain-Gauge Transmitter. The strain-gauge
transmitter is used on the ESFAS system to monitor
narrow range reactor building pressure. This pres-
sure information is converted to a 4 to 20 mA sig-
nal, which is used to actuate building isolation and
cooling.

In a strain-gauge transmitter, the process pres-
s're acts on a bourdon tube that is connected to a
cantilevered beam. As the pressure varies, the tube
causes the beam, on which a strain gauge is
mounted, to deflect. As the beam deflects, the
resistance of the strain gauge varies. An electronic
circuit detects this variation and provides a propor-
tional output at the terminals of the transmitter.

The primary materials of construction are listed in
Table 12. The materials that are subject to aging are
indicated b:' a footnote in Table 12. In general, the
organic materials are subject to aging due to tempera-
ture and moisture. See component reports for details
on component aging (References 4 and 6). The strain-
gauge transmitter has a qualified life of 40 years, with
no time restriction on storage before installation. How-
ever, O-rings and seals used on the transmitter have
only a 4-year qualified life.

Differential-Capacitance Transmitters |n a
differential-capacitance transmitter, a sensing dia-
phragm, which is the center plate in a three-plate differ-
ential capacitor, is moved back and forth between the
two stationary capacitor plates by the change in process
pressure. The differential capacitance established
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Mﬂl Materials in strain gauge pressure transducers

Item Material or Component
Pressure connection and bourdon tube Haynes Allny No. 28
Housing Steel
Printed circuit board Epoxy-glass laminate?
Electrenics components Seals and insulating® materials used on electronic components
Potentiometers Phenolic body, nylon rotor, sliderd
Conformal coating Silicen based
Housing O-rings Ethylene-propylene diene monomers? (EP['M)
Lead wire Copper
L ead insulation Tefzel

a. Materials subject 1o aging degradation.

between the fixed capacitor plates and the moving plate
of the sensing diaphragm is converted by an electronic
cireuit to a 4 to 20 mA dc signal that is proportional to
the detected pressure.

The AP transmitter is qualified for 10 years
based on manufacturer's thermal test data, at the
expected 120°F average temperature in the reactor
building. Cyclic testing for expected operational,
environmental, and maintenance stressors
exceeded the 10-year thermal Life, with a 20-vear
test goal. The primary materials of copstruction
are shown in Table 13, Sce References 4 and 6 for
component aging effects.

Pressure Switch. The pressure switch ctilizes a
bellows to open or close electrical contacts at a pre-
set pressure. It has fewer parts and less sensitivity
ihan a pressure transducer (see b. in Figure 2). Typ-
ically, a pressure switch will have a stainless steel
aad teflon-covered diaphragm with: a snap-action
switch and will be qualified for a 10-year life

Flew Measurement. Flow is detected by intro-
ducing a fMow restriction in a pipe anJ measuring
the differential pressure produced by the flow
chang~ i 2., flow is proportional to the square root
of differential pressure. 1his differential pressure is
converted to an ele trical signal by a dif.erential-
pressure detector. The electrical signal is amplified
and a square root extractor i used to convert the
signal for Now infermation.

The restriction is referred to as a primary flow
element. It may be an oiifice, flow nozzle, or ven-
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turi tube, Orifices are used in the majority of fluid
meters because of low initial cost and ¢asy installa-
tion. Nozzles can handle higher flow rates than ori-
fices; venturi tubes are used primarily when it is
important to minimize net pressur> loss. The major
elemezits in a flow-measurement channel are shown
in ¢. in {igure 2. The piping arrangement for reac-
tor coolant flow measurement in the representative
plant under study is shown in Figure 3. All flow
transmitter , for one flow loop are connected to this
piping arrangement. The other flow loop would
have a similar arrangement.

Temperature Measurement. The Resistance
Temperature Detector (RTD) is the basic sensing
device that converts thermal energy to elestrical
energy for Class |E safety systems. The ele (rical
signal is then amplified ar . used for indication and
control.

The RTD consists of a platinum wire wound
around a porcelain ‘nsula or. The tip of the insula-
tor is embedded it alumina powder for heat con-
duction from the water to the atinum wire. When
the temperature changes, the resistance of the plati-
num wire alters proportionally. The RTD is con-
nected to one leg of a bridge and as the temperature
changes, the output voltage across the bridge
changes. The basic RTD chaunel is shown in
Figure 2d.

The RTD is analified for 10-years of opevation in
the harsh envir.ament of the reactor containment.
Materials in the RTD are shown in Table 14. There



Table 13. Materiais in capacitance-type pressure transducers




Schedule 150 pipe
316 SS sample line

Valve
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Secondary shield wall
Tee

Reducing coupling
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Table 14. Resistance temperature detector
(RTD) (Materials)

Component Materi

Sensing wire
insulator
Sheath

Spring

Platinum
Jduminum oxide powder Al, O,
Inconel X750 or 321 stain'ess steel

Stainless steel

19

N (7

»

& |~ |Restriction in

©
L]
A @ @ O [tiow tube

C,

Direction
of flow

OPNEY ®
s o Q) @
: i X ®

Other valves
shown are for
lines leading to
other transmitters

611038

Flow -transmitter piping

have been very few aging-related problems with
RTDs in the plant used for the detailed study

Contact Monitor. The conta’
reactor coolant pumj

mot.'or is on the
When the
controller contacts open, a signa: s provided for
indication and control (see in Figure 2e). This is
essentially a power monitor and has the usual elec
Lronic measuring components

notor controller

Nuclear Instrum.an stion.  For the PWR studied,
the power-range chan. ..t s the only nuciear instrumen-
tation directly interfacing with the RTS. The detector
used is 4 ucutron-sensitive ion chamber. Under neuiron
irracdhation, the ion chamber converts neutron-flux
Intensity into some measutable quantity. The output of
this ¢chi= is an electrical signal composed of ¢



random <2nes of electrical currents, These are a result
f the couection of charged ions produced in the cham-
ber volume by the interaction becween neutrons and
the neutron-sensitive Cetecting material in the chamber.
The number of charges collcated per uait timg is
directly proportional (o the neutron ux intensity.

These ion chambers are designed for operation in
the harsh environment around the reactor and have
relatively few failures reported.

Sensor Tests and Calibraticns,  The tests and
calibrations described here apply primarily to the
PWR studied.

Test and Caliaration of Nonnuclear Instru-
mentation. All sensors and associated channels
are usually tested according to plan! test rvoce-
dures. These tests and calibrations will verify cor-
rect readings for each sensor with appropriate
input. For example, pressure and flow instruments
are checked in place with a test pressure applied.
Electronics ave calibrated with each instrument
using test voltages according to plant (or manufac-
turer's) procedures. Response times tor electronics
and relays/breakers are checked as required by
technical specifizations, Howevér, sensors are not
usually checked for response time. If aging changes
sensor response time, the normal calibration prob-
ably would not pick this up.

Test and Calibration of Nuclear Instrumen-
tation Power-Range Chennel Yor the PWR
studied, tesi and calibration facilities are built into
the system to permit an accurate electronic calibra-
tion (of the system) and detection of system failures
in accordance with the requirements of plant cali-
bration procedures and IEEE 279,

In addition to electronic calibration, the power-
range chanuels are also calibra:ed against a plant
heat balance.

Cable. For the PWR studied, the typical nonnu-
clear instrumentation cable is a single pair
No. 16 AWG, twisted together with 2 in. lay,
25 mils cross-linked polvethylene (XLPE), 90%
tinned copper braided shield, 45 mils neoprene
inner jacket, and galvanized steel interlocked
armor overall, The cable is rated 300 volts, Not all
piants use the armor cable.

The cable for the nuclear power-range channel is
a RG-11/U triaxial, low censity polyethylene insu-
lation, polyvinyl cnloriue (PVC) inner jacket,
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20 imils galvanized steel interiocked armor, 60 mils
PVC overall jacket, with 5 x 10'? ohm insulation
resistance per 1000 ft betweer center conductor
and inner shield. Cable materials are summarized
in Table 15.

Cables are presently qualified for 40 years if not
moved or Ai pot tested. Chapter 7 of NUREG-0300
requires installation of qualified components in a
maviner consistent with IEEE-279. Qualification of
cables and splices is covered in Pegulatory
Guide 1.131.

Further research is needed to determine if the
current policy of replacing cabies when they fail
needs to be supplemented wita improved mainte-
nance practices #nd new predictive techniques,
which would allow replacemsnt before failure.

Reactor Building Penetrations. Penetrations
for the RPS are of two types: piping (instrument
tubing) and instrumentation cable.

Piping Penetrations. Rcactor building pressure
transmitters for the ESFAS utilizes a piping pene-
tration through the reactor building wall into the
penetration room where the pressure transmitter
and pressure switch are located. In addition, the
reactor coolant pressure and flow tubing have pene-
trations through the secondary containment wall in
the reactor building.

All ,iping penetrations are of the rigid-welded
type and are solidly anchored to the reactor build-
ing wall or foundation slab, thus precluding any
requirements for expansion bellows. All penetra-
tions and anchorages are designed for the forces
~=+ moments resulting from operating conditions.
External guides and stops are provided, as
raquired, to limit motions, bending, and torsional
moments in order to pres *nt rupture of the penetra-
tions and the adjacent liner plate. Piping penetra-
tions have no provision for individual testing
because they are of all-welded construction.

Instrument Cable Penetrations. A typical low
valtage power, 1&C assembly is shown in Figure 4.
These -ssemblies are designed to bolt to mating
flanges mounted inside the reactor building. Each
assembly includes two header plates welded to
glass-to-metal seuled conductors. The space
between the seal headers is piped to a pressure
gauge ard a charging valve locaied outside of the
reactor building. Tuis test volume is pressurized
with an inert gas. Dual O rings with a test port
between are used 10 complete the seal to the mating
flange, which is welded to the penetration ne-2zie,



Table 16. Cable materials

Ruactor Building
Use _ lastruments

Conductor
Size 15 AWy
Material u
Number 2 (shueld)
Stranded or soiid Stranded
Voltage vating 00
Currea. Rating 90 C
Max. Continuous Cond. '*mp. €W°C

Insuiation resistance -

(/100 ft)

Insulation
Material® XLPE
Thickness (mils) 25

Insulation Jacket
Material® —
Thickness (mils) —~-

Sheath
Material? Neoprene
Thickness 45 Extruded

Outer Jacket
Mateiaid Galvanized steel
Thickness

a. “taterials subject io aging ¢ egradation.
cu = Copper

XLPE = Cross linked polyethylene
PE = Polyethylene
BVC = Polyvieyl chloride

Nuclear Instruments

RG 11/CU
Cu

1 (2 shield)
Stranded

€0°C
90°C
Sx10m

PE

PVC
Galvanized steel
28 mils

PVC
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Subcomponents and materials in a typical instru-
mentation penetration with associated connector
are listed in Table 16. Figure § shows a typical pen-
etration.

Penetrations are presently qualified for 40 years
plus | year post Design Basis Event (DBE). P+ ne-
trations are pressurized. If loss of pressur: is
detected, seals may be deteriorated. Visual inspec-
tion and end-to-end channel functional checks are
other surveillance techniques used to detect fail-
ures. These commonly used surveillance .aethods
only locate degraded or catastrophic failures.
Aging problems in the incipient stage would 2o
undetected using present surveillarce techniques.
Advanced monitoring methods are needed for
detecting aging of both cables and penetrations.

Summary and Conclusions for Sensors, Cables,
and Penetrations Review. Fach type of sensor
used in the RPS was discussed and materials or sub-
components subject to aging were identified for each.
Typical cables and reactor building penetrations are
also covered. Pressur: transducers are widely used not
only for pressure, but also in flow and level instrumen-
tation. The evaluation of failure data in LERS, NPE,
ana NPRDS indicates that tote! failure of sensors

Table 16. Reactor building penetration

occurs relatively infrequently. Sensors were high on the
list for subcomponent events, but about $5% of these
events were due to dnft. Total failure occuir in only
about 2.7% of the events. Discussions with plant
maintenance personnel also confirm that sensors and
transmiters are not considered a significant source of
trouble. Most are qualified for a. least 10 years, except
for seals or gaskets, which may be only 4 years, For
added assurance, seals are inspected every time the
transmitter housing is opened and replaced if any dete-
rioration is noted, This could be as often as every plant
refueling outage, if adjustments are required during
calibration and maintenance.

Further research is needed to determine if the
current policy of replacing cables when they fail
needs to be supplemented with improved mainte-
nance practices and new predictive techniques,
which would allow replacement before failure. This
also holds true for penetrations. The instrumenta-
tion penetrations are qualified for 40 years plus
| vear post DBE.

Chapter 7 of NUREG-0800 requires installation
of qualified components consistent with IEEE-
279, but there is no guidance on indicators of aging
of cables,

(typical subcomponents and materials)
Description Material
Cable clamp Stainless steel

Terminal strip assembly®
Shrink tubing (outside)®
Plug sleeve and coupling ring
O-ring seald

Contact socket

Interfacial seald

Insulator, plug skirt®

Washer

Module assembly

a  Matenals subject 1o aging degradation

Gilass filled phenolic
Polyolefin

Bronze

Elastomer

Copper alloy (gold plated)
Dow Corning Sylgard
Polysulfone

Stainless steel

Bras:




B&W Plant Reactor Trip System \
(RTS) Description
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Figure 6. RPS trip string for one channel
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CD as shown in Figure 7 represent all 2-out-of-4
logic conditions.

When the reactor trip module gate senses any trip
logic the AND gate is de-energized and an output
trip condition (de-erergized) is transmitted to the
reactor trip devicz. The reactor trip devices are the
scramt jakers which are in the power input lines to
the control rod drive system. The scram breakers
are the actuated part of the RPS and are discussed

in Appendix B.

Shutdown Bypass. A switch is provided in each
protective channel to bypass the following
trips: low pressure; pressure/temperature; power/
imbalance/flow; and flux/pumps. Operation of
the switch above a predetermined low reactor ¢ool-
ant pressure set point trips the channel, If bypass
has been established, increasing the pressure (above
a predetermined high pressure set point) trips the
channel. The shutdown bypass is shown in
Figure 6.

Reactor Coolant Pressure Measurement Channel

Pressure Transmitter Piping. Lach of the
four reactor coolant (RC) pressure-measurement
channels has a tap into the RC piping as shown in
Figure 8. Both RPS and ESFAS transmitters are
connected to this tap through the piping arrange-
ment shown. Valves and test point: are also pro-
vided in the piping for calibration purposes. Any
blockage in the tubing from the RC pipe 1o the tee
outside the secondary shield wall could affect both
RPS and ESt AS channels. The piping is part of the
RCS design and any aging effects applicable to
pressure boundary piping would apply.

RC Pressure Channel Description. The
one-line diagram for RC pressure is shown in Fig-
ure 9. This diagram illustrates essential compo-
nents, from the transmitter located in the reactor
building to the low pressure trip bistable in the RPS
cabinet in the control room. In addition, the chart
under the diagram shows various items of interest
to the aging study, relative to each of the compo-
nents. The low pressure bistable is shown in the dia-
gram, but three other bistables receive the same
signal at Point A, The only difference is the set
point of each of the bistables. The three other bist-
ables are for high pressure trip, pressure-
temperature comparator and shutdown bypass.
The interface arrangement for these various bist-

ables is shown in the RC temperature and pressure
logic diagram in Figure 10. The buffer amplifier
acts as a signal conditioner and isolation unit.

All of the modules and circuit compe: ents, cali-
brated and maintained as part of one RFS pressure
channel, are listed in Table 17 along with normal
input and cutput signals. Under accident and pos-
taccident conditions, the signals would «ill be in
the ranges shown unless the sensor or other compo-
nents failed.

Reactor Coolant Temperature. The RTD for RC
temperature measurement is tapped in to the RC
piping in the reactor building. The cable runs
through the reactor building penetrations directly
to the bridge completion electronics in the RPS
cabinet ia the control room. A one-line diagram is
shown in Figure 11 with aging-related data on the
chart below the figure.

Pressure-Temperature Trip. The pressare-
temperature comparator trips when the relation
KT-b z P is reached by a combination of rising
temperature or falling pressure. The reactor ¢ atlet
temperature (T) is in degrees F, and reactor coolanrt
pressure (P) is in psig (K and b are adjustment ¢on-
stants). The temperature measurement interface
with the RC pressure comparator was shown in Fig-
ure 10,

Power-Range Channel. The power-range chan-
nel supplies reactor-power-level information con-
tinuously to the RPS, The detector is positioned
out of core, but adjacent to one of the four quad-
rants of the core. An uncompensated ion chamber
is used in the power-range channel. The power-
range detector consists of two 72-in. sections with a
single high voltage connection and two separate sig-
nal connections. The outputs of the two sections
are summed and amplified by the linear amplifiers
(in the wssociated power-range channel) to obtain a
signal proportional to total reactor power, @. Like-
wire, the difference between the two linear amplifi-
ers 1s an indication of the difference between the
reactor flux i the top of the core versus the reactor
flux in the bottom of the core, 4. Both the ¢ and
A¢ signals are used as inputs to the power
imbalance flow comparator in the RPS. The ¢ sig-
nal is also ased in the power-pump comparator of
the RPS. The power-range-measurernent channel is
shown in Figure 12 along with related aging infor-
mation.
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Table 17. RPS pressure channel component input and output

Instrument Designation

Pressure transmitter
Instrument power supply
Buffer amplifier

Pressure test circuit

High pressure bistable
Press/temperature bistable
Low pressure bistable
Shutdown bypass bistable

RP CH A <15 V power supply

RPCH A + 15V power supply

Input

1700 psig to 2500 psig

Internal

210 10 Vde

+ 15 V internal

0to 10 Vi
Oto 10 Vde
0to 10 Vde
Oto 10 Vde
1E power
1E power

—Output
410 20 mA
24 Vde

Oto 10 Vde
0to 10 Vde
Channel trip
Channel trip
Channel trip
Channel trip
+15V

-18¥

31
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Power/Reactor Coolant Pumps Trip  1he
RC pump power breakess are monitored to deter-
mine if they are closed. The opening of a single
breaker initiates four independent signals, one to
cach protective channel. This information is
received by a pump monitor logic, which counts the
number of RC pumps in operation and identifies
the coolant loop where the pumps are operating.
The pump monitor 'ogic output controls the trip
point of a power/pump comparator and initiates a
channel trip. The power signal (@) is received from
the power-range channel. The pump-power-
monitor channel is shown in Figure 13,

Reactor Coolant Flow Channel. The RC flow
transmitters for flow loop A and each of the RPS
channels arc tied [nic the flow-transmitter piping as
shown in Figure 3. There is a similar arrangement
for flow loop B. The flow channel is shown in Fig-
ure 14. The flow transmitters are pre-sure transmii-
ters (previously discussed under sensors), A
power/imbalance/flow (93¢ F) comparator s
included in each grotection channel. Each compar-
ator receives ¢ and de¢ inputs from a different
power-range channel, The comparator bistable
trips de-energize the channel-trip relay when

¢ > ftF) + 1(a¢) (1)
f(F) = KF (2)

where K is the power/flow trip ratio and F 1s the
total RC flow in percent full low. The constant K
is an adjustment and has a minimum range adjust-
ment of 1.00 10 1.20.2

Reactor Building Pressure [ .1 protection
channel continacusly monitors the state of an inde-
pendent, notmally closed, reactor building pres-
sure switch. Momentary change of a pressure
switch 10 the open state initiates a trip of the as.oci-
ated protection channel, The reactor building high
pressure trip locks in reguiring manual reset. Con-
tacts are provided and wirew out to terminal boards
to indicate a reactor building high pressure trip con-
dition to the plant computer, The contacts open to
indicate a trip condition,

a ¢ = Signal proportional to reactor power

A9 = Difference between the reactor flux in the top of the
core versus the reactor flux in tie bottom of the core

The complete reactor building pressure-
measurement channel is shown in Figure £ The
pressure-switch transmitter is located outside the
reactor building in the penetration room where it is
casily accessible for maintenance and calibration.

Main Turbine and Main Feedwater Pumps A
& B Trip. The loss of the main turbine when the
reactor is at greaer than 20% power will trip the
reactor, Likewise, the loss of both feedwater pumps
with the reactor at greater than 20% power will trip
the reactor. The loss of the main turbine is sensed
by a pressure switch thai opens on decreasing gen-
erator turbine electrohydraulic control (EHC)
emergency trip supply pressure. The contaet of this
pressure switch (via a contact buffer) de-energizes
the reactor-trip string. The loss of a feedwater
pump is sensed by the combination of pressure
switches that open on decrease of turbine control
oil pressure and discharge pressure. The loss of
both feed water pump A and B must be sensed
before the reactor trip string will be de-energized.
See Figure 16 for the block diagram of these chan-
nels and related aging information.

System Testing. The use of 2-out-of-4 logic
between channels permiis a channel to be tested on-
line without initiating a reactor trip. Maintenance,
to the extent of removing and replacing any module
within a channel, may also be accomplished in the
on-line state without a reactor trip.

To prevent either the on-line testing ur mainte-
nance featur=s from creating @ means for uninten-
tionaily negating protective action, the RTS is set
for a 2-out-of-3 logic trip. Each channel also has a
system of interlocks that initiates a channel trip
when a module is placed in the test mode or is
removed from the sysiem 10 furthss prevent unin-
tentional negating of protective action

The test scheme for the RPS is based n the use
of comparative measurements between L ¢ varia-
bles in the four channels, and the substitwion of
externally introduced digital and analog signals as
required, together with measurements of actual
protective-function trip points. A digital voltmeter
is used to make accurate measurements of trip-
point and analog-signal voltages. The test modules
allow the operator to 125t the system channels from
the input of any bistable, up to the final actuating
device at any time during reactor operation. The
bistable test consists of inserting an analog input
from one of the channel test modules and varying
the input until the bistable trip point is reached.
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Figure 14. RPS reactor coolamt flow channel with supporting aging and engine-ving data.



m
e
ey
Bupng
e w0 SOGIYD ITURIEIBES 1IWIUC" Bun ) G UNBOOD 0 SHDRID  1BTISIA 8GN DRI
SHOAD BUnSer SHIAD STUNLGILRW BiNiSON
08013 2y
- SHUONIMY | Ieuwus N £ O VSt [ wey anEn *ar; ecwes
WA O ¥ Pue 1S 0L WD 1S 04 e
Ourporias 10 WO N w
iy #inssasd
Aoy e 4oy N N
WIS DU 0L PUS Sl i Due
SYUOW JU IR By FRUOTEES ANIUow Duilse U Iun 4 N L
o bow | Ao o Ao o~
OB FNDOu Dur Lewd AGL L WA DL ¥ PuUR mNSSRIG @Y ".‘ﬂ P amesant gy
N avu gt = L Qe 01 «
WO GHUGT U e 4 08 O 0% 4.081 O 09 ofianm 5 001
Busany *Gn, ndwes
Awas dui ypm) -na WONOIGIDeR; estd PR B YO s eansasn
P ) oameg 10,007 e oo anssaig ey e — Buping Suiping
OBy 101 My e 2%
BeprnG O eey - - - 5 L m
|
t
WOG a0 _
Bt




W mes | woyspeiSep
wAmes sy Dusnons 0 erpEy SO0 Aung e
0y S SB00y “wanan) W - [rar—
SOAD BTUNLBILIBW b iUeSUR BUONEed D e R R 2 sossesy
wBueys eossesd 4Q ep
RN L) DR IO UGOS3 PR30 WIney L)
" OO0LI00C
o0wy g
DA 01 F HUR SINROY 1ORNWOT) d 0N0L00E |1Sd ST S O #O ubig
PRune SR 0 et §1 LR B I Y
BGEUew g1 SOURIOE,
Duri@ni@s 40 SUoW i Aere Sow M5U00Ed: Tuisse: MUOIIIUN] Ao Buniss |
Ao
R )
 BSAL NO0LE T BINPOW DUR JemOd ADLL M3 v ue SOOw;
N P e
WOO) AP0 U 4,00 O 09 nmedue
WG A §
Awies puw Avies puw - .
D e [E -0 whes -
© amd v ama ot L ROt

il

i
i}

| (]
i
i
l
kit




The value of the inserted test signal as monitored by
both the system-analog incicator and the test-
digital voltmeter represents the true value of the
bistable trip point. Thus, the test verifies not only
that the bistable functions, but that the trip point is
correctly set.

During the test, satisfactory operation of the
bistable can be observed by watching the rrip-status
light in the reactor trip module.

The reactor trip module 2-out-of -4 logic and the
associated control rod drive breaker are tested by
pressing various combinations of two logic test
switihes in the reactor-trip module to simulate the
six combinations of trips inherent in a 2-out-of-4
coincidence logic. During the test, satisfactory per-
formance of the trip-logic relays can be observed by
watching the trip-logic-relay lights and the breaker-
trip lights on the reactor-trip module. This test veri-
fies not unly all the combinations of 2-out-of-4
logic, but also that the trip-logic relays and the con-
trol rod drive breakers will trip.

On-line testing may be performed at different
intervals and levels within the system, consistent
with satis‘actory system-reliability characteristics.
The reliability of the system for random failures
tas been ensured by careful selection of compo-
nents, failure-testing logic elements, environmental
testing the system modules, and long-term proto-
type proof-testing.

The system test scheme includes frequent visual
checks and comparisons within the system on a reg-
ular schedule (in which all channels are checked at
one time). Less-frequent electrical tests are also
done on a rotational plan, in which the tests are
conducted on different channels at different tiines,

RPS Periodic Tesuny Ruauired Ly NUREG-0103
Rev 4

Analog Channeis

1. Monthly functional test comprised of
injecting simulated signals into the chan-
nel to verify proper operation and correct
alarm trip set poinis.

A channel calibration at least every

I8 moni'.s or at refueling.

1. A response-time test every n x |8 months
on a staggered basis wher¢ n is the number
of channels.

4. Channel operations check every shift

"J
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Reactor- Trip Module and Control Rod Drive
Breaker and Associated Logic

1. Monthly functional iest to check the 2-o0ut-
of-4 logic by prescing various combina-
tions of two logic test switches in the
reactor-trip module o simulate the six
combinations of trips inherent in the 2-
out-of-4 coincident logic.

2. A response-time test every |8 months.

Summary and Conclusions from RTS Detail
Study. The functional description of the RTS
and system-test schemes proviues insight as to ) ow
the RTS works. Minimum test requirements are
found in the technical specifications (NUREG-
0103, Revision 4). However, the actual number of
tests exceed the minimum because of additional
verification and maintenance tests. The NPE pro-
vided information on the number of events for
measurement-channel comporonts, subcompo-
nents, and cause. But, as discussed previously, ths
degradation due to testing i. not apparent fromi
these data. The testing scheme used compares like
variables in the four channels and signal substitu-
tion. Also, test modules allow the operator to test
system channels at any time during operation.

Component failure analysis should show a dis-
tinction between failures which are in a direction to
cause a trip (safe direction) and those in a direction
‘uat provents a trip (nonsafe direction). If aging
related failures tend to increase false trips, rathor
than prevent trips, this information would be
important in addressing the consequences of aging.
A failure mode and effects analysis for component
failures would be required to filly ass=ss the aging
impact.

After years 0, operation, evenis caused by design
errors are reduced significantly. Improved test and
maintenance procedures have also reduced events
caused by design error. However, obsolescence of
sensors and equipment often require redesign of
new compouents for replacement. Many of the
problems are with relays and breakers. Improved
maintenance practices (which includes quarterly
refurbishing of breakers) has reduced problems in
that category. Common-mode évents are experi-
enced in practice that are not found in data banks.
For example, a leaking valve shorts out a RTD or a
roof leak affects a penetration. Few RTS system
outages occur due to a component failure because
the affected channel is repaired under high priority;
the redundant channels contiuue to perform the



safety-protection function while repairs are made.
Most RTS system outages are due to common-
mode failures that take two or more channels out,
The one-line diagrams provide an end-to-end
picture for each of the RTS mezsurement channels,
along with all the pertinent information of interest
related to aging. This includes environmental data,
interfaces, Equipment Qualification (EQ), testing
frequency, calibration and maintenance, signal lev-
els, stressors, and indicators of degradation for
each component in the channel. Because regulatory
requirements are the same for all these channels,
they are covered in a later section of this report.

ESFAS Description for a B&W
Plant

In the B&W plant, the ESFAS system is part of
the Engineered Safeguards Protective Systein
(ESPS) and is designed to function under accident
conditions to prevent, or reduce, the severity of a
Loss-of -Coolant Accident (LOCA). When the reac-
tor coolant is lost during an accident, the ESPS acts
to provide emergency cooling and ensure structural
integrity of the core, maintain the integrity of the
reactor building, and collcct and filter any poten-
tial reactor building penetration leakage.

The ESFAS, or actuating portion of the ESPS, is
the 1&C part of the system, which includes the sen-
sor channels, analog modules, and the logic sub-
system. The Unit Contiol (UC) module in the logic
subsystem provides the output-actuating signal to
the various actuated systems, There is one UC
module for every item (pump, valve, etc.) con-
trolled by the protective channel. A protecuive
channel's UC modules are connected in parallel
with the output of the coincidence logic (e g, one
channel may signal four valves or pumns simulta-
neously). The output of the coincidence logic 1ol
lows a normally closed path in each UC module,
finally terminating in an output relay with each
module.

The generic ESFAS diagram for a representative
B&W piant is shown in Figure 17 (Reference 9)
Figure 17 illustrates the interconnections betwee
major ESFAS subsystems. The three blocks on the
left side of Figure 17 are identical analog subsys-
tems that receive pressure-transducer inputs. The
output lines from the analog subsystems go to the
two identical center logic subsystems where the 2
out-of-3 logic decides whether an ESF system is
actuated. On the right side of the figure are the five

ESF actuated systems. The actuated systems are
not discussed in this report.

' strumentation. Three (vpes of Leasurement
channels provide signal input to the ESFAS. These
are building pressure, building pressure switches,
and RC pressure. The reactor building pressure
transmitters provide input for initistion of reactor
building isolation, high pressure injection, low
pressure injection, and reactor building cooling.
The pressure switches provide input signals of high
reactor building pressure for initiation of reactor
building spray. The RC pressure signal is utilized
for low pressure alarm and interlock to decay heat
removal return flow valves, Three independent
measurement channels are provided for each of
these three process parameters, Figure 2 (¢. and b.)
are representative of the input instrumentation
¢hannels.

Reactor Coolant Pressure Transmitters.
There are three tlentical independent RC wide-
range pressure transmitters, one for cach analog
channel. These transmitters have an input of 0 to
2500 psig and an outout of 4 to 20 mA. They are
located inside the reactor building on the second
level.

Reactor Building Pressure Transmitters
There are three identical independent reactor build-
ing narrow-range pressure transmitters, one for
each analog channel. These transmitters have an
input range of <18 to + 18 psig, and an output of
410 20 mA. They are located inside the east and
west penetration rooms mounted on the reactor
building wall.

Pressure Switches. There are six identical
independent reactor building pressure switihes,
two for each analog channel. The pressure switches
have a set point range of | to 20 psig. They are
located inside the east and west penetration rooms,
mounted on the reactor building wall.

ESPS Pressure Channel Event Data |he
NPE listed events for B&W systems ESFAS pres-
sure channels are presented in Table 18. From the
subcomponent menu, the items having the most
problems were transmitters signal converters, bist-
ables, sensing lines, and moving internal parts. The
four leading causes were design error, setpoint
drift, failures, and operator/maintenance error.
The two leading effects were component inoperable
(failed), and component performance degraded.
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Table 18. ESPS pressure channel events

(06) Subcomponent Selection Menu
3 Moving internal
24 External support/mounting
S0 Drive/operator/actuator
72 Bistable/switch/mag amp
88 Power supply/amplifier
94 Sensor
95 Circuit component
96 Transmitter /signal converter
97 Sensing line/instrument piping

(07) Cause Selection Menu

(08) Effects Selection Menu

70
mn
73
83
84
87
88
91
98

a. Percent based on 27 articles.

b. Aging-related cause.

Fouling/clogging /blockage
Corrosion
Moisture/condensation
Environmental effects
Thermal cycling/expansion
Vibration/impingement
Foreign material

Mech wear/ galling/scoring
Short/ground/arcing
Setpoint drift/calibration
Local 1&C failure
Operator/maintenance error
Design, construction error
Cause—other
Cause—unknown

Reactor/turbine/generator trip
Safeguards actuation

USNRC fine/sanction

Component tripped/inoperable
Component performance degraded
Equipment mispositioned  misaligned
Conditions out of spec

Leak

Effect—other

—m
Y DN AN
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Analog and Digital Logic Subsystems. The
analog subsystem includes instrument power sup-
plies, test circuits, signal amplifiers, comparators,
and logic modules as shown in Figure 18 (which is
one of three identical analog subsystems). Like-
wise, Figure 19 is one of the two logic subsystems.
Symbols used in Figures 18 and 19 are shown in
Figure 20.

The three analog subsystems and two logic sub-
systems are located in seven cabinets in the control
room, They are supplied power from vital busses 4,
b, and C. These cabinets contain all the logic neces-
sary (and the modules that make up the logic sys-
tems) to determine when and what safeguard
actions should be initiated.

One-line Diagrams for Actuation Signals.
The aging-related data with the diagrams is similar
to that discussed with the RTS, so only a brief dis-
cussion is given here which includes differences or
changes.

High Pressure Injection. The simplified one-
line diagram for initiation of the High Pressure
Injection (HP1) systems (channels | and 2) is
shown in Figure 21, along with related aging data
for the various components. The pressure transmit-
ter and reactor building cable and piping arrange-
ment is identical to that of the RPS reactor coolant
pressure channel. The low pressure injection (LP1)
system (channels 3 and 4) is identical to the HPI
channel.

Reactor Building (RB) Cooling and Isola-
tion. Channels § and & initiate the RB cooling
and isolation function from RB pressure transmit-
ters as shown in Figure 22.

RB Spray-Activation Channel. The RB-
spray activation Channels 7 and 8 are shown in Fig-
ure 2!

System Operation

Normal Mode. When the unit is up and RC
pressure and building pressure are stable, there is
essentially nothing that the engineered safety-
control systsm does other than provide some ana-
log information. It provides a wide range RC
pressure signal 10 a recorder in the control room
and three RC pressure analog signals to the com-
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puter. It also provides three RB analog pressure sig-
nals to the computer. Some engineered safety
devices, such as HP1 pumps and building cooling
units have normal functions as well as emergency
functions.

Emergency Operation. Lme gency opera-
tion under accident conditions is the whole purpose
of the Engineered Safeguards (ES) systems. In the
case of a LOCA, the ES system would actuate in the
following manner. First, the three wide range RC
pressure transmitters will indicate a drop in pres-
sure. These signals are fed to their respective buffer
amplifier which provides a 0 to 10 Vde signal to the
trip bistables and the irhibit (bypass) bistables.
When the RC pressure drops to 1550 psig, the cor-
responding signal from the buffer amp to the bist-
ables is 6.200 Vdc. The HPI trip bistable is set to
trip at that voltage. The output signal from the trip
bistable goes to the logic buffer. From here, the sig-
nal fans out to two isolated contact outputs that
provide signals to two redundant logic channels in
the digital subsystems, in this case the two HPI
channels. These channels are redundant (or equiva-
lent) but not identical in their final action devices.

The trip-logic module is the first module in the
digital channel to receive the signal from the analog
channels. As soon as it receives two or more sig-
nals, it provides a signal to each UC module in its
channel. The UC module provides the last contact
in the ES control cabinets 1o actuate the final-
action device, In this case, that would be the HPI
pumps and the associated HPI valves

In addition to the main task of transmitting the
trip signal to the final-action units, several auxil-
lary functions are performed by the digital subsys-
tem. The implementation of these auxiliary
functions is, in fact, the sole reason for the exist-
ence of the digital subsystem

The digital subsystem functions are:

1. Combine the trip signals from the analog
subsystems and initiate a trip to the final-
action units when any two of the three ana-
log subsystems call for actuation of the
trip system

Provide a latch or sealing feature in the
advent of a 2-out-of-3 trip, which ensures
an output trip signal until operator inter-
vention cancels it. The operator can cancel
or reset the trip only after the trip-
initating conditions have disappeared
from the system

rta
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Figure 18. Analog subsystem
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............ Logic buffer
C
........... Contact buffer
C
T| m=————mee e - Calibrate test
® - -~ = MOmentary switch
B —— ——— - - — - Bistable
A
Rl === ———. Auxiliary relay
L |
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@ ----------- Computer monitored contacts
@ ———————————— Computer monitored analog signal

Isolated Output
D—Z—OMW' —~ — — Buffer (isolation amplitier)
------------ Sensor power supply

@ ——————————— Annunciator contacts 60788

Figure 20. Symbols used in Figures 18 and |9
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3. Intheevent of a LOCA, allow the operator
complete maneuverability by enabling
him/her to inhibit or energize, (individu-
ally), any of the final-action units to meet
the requirements of the immediate situa-
tion

4. Provide the operator with a reliable means
of manually tripping a channel

5. Provide for complete on-line testing of
each component, including the final-
action unit itself, without causing a false
trip or inhibiting a valid trip during the test
interval,

If the HPI channels fail to maintain RC pres-
sure and it continues to decrease, then at 600 psig
the core-tlooding systein will automatically dump
water into the core. This will happen automatically,
with no means for manual control. If the RC pres-
sure continues to drop, at $50 psig the LPI chan-
nels (3 and 4) will be actuated in the same manner
as the HPI channels. Anytime there is a large RC
leak or rupture, the coolant will flash to steam as it
escapes from the system, causing the building pres-
sure to increase. The building pressure is monitored
by three narrow-range building pressure transmit-
ters, with an output 4 10 20 mA. As in the RC pres-
sure channels, these signals are fed to their
.espective buffer amplifier. The 0 to 10 Vde output
signal of the buffer amplifier is then fed to the
building pressure trip bistable.

When the building pressure increases to
3.0 psig (6,000 Vdc), the bistable trips. The bist-
able output signal is then fed to its respective logic
buffer and through OR gate logic. It is also fed
back to the HPI and LPI logic buffers. With this
¢ircuit, the building pressure channel will not only
activate the building cooling and isolation
channels (5 and 6) but will go back and pick up the
high (1 and 2) and low (3 and 4) pressure injection
channels, assuming they have not already been
picked by the RC channels. Channels $ and 6 are
actua‘ed in the sar ¢ way that channels | through 4
are activated, with the only difference being the
number of UC modules and the type of final-action
devices, If the building pressure continues to
increase, at 10 psig the RB spray will be activated.
The building spray syctem uses sii pressure
switches in a double, 2-out-of-3 logic. Three are
used with channel 7 and three with channel 8. Each
pressure-switch signal is fed to a contact buffer
before going on to the digital channels. With the
double 2-out-of-3 logic, channels 7 and & will acti-
vate as soon as the first two pressure switches asso-
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ciated with each channel trip. Channels 7 and 8 are
the only digital channels that will not receive an
analog-trip signal if there is a loss of power to the
analog cabinets.

Periodic Testing. Periodic on-line tests are per-
formed on the system while the unit is running.
These tests are performed monthly o ensure the
operability of this system and each individual
device. The testing must begin in the digital chan-
nels and end in the analog channels. This sequence
allows testing for failures that could inttiate safety
action prematurely.

These tests include such things as comparing the
values of the analog variables between channels
and observing that the equipment status is normal.
These tests are designed to detect the majority of
failures that might occur in the analog portions of
the system, as well as the self-annunciating type of
failure in the actuation portions of the system, The
electrical tests are designed to detect failures that
are not self-evident or self-annunciating and are
detectable only by testing, such as low voltage levels
on power supplies or drift,

Digital-Channel! Testing Fach actuation
channel (2-out-of-3 logic and its associated UC
modules, etc.) has a rotary test switch and 10 test-
indicator lamps. A given actuation channel is tested
by advancing the tesi switch through its positions,
while noting that in #ach position the nine on and
one off lamp pattern is maintained. If this lamp
pattern is lost in any given position of the test
switch, the channel has failed that test. If the chan-
nel fails a test, the test-switch position is not to be
changed until the trouble source is located and cor-
rected, then the test may be continued. The switch
(a continuously rotating type) is advanced until it
returns to the operate position.

A specific position of the test switch enables the
manual control switch to be used for testing. When
the :ndividual safeguards devices are tested, the test
switch is advanced to this position—noting that the
lamp test is passed in each intervening position.
The safeguards devices are then tested through the
operation of the manual switches, after which the
test switch is advanced to the operate position—
noting that the lamp test is passed in each interven-
ing position,

Analog-Channel Testing. The use of 2-out-
of-1 logic between analog channels permits these
channels to be tested on-line without a safeguards
system trip. Maintenance to the extent of removing



and replacing any module within a channel may
also be accomplished without a safeguards system
trip. To prevent the on-line testing or maintenance
features from creating a means of unintentionally
negating safety action, a system of interlocks initi-
ates trip signals into the affected 2-out-of-3 logic
whenever an analog module is placed in the test
mode or is removed from the system.

The test scheme for the safeguards system is
based on the use of comparative measurements
between like variables in the three analog subsys-
tems and the substitution of analog signals as
required. The test circuits allow the technician to
test bistable operation at any time during reactor
operation. The bistable test consists of inserting an
analog input from one of the pressure test modules
and varying the input until the bistable trip point is
reached. The inserted test signal (as monitored by
both the system analog indicator and a test voltme-
ter connected to the appropriate test points) repre-
sents the true value of the bistable trip point, Thus,
the test verifies not only that the bistable functions,
but also that the trip point is properly set.

During the test, satisfactory operation of the
bistable can be observed by watching the trip status
light on the bistable module, and the subsystem trip
lamp on the logic buffer module.

The set points of the pressure switches may he
checked by connecting a source of pressure and a
pressure gauge to the pressure-transmitter connec-
tions provided inside the RB. This check may be
made, regardless of reactor power, when access to
the building is attained. The design provides access
for this check at all reactor power levels,

Testing Required by Technical Specification.
The ESPS periodic testing reguired by NUREG-0103
Revision 4 (technical specification)!0 is;

l. A functional test to be performed monthly
on a staggered basis, with each train or
automatic actuation logic tested at least
every 62 days.

Response time of each ESFAS function
shall be demonstrated to be within the
limit at least once every 18 months.

ts

Summary and Conclusions for the ESFAS
Detailed Study. The detailed study has provided
information about how ESFAS operates and initi-
ates the various engineered safety features. Redun-
dancy of charnels allows on-line testing and

sl

maintenance. The technical specifications provid.
minimum test requirements. However, actual tests
exceed the minimum because of additional verifica-
tion and maintenance testing. After maintenance,
the system or component ,epaired is also tested
before retuining to service.,

The one-line diagrams provide an end-to-end picture
of the components necessary for one safety system to
be energized, along with the related information and
engineering data supporting the aging study. These fig-
ures are themselves a good summary of all the environ-
tnental factors and indicators of degradation for each
of the components in the channels.

All sensor problems for ESFAS would be associ-
ated with pressure measurements because only
pressure channels are used on these B&W ESFAS
systems for initiating events.

The subcomponents (other than sensors) most
often having problems are breakers—followed by
bistables, switches, and power supplies. Causes for
ESPS events (other than sensors) are most often
listed as arcing/grounding, followed by compo-
nents sticking, and other mechanical disabilities.
About 47% of the ESPS events were aging related
as identified in the causes given in Table 18.

Essential Auxiliary Systems and
Interfaces

The third objective of this study is to identify the
Essential Auxiliary Support systems (EAS) for the
RPS.

The EAS are those systems that must function to
ensure that the capability of the RPS will be able to
perform safety functions. Svstems included in the
EAS are:

1. Heating, ventilating, and air conditioning
(HVAC)
2. Electrical power systems (Class 1E power).

The effect of the loss of HVAC on the RPS elec-
tronics would depend on the particular design,
ambient temperature, and other factors. The loss
of air conditioning may result in a temperature rise
in the RPS cabinets, but the effects on the system
are uncertain.

The loss of Class 1E power would trip the
affected part of the system. Both RTS and ESFAS
also have built-in interlock systems that would trip
any channel in which a module is removed. In addi-
tion, manual control provides trip and reset capa-
bility during operation, testing, and maintenance
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The electrical ground is also an integral part of
these systems. Control-room-monitor readouts and
computer-recording systems have direct interface
with both RTS and ESFAS. Safe shutdown systems
are interfaced with the reactor control systems, The
RTS and ESFAS should perform its function of
accident mitigation whether reactor control is from
the control room or safe shutdown facility,

Direct interface with the RTS and ESFAS is through
input sensors, output controlled devices or systems,
Class 1E power system, control readouts including
interface indirectly through environmental control,

The essential auxiliary svstems and interfaces
have only been ident:fid here and will be explored
further in Phase 2 of the RPS study.
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Table 19. RPS regulatory requirements and guidelines




Tabie 19. (continued)

. T™MI Action Plan Requirements

for 1&C Systems (RPS)
Important to Safety

ftem i1.K 2.10
Item 11.K.3.10

Item 11.K.3.12

6. IEEE Standards

a. 2791971

Criteria Title

¢.RG 1.3 Application of the Single-Failure
Criterion to Nuclear Power Plant
Protection Systems

d. RG 1.62 Manual Initiation of Protection
Actions

¢, RG1.78 Physical Independence of Electric
Systems

f.RG 1.10% Instrument Spans and Set Points

g RG 1118 Periodic Testing of Electric Power
and Protection Systems

4. Branch Technical Positions

(BTP) ICSB

a. BTP ICSB 12 Protection System Trip Point
Changes for Operation with Reactor
Coolant Pumps Out ¢f Service

b. BTP ICSB 21 Guidance for Application of
Regulatory Guide | 47

¢. BTPICSB 22 Guidance for Application of
Regulatory Guide 1.22

d. BTP ICSB 26 Requirements for Reactor

Protection System Anticipatory Trips

Safety-grade anticipatory trip

Proposed anticipatory trip
modification

Anticipatory reactor trip

Critgria for Protection System for
Nuclear Power Generating Stations

L3

G

G

_Remarks

Aging should be
taken into account.

May require updating
to take into account
NSSS user groups
studies on increasing
surveillance intervals.

See NUREGs for
details ©



Table 19. (continued)

Criteria _Title
b. 379-1977 of the Single Failure
Criteria to NPGS Class 1E Systems
¢ 3171972 Electric Penetration Assemblies
in Containment Structures for
Nuclear Power Generating Stations
d. 383-1974 LEEF Standard for Type Tes. ¢

Part 2
1. IE Bulletin 79-01B
2. 10CFR 50.49

3. IEEE-323-1974

4 JEEE 344-197¢

§ RG 1131

Part 3

I. Plant FSAR Sections 7.1.1.6,
7.1.2.34, 71334

2. Standard Technical

Specification Sections 3/4.3.1,
1432

3. IEEE-Std 338-1977

Generating
Stations. The Institute of Electrical
and Electronics Engineers, 1974

Electrical Equipment Qualification

General Guide for Qualifying
Class |E Electrical Equipment
for Nuclear Power Generating
Stations (1971)

Recommended Practices For
Seismi
Qualification Of Clas: |E
Electrical Equipment For Nuclear
Power Generating Stations

Qualification tests of electrical
nections for light water-cooled
Nuclear Power Plants

Testing Requirements

Standard Technical Specifications
for Babcock and Wilcox pressur-
ized water reactors-NUREG-0403
Rev. 4, Fall 1980

Criteria for Periodic Testing of

Nuclear Power Generating Station
Safety Systems

i6

-

All replacement
equipment
after 2/22/83.
All replacement

equipment purchased
after 2/22/83.

Covers cables and
splices.

Could have a stronger
statement on indicators
of aging



Table 19. (continued)

_Applicability
Criteria Title . ESFAS  _ Remarks

4. Regulatory Guide 1.68 Initial Test Programs for Water- R R —
Cooled Nuclear Power Plants

Regulatory Guide 1.118 Periodic Testing for Electric R R -
Power and Protection Systems

Regulatory Guide 22 Periodic Testing of Protection R R —
System Actuating Systems

2. R = required

b. G = guideline.

¢ NUREGA7I8, “Licensing Requirements for Pending Appucations for Construction Permits and Manufacturing License;”
NUREG-0737, “Clarification of TMI Action Plan Requirements;” and NUREG0694, “TMI-Related Requirements for New

Operating L icenses "

reviewing maintenance data!” and IEFE-338 calls
for corrective action such as maintenance after a
failed test.1®

The Standard Review Plan (SRP) covering
Equipment Qualification of mild environment
equipment includes as one of the review items a
minimum 18 month review of maintenance pro-
gram data. Other key phrases in the USNRC SRP
are a good preventive maintenance program and
well  supported maintenance  program,
IEEE Std. 338-1977 which covers the criteria for
perindic testing calls for corrective action such as
maintenance or repair following a failed test and
before the successful completion of a repeat test.
This reference to maintenance in IEEE Std. 338
1977 is the strongest reference 10 maintenance.
Maintenance is an issue that warrants further study
to determine the extent necessary to require
enhanced maintenance.

Testing Requirements for
Monitoring Functional Indicators

One of the objectives of this study was to review
testing requirements for functional indicators. The pn-
mary requirements for testing RPS are found in the
plant Final Safety Analysis Report (FSAR), plant tech-
nical specifications, and [EEF Sud 338-1977. Regula-
tory Guides 1.68.19 111820 and 1.222! give general

requirements for initial test programs and periodic test-
ing acceptable to the USNRC staff, which coordinate
with |[EEE Sid. 338-1977,

The FSAR (Reference 22) Sections 7.1.1.6,
7.1.2.3.4, and 7.1.3.3.4 cover general testing require-
ments; functional indicators are not mentioned.

The standard technical specifications,
Sections 3/4.3.1 and 3/4.3.2, cover the ESPS and
RPS testing requirements for B&W plants. To meet
these requirements, the instrumentation channel is
demonstrate? operable by performing channel
checks, calibration, and functional tests. Minimum
surveillance requirements are also specified.
Response times and set points are required to be
recorded by technical specifications; other fung-
tional indicators are not, The technical specifica-
tions for the other WNSSS vendors are similar
(References 23 10 29). ’reventive maintenance per-
formed by utilities raay have measurement parame-
ters recorded from which functional indicators
could be obtained. However, this is not a technical
specification requirement.

IEEE Std. 338.1977 covers the critenia for penadic
testing of all safety systems. On page 8, Section 4 of
the standard, the following recommendation (rather
than requirement) is stated:

“... the testing program should provide
trend data and the capability 10 observe
degradation and an indication of incipient
fatlures ™



No further mention of trend data or indicators is found
in the standard. On page 10, Section 6, ltem 8 of the
standard, the following statement is made:

“Results of a failed test cannot be negated
by a simple successful repetition. A suc-
cessful repetition of the test shall be pre-
ceded by evaluation or corrective action
such as maintenance, repair, or changes to
procedures.”

Regulatory Guide 1.118 Section C7 states rhe
ability to detect significant changes in failure rates
should be considered in the selection of initial jest
intervals. The word should makes this a recommen-
dation, not a requirement. When a methodology
for arriving at an optimum test frequency for RTS
and ESFAS is developed, Regulatory Guide 1.118
will probably be revised.

Most of the tests demonstrate operability and are
of a go-no-go type. When limits are exceeded, the
standard requires corrective action, such as mainte-
nance, to correct the problem. Thus, trend data
that could be collected would be a trend within the
go-n0 go limits, of on corrective action performed

The surveillance testing performed in the nuclear
plants will detect some degraded performance
parameters not directly measured, but incipient
failures may not be detected. For example, corro-
Sion on contacts or connections that has not ye!
fully degraded the system may not be detected.

Adequacy Inadequacy of the Current RPS Test
ing Program. The fifth objective of this study is
1o assess the adequacy or inadequacy of the current
testing program, based on the findings in this
report, Four aspects of the current testing program
are of concern in assessing the adequacy of the pro-
gram. These are: (a) testing frequency, (b) type of
data collected, (¢) testing relationship to preventive
maintenance, and (d) response time testing.

Test Frequency. At the present time, the NSSS
users groups are either in the process of reviewing
the RTS test frequency requiremerits or have
recently completed their studies. This review by the
users’ groups was initiated in late 1983 in response
to the USNRC generic letter 83-38,28 Required
Actions Based on Generic Implications of Salem
ATWS Events, and recommendations in NUREG-
1024, Technical Specifications - Enhancing the
Safety Impact 27 Among the primary objectives of
this activity was the reduction of unnecessary tran-
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sients and challenges to safety systems caused by
testing, and the time expended by the utility operat-
ing staffs in performing and documenting the van-
ous surveillance activities. The general feeling of
utilities has been that the RTS equipment was being
degraded by too frequent testing (i.e., being worn
out by testing). In addition, frequent periodic test-
ing of systems, with no compensating reduction in
risk to the public, results in unnecessary economic
costs and, in some cases, excessive exposure of
plant personnel, which may be adverse to safety.

The optimum test interval for a particular RPS
would depend not only on a reliability analysis, but
also on maintenance and other technical merits, As
a4 minimum, this would require an analysis of the
RPS for cach of the NSSS vendors and in¢lude such
items as allowable out-of-service times, mainte-
nance, and channel redundancy. Such a study is
beyond the scope of this present task. A recent
study2® has indicated that the rel~tionships of sur-
veillauce, equipment operation, failure mecha-
nism, and maintenance are complex. Testing may
identify component degradation; if CM rectifies
the problem before impairment »f function, then
the component's lifetime can be extended. How-
ever, if degradation due to all causes occurs over a
long period of time compared 10 the surveillance
interval, the usefulness of testing to identify degra-
daton is diminished. Also, if PM is performed
fairly often with proper treatment of performance
indicators, increasing surveillance intervals will
have little impact on failure rates. Thus, the general
consensus is that testing intervals may be length-
ened without adversely affecting safety, providing
trending of performance parameters and fung-
tional indicators are carned out. Whether the
increase in test interval is from monthly to quar-
terly (or some other reasonable time period) is
dependent not only on the reliability study, but also
on any changes in techmcal specifications on allow-
able out-of-service times.

Data Requirements for Aging Studies 1he
generic data bases are limited primarily to failure
data. The aging research needs more trend data.
Present test requirements are not providing the
trend data needed. For example, the required tests
are designed 10 demonstrate that equipment is
functioning according to design requirements and
they appear to be fully adequate for this purpose
provided they are carried out as recommended in
IEEE standards. However, if e.rablishing trends
relative to equipment aging 1s the goal, then condi-
tion monttoring should be considered. Continuous
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key parameters; deviations from this baseline
would be an indication of degradation. Most utili-
ties already monitor many of the key parameters by
computer for control purposes. An additional soft-
ware program for periodic sampling, data storage,
and long-term trending analysis may not be unrea-
sonable. Where this is not feasible, measurements
taken during refueling might be an alternative.
The whole issue of data bases requires further study
not only for RPS, but also for all NPAR studies.

Maintenance. Performing PM periodically to
correct deficiencies before they result in failure
reduces the importance of testing for detecting deg-
radation and failures. After performing mainte-
nance, the units worked on are tested to ensure
function. Thus, where PM is routine, it includes
periodic testing. Testing and maintenance should
be coordinated to minimize excessive testing. One
maintenance study (Reference 29) indicated that
only about 28% of equipment troubles are of a type
that can be prevented by detection of degradation
in a component by testing. In addition, the role of
equipment gualification, obsolescence, spare
parts, and operating schedules must be factored
into the maintenance program along with surveil-
lance testing, repairs, and allowable down time. A
good maintenance program almost makes aging a
nonproblem on redundant systems such as the RPS
because the peniodic rejuvenation does not allow
the system to grow old.

Response Time Tasting ( nannel response
times are checked at least once every |8 months,
with some being checked as frequently as monthly.

L is primarily an electronic and relay/ breaker
response test. Sensor response should also be con-
sidered because of possible aging ¢ffects in sensors,
which would change their response time over
months of operation in harsh environments.

Conclusions About Curremt Testing Program
Conclusions reached about the current testing program
are:

1. The current testing reguirements in techni
cal specifications may need revision to
allow for any recommended increase in
sunveillance test intervals based on NSSS
vendor (and others) reliability studies.

9
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tity must be coordinated to minimize
redundant testing

§. Response time of sensors should not be
overlooked, if the response time to a prog-
ess is an important safety factor.

6. In general, surveillance testing exercises
the protection channel logic and verifies
signal processing system calibrations and
bistable setpoints. Resporse time for
scram breakers are als.) measured. The sur-
veillance testing may detect degraded per-
formance parameters not directly
measured, but incipient failures might not
be detected. For example, corrosion on
switch contacts which have not yet reached
the point of degrading system perform-
ance. Thus, surveillance testing is a thor-
ough excercise of the RPS and may detect
problems related to significant degrada-
tion due to aging, but incipient stages of
aging probably wouldn't be determined,

Cables in Containment

Part of the RPS that is in the containment includes
cables, penetrations, sensors, and connectors. In addi-
ton, there are power cables (and other nonsafety
cables) that may be in radiation zones and difficult to
reach. The material in the passive components expert
ence ambient temperature and low radiation for long
peniads, but still must withstand a transient with high
radiation and temperature under acoident conditions
In these emvironments, complicating matenial response
factors, such as synergisms, sequertial responses, and
sensitizations inay become important. It is unknown
(a) whether or not cable degradation can be deter-
rined from external NDE electrical measurements and
tests, and (b) what portion of this degradation is



antributed to aging. Cables are not mentioned in the
SRP Chapeer 7 as an item 10 be reviewed.

Further research is needed on cables to resolve
outstanding issues. Specific items include:

Baseline data requirements on operating
history of cables in the containment (i.e.,
temperature, humidity, and radiation).

Indicators of cable acgradation from visual

structive examination will provide indica-
tiens of degradation? (Candidates are
insulation resisiance, loss factor, and
dielectric constant)

Are cable end sar ples for mechanical tests
of hardness, clongation, and brittleness
sufficient?

Criteria are needed or connectors and
feedthrough in order to determine whether
or not they should be replaced.

Cable replacement criteria need to be
established.

Life Extension

For life extension, the design requirements and
guidelines still apply. The following issues, which
are of a generic nature, also apply (they may apply
to all systems and components, not just RPS):

l.

2.
3
4

Establishing baseline plant records for
maintenance, including condition moni-
toring for trend analysis

Aging indicators and obsolescence

Spare parts

Nonsafety systems effect on safety systems.

The remarks column of Table 19 has comments
from this preliminary review regarding which of the
criteria and gnides may requre changes in order to
address reicensing 1ssues.

Conclusions from Review of
Regulatory Issues

The utilization oi research results in the regula-
tory process includes updating standards as indi

£

cated in the detailed discussion of the regulatory
issues and are summarized here:

1.

No requirements for monitoring func-
tional indicators were found in plant
FSARs, plant technical specifications,
IEEE standard 338.1977, or Regulatory
Guides 1,68, 1.118, and 1.22. Fu, tional
indicators are desirable for aging studies
and in determining life-extension periods.
Chapter 7 of the SRP covers all the initial
design and licensing issues necessary 1o
receive @ COns. uction permit or operating
license. Most of the regulatory guides dealt
with items, such as single-failure criterion,
physical and electrical independence
redundancy, fail-safe gesigns, testability,
and safety. A new section of revision may
be needed 1o address life extension issues
when identified.

Regulatory Guide 1.22 should be extended
to include responsg uume of sensofs.
Regulatory Guide 1.118 should include an
update on periodic testing requirements of
the RPS based on research results,
Regulatory Guide 108 discusses drift,
However, drifts should be reviewed again
to be sure set points are adequately set and
aging is taken into account. Drifts are still
listed as a high percentage of causes of
faults,

Guidelines are needed for requalifying
equipment for lifetimes greater than
40 years and regualifying eauipment
based on actual envirenmenis,
Maintenance is an issue that warrants fur-
ther study 10 determine the extent neces.
sary 10 require enhanced maintenance.
The issue of data bases requires further
study not only for RPS, but for all NPAR
and life extension requirements

RPS testing intervals may be extended
from one month to quarterly or other rea-
sonable time period. However, allowable
out of service time and technical specifica-
tions changes would be required for plants
which have not already done so,

Further research is needed to resolve out-
standing issues on cables in containment.



NPAR PRODUCTS FOR THE RPS

One of the objectives of this study was to satisfy
the NPAR product list for each system studied. The
comprehensive list of questions 1o be answered are
addressed in this section. Because the RTS and
ESFAS are guite similar (with regard to the aging
phenomena) the results presented apply to both;
collectively referred to as the RPS.

The aging processes occur in every RPS component
from the time of manufacture of the components ele-
mentary materials to the end of its useful life. Both
equipment qualification and the vears of operating his-
tory on some of the older nuclear plants have provided
information on the aging process and materials most
susceptible to degradation. Because equipment within
the containment is subject 1o severe environmental con-
ditions and is least accessible for repair, it has received
considerable attention in aging studies. All Class 1E
«afety-system components *ocated within the reactor
containment now have specified qualification penods
after which they must be replaced. This qualification
period is based on the life of the weak material in the
component. 30 These weak link materials and compo-
nents were identified in the detailed study section oo -
ering the sensors and cables in the RB and cre listed on
the one-line chagrams. The materials most often identi-
fied are electrical insulating matenials and seal maten-
als. The msulation and seal matenals wend to degrade
due 1o the envirotmental stessors acting over a periosd
of time. Electroniccomponent failures due to seals and
insulation degradation also occur, However, electromic-
component failures are more often histed as random
This is probably due to the large numbers of electroni
components used, their relatively low cost, and the fact
that they seldom have a lallure analvsas performed on
them. A summary of the weak hnk materials n the
comtainment components i given in Table 20. All the
materials listed have the potential for significant ther-
mal aging. The basis for radiation susceptibility s
listed as @liowabie or threshold . Allowabde s defined as
the level of radiation that can be recerved hefore ugmif
cant degradation ocouns. Theeshaold s the kevel of radia
tion @ which detectable damage ocours

nl

The thermal aging provess in insulating matertals is
complen and the mechamsms vary with different mate-
rials and under different service conditions. In general,
exclusion of moisture and dirt, the presence of inert
ambient atmosphere, limitation of mechanical stress,
and freedom from vibration or thermal shock will tend
10 increase the Life of insulating matenals, However,
thermal Jegradation is accelerated as temperature is
increased. For many insulating materials the life 1s an
expoiential function of the reciprocal of the absolute
temperature over a limited range of temperature. For
thermal plastic materials or those which lose strength
at elevated temperatures the softening point rather than
the thermal stability may imit the temnerature capabil-
ity.

The materials subject o0 mechanical wear or
active aging (passive aging is time dependent)
include the metal contacts in relays, switches, and
breakers as well as other working parts. This type
of aging is dependent on demard or frequency of
use instead of time.

Product Number 2 Stressors
and Related Environmental
Factors Causing Aging
Degradation

The stressors and environmental factors can be
classified into three categonigs: environmental,
operational, and maintenance related. Important
examples of cach are as follows:

Environmental

1. Storage temperature (average and cycles)
2. Operating temperature (average and
cyeles)
I Munudity (0 o 100%)
Radianion (total integrated dose)
S Vibranon and sersmig

Operational

Process Muctuations
Electrical vransients
Power-supply vanations
Switch transients
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Radiation
- Susceptibility
Rads
_Material® Gamma Basis Equipment Where Material is Used
Polyethylene 10 Allowable Instrument and coaxial cable
Neoprene 1w’ Allowable Instrument and coaxial cable
PVC - — Coaxial cable
Polyclefin — - Electrical penetrations
Elastomer 108 Threshold Electrical penetrations
Dow
Corning - -- Electrical penetrations
Sylgard
Polysulfone 107 Allowable Connectors and electrical
penetrations
Ethylene I Allowable Pressure transmitters
Propylene
Silicon - - Pressure transmitters
Ol
Epoxy Glass 100 Threshold Pressure transmitters
Laminate
CKT Board
Phenolic 10* Threshold Electrical penetrations

2 The rypical containment environment consists of the following stressors (a) normal radiation expected s 3 « 10* rads during the
&0 ear life. Design basis socident radiation is & | » 107 rads, (b) maximum operating temperature is 1 30°F, (<) relative humidity
wuom.mmm-mumm.mhmm depending on location. These parameiers apply to all the

materials listed

Maintenance-Related

Power on/off

Handling connectors and cables
Calibration and testing

Board replacement.

Only 4.75% of the RTS and 6.75% of the ESTAS
failures (for all NSSS vendors) reported in NPE are
identified as caused by environmental factors (ther-
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mal, vibration, or moisture). However, environ-
mental stressors contribute to many other cause
categories such as erosion, fouling, and component
failure. The operational and maintenance-related
stressors also contribute 1o many of the cause cate-
gories, but are difficult 1o quantify from the NPE
or LER data bases. Demand-related events catego-
rized in the L ER data base would be another exam-
ple of degradation due to operational transients
with a large portion of these due (0 lesting
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Product Number 3 Failure
Modes Experienced During
Operation and Their Causes

Mode is defined as the manner or method of fail-
ure, such as opening of a circuit due to corrosion or
the seizure of a bearing due to wear. The actual
physical cause of failure or wear is defined as the
mechanism of failure. The leading causes of fail-
ure, when both LER and NPE data are taken into
account (in the order of most frequent oggurrence)
are drift, piece-part failure, operator, maintenance,
and testing error, mechanical malfunction, electri-
cal failure, and design errors.

Table 21 presents the RPS failure modes and
causes observed during the review of all the data
sources. The actual cause for component failure is
only sometimes given, because the piece part is
often discarded at the plant without a detailed fail-
ure analysis. The causes listed in Table 21 are a
summary of those reported and may not incly e all
possible causes.

Product Number 4 Functional
Performance Indicators

The abjective here is to \dentify functional indi
cators of degradation that may occur during plant
life. Most of the indicators are flags that require
further investigation to verify that the component
is degraded. Many of the indicators could be
caused by factors other than component degrada-
tion. Engineering or trend analysis using the vari.
ous available indwators, along with additional tests
or improved quality of tests, will often be required
to determine the root cause of the observation.

Many components have catastrophic failures and
there are no indicators before failure. Electronic
components are a good example; a large portion of
the RTS/ESFAS systems is composed of electronic
component s

The review of operating expenience soleiy from the
vanous data bases does not readily reveal indicators of
degradation on RTS or ESFAS. The reported events are
for a given poimt in time; additional information is
needad 1o establish a trend. The reported events ind
cate the whal, when, and where ahout an event, but
seidom provide actual measured vadues. Such values
are obtained from measurements soametimies referred 1o
as condition monitonng.

63

Condition monitoring i1s defined as a continuous
or periodic measurement to obtain sign tures or
profiles in the time domain, Examples would be
measurements of voltage, current, noise, and insu-
lation resistance. Such measurements could pro-
vide the predictive information needed 10 establish
trends. Trends that indicate a change in existing
conditions could be an indicator of degradation.

However, if a data base can be sorted to present
failures of some component Or system over a period
of time (months or years), a failure rate may be
established. This would be an indicator of degrada-
tion of that type of component over time, which
could be a generic problem.,

Some trends may be established from plant test and
calibration records, which contain as-found and as-left
mal voltage, current, or response time may be an indi-
cation of component degradation.

Visual inspection of equipment may reveal such
indicators of degradation as bent linkages, dirty
contacts, misaligned contacts, or wear.

An indicator of degradation may be any
observed change from expected measured parame-
ters during tests and calibration. An abnormal
observation from visual inspection or plant opera-
tions may also be an indicator. The following are
examples of indicators.

Indicators from routine tests and calibrations:

Abnormal voltages
Abnormal currents
Abnormal response times
Abnormal resistance
Abnormal frequency
Abnormal vibration
Abnormal drift.
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Indicators from visual inspection:

Mechanical misalignment or bent parts
Wear of linkages or contacts

Froded or corroded parts
Disceloration or excessive arving

Dirty contacts or excessive carbon

B S

Indicators from operations or historical record:

I. Abnormal readings from comparisons of
like parameters, such as readings too high,
oo low, or erratic

Abnormal stressors, such as transients,
lightning, high tempecatures ab we hmits
or oveles

ras



Table 21. RPS failure modes during operations and cause

Failure Mode Cause
Svstem
RTS failed to trip when situation 1. Limits set too high due to procedure
calls for trip (system failure) error or personnel error
RTS trips when process situation 1. Commeon-mode failure affecting two
is normal channels (power failure, flow reads low and
COmputer Cconstant error)
2. Personinel error during testing or maintenance
1. Flow transmiiter fails low and 1CS increases
flow on low indication when actual flow is
correct and reactor trip on high pressure
Reactor shutJown due to two RTS 1. Technical specification requires
channels down for repair reactor shutdown to fix problem. (Actual
problem not specified)
Reactor shutdown due to common- 1. Sample-liae valve leaked on RTS
mode failure effecting RTS aectronic component and shorted out RTS
channel
Channel
RTS channel fails to trip 1. Component failure
2. Limits set too high due to procedure error
3. Testing o1 maintenance personnel error
4. Procedure error
RTS channel trips when not 1. Personnei error
called for
2. Component failed
3. Leaking valve dips water on RTD cable
4, Procedure error
5. Sensor tailed
Svstems Degradation and Electroni
Componen! Failure

Pressure measurement channel
bypassed due to component failure

L]

Transmitter ou, of tolerance (drift)
Transmitter has erroneous reading (failed)

Valve failure
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Table 21. (continued)

Pressure switch channel bypassed
due 12 switch failure

Flow measurement channel bypisted
due 1¢ component failure

RC pump monitor out of limits

Power-range channel bypassed for
component failure

v »
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Electrical ground problem

. Leaking fitting
. Bistable failure

RTD failed low (aging related)

Bridge circuit failed

Out uf calibration

RTD failed due to normal wear (aging)
Failed amplifier

Set paint too high

Will not open

Calibration

Fails to operate

. Transmitter amplifier fails

Seal failure on transmiticr

Valve packing leak in transmitter piping
Transmitter failure

El ctronic-component failure

. Persounel error
. Bistable fails

lon chamber fails due 10 erratic readings
Out of calibration

Procedure error

Amplifier failed

Power supply failed
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Table 21. (continued)

Failure Mode

Power-supply failure

Logic-module failure

Sensors and Transmitters
RTD failure

Capacitance-type pressure
transducers obsolescence

Strain gauge-type pressure
transducer {pil ire

Pressure-switch failure

lon chambers

Scram breaker failure
1o open.

. Drift

Connector loose
Electrolytic capacitors failed
Electronic component failure
Test procedure deficient

. Terminal block ¢racked

. Resistance changed out of limits

Failed open
Low imsulation resistance

. Replaced due to obsolescence with

later model

. Seal failure on transducer

Transducer amplifier failed

. Seal failure

Fails to operate
Noisy or erratic
Chamber power supply failed

. Undervoltage tnp malfunction

Mechanism malfunction

. Coil burned

Weld failure

. Shunt trip foil overheated

Subcomponents sticking
Wear



3. Change in boundary conditions, such as
moving & caMe that has been in a ugh tem-
perature of radiation environment fof years

4 Common-mode failures causing abnormal
stress on other compaonents

& Trends established from data bases or his-

The detailed description ¢f the RTS and ESFAS
included a discussion of testing methods and tech-
nical specification requirements. At the representa-
tive plant studied, a separate group (called the
performance group) is set up to perform all the
plant performa: ce testing except for the RTS and
ESFAS. The tests on these systems are performed
by the maintenance department.

All testing, regardless of which group does it, is
done according to detailed test procedures. After
maintenance is performed, the affected compo-
nents or channels are retested.

Testing methods include visual inspection and fung-
tonal testing of components, channels, and systems.
Dug to channel redundancy, a channel is locked out of
plant operation during functional testing so as not 1o
trip the reactor should a problem ocour. For the RTS,
one channel s tewed each week, so that the complete
systern will be tested at least once a month. The saire
procedure is true for the ESFAS.

All tests are documented on the test procedure
forms and filed for future reference. Any ahnormal
conditions noted (i.¢., a measured parameter off by
more than = 2.0%) must be corrected before the
channel is put back in service. Thus, maintenance
1s closely associated with testing.

Product Number 6 - Current
Maintenance Practices

Plant Maintenance Activities The RIS and
ESFAS are just two of the many systems for which a

6'

nuclear power plant maintenance department has
responsibility. On the average, only about 10% of
the problems are related to failures or major dis-
functions. The remainder are concerned with
mMInor components, of minor problems with major
components. Typical difficulties are recorder pas
not inking, leaks, low oil levels, and erratic instru-
ments.

In general, maintenance activities fall into four
categories: (a) scheduled maintenance, (b) prob-
lems found during operation or testing, (<) prob-
lems found during scheduled maintenance, and
(d) plant modifications. When a problem is found
that requires maintenance, a work rejuest is writ-
ten to initiate the activity, Utilities that use the
work request system generally find these systems
improve the planning and control of mainenance
work.

The plant maintenance group is usually sup-
ported by .n engineering group that handles major
modifications. Produstion maintenance includes
both CM and PM. Most utilities have developed
maintenance programs that are helpful in meeting
applicable INPO objectives.

rwgulatory Approach to Plant Maintenance
Currently, the USNRC regulatory approach to
nuclear plant maintenance concentrates on quality
¢ssurance and surveillance requirements. Quality
assurance is applied to design, construction, and
operation for structures, systems, and components
important to safety (10 CFR 50 Appendix B). Sur-
veillance requirements are found in 10 CFR $0.36,
These maintenance requirements apply only to
safety-related systems.

The SRP covering equipment gualification of
mild environment equipment includes as one of the
review iems a minimum |8 month review of main-
tenance program data. Other key phrases in the
LUSNRC SRP are a good preventive maintenance
program and well-supported maintenance program.
The IEEE Standasd 1381977, which covers the ¢ri-
teria for periodic testing, calls for corrective action
such as ma.ntenance or repair following a failed
test and before the successful completion of a
repeat test,



Tne conclusions from this review of operating experience on the RPS and practices of commercial nuclear
power plants are given below for each major objective. The objective is resta‘ed and is followed by the
important findings and conclusions associated with it

Objective |1 Review operating experience a.ad practices of commercial nuclear power plants to determine
the significance of aging as a contributor to degradation of RTS and ESFAS.

e e e e
|
!
|
|

Findings: The NPE and LER data-base review provided information on the components and subcom-
porents that were involved mos: frequently in RTS and ESFAS faults, as well as a summary
\ causes cited in the events. Pres- gre channels have the highest number of events for all
NSSS vandors, except GE. Level channels had the highest with GE, with pressure channels
sevond. At the subcomponent level, the five categories with the highest number of occur-

FENCES WEre: sensors and tranymiiters, ¢ Aarts, bistables, power supplies, and break-
| ers. About 5% of pressure channel s anvolved drift. Total pressure transducer
; failure was relatively infrequent, comy iy about 2.7% of the evenis. Operator and

|
|
|
maintenance error top the list for cause wed by 1&C component failure, design ervors, £
mechanical wear, and drift. 5
{
i From NPE, just under half of the events are considered aging-related (49 3% for RTS and
47% for ESFAS). The aging contribution will be further developed in Phase 2. The LER data |
base had a demand failure rate which is defined as the probability (per . ~d) that a L
component will fail to operate when reguired to star, change state, or funct: Wi ut 28% |
of the faults listed for RTS fell into this category. If the actual demands on the . verage
4.6 per year, anc testing demands are estimated at 100 tumes a year per plant, then a large part
of the demand faults #re due to testing. This is estimated to be the number of testing demands :
divided by the sum of testing demands plus actual demands times 25% or about 24% . Thus,
the wear due to testing is roughly proportional to the number of cycles due to testing com-
pared to the total number of cycles per year

Usually, only a channel is degraded or inoperable when a fault ocours in the RPS. Therefore, *
because of redundancy, the effect of RPS faults on the plant funstions is minimized. :

Based on data from the NPRDS the loss of total RPS function occurred only 0.2% of the
time when & RPS componeit failed. Thus, most of the time the channel can be locked out,
repaired, and returned to service without affecting the plant function (i.¢. power generation).

. If the failed channel compietes one of a two-out -of -four logic scheme, then the failure does
' not result in a reduction of plant safety protection. However, it could impact plant operation
I because a false reading from any of the remaining channels would resalt in a plant trip. For
the representative plam studied, the failed channel would be locked out for maintenance and
I the RPS would be operated on a two-out-of -three logic scheme until repairs were compl *ted.
: If on the other hand, the affected channel fails in a manner that prevents a channel from
| tripping, the effect on plant operations is different and it could have a direct impact on plant
| safety. However, the requirements of 10 CFR 50, Appendin A (criterion 23) requires the
' design to be such that the protection system fails into a safe state upon disconnection, loss of
| power o exposure to postulated adverse emvironments But, there could still be an undetevted
or unanaly zed failure mode which would be in the unsafe direction
|
I
|
|
i
|

Any failure affecting the function or rehiatality of the RPS ultimately has an effect on plant
safety (unnecessary tnps t'.at challenge plant safety equipment and ‘mpose transients on the
plant eventually have an impact on overall plant safety), but the different types of failures



Ohjective 2:

Findings:

l.

hrve very different effects. 1f aging-related failures tend to increase false trips, rather than
prevent trips, suzh information would be important in addressing the consequences of aging.

One example of a component failure related to aging that prevented reactor trip was the
sticking of an undervoltage relay associated with scram breakers. This has occurred at a
number of plants, but the February 1983 event at the Salem Nuclear Power Plant was most
notable. The problem is being corrected through redesign by vendors and enhanced mainte-
nance by the utilities.

Those faults that can be detected by indicators are identified, and maintenance may then be
performed to correct the fault. Consequently, an enhanced maintenance program, coordi-
nated with testing, almost makes aging a nonproblem on redundant systems such as the RPS,
because the periodic rejuvenation does not allow the system to grow old. The only exception
would be the cables associated with RPS in containment. The significance of aging on cables
in containment is still an unknown.

In general, plant records support the information found in the various data bases. However,
plant records contain much greater detail and many more events that are not required to be
reported to the USNRC, or other groups.

Perform a detailed generic study of the RTS and ESFAS for a representative PWR using
representative plant design information, specifications, operation and maintenance man-
uals, «nd historical records. For each type of instrument channel used in these systems,
identify the materials and components that experience degradation due to aging in the vari-
ous plant environments and operating modes.

The RPS is operationa: 1 all reactor operating modes, including cold shutdown when end-
to-end calibration and rc  irs are performed. Those components in containment experience
severe environments of i c:lear radiation, 120°F average temperature, and high humidity.
Because of the severe environment, these components are qualified for a specified period of
time and are changed out on or before the due date. Subcomponents (such as O-ring seais,
electronic boards, and vaive packing) are changed more often during maintenance periods,
thus extending the life of major components. The materials and subcomponents subject to
aging are presented . the tables of materials for each of the sensors, in the aging data
included with the one-line diagrams, and in Table 20, which summarizes materials in con-
tainment subject to aging.

Detailed studies were performed on RTS and ESFAS systems for a representative B&W plant.
These studies included looking at detailed drawings, plant records, and actual test proce-
dures. Instrumentation channels, which provide the sensing for RTS and ESFAS, were also
reviewed. Plant personnel were interviewed. Plant visits and interviews are necessary in order
to obtain the plap conditions and actual operating experience. For example, excessive drift
usually meant 2 component had degraded, as did abnormal voltages, currents or response
times. Scram F reakers receive routine maintenance and are refurbished quarterly.

A summary of RTS/ESTAS systems component problems related to testing and aging are:

Sensors— All sensors in containment now have to be qualified to a specific life time and changed out at,
or before, the time that life time ends.

a.

Pressure—Problems include sample line blockage, “ensor failure, and seal failure. The cause of
senscr failure is usually not given but is sometimes included under the heading of electronics as
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catastrophic. Drift, calibration, and personnel error are listed as having the highest percentages of
occurrence. Total failure of a sensor occurs relatively infrequently.

b. Flow—Power supplies, amplifiers, and signal converters/trans:nitters are most often mentioned as
problem areas.

¢. Temperature—Problems include broken connectors, lead damage related to maintenance and test-
ing. Resistance change may be aging related in RTDs. Broken connectors and lead damage apply
primarily to thermocouples, which are not used in Class 1E safety systems of the plant studied, but
are listed in data bases as part of RTS.

Connectors—Tests and calibration of sensors often require handling connectors. Mosi problems ire
assemtiy errors, handling, and environmental. The problems cover all aspects of wire and cable term. -
tion, i.e., cold solder joints, inadequate stress relief, loose pins and lugs, mechanical failure, moisture-
induced conductivity, and corrosion.

Cables and wires— Temperature aeasurement channels had the most wire problems. Otherwise, there
were few problems with instrument wire and cables, except that removing cables at pressure boundaries
requires breaking the seal and splicing cable. Problems have been noted due to moisture, steam-line
breaks, or mechanical damage.

Circuit breakers—Problems are breaker faults, operator errors, and common-mode faults caused by
other equipment faults. Mechanical parts are subject to wear due to testing. Routine maintenance and
refurbishment minimized breaker problems at one plant.

Relays—These are similar to circuit breakers, with most problems listed as mechanical failure, coil
failure, contact failtres, and response to mechanical shock. Some relays can be qualified for a cycle life
iri excess of expected plant 40-year requirements, which reduces problems found during surveillance
maintenance.

Electronic components— These have random failure as the major failure mode. This includes amplifiers,
power supplies, bistables, capacitors, transistors, and ccmparators. Drift is also an often-mentioned
problem for amplifiers and power supplies. Electrolytic-capacitor failur. in power supplies may be an
aging-ielated problem.

Measurement channels and subsystems—Individual component failures are a minor contributor to
RTS/ESFAS failure frequency, due to design redundancy. The most dominant contributor to RTS/
ESFAS failure frequency is common-cause failures and human errors.

Drift—Setpoint drift problems are influenced by the initial selection of instruments, their range, appli-
cation, calibrations, operations, and maintenance. The most prevalent reason for setpoint drift was
component degradations, assuming that there was sufficient margin for normal instrument error. Most
drifts are discovered by testing, whereas most 1&C failures are generally not discovered by testing, but
rather at the time of failure.

Degradation due to functional testing cycles and trips—This is part of the aging process and difficult to
quantify. It is roughly equal to the ratio of test cycles to total cycles (operations) the equipmert experi-
ences. Because the test interval is short compared to the aging time to failure for the RPS, testing
contributes to aging and the number of cycles on hardware.

Objective 3:  Identify the essential auxiliary support systems for the RPS.

Findings: The RPS has two essential support systems: Class 1E power and heating, ventilating, and

air conditioning. The loss of power will trip the affected portion of the RPS. The loss of the
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Objective 4.

Findings:

Objective S:

Findings:

Objective 6:

Objective 6.a.

Findings:

Objective 6.b.

Findings:

HVAC may allow cabinet temperatures to rise, but the effect on electronic components is
unknown.

Review Regulatory issues pertinent to the RPS and the utilization of research results in the
regulatory process, including relevant standards and technical specifications.

The regulatory standards and guidelines for RPS were listed in Table 19, including those for
equipment qualification and testing. Issues to be rescived were identified in the remarks
column.

Assessment of adequacy of current testing programs based on findings in above tasks,

In general, testing p »grams are adequate for the intended purpose of verifying operability
and performance. hc . sver, a different kind of data needs to be recorded for trend analysis
and aging studies. This is the performance parameters and functional indicators which are
useful for trending. In some cases, quality of testing may be substituted for quantity of
testing. As plants upgrade their systems with more con:puter monitoring the practicality of
collecting trending data inreases,

The current testing requirements in technical specifications may need revision to allow any
recommended increase in surveillance test inte. vals and allowable downtimes, based on relia-
bility studies completed by NSSS vendors and others. The right kind of data needs to be
collected and baseline data bases established by utilities to better support aging and life-
extension goals. Maintenan:e and testing must be coordinated to minimize redundant test-
ing. Response time of sensors s10uld not be overlooked if the response time to a process is an
important safety factor.

Based on the information collected on RPS from the various data bases, plant records, and
site visits, summarize the produc:s asked for in the Phase 1| NPAR guidelines. These are:

Provide preliminary identification of materials susceptible to aging degradation,

A summary of materials susceptibl: to aging degradation was given in Table 20, and sub¢hm-
ponents identified in the one-line diagrams for the RPS channels. In general, materials
identified most often as weak link materials are elecirical insulation, seals and gaskets, and
electronic components.

It is recommended that plant record: for life extension include identification of materials,
stressors, environment, and detailed | dlure analysis.

Determine stressors and related environmental factors causing aging degradation for both
normal operation and accident conditions.

Stressors can be classified into three categories: environmental, operational, and
maintenance-related. These stressors apply under all operating conditions including accident
and postaccident. Examples of environmental stressors are abnormal temperatures, tempera-
ture cycles, radiation, humidity, anc vibration. Operational stressors include process fluctua-
tion, electrical transients, and switching transients. Handling of cables and connectors
during calibration and testing is an example of maintenance-related stress. Accident condi-
tions may have more severe stresses ani sequence of stresses, depending on the nature of the
accident. For sxample, a steam line break could include a combination of high temperature,
water, and radiation.
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Objective 6.c.

Findings:

Objective 6.d.

Findings:

Objective 6.¢.

Findings:

Objective 6.1.

Findings:

Identify failure modes experienced during operation and their causes.

Failure modes observed during the review of operating experience on RPS were presented in
Table 21. Included are failure modes for the system, individual channels, and components.
The leading causes of failure are: drift; piece part failure; human error in operations, testing
and maintenance; mechanical ma'functions; electrical malfunction; and design errors. Due
to redundancy of channels, total RPS systems failure is a relatively rare event. When it does
occur, it is usually the result of a common-mode failure or human error. For example, the
wrong set points on two or more channels could shut down the system when discovered.
Another example of a common-mode failure would be an air conditioning failure that would
allow electronics to overheat in equipment racks.

Identify functional indicators or degradation that may occur during plant life due to aging.

Functiona! indicators may be any observed change from expected values of measured param-
eter during test and calibration. Also, any abnormal observation from visual inspection or
plant operations may be an indicator. The RPS channel degradation indicators were summa-
rized in the discussion of NPAR product number 4. In addition, trends observed from analy-
sis may be indicators.

Determine the current inspection, surveillance, and monitoring methods.

Methods include observing line channels during operation and noting any abnormal devia-
tions. One channel is tested every week on a rotating basis that meets or exceeds technical
specification requirements. All inspections and tests are done according to written proce-
dures and documented. On RPS, most functional testing is performed by actuating the
channel, including the trip relay or breaker, using built-in test modules to initiate the test.
Additional voltage and current measurements are taken (as required by procedures) during
maintenance and verification testing.

Determine the role of current maintenance practices in mitigating the effects of aging.

The USNRC regulatory approach concentrates on quality assurance and surveillance require-
ments that apply only to safety-related systems. Most utilities perform additional PM, such
as refurbishing trip breakers on a quarterly basis; this mitigates aging effects on breakers.
Maintenance and testing of RPS are closely coordinated at the representative plant studied.
Any measured parameter observed during testing that is more than 2.0% off the expected
value receives maintenance to correct the problem before the channel is returned to service—
thus mitigating aging to some extent. At this plant, the maintenance department also per-
forms the testing of RPS, ensuring immediate attention to problem areas including
degradation due to aging.
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APPENDIX A

AN EVALUATION OF INFORMATION SOURCES FOR AGING
RESEARCH ON REACTOR PROTECTION SYSTEMS



SUMMARY

The U.S. Nuclear Regulatory Commission
established a Nuclear Plant Aging Research Pro-
gram in 1982 to address the safety issues associated
v ith aging nuclear plants. This report presents an
evaluation of the information sources (both generic
data bases and plant records) that have been used
for aging studies of the Reactor Protection Systems
(RPS). In reviewing data bases, one must remem-
ber that initially they were each set up for a specific
purpose. Although they contain vast amounts of
information on nuclear plant components, sys-
tems, and events, they may not contain al the
information needed for aging research or other spe-
cific applications,

The generic data bases evaluated in this study
included the Nuclear Power Experience (NPE),
Licensee Event Reports (LERs), and the Nuclear
Plant Reliability Data System (NPRDS). Specific
plant records included the Corrective Maintenance
(CM) data base and the Incident Investigation
Reports (IIR) supplied by a cooperating utility.
Events from each of these data bases, coded under
RPS for the nuclear plant selected, are listed in
chronological order starting on October 23, 1980,
and continuing through April 25, 1985. The per-
centage of events covered by each data base for the
period of time its data was available is CM, 100%;
IIR, 32%; NPE, 23%; NPRDS, 36%: LER
reported under 10 CFR 50.72 (before 1984), 65%;
and LER reported under 10 CFR 50.73 (after

January 1, 1984), 7%, However, during earlier
years, there were events associated with procedural
changes due to analytical errors and technical spec-
ifications not implemented that may not have been
included in the CM data base. Thus, the overall
coverage of the CM data base was probably less
than 100% in those years.

The CM records are clearly the most complete
source of RPS failure data. They also include infor-
mation on incipient failures because they show that
many potential problems are fixed before major
system or channel failure occurs. The [IRs are
internal reports and form the basis for LER
reports. Thus, both the LERs and NPRDS are a
subset of these in-plant reports. The NPE includes
a selection of LERs and other scurces available in
the public domain.

The conclusions from this study are based on the
records from only one plant and may not be valid
for all plants. However, the implications are that
the generic data bases may not provide a represent-
ative sample of aging-related failures for a nuclear
power plant. In general, the generic data bases
agree on what system components fail most fre-
guently (top six for frequency of failure). However,
the varicus data bases list quite different failure
causes. Trend data needed for aging studies is not
available from the generic data bases and, except
for major components, is probably not available
from most utility maintenance records either.
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APPENDIX A

AN EVALUATION OF INFORMATION SOURCES FOR AGING
RESEARCH ON REACTOR PROTECTION SYSTEMS

INTRODUCTION

The U.S. Nuclear Regulatory Commission
(USNRC) has established a Nuclear Plant Aging
Research (NPAR) Program to address nuclear power
plant aging-related safety issues. One of the objectives
of the NPAR Program is to provide the necessary
information to maximize the operating plant lifetime
safely. The NPAR Program Plan (NUREG-1144)N!
calls for a phased research program. Program progress
to date has been concentrated in Phase 1 and focused
on (a) identifying the important degradation mecha-
nisms and their impact on piant operations, and (b)
evaluating the methods used to detect and control the
effects of degradation. Specific light water reactor
(LWR)-oriented data bases are identified in NUREG-
1144, as information sources for operating experience
reviews, 1.¢., Nuclear Plant Reliability Data System
(NPRDS) and In-Plant Rehability Data System
(IPRDS).

The objective of this study is to review the informa-
tion available from the generic data bases as well as
selected plant data bases and to identify specific limita-
tons and deficiencies in the use of these data bases for
aging and life-extension studies. Records for the Reac-
tor Protection System (RPS) were chosen because the
RPS was used in a pilot aging study A-2 and the RPS
systern boundaries are well defined in both the genenic
data bases and plant records.

Some questions to be answered regarding the use
of data systems for aging research are:

1. Which, if any, of the generic data bases
contain a representative sample of nuclear
power plant safety systems problems and
failures due to aging?

[

How well do the data bases agree on fre-

quency and cause of the component failures?

3. Isit necessary to examine plant records (go
to the nuclear plants)to get the trend infor-
mation needed for aging research?

4. What additional information needs exist

that are not satisfied by current data

sources?

The generic data bases used in this study were the
Nuclear Power Experience (NPE), NPRDS, and
the Licensee Event Reports (LERs). The plant
records (data base summaries) included the correc-
tive maintenance {CM) records, and the Incident
Investigation Reports (1IRs) supplied by a cooper-
ating utility for a specific plant.

The NPE is available to the general public
through a subscription service for an initial setup
fee and an annual fee. Licensee Event Reports are
compiled and published monthly as NUREG-2000.
Access to the NPRDS is controlled by the Institute
of Nuclear Power Operations (INPO) and that data
base is intended primariiy for use by utilities that
own and operate nuclear power plants and the
USNRC. The 1IRs and CM data summaries are
internal utility documents that are not distributed
outside the utility,

T'he aging research information requirements are
discussed in the next section, followed by a descrip-
tion of the data systems along with some back-
ground and historical information. Then, a
discussion of the application of data bases (o aging
research is given, and finally the conclusions and
references



INFORMATION REQUIREMENTS FOR AGING RESEARCH

Nuclear plant aging is a degradation process that
exists at every level in the plant system. If left unde-
tected and unrepaired, the aging process could
increase risk associated with plant operations. Uiti-
mately, any plant life extension will depend on miti-
gating the effects of aging degradation on
components, systems, and structures. Information
about the plant components and systems is
required for:

1. Identifying the type(s) and location(s) of
significant degradation mechanisms, such
as thermal and radiation damage to cables
in the reactor containment

Characterizing aging mechanisms (materials,
conditions, dynamics, etc.) to improve under-
standing and mathematically model the proc-
esses

=]
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3. Detecting the necessary parameters to
estimate and control aging degradations
(inspection, surveillance, monitoring,
elc.)

4. Determining successful control strategies

(maintenance, repair, replacement,

chemistry/fluence/vibration control,

etc,)

Estimating the life (or residual life) of

components, systems, structures, and,

hence, the plant.

n

Certainly most of these issues have been consid-
ered in the design, construction, and operation of
the plant, but perhaps not in an optimal fashion.
An objective of plant aging research is to provide
the necessary information to satisfy the above
requirements.



GENERIC INFORMATION SOURCES

There are no shortages of data bases that contain
U.S. and international nuclear operating
experience. A3A8 However, the NPE, NPRDS,
and LERs (reported under 10 CFR 50.72 and
10 CFR 50.73) data bases have been the most
widely used information sources. Both NPE and
NPRDS have restricted use based on proprietary
agreements. The plant CM records and the [IR
reports are not found in any data base outside the
utility, although information may be extracted
from these internal reports by the utility to satisfy
external reporting requirements,

It is important for the investigator using a data
base to understand the features of the information
presented, including the purpose, method of data
acquisition, quality control, and any other limita-
tions that may be applicable for the intended use.
The data bases have evolved with time, changing in
response to user needs and USNRC and other
requirements. The references contain important
insights other researchers have gained through the
use of these sources. Comparison may be compli-
cated by the diversity among the sources; therefore,
an integration of appropriate data from each
source may provide the best results. These data
bases provide a broad base from which to assess
overall population trends. Frequently, the LERs or
NPRDS reports from a single unit provide too
small a sample to reach any significant conclusions,
making the use of aggregate experience desirable.
Comparison of the unit experience with trends in
industry experience can be informative.

NPE Data System Description

The NPE was developed and introduced in 1972 by
the S. M. Stoller Corporation at Boulder, Colorado.
This system contains information on boiling water
reactors (BWRs) and pressurized water reactors
(PWRs) available from the public domain, As of
June 1985, the NPE system contained 24,355 articles
on more than 50,000 events. The index and key words
are computerized, which allows a rapid search of the
system for specific articles with titles and reference
numbers to the hard copy volumes. The system is
updated quarterly and appears to be a convenient one
from which 10 obtain generic information on problem
areas. However, the system has no capability, at
present, to retrieve individual vendor component infor-
mation other than major nuclear steam supply sys-
tems. The NPE articles typically conmain more

information than the LER abstracts discussed below
because of the additional research conducted.

Licensee Event Report System

The Code of Federal Regulations requires that
nuclear power plants report significant events to the
USNRC. Those reportable occurrences that occurred
before 1984 were reported to the USNRC in accord-
ance with Title 10 Part 50.72 of the Code of Federal
Regulations; A8 Regulatory Guide 1.16, Reporting of
Operating Information - Appendix A, Technical
Specifications;™9 and NUREG-1061, Instructions for
Preparation of Data Entry Sheets for Licensee Event
Rzpan.s.""o For those events occurring on and after
January 1, 1984, LERs were submitted in accordance
with the revised rule contained in Title 10 Part 50.73 of
the Code of Federal Regulations.A!! Supporting
guidance and information on the revised LER rule are
found in NUREG-1022, License¢ Event Report
Svstem - Descnption of Systems and Guidelines for
Rzﬂpnm'ng.A‘12

Reportable occurrences include personnel error
or procedural inadequacy that (during normal
operation, anticipated operational occurrences, or
accident conditions) prevent, or could prevent, by
itself, the fulfillment of the safety function of those
structures, systems, and components important to
safety that are needed to:

1. Shut down the reactor safely and maintain
it in a safe shutdown condition

2 Remove residual heat following reactor
shutdown

3. Limit the release of radioactive material to
acceptable levels or reduce the potential
for such release.

These significant events are reported to the
USNRC by telephone within 1 hour, with written
follow-up in 14 days. Other events, such as minor
technical specification violations that do not pre-
vent the fulfillment of the functional requirements
of the affected system are reportable in 30 days.

In 1973, the Atomic Energy Commission (AEC)
establithed a computer-based file of information
extracted from the licensee reports, This data system
became known as the LER file, Before Decemnber 31,
1981, the USNRC had two separate computerized data
systems for processing LER information. These
systems were physically located at the National



Nuclear Plant Reliability Data
System

In-Plant Reliability Data System




base was needed to support the IEEE Standard 352
methodology™!4 and this culminated in 1977 with
the publication of IEEE Standard 500.A-15 This
data base contains failure data for generic electrical
and electronic equipment, including sensing
devices. However, it was recognized by the nuclear
community that these components were not the
only sources of concern from a plant risk and avail-
ability standpoint. Mechanical components were
also significant, Because of this interest by the
American Society of Mechanical Engineers
(ASME), it was decided jointly with IEEE that the
future data collection ¢ffort should be sponsored
cooperatively under the ANSI.

In 1978, a joint committee began collecting fail-
ure and repair data from nuclear plant mainte-
nance files. This ongoing data-collection effort

\-9

relied on industry volunteers and some financial
suppurt was obtained from the USNRC initially to
cover administrative costs. Later, the USNRC sup-
ported this data base for use in reliability and
probability risk assessments (PRA). This data
base is unique in that it is a comprehensive collec-
tion of data for a limited number of components
from a sample population of operating nuclear
generating stations. The IPRDS contains popula-
tion, failure, and repair data for the selected com-
ponents. But, because of the limited component
coverage (i.e., pumps, valves, batteries, invertors,
chargers, and diesel geneiators), it was not
included in this comparison of data bases covering
systems. These six components were covered from
seven plants, eleven units. The IPRDS is not an
active system at the present time.



PLANT DATA SOURCES

Plant data sources from a cooperating utility
were evaluated after having extracted what was felt
to be the maximum amount of information from
external data bases coupled with the knowledge
that the data bases contained only a subset of the
recorded operating experience. The in-plant data
was then compared with the information from the
external data sources. The approach used was to
understand the data flow for a particular event
from the plant report describing the event. Then,
trace it to either an LER, NPRDS failure report, or
some other document. The hypothesis is that one
could then estimate the fraction of events that get
reported in externa! data b.ses. Through this proc-
ess, one could get . more complete picture of the
history of the component or system and the value
of the external data bases.

Incident Investigation Reports

Nonroutine events in the plant (including those
that occurred during the pre-commercial opera-
tions phase) are evaluated. This evaluation may
result in an 1IR that captures the important details
related to the event through interviews, analysis of
logs, recorder strip charts, and computer printouts.
The event may or may not require USNRC notifica-
tion. Hence, the LERs for the station are a subset
of the IIRs. The [IRs were reviewed through
April 1985.

Some observations b sed on sorts uf the IR data
base are:

1. Better resolution of information in the

coded fields than LERs and NPRDS fail-

ure reports

Pre-commercial operation events captured

3. Report event frequency relatively constant
up to 1984
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4. Approximately 5% of the events involve
the RPS

S. Coded reporting for LER tracking

6. Infant mortality observable in component
failure searches

7. Learning curve observable in frequency of

reactor trips.

Nuclear Maintenance Data Base

Corrective Maintenance (CM) summaries were
taken from the Nuclear Maintenance Data Base. [t
s also kne 1 as the Component History Data Base
and ¢omains acoct S0 fields of varying lengths,
Tuus is a plant data sy stem that summarizes all CM
reports as a one-line summary, work required refer-
ence number, and date. The CM request can be
obtained when more detail is needed. Any chanpel
or component found deficient during implementa-
tion of calibration and testing procedures would
have a CM request written to correct the problem.
This log is available as computerized printout for
data since 1981 and on microfiche for prior years.

The NPRDS failure reports contain a subset of
the information in these plant data bases. Cur-
rently, there are more than 10,000 components
included in the NPRDS reportable scope for the sta-
tion. Even at that, not all components are report-
able to the NPRDS data base. As one would
expect, the level of detail provided in the plant data
sources on equipment history exceeds that of the
NPRDS.

Only the computerized summaries on CM were
reviewed starting October 23, 1980. Microfilm
records for CM before October 23, 1980, were not
searched because of manhour and cost limitations.



APPLICATION OF DATA BASES TO RPS AGING RESEARCH

A significant amount of knowledge and experi-
ence, including the use of existing data bases, 20
into the design, operation, and maintenance of
nuclear plant systems. In addition, the operating
experience data bases continue to grow as the
nuclear plants age. Thus, the various data bases
provide an important source of information that
¢an contribute to identifying potential failure
modes resulting from time-dependent degradation
or service wear,

The NPRDS was used in a recent INEL NPAR task
study (Reference A-2) as a data source to aid in the
quantification of risk attributable to aging degrada-
tion. For the nine LWR systems analyzed, approxi-
mately one-fourth of the failure events were
categorized as aging, and approximately one-half as
other or unknown. The large fraction of the other cate-
gory reflects the practice of replacing failed compo-
nents without determining the cause of the failure. The
NPRDS data were obtained (3170 failure records) on
the behavior of Westinghouse RPS components
[which included Engineered Safety Features Actuating
System (ESFAS) components] and General Electric
RPS components. The components exhibiting the
most failures were: signal-processing electronics,
transmitters/elements, switches, relays, and power
supplies. This compares favorably with the results from
the LER and NPE surveys discussed below. Failure
events were assigned to one of five failure categories
with the results shown in Tables A-1 and A-2. The large
percentage of events in the other category is again due
to lack of adequate failure analysis to determine the
cause. Aging fraction is defined as the ratio of the esti-
mated aging-related failures to the total failures. Note
that the failure consequence of RPS components is
minimized by redundancy in system design.

An analysis was conducted on 1,402 LER events
reported on the reactor tnp system (RTS) for the
period 1976 to 1981. The majority of component

Table A-1. RPS failure category fractions

from NPRDS
Failure Category Fraction
Design and installation 0.141
Aging 0.233
Test and maintenance 0.060
Human related 0.008
0.556

Other

Table A-2. RPS system effect fractions

from NPRDS
System Effect Fraction
Loss of system function 0.002
Degraded system operation 0.167
Loss of redundancy 0.170
Loss of subsystem/channel 0.393
System function unaffected 0.268

failures were transmitters/sensors, signal process-
ing electronics, and power supplies, with the
majority of failure mechanisms attributable to the
categories of drift, piece part failure, unknown,
and personnel maintenance. Sixty-three percent of
the failures were detected through testing and
thirty-four percent were detected through normal
operations. The evaluation of plant data yielded
comparable results. The gross failure category
results were: S6% were age related (time in sei  ice)
and 25% due to frequency of use (demand).

The NPE search covered 2,487 events over
25 years of RPS experience for all U.S. nuclear
plants (see Reference A-2). The components with
the largest number of failures were: signal process-
ing electronics, relays/breakers, transmitters/
sensors, and sensing lines/instrument piping. The
dominant causes were: operator/inaintenance
error, instrumentation and control (1&C) compo-
nent failure, design/construction error, mechanical
wear, and drift. There is some variation in the
result: of the searches on LERs and NPE due to
differences in the period of time considered, system
definitions and boundaries [i.e., RPS vs. reactor
trip system (RTS)], and the data base structure.
Overall, 50.3% of the NPE data base failures were
identified as potentially aging related. Porentially
agirg related means that further analysis may be
required to identify root cause.

The RPS components are ranked in order of fre-
quency of failure occurrence in Table A-3 for each
of the data systems. While the same components
occur among the top six categories, the order of
occurrence varies somewhat reflecting the subset of
data that comprises each data base. The causes for
the events, however, show a much larzer variation,
as shown in Table A-4



Table A-3. RPS comiponent cateyories ranked by event report frequency

KPS Components LER NPE NPRDS IR M
Sensors/transmitters 1 3 2 2 1
Signal processing electronics 2 1 1 1 2
Relays/breakers 3 2 4 5 6
Power supplies 4 4 5 3 3
Cables, connectors, terminals 5 3 6 6 s
Switches 6 o 3 4 4
Table A-4. RPS failure cause categories ranked by event report frequency

Cause Categories LER NPE 1IR3 (‘_M_? NPRDS®
Drift 1 S — 2 -
Part failure 2 2 — 1 1
Unknown 3 d 3 10 -
Operations/maintenance error 4 1 5 - -
Electrical malfunction s 6 — — —

a. Procedure No. 2, environment No. 4

b Out of calibration No. 3, procedure error No. 4 and connectors, terminals and leaks No. §

¢. NPRDS is primarily a component failure data base (out of calibration No. 2, loose connection No. 3).

d. Other/ miscellaneous

A PWR was selected to determine the number of
RPS events reported by each of the dara sources. A
chronological listing of RPS events for this PWR is
presented in Table A-S, which combines the infor-
mation from three generic data bases and two plant
data systems. A direct comparison of the data
bases over the entire period for which information
is available is difficult because each was set up for a
specific purpose and 4o not cover the same subset
of events. Periods during which data were not avail-
acle are marked on Table A-§ as ND for no data
reported. The source(s) for each event is noted in
Table § with an X in the column if the data base
contained the item, Minor maintenance items (such

A-l

as pens not inking, painting, or changing filters)
were deleted from the CM list, leaving 31 items cov-
ering component failures, component replacement,
calibration, or faults affecting system operation.
Table A-S covers only RPS 1&C events. The engi-
neered safeguard system and scram breakers are not
included.

Table A-6 presents a summary of the data cover-
age over a selected time interval, October 23, 1980,
through April 28, 1985, for which there is informa-
tion available and analyzed from all five data bases.
The percent of the component failure events
included in each of the five data bases during this
period are listed. The data from both the in-plant



Acronyms for Table A-5

FW feedwater PRESS pressure

RTD Resistance temperature device CAL calibration

RPS Reactor Protection System inst instrument

SW switch AUX auxiliary

Ch channel diff differential

TRANS transmitter AMP amplifier

Rx reactor POT potentiometer

o/F Flux/flow Temp temperature

B/S bistable iny inverter

RO reportable occurrence pos positive

Repl replaced neg negative

Rep repair Pwr power

RC reactor coolant SUP supply

P.S. Power supply ND no data reported
X data base contains this item



Table A-5. Chronological list of RPS events from all data sou.ces for a selected PWR

Date

10/23/80
03/10/8%
03/24/81

08/81

08/05/81
09/11/81
11/25/81

12/02/81

12714/81

02/10/82

11/14/82

01/31/83
02/28/8°

06/12/82

12/26/83
02/16.84
03,2984
06,0784
0R,16/84
082084
10/26/84

Description of Problem

Reactor trip module repaired
Ch tripped for no reason

Press trans out of cal (Ro §1-6)
inst, drift

RPS Inst. string errors non-conservative
Rep Pump monitor Ch C
Repl AUX power system CH C

Ch B scaled diff amp failed (O/F B/'S
out of limits)

Ch C contact monitor will not trip (logic
board failed)

Unit runback to 60% due to RC MNow
transmitter failing iow. Op stabilized unit.
Recovered to 100% once CH. was switched
Ch B temp bride: failed

Ch A placed in trip bypass with
(B/S-procedure deficizacy)

Rep pot on top linear amp Ch D

Pump monitor test procedure deficient
(tech spec violation RO-287-81.2)

Ch D flow reading low-replace amp in
transmitter (Ch D trip)

Ch B temp bridge out of cal

RC transmitter failed-Rx trip
Terminal block cracked and biolen
Investigate ieason for reactor rip
Rep Ch D temp

Ch C tripped and low MNow alarm

Rep Ch D O/F tripped

A-14

M

x R X

oxX ok K K

x K x XK K K X

NPE

NPRDS
ND?
ND
ND

ND
ND
ND
ND

WD

ND

LER




Table A-5. (continued)

Date Description of Problem CM IIR NPE NPRDS LER NOTES
11/03/84  Ch A flow cajon jacket leaked X — — X — —
11/21/84  Erratic neutron error inv/rep x e - -~ — —
11/23/84 CTh D temp cal X — — — - 1
01/02/85 Ch C P.S. drift-repl monitor X - — X — —

aux power supply
02/24/85  P.S. connection failure X — — X — -
03/12/85  Rep capacitors pos & neg pwr sup. X — - - - -
03/17/85  Contact buffers 3B will not reset X — - - — 1
03/31/85  RTD failure (normal wear) repl X - — X — -
11/19/85
04/04/85 Changed aux relay (A1-4-14) X — — — - -

(04/25/85  Rep pres SW 419, 3B FW SW will not X — — — — -
open

Note 1. ltems not aging relsted, due to procedure error or other causes Human errors and other obviously non-aging events nat
included in the table.

Note 2: Common-mode problem (¢.g , another component failed causing RPS degradation when RPS working okay, power failure
or moisture affecting more than one component, or grounding problem )

Note 3 ND indicates data not reporwd.




Table A-6. Percentage of events covered by each data base for period of time data was

available and reviewed
Period Covered
Percent of

Data Base From To Events Covered?
M 10/23/80 - 04/25/85 1000
1R 10/23/80 - 04/25/85 2
NPE 10/23/80 - 04/25/85 pX)
NPRDS 02/10/82 04/25/85 36
LERs 10/23/80 through 1983 47

LERs 1/1/84€ through 04/25 /85 .

a. Reference is corrective maintenance records.

b. Some procedural changes may not have CM requests written for periods before that reviewed . Thus, the overall percentage
covered by CM may be less than 100,

¢. Rule change on LER reporting requirements

records and the generic data bases are specific to
the one plant urder consideration.

The following observations are made from the
data for the plant studied:

to

Aging-related events are defined as those
e¢vents that are the consequence of
expected time dependent wear (or degrada-
tion). Also, included are those events clas-
sified as due to frequency of use (or
demand), such as breaker trips. Examples
of nonaging-related events would be design
error, personnel error, or procedure error.
Out of the 31 events listed, 22 are poten-
tially aging related. However, further anal-
ysis would be required to determine the
root cause of many of these events.

Due to redundancy of RPS channels, few
system failures are observed. When system
failures do occur, they are usually the result
of common mode failures of human error,
Because of reporting requirements, some
information may not be known at the time
the report is filed. All information may not
find its way into the reporting system
because of the above or data truncation to
satisfy reporting requirements.

4
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The plant CM records were used as the
standard in Table $§ because they covered
all the events found and were tie most
complete source of information. Only the
computerized summaries on CM were
reviewed starting October 23, 1980,
Microfilm records for CM before October
23, 1980, were not searched becausr of
manhour and cost linu ations. The main-
tenance records also show that many
potential problems are /ixed before major
system or channel fai'ures occur. Thus,
maintenance records al so reflect the incipi-
ent failures to some extent,

IIRs are company proprietary and cover
reportable events such as technical specifi-
cation violations. About 25% of the RPS
events reported in HHRs affected plant oper-
ation. Oaly 10% of the events from all
sources. affected plant operation. In the
other X0%, only one of the RPS channels
was affected and the plant ¢ontinued to
operate on redundant channels. The [IRs
coverad 12%, of the events found in the CM
data base,

From January 1, 1984, to April 25, 198%,
after the reporting rules for LERs were



changed (items reported under
10 CFR 50.73), there were a total of 16
events of which at least 10 involved failed
components. During this period two LERs
and five NPRLS events were reported.
When compared with the information in
the CM data base, 47 % of the CM events
were found in LERs betore 1984 and 6%
after January 1, 1984.

The NPRDS data base contains primarily
component failures. Common mode and
human error events causing system or
channel failures are not included in this
data base unless a system component
farled. Catastrophic component failures

A1

and degradation of components that result
in limits being exceeded are reported,
whereas incipient failures are not. An
example of incipient failure would be
replacing capacitors in a power supply
before limits are exceeded or it fails. Abou:
36% of the CM events were found ir. he
NPRDS data base,

The NPE relies on information in the public
domain. With the change in LER reporting in
1984, the NPE also has fewer events because
LERs were une of the major sources of NPE
data. For the tim= period reviewed for this one
plant, 234 of the (™ ! events were found in
the NPE data base



CONCLUSIONS




Question:

Findings:

Question:

Findings:

Question;

Findings:

systems and components of interest. Since 1982 when INPO took over the NPRDL, 36 of
the failures have been reported as compared 1o the plant mainteiiance records for the one plant
studied. The NPE data base relies heavily on LER input as well as other public domain
material; thus, the change in LER reporting requirements has also affected NPE. Bocause this
study is based on only one plant with maintenance records as a reference, the conclusions
apply only to the one plant, The implications are that the generic data bases fall short of being
representative of all aging related failures.

How well do the data bases agree on the frequency and cause of the component failures?

The relative frequency of failure for the top six componunts was ranked for each data base in
Table A-3. While the same six components failed frequently in each data base, the order of the
relative frequency of failure of the top six varied. In retrospect, this should be expected because
cach data base contains a subset of the total number of events. An even greater variance is
noted in Table A-4 where cause categories are ranked. The large spread in cause category
ranking is due to a number of factors including: number of cause categories and how they are
combined, purpose of the data base, subset of events in the data base, and even built-in biases.
ror example, the maintenance data base had no category for maintenance personnel error. So
the answer is that the data bases generally agree on what items are among the top six in
frequency of occurrence, but cause categories have a wide variation for the reasons discussed
above.

Is it necessary to examine plant records (go to the nuclear plants) to get the t-2nd information
needed for aging research?

All the data bases provide failure data, However, trend data for a particular piece of equipment
is more difficult to obtain from most data bases because of the time eiement. A baseline is
need d from which to observe a change and, thus, establish a trend. Condition monitoring has
besn sne means used to obtain trend iformation. However, trend information, except for
major coi.monents, is probably not available at most utilities. In the future, data bases built on
computer monitoring may provide trend data, but it is not yet available at most plants.

What additional information needs exist that are not satisfied by current data sources?

The current data sources contain historical data on component failures or events. Trend data is
needed on selected higher risk safety-related components. Condition monitoring is ¢iie way (0
obtain such data. The risk assessment associated with aging also needs trend data. One way to
obtain trend data is for utilities to set up computer systems to collect trend data with possible
tie-in to a central data collection facility operated by EPRI, INPO, USNRC, or some national
group.
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APPENDIX B

ACTUATED PART OF RTS
(Scram Breakers and Associated Circuitry)

INTRODUCTION

At commercial nuclear plants there are four basic
reactor trip designs used to initiate reactor shutdown.
These are the designs from the four NSSS vendors:
Westinghouse (W), Combustion Engineering (CE),
Babcock & Wilcox (B&W), and General Electric (GE).
For the actuated part of the RTS, a description of the
B&W scram breaker system and associated circuitry

will be given. The other vendors have similar systems
with some differences as indicated in Table B-1. Even
the same vendor has differences between earlier and
later system models. The one described is shown in
Figure B-1 and is used on seven of the B&W plants. A
brief discussion of the commonly used components in
the actuated part of the RTS will be given first.
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ACTUATED RTS COMPONENTS

The components associated with the scram
breakers include relays, contactors, circuit break-
ers, circuit breaker undervoltage trip attachment,
and circuit breaker shunt trip attachment. This
description is general and it should be recognized
that there are similar components that may onerate
differently from those described.

Relay

A relay is an electrically operated switch and is
generally used in logic circuits. A relay consists of
an electromagnet which, when energized, attracts a
metal lever calied an armature and pulls it against
the force of a spring. The armature ¢can occupy one
of two positions: (1) the electromagnet is energized
«nd, (2) the electromagnet is de-energized. A num-
ber of switchies may be activated by the armature.
The switches are insulated from the armature and
may be either normally open or normally closed
depending on the particular assembly. Some com-
mon relay failure modes related to aging include:
sticking of the armature due to wear, corrosion,
dirt, or other foreign material; open or short cir-
cuits in the coil of the electromagnet; or contact
degradation due 10 corrosion or dirt. Types of fail-
ures in relays is covered in Reference B-2

Contactor

Contactors are capable of carrying larger currents
than relays and are generally used in power circuits for
small motors, Otherwise, they are similar to relays with
a coil, armature, and contacts. The same type of relay
failure modes also apply to contactors. Comtactors are
used on GE plant trip systems.

Circuit Breaker

A circuit breaker is also a switch, but is designed
to interrupt large currents such as those that might
€Xist in a ¢ircuit with power cables to a large motor
This type of circuit breaker includes design features
which contain, suppress, or dissipate arcs which
may occur when the contacts interrupt a large cur-
rent. Circuit breakers used in reactor trip systems

close against a strong spring force and are latched
in the closed position. Tripping (opening) is accom-
plished by releasing the latch mechanism and
allowing the springs to rapidly force the breaker
contacts apart interrupting the current through the
contacts. The latch may be released either by a
mechanical linkage or by an electromechanical
device with remote control. The mechanical linkage
is used for manual tripping of the breaker. When
the electromechanical device of the scram breaker is
actuated, it releases the latch, thus opening the con-
tacts and interrupting power to the control rod
drive mechanism (CRDM).

Undervoltage Trip Attachment

The undervoltage trip attachment is essentially a
solenoid, It consists of an electromagnet which,
when energized, attracts a plunger or lever against a
spring. The plunger or rod is connected through
mechanical linkage to the circuit breaker latch
mechanism. When the electromagnet 18 de-
energized, the force of the spring releases the latch
mechanism causing the circuit breaker to open. The
circuit breaker should remain closed whenever the
electromagnet is energized. This means the coil
must be designed not to overheat when energized
for long periods of time.

Shunt Trip Attachment

The shunt trip attachment is similar to the
undervoltage trip attachment except that the circuit
breaker remains closed when it is de-energized. Ener-
gizing the shunt trip attachment results in opening the
circuit breaker. The shunt trip devices are simpler than
the undervoltage devices in that they are energized for
only a short periad of time before the circuit breaker
latch mechanism releases.

Outside the nuclear industry the shunt trip
attachments are normally used ratiier than the
undervoltage trip artachment. The undervoltage
trip attachments are used in the nuclear industry in
order to satisfy the fail safe design criteria, (Gen-
eral design criteria 23 of 10 CFR S0 Appendix A).
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TYPES OF BREAKERS

Most of the PWRs employ breakers in their trip ers. The B&W and CE plants (except Palisades and
systems. The G.E. BWRs use contactors instead of Fi. Calhoun) use the General Electric AK-2 ¢ircuit
breakers. The Westinghouse plants use the breaker, Palisades and F'. Calhoun use a contactor
Westinghouse DB-50 and the DS-416 circuit break- arrangement in their trip systems,
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OPERATING EXPERIENCE

All three types of breakers have experienced fail-
ures, most of which involved the undervoltage trip
relay aitachment. Causes of failures in the DB-50
series breakers were attributed to dirt, broken parts,
and mechanical binding of the undervoltage trip
attachment. Wear and lack of lubrication were also
contributing factors, A few were failures of the electri-
cal coils and one was attributed to the undervoltage
trip attachment not exerting enough force. B3 The
AK-2 breaker failure causes were attributed to either
binding within the linkage mechanism of the
undervoltage trip attachment and trip shaft or out-of-
adjustment conditions in the linkage mechanisms. B4
Inadequate preventive maintenance programs were
also a contributing factor,

At CE plants a more diverse (ripping arrange-
ment is used in which both the shunt trip and the

B-11

undervoltage trip attachments operate simultane-
ously to open the breaker. A failure in either device
might not be recognized during a scram. The peri-
odic tests used at CE plants should verify the trip
function of the undervoltage attachment inaepen-
dent of the shunt trip attachment B-*

Problems with the DS-416 breaker were related
to des gn or quality assurance. The DS-416 is a
newer design and is used on about 2§ plants, The
most recent failure of the DS-16 occurred on
July 2, 1987, This failure probably did not Pave
generic implications, but indicated that an
enhanced maintenance program should be
considered. B-6 The LER dataB"7 summaries and
the IE bulletins (References B-4, B-§, and B-8
through B-17) cover the failures on all three types
of breakers in more detail,
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GENERIC IMPLICATIONS FOR THE RTS

The types of failures experienced with scram break-
ers are of the type generally considered to be candidates
for common mode failurer. The undervoltage trip
attachments are complicatea and requirz careful a.ten-
tion to maintenance, lubrication, and adjustment.
There is potential in all the NSSS designs for common
ceuse failure of identical or similar components to
result in a failure to tnp. This is a failure which is some-
times referred to as the ursafe direction. A component
failure which causes the reactor to trip would be

R-13

referred to as the safe direction. Thus, the Jifferent
component failure mocdes have different system effects.
The aging related failures experienced with the unde-
rvoltage trip devices have been preventing trips whereas
the human errors associated with testing and mainte-
nance have tended (0 increase false trips. The false trips
will tend to decrease the life of the breakers and associ-
ated components. Breakers have a finite life in terms of
cycles. For example, Westinghouse rates the life of the
widervoltage trip device at 1230 cycles (Reference B-1).



CONCLUSIONS

Improper maintenance, lubrication, and aging has
contributed to the failure of electrical coils and the
weakening of springs. The actuated part of a B&W
system RTS was discussea. At least two components
must fail before the system will fail. Most of the prob-
lems with the scram breakers in PWRs have been with
the undervoltage trip device. The undervoltage trip
device failures have occurred with all three types of
breakers in use at nuclear plants. Aging has contrib-
uted to the wear and sticking of release mechanisms.
Corrective measures have included enhanced mainte-

B-14

nance, with more attention given to penodic lubnea-
tion and adjustment of breakers.

System failure modes due to component failures
can be either in a direction to cause a trip (a safe
direction) or to prevent a trip (an unsafe direction).
The undervoltage trip device failures have tended to
be in the unsafe direction. Since the undervoltage
trip device sticking problem could affect any of the
breakers, there is potential for a common mode
failure in two devices which could then prevent the
reactor from tripping.
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Relays are used in the RPS and other salety
related systems for logic actuation. The number
and type of relays used varies depending on plant
design. A few of the more noted relay problems wili
be discussed and the effect on RPS operation
assessed  Problems with undervoltage trip relays
were discussed in Appendix B as part of the scram
breakers.

USNRC Information Notice 82-02¢ 4 identified
a problem with Westinghouse Type NBFD relays
uscd in some RPS systems. The relays were used in
parallel and in the energized state. The failures were
in a safe direction, that is if the second relay also
failed it would trip the reactor. Replacement coils
were recommended for those relays. However, IE
Information Notice 82-54 alerted utilities that a
higher than expected failure rate was experienced
with the replacement coils. The problem was attrib-
uted 1o coil filler epoxy which flowed during service
nto the plunger cavity which inhibited the relay
from de-energizing when power was removed. This
type of failwie would be in the unsafe direction.
This problem was resolved by replacing suspect
coils, enhanced inspection, and testing of this type
of relay. o

IE Bulletin 84-02C-5 provided information on
the failure of the General Electric type HFA relays
used in IE safety systems. These relay failures all
involved relays that were continuously energized in
ac circuits and failed to open when de-energized.
The cause of relay failure was the deterioration of
the coil wire insulation as a result of the effects of
aging. The failure mechanism began with wire insu-

lation failure resulting in shorted turns causing
increased coil temperature and eventual coil failure,
The exposed coil would melt and deposit materials
on the armature and contacts which would cause
relay failure. Common mode failures could result
in failure of the reactor trip function. The resolu-
tior of this particular problem was 10 replace the
HFA relays with the GE Century series HFA relays
which use a high temperature wire and a high tem-
perature material Tefzel for the spool. Enhanced
testing and inspection was also recommended.

Similar end of life failures were reported in 1E
Notice 84-20C-6 cn the Agastat GP series relays. In
this case, failure 1o operate properly was the result
of the nylon movable contact arm coming in ¢con-
tact with the barrier strip on the relay base. This
mechanical interfercnce prevented the relay contact
from changing state.

After testing by General Electric and Amerace it
was determined that these were also end-of-life fail-
ures, A design change was made by the manufac-
turer (o correct the problem with the mechanical
configuration and tolerance. The qualified series
life for the Agastat GP series relays was 4.8 years in
the energized state and 10 years in the de-energized
state. In this case the 18 month surveillance inter-
val may not be appropriate. More frequent testing
of the relays :« recommended.

GTE Sylvania relays in service on ESFAS systems
had a similar end-of-life coil failure problem.
Although in this case the manufacturer had not
specified a service life for these normally energized
relays.



CONCLUSIONS

Relays are subject to the effects of aging. For the
relays used in the RPS the predominant degrada-
tion has been with coils, contacts, and binding. The
frequency of burnout of ¢oils is higher for continu-
ously energized coils than for the de-energized ones
by about a factor of 2. Other thermally induced
problems have occurred, such as the shrinkage of
plastic frames for relays. The effects of relay fail-
ures on the RPS depends upon whether or not the
failure is in a safe directiun (cause a trip) or in the

unsafe direction (prevent a trip). Common mode
failures in the unsafe direction would be the worst
case. However, once a failure has occurred, a failure
analysis should be performed to determine the
cause, sO approptiate preventive measures can be
taken. Only 0.7% of component failures in RPS
systems have resulted in loss of total system func-
tion according to NPRDS data. The low system
failure rate is due to redundancy built in the RPS
systems.
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