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Abstract

The objective of the Improved Eddy-Current ISI for Steam Generators program is 1o upgrade and validate
eddy-current inspections, including probes, instrumentation, and data processing techniques for inservice
inspection of new, used, and repaired steam generator tubes; to improve defect detection, classification and
characterization as affected by diameter and thickness varations, denting, probe wobble, tube sheet, tube
supports, copper and sludge deposits, even when defect types and other variables occur in combination: to
transfer this advanced technology to NRC's mobile NDE laboratory and staff. This report provides a description
of the application of advanced eddy-current neural network analysis methods for the detection and evaluation of
common steam generator tubing flaws including axial and circumferential outer-diameter stress-corrosion
cracking and intergranular attack. The report describes the training of the neural networks on tubing samples
with known defects and the subsequent evaluation results for unknown samples. Evaluations were done in the
presence of artifacts. Computer programs are given in the appendix.
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Data Analysis for Steam Generator Tubing Samples’

C. V. Dodd

Introduction

The major cause of plant downtme in pressunzed-water reactors (PWRs) is degradation in the tubing in stearn
generators. Due to the high inspection speeds. eddy-current testing has been the prnmary inspecton tooi for testing
of steam generator tubing. The Nuclear Regulatory Commission has funded development work since 1977 at the
Oak Ridge Naticna: Laboratory (ORNL) to improve the eddy-current inspection of the tubes in steam generators

Recent developments have concentrated on the improvement of probes and data analysis methods for
eddy-current testing. In order to test and further develop the eddy-current inspection methods deveicped at ORNL.
2 set of tubing samples was fabricated from Inconel 600, with a tube outside diameter (OD) of 0.875 in. and a wall
thickness of 0.05 in. This set of 24 tubes included 16 tubes with axial OD stress-corrosion cracking (SCC), 5 tubes
with circumferental OD SCC, and 3 tubes with intergranular attack (IGA). All of the defects were on the outer
surface of the tubing. The majority of the degradation expenenced in the field is on the tubing outer surface, and
this surface is much more difficult to inspect. (With the proper technique, the inner surface can be inspected with
much greater accuracy.) These samples represent a difficult challenge to the eddy-current inspection system.

Traditional efforts to fit eddy-current readings to the properties of the tube used standard statistical least-squzres
methods More recently, neural networks have been shown to be much better at fitting the readings to the tube
properties. The tube property examined in this study was the defect depth, and neural network inspection methods
were successfully used to determine the depth.

Ali of the 24 sample tubes were tested using the ORNL-developed scanners along with two standard tubes. In a
laboratory simulation of the actual steam generator. the sampies and tubvs were scanned using OD “artifacts”
consisting of ferrite to simulate magnetite and steel to simulate the tube supports. After the data were acquired,
23 of the tubes were examined using metallography. and the metallographic results for 15 of the 23 tubes were
supplied These results. along with the readings from the standards, were used to train the neural network to
recognize the defects in the tubing. The manner in which the metallographic results were reported allowed as
many as 83 points from a single tube to be included in the training set for defect depth for the neural network. The
eddy-current readings are capable of producing a profile or contour of the degradation on the tubing. If the
metallography is performed in a manner to allow a contour to be obtained, then the data are much more valuable
and will allow the fit to be improved considerably

The neural network correletion had to be applied to the training program on a point-by-point basis, and as the fitting
progressed. additional points could be located and included in the fits. In a few instances the metallographic data
were furnished in a manner such that only one point per tube could be included for correlation with defect depth.
Poirits in “clean” sections of the tube were also included to train on “good” tubing. This improves the signal-to-notse
of the test  After the network was trained on the known samples. a “blind test” was performed on the remaining
eight tubes to demonstrate the abiity of ecdy-currents to measure the defect depth. After these results were
reported. the data from the eight additional sampies were made available so that further training was possibie.
Some of these data were included in the network training, and another test was performed on the entire set of

24 sampies. These results were ther reported

Plots of the defect depth obtained from the eddy-current readings and from metallography were made for the
samples that had adequate metallographic data. The eddy-current coil tends to average over a volume of the tube,
and the metzilography only measures at discrete points (approximately every 0.1 in.). For “point defects” there will

Research sponsorad by the Dffice of Nuclear Regulatory Research Division of Engineenng. U S Nuclear Regulatory Commission, under
interagency Agreement DOE 1886-8100-8L with the U S Department of Energy under contract DE-AC05-960R22464 witi: Lockheed Martin
Energy Ressarch Corporation
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be no eddy-current response. and the metallographic measurement will produce a result only if a “cut” 1s made at
that point  The effect of this 1s shown on the graphic plots There are instances were the metailography and the
eddy-current result give cotitours that match very well. and cases where the contours do not match. The latter case
includes defects that are observed on a single cut with the metallography Along with the computation of the defect
depth. training was also performed for computation of the presence of OD artfacts consisting of tube supports and
the presence of magnette A separate subroutine was wrtten to compute these tube properties. using a different
set of weights for each property

The different computer prodrams used for training the neural network, for performing the calculations of the tube
properties. and for manipulating the data are given in Appendix A

Probe Design

The probe design was defnved from both analytical and expenmental techniques The analytical methods used a
‘point defect” model based on early work by Dodd and Deeds,' and on volume integral models developed by
Sabbagh and Associates © Both methods gave shightly different results. and both have some limitations The final
design also used expenmental verifications The P90 probe represented the best compnse between coverage of
the entire circumference of the tube with 16 coils and resolution of smail defects. The design curves for the

P80 probe are given in a report by Dodd and Pate.’ and will not be repeated here The result of expenmental
measurements made on electrodischarge machined (EDM) notches (see Figure 1) shows the response of the
P80 probe as the notch was moved from the coil center. The coil has over 70% of the response when the notch s
at the edge of the coil as it does when the notch 1s centered in the coil. The edge of the notch is 12° from the coil
center. and with an array of coils, the maximum spacing would be 1125 This coverage represents the best
compromise between 100% coverage for the entire circumnference with a 16-coil array and resolution to small
defects. Both the sphencal- and cylindrical-shaped probes were tested and gave similar responses. The
sphencal-shaped probe tended to nde the si’,*ace better and had less iiftofi noise The cylindncal-shaped probe
tended to chatter more as it moved along the. turface of the tube A drawng of the P90 probe 1s shown in Figure 2

vbs003 raw

Figure 1. Scan of a 40% electrodischarge machined notch with the
P90 sphernical probe.

n
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Recess coil C.005 in. below surface ————

\ P90B Pancake Coil /

\\ i /’
i

Shoe J

Coil id = 0.120 in.

Coil od = 0.240 in.

Coil length = 0.010 in.

Wind with 100 turns of no. 44 wire,
4 turns per layer, 25 layers

Figure 2. P90 spherical probe.

The coil is mounted on a spherical-shaped shoe with a diameter shightly under that of the tube inside diameter
(0.775in.). The coil is wound flat and then contoured to the shoe The coil is coated with 2 0.005 in. layer of epoxy
as a wear surface.  The wear of this type of probe is less than that of the rotating pancake, and the probe velocity is
much less

Eddy-Current Data Acquisition

Data were acquired from EDM notch standards and from the 24 sample tubes furnished by Pacific Northwest
Laboratones (PNL). Two different EDM notch standards were used, one consisting of circumferental notches and
the other consisting of axial notches. in both standards. the norminal notch depths were 20, 40. 60, 80 and 100%
The actual values were used for the fiting equations  in Figure 3 we show a drawing of the circumferential notch
standard. This standard also incorporated liftoff in the form of an epoxy coating on the inside of the tube. The
thicknesses of the steps in this coating were 0.004 and 0 008 in. The inclusion of liftoff is essential to the proper
setup of pancake coils, and this should be done for all pancake coil inspections (not just ORNL-developed tests).
Scans were made with the ferrite ring (to simulate magnetite) and the tube support ring in different locations on the
standard. No readings were made on the copper ring The inital training was done on this standard; then the
standard with the axial defects was used Several trial scans were made to center the coil on the axial defects, and
then scans were made from -12° of the center value to +12  in 4 increments. After centenng, the axial data were
also added to the data from the circumferential standard Next. scans were made on the sample tubes furnished by
PNL.
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Figure 3. Circumferential notch standard used for training the neural network.

In Figure 4 we show a view of how the sampies were scanned. Eighteen of the 24 tubes were scanned with the OD
artfacts (the ferrte and the tube support) at different locations with respect to the “defective” regions of the tube.
This was not done for vanous reasons on the remaining six samples The data were recorded at four frequencies
(520. 260 180 and 60 KHz), every 0.030 in_ along the tubing. The readings were repeated every 22.5° around the
circumference of the tube to simulate the scan of a 16-coil array probe. The first set of measurements was made
with the OD artifacts moved completely away from the defective region Then. five additional sets of measurements
were made as the artifacts were moved through the defect region  The junction of the ferrte and the tube support
produces a larger signal than either by tself and is therefore more difficult to compensate for in an actual test. This
‘Junction” frequently occurs in the steam generators. when the magnetite grows next to the tube support, or on top
of the tube sheet. The scanner moves the probe toward the open end of the tube, the artifacts are moved toward
the closed end of the tube. and the tube is rotated by the scanner The probe motion is controlied by the x-axis of
the scanner the artifact moton by the y-axis of the scanner. and the sample rotation by the z-axis  The positive.
x-axis motion of the scanner (ET Distance) can be related to the distance from the open end of the tube

(Met. Distance) by the relationship:

Met Distance = 9 492 - ET Distance

— Ferrite Ring
/"~ Support Ring

——————————————————————————— -~ ————— - - —————— e -

Blupeed

- Probe Motion Artifact Motion—>

Figure 4. Scanning of samples.
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Metallographic Data Acquisition

The metallographic data are converted to have the same onentation as the eddy-current data. Most of the
metallography was done by PNL. The metaliography on the axial OD SCC was performed in @ manner that gave
multiple defect depths at a number of axial and circumferental locations along the tube Contour plots were made
of the metallographic data from these tubes and compared to the eddy-current depth predictions In addition. the
metailography for the circumferential OD SCC was done at different points around the tube circumference
However, there 1s no information on the axial location of the circumferental defects The eddy-current readings
indicated that there was some axial vanation. and pulled tube results have also confirmed this For future
metallographic results, all of the information should be obtained and given. For most of the IGA samples and for
one of the axial OD SCC samples. only the maxmum measured defect depth was given. This results in only a
partal data set that does not allow optimumn correlation with the more detalled eddy-current data. An even better
data set would result from leak and burst tests on the sample and correlation of these results to the eddy-current

readings
Data Fitt'ng on the Initial Training Set

The readings were fitted to the properties using a back-propagation neural network A simplified neural network 1s
shown in Figure 5. The input layer consists of the real and imaginary parts of the magnitude and phase for each of
the four frequencies. There is also a bias layer that is used. so there are nine inputs The number of neurons in the
feature extraction layer can be vaned. The output layer consists of one property that we wish to fit (there can be
several but for simplicity we used only one) and a bias layer A separate network is used for the other properties
that we may want to fit. The fitting program is given the value of the property to be fitted and the value of the
readings. It will then deterrmine the weights that will best match the properties to the readings using an iterative
precess The program was first run for only the scans of the c'rcumferential standard, shown in Figure 3. Next, the
axial standard was added. Most of the training was done using the program bpnd.c for the defect depth, since
depth was the major concern. However. the programs bpnt ¢ and bpnf.c were run to obtain fits of the readings to
the presence of tube supports and to the presence of ferrte. Thus. one set of weights will give the defect depth,
one set will give the tube supports. and one set will give the presence of ferrite

output layer

/ / /~\| Feature
CY () ’T‘\ @ Extraction
W/\y ; >>< \Layer

XK

el AR oS

input layer

7 /
/- /
/

N
./
Figure 5. A simplified neural network.
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After the training on the standards. the propertes for the known samples were computed While the defect depth
was supposedly known, the exact location for the reading was not In the future better coordination between the
metallography and the eddy-current measurements should be attempted The circumterental defects were added
first since they were the easiest to match However the metaliography did not give any axial information, while the
readings show a difference in axial postion. along with possible multiple cracks. around the tube circumference
Since only one value was given for the IGA. this value was assigned to the deepest depth. However. for most of the
axial defects, the depth was furnished as a functon of distance from the tube end and as a function of
circumferential postion. While this information 1s much more difficult to obtain. it s much more valuable For these
defects, a metallographic depth contour plot was obtained. and this was compared to the eddy-current depth
contour piot

The rotation and axial distance of the two plots were adjusted to allow the two contour plots to fall on top of each
other. When there is a good match between the positions of the eddy-current readings and the metaliographic
measurements. the rms error in defect depth can be small. but if we try to fit the readings to defects in the wrong
place. this error will remain large. However. since we are using the readings from 40.000 locations for this fit
indmidual mismatches are not as noticeable  The axial OD SCC samples were added one at a ime and the
training program run and evaluated for each The large. single defects were run first As the fit improved. more
details from the eddy-current readings could be matched to the metailographic data. and these were included This
was a very ime-consuming process since the code for the depth and location of each of the points had to be
written. Along with the defect depths for the regions that were defective. regions that had no eddy-current readings
were selected, and these were assigned a zero depth A significant number of these zero points were chosen, and
this had the effect of considerably reducing the noise. Also, small vanations in conductivity, permeability, and wall
thickness were reduced After using these methods good results were achieved

A study was performed on the relationship between the number of nodes in the intermediate layer and the rms error
in the fit of the properties to the readings. It is generally believed that too many nodes will reduce the abiiity of the
network to “generalize” and recognize new combinations of properties that it has not previously seen. The response
would be more ‘'memonzed " Too few nodes will not allow a good fit of the properties that are present. After
running the program with a number of different nodes in the middle layer. it was determined that 17 nodes in the
hidden layer gave the smallest least-squares error (about 3% of the wall thickness)

Blind Test Results

After the weights were computed. the data were processed for the eight blind samples. The maxmum defect depth
for each sample was determined These data are given in Table 1 Also included in the table are the
metaliographic resuits, furnished after the eddy-current results had been submitted Note that metallography was
not performed on sample E-11-06. It was decided to retain this sample for further study and reference purposes
The agreement i1s good between the two, particularly considenng the nature of the defects and the nature of the
scanning. If the defect is at the edge of the probe. the reading can be low by 30%. For a “point” defect, the
eddy-currents will not aven detect this type (nor will it be detnmental to the tube service). As can be seen from the
plots that are shown later, many of the axial OD SCC types of defects fell in this category. In addition, since the
metallography is only performed every 0.1 inches. for irregular-shaped defects the maximum depth determined
from the eddy-current response can be considerabiy different from the metallographic value. In some instances,
clear eddy-current readings were observed where no metallographic depths were given A correlation between the
eddy-current readings and the bottom-line maternal properies such as burst pressure and leak rate wouid be more
useful This fit would probably be better since the small “point defects” that have no effect on the eddy-current
readings also have no effect on these properties

NUREG/CR-6455 6



Table 1. Eddy-current and metallographic depths

Sample Depth (ET) Depth (Met.)
2-12 24% 22%
4-11 91% 100%
5-08 48% 26%
B-10-10 43% 48%
B-63-07 77% 69%
E-11-06 73% X
E-13-06 78% 73%
F-08 67% 38%

Additional Training Results

After the metallographic data were made available for the blind-test samples, some additional training was done
Three of the tubes with metallographic data were added to the training set. This allowed the data fit to be improved
enough that a number of additional points from tubes with previous metallographic results could be added to the
training set. After these points were added, additonal training was done. in Table 2 we show the tube number and
the training that has been done. Some of the tubes are used for zero values only, and others are used both for zero
and defact values. The axial and circumferential standards contribute 7 525 data points to the data set, and the
samples, at the present, contribute 31,765 points, for a total of 39.290 points. If the data are taken with OD
artfacts, each locaton will contribute six points to the data set. |f not, each location wiil only contribute one data
point. Some of the tube data were not used because it was thought that the values would bias the results in an
undesirable direction. Other tubes were not used because the defect reported by metallography did not give a
clean eddy-current signa! that could be identified. Tubes that had OD artifacts were added to the set hefore those
that did not because the former furnished more data points to be fitted. Finally, tube E-11-06 has no. been
analyzed with metallography. Since the last training has been done, several defects have been identified that could
now be added to the data set.

When the initial training was performed, a study was run to determine the optimum number of nodes in the hidden
layer of the neural network. This study was repeated afier the size of the data set was increased. The optimum
number of nodes for the least rms error increased from 17 to 23 This was probably due to the increase in the
complexity of the data set.

Comparison of Eddy-Current and Metallographic Results

The best way to compare the metallographic and eddy-current results is to use plots of each This allows the
reader to visually match the two methods of expenmentally measured defect depth.

Since both methods are expenmental. there are errors associated with each. The metallography will be more
accurate for determining the defect depth at a given point. However, there is no guarantee that the point at which
the depth is measured is the maximum depth. For very irregular defects, such as OD SCC, the chances are that
the metallography was not done at the maximum depth With the eddy-current measurement of depth, the defect
influence on the eddy-currents is more of an average of the defect depth.  The correlation to depth for irregular
defects will probably not be any better than 20% However. the eddy-current response is a much better predictor of
the burst and leak performance of the tube than the maxmum depth  Studies performed for the Alternate Plugging

7 NUREG/CR-6455



Table 2. Summary of data points used for training

Tube Defect Defect points Zero values

number type used values used
2-08 L-OD sSCC° 2 1 Yes
2-12 L-OD scc* 0 1 No
4-11 C-OD sccC* 5 1 Yes
5-01 IGA® 18 6 Yes
5-08 IGA* 0 6 No
5-14 IGA® - 6 Yes
B-10-02 L-OD scc* 24 6 Yes
B-10-10 L-OD scc* Al 6 Yes
B-30-02 L-OD scc’ 16 6 Yes
B-45-06 L-OD sccC* 30 6 Yes
B-48-05 L-OD scC* 33 6 Yes
B-49-09 L-OD sCC* 17 6 Yes
B-55-08 L-OD scC’ 24 6 Yes
B-59-10 L-OD sccC* 28 6 Yes
B-62-09 L-OD sCC* 29 1 Yes
B-63-07 L-OD sCC” 83 1 Yes
E-11-06 L-OD scC” 0 6 No
E-13-06 L-0OD sCC* 0 1 Yes
F-08 L-OD sccC’ 0 6 Yes
L-14-06 L-OD sccC’ 21 6 Yes
W-23-03 C-0OD sccC’ 5 6 Yes
W-23-08 C-0OD sccC* 1 € Yes
W-23-10 C-0OD sccC’ 0 6 No
W-40-07 C-OD scC’ 1 6 Yes
‘0D = Outside diameter
*SCC = Stress-corrosion cracking
IGA = Intergranular attack

NUREG/CR-6455 8



Critenia (APC) have shown that OD SCC defects 100% deep can have iittie effect on the burst pressure and no
leakage Therefore, the eddy-current readings are more usetul than the metallography for determining steam
generator tube integrity

In Figure 6 we show a contour plot of the calculated eddy-current clepth measurements  The height of the plot
represents the defect depth, and the distance along the tube anda the circumference around the tube are along the
other two axes In Figure 7 we show a plot of the metallography data. There s very good correspondence between
the two plots. There is a roll transition and a tube support ring at the edge of the defect. These artifacts have been
well suppressed by the neural network

There was not enough metaliographic data furnished with the IGA samples (usually only the maximum depth) to
make a plot of this type of defect In Figure 8 we show the plot of the eddy-current data for this type of defect. For
IGA the conductivity and therefore the eddy-current signal depend on the manner in which the IGA was formed
This can be predicted to some extent by the location of the IGA in the generator This particular IGA sample seems
to have a relatively low conductivity and therefore a high eddy-current signal. The other IGA sampies in the study
had a higher conductivity and therefore a lower eddy-current signal. The mechanical properties do not seem to
depend on the conductivity of the IGA but on the extent of the IGA

The most interesting tubes are those with axial OD SCC. The metallography on all but one of the tubes was
performed in a manner that allowed multiie metallographic data points to be obtained This allowed a large
number of readings to be obtained from each tube, greatly increasing the value of the sample to this study. In
Figure 9 we show a tube with axial OD SCC. This tube, B-63-07_ has several long, distinct cracks and allowed a fit
to be obtained for 83 different positions along the tube Unfortunately, the OD artifacts were not used on this tube .
s0 only one point was obtained for the data set at each location. When Figure 9 is compared to the plot of the
metallographic data. as shown in Figure 10, all of the cracks with any appreciable length can be easily located and
dentfied Both the size and location of the defects compare very well. This i1s an example where there is quite
good agreement between the eddy-current data and the metailographic data. This good agreement is due to the
nature of these particular cracks. which for the most part are large and fairly regular. For the small, pointlike
defects, the agreement 1s not nearly as good. The eddy-current coil response is averaged over the effective coil
field, and point defects do not contribute any significant amount to this signal

in Figure 11 we show the defect depth computed from the eddy-current readings for a tube that has many small,
short defects Note that there is very little response from the eddy-current probe, which is giving readings in the
10% depth range. In Figure 12 we show the piot of the metallographic data for the same tube. This tube
demonstrates the two cases where the eddy-current readings give the poorest representation of the metallographic
data The defects in this tube are all under 20%. which 1s about the threshold of detection for this type of pancake
coill. They are aiso. for the most part. point defects detected only at one axal location and then not detected again
The method of plotting interpolates the defects back to zero over one chart division (about 0.1 in.). However, there
are no data to support this conclusion, nor any other about the shape of the defect since the metallographic
sections were taken at about 0.1 in intervals. The redeeming factor is that this defective region has no significant
effect on the properties uf the tube that are of concern to us. such as burst pr: ssure and leak rate. This sample is
the exception rather than the rule, and most samples looked more like the ones in Figures 9 and 10.

As mentioned earlier, the neural ne*'work was trained to compute three different tubing properties’ the defect depth,
the presence of a tube support, and the presence of magnetite The latter two properties are not considered as
important as the defect depth. and less effort went into their training. The main goal was to determine if the artifacts
were present or not The network does such a good job of suppressing these artifacts for the defect depth
computation that it is difficult to know the location of the probe in the tubing. The neural network was able to perform
these computations using only 15 nodes in the hidden layer An arbitrary value of ten was assigned if the artifact
was present, and zero was assigned if the defect was absent This allowed the color contour plots on the Hewlett
Packard 755 workstation to be superimposed on the defect plots without overshadowing the defect depth plots. In
Figure 13 we show the computed magnetre for the tube sample b-10-02 The magnetite extends from 4.0 to about
4 6 and 1s produced by a ferrite nng around the tube The axial region 4 6 and greater has no OD artifact. Notice

that the defect residual signal does not appear to any significant extent on the bare tube or on the magnetite,
aithough there 1s a Ittle noise nding on the magnetite
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4-11 cal

Figure 6. Defect depth from eddy-current readings for C-outside diameter
stress-corrosion cracking defect.

Ty

Figure 7. Plot of metallographic data for C-outside diameter stress-corresion
cracking defect.
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5-08 cal

Figure 8. Pilot of eddy-current depth for intergranular attack defect.

b-63-07 cal

Figure 9. Depth from eddy-current readings for axial outside diameter
stress-corrosion cracking defect.
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b-63-07 met

Figure 10. Plot of metallographic data for an axial outside diametar
stress-corrosion cracking defect.

Figure 11. Calcuiated defect depth for axial outside diameter
stress-corrosion cracking.
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«-12 met

Figure 12. Plot of metaliographic data for axial outside diameter
stress-corrosion cracking.

B-10-02 mag

Figure 13. Property magnetite computed from the eddy-current readings.
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The effect of the magnetite on the computation of the defect depth is of more importance since this i1s a measure of
the ability of the neural network to compute the desired property in the presence of combinations of undesired
propertes. Magnetite was chosen as the example to display since it produces a larger signal on the raw readings
than the tube-support nng does. In Figure 14 we show a plot of the defect depth with magnetite present  The raw
readings in Figure 13 are the same raw readings that are used in Figure 14 These readings are processed by one
set of weights to give Figure 12 and another set to give Figure 14 In Figure 15 we show a plot of the calculated
defect depth without the ferrte nng. or with noc magnetite  Notice that the presence of magnetite has very Iittie effect
on the calculation of the defect depth This particular sample represents an extreme case The defect chosen as
magnetre 1s less on larger defects that have more eddy-current signal

To summarnze, Figure 13 1s a computation of magnette, which shows the location of the magnetite ring with very
little defect residual present. Figure 14 1s a computation of defect depth with very little magnettte residual present,
and Figure 15 1s a computation of the defect depth without the magnetite present  These figures demonstrate the
ability of the neural network when it is trained on the proper samples. These resuits are much better than those
obtained using least-squares techniques to perform the same type of analysis. The nonlinear features of neural
networks are better matched to tha nonlinear responses of eddy-currents

After the new samples were added to the computation of the weights and addtional points were added from the old
samples. another prediction was done to determine the defect depth The best estmate on all of the tubes using
new weights is summarnzed in Table 3 As noted before, sample E-11-06 has not been sectioned. However. the
eddy-current depth prediction s still given. The computer codes used for this prediction are in Appendix A These
results are quite good when the rregular nature of the defects s considered

Summary and Conclusions

Neural networks were applied to fit data from standards and realistic laboratory samples to readings obtained from
an eddy-current probe This method gives resuits that are considerably better than those obtained for the
least-squares fiting methods. The method of performing the metallography can increase the value of the data for
this study considerably.  Both the axiai and circumferental location of the defects should be recorded along with the
defect depth  This increases the usefuiness several fold when compared to recording only the maximum depth. If
the data were reported in a table similar to the defect tables in Appendix A, that would reduce the amount of work in
making the metallographic defect plots considerably

The maxmum defect depth has been considered the property of most importance in the eddy-current test.
However, the performance of the tube i1s influenced by many other properties, such as the defect length and any
‘bndging” that the defect may have Also. the connectivity of multiple defects affects the tube burst pressure and
the leak rate. These other propertes also change the eddy-current readings in a manner that is in the same
direction as the burst pressure (larger eddy-current signals and larger reduction in burst pressure). Therefore, the
correlations should be done between the eddy-current readings and tube properties such as burst pressure and
leak rate  The prediction of defect depth growth rates by corrosion experts has not been good enough to warrant
the use of defect depth for this purpose The only method accepted for the growth rates now is an extrapolation
from depth measurements made from one cycle to the next This same method would work for burst pressure and
leak rate
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Figure 14, Calculated defect depth with magnetite present.

Figure 15. Calculated defect depth without magnetite.
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Table 3. Eddy-current and metallographic data

Tube number Defect type ET depth Met. Depth
2-05 L-OD* sCC* 57 62
2-12 L-OD* scc’ 26 22
4-11 C-OD* sCcC* 100 100
5-01 IGA* 21 18
5-08 IGA* 52 26
5-14 IGA* 50 47
B-10-02 L-OD* SCC* 38 43 :
B-10-10 L-0D* SCC* 53 48 :
B-30-02 L-OD* sCC* 28 45
B-45-06 L-OD* sCC* 60 40
B48-05 L-OD* 8CC’ 42 33
B-49-09 L-OD* sCC* 72 74

I B-55-08 L-OD* sCC’ 77 59
B-58-10 L-OD* sCC* 26 20
B-62-09 L-OD* scC* 73 58
B-63-07 L-OD* 8CC* 82 69
E-11-06 L-OD* SCC” 83 -
E13-06 L-OD* sCC* 85 73
F-08 L-OD* 8CC* 64 38
L-14-06 L-OD® sCC* 100 100
W-23-03 C-OD* sCC” 100 100
W-23-09 C-OD* sCC’ 100 100
W-23-10 C-OD* sccC’ 100 88
W-40-07 C-OD* scC* 100 100

‘0D = outside diameter
*SCC = stress corrosion cracking
IGA = intergranular attack

NUREG/CR-6455 16



References

1. W.E. Deeds, C. V. Dodd, and G. W. Scott, Computer-Aided Design of Multifrequency Eddy-Current
Tests for Layered Conductors with Multiple Property Variations, ORNL/TM-6858, Union Carbide Corp.
Nuclear Div., Oak Ridge Natl. Lab., Oak Ridge, Tenn., October 1879,

2. H. A Sabbagh, “Splines and their reciprocal-bases in volume-integral equations,” IEEE Trans. Magn.
28,1138 (1992).

3. C.V.Dodd and J. R. Pate, Lockheed Martin Energy Research Corporation, Oak Ridge Natl. Lab.,

Oak Ridge, Tenn., Evaluation and Field Validation of Eddy-Current Array Probes for Steam Generator Tube
Inspection, NUREG/CR-6357, July 1996 published date.

17 NUREG/CR-6455



Appendix A

Computer Codes Used

A-1 NUREG/CR-6455



Appendix A - Computer Codes Used

The computer codes used for this study are given in this appendix  They consist of neural network codes to fit the
eddy-current readings to the desired properties, programs to move and display the data in the desired manners. and
codes to perform the plots used in the report. Some programs are written in C and run on the Hewlett Packard
(HP) 755 workstaton Others are written to run on a personal computer (PC) The eddy-current readings were
acquired using the Hewlett Packard 755 to dnive the MIZ-30 eddy-current instrument over a thin local area network
(LAN) After the data were processed tc determine the weights for the neural network, the network was run on the
data files to compute the properties of interest. These propenrty files were ether displayed using graphics on the HP
or written into files for transport to the PC. The files were transferred from one computer to the other over a thin
LAN_ The files were then plotted on the PC using the graphics packages in Mathematica. Most of the programs are
written in ANS! C The versions of C used are different on the HP and the PC

Program bpnd.c

This program is used to compute the weights needed to fit the eddy-current readings to the defect depth. Itis a
modification of a program written by Dr. Jchn Allen for general eddy-current data analysis. Similar programs are
used to compute the weights for the tube supports and the magnetite  The program is started and run on an
interactive basis. The user can read weight data from an existing file, or choose to start over. The user must use
three layers in the network, and have nine nodes in the input (first) layer (since there are eight readings and one
bias node) and two nodes in the output layer (since there 1s one output value and one bias node). This program will
allow the number of nodes in the middie |ayer to be changed

The user can then choose a nuinber of options while running the program and can save the best weights as the
program is run. These options are typed in after the program has started to run and their actions are summarized in
the following Table A-1

The user must specify the location of the null point (a positior where there are no defects or artifacts) on the sample
and must tell the program if the data contain readings for OD artifacts or not

Table A-1. Interactive commands for running the neural network training program
D e e =S e e

Command Action
c Concise mode of output. This is the default and recommended
e Program will calculate the true rms error for all of the points fitted rather than a random average.

If this error 1s less than previous errors. the weight file will be saved. If e is typed again, the
program will switch back to the random rms error. When the program is in the true rms mode, a t
will be pnnted after the calculated error. or ** will be printed if the error is @ new minimum

) Jog the weighis. The user will be prompted for a value to jog the weights. Start with a small value

| The user will be prompted for a new value for the learning rate

m The user will be prompted foi a new vaiue for the momentum
q Quit the program_ This i1s the preferred way 1o stop execution.
s Save the weight values to a file (not stop)

u Undo a bad step

v Verbose mode This increases the data Ennted out as the Erggram IS run gx a large amount.
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”
* bpnd.c

* Version 18 July 1995

* Program to do neural network fit for defect depth. Each sample has
* a function to pick the values to be fitted for that sample
|

#include <stdio h>

#include <stdlib h>

#include <stnng h>

#include <curses. h>

#include <math h>

float set_depth_1010(float *),
float set_depth_4909(float *);
float set_depth_6307(float *),
float set_depth_205(float *);
float set_depth_4905(float *),
float set_depth_3002(float *),
float set_depth_S14(flcat *).
float set_depth_1002(float *);
float set_depth_6208(float *).
float set_depth_5508(float *);
float set_depth_4506(float *):
float set_depth_5910(float *);
float set_depth _1306(float *);
float set_depth_411(float *).
float set_+tepth_1406(float *).
float set_depth_501(float *);
float set_depth_4007(float *),
float set_depth_2303(fioat *),
float set_depth_2309(float *),
float set_depth_z11954(float *);
float set_depth_z11956(float *).
int find_nuli(int FILE *).

int nfiles = 32,

char file[](80] = {
"/hd1/metdatvbs003d dat”.
"/hd1/metdatvbm001 dat",
“hd1/metdatvbm002 dat"
"/hd1/metdatvbm003 dat",
"/hd1/metdatvbm004 dat",
"fhd1/metdatvbm005 dat”,
"/hd1/metdatvbm006 dat”
"/hd1/metdatvbm007 dat”,
"/hd1/metdatvbm008 dat"
"/hd1/metdatvbm009 dat”,
“/hd1/metdatvbm010 dat”,
“/hd1/metdatvbm011 dat”,
"/hd1/metdatvbm012 dat",
"/hd1/metdat/w-23-09",
“/hd1/metdatw-23-03",
"/hd1/metdat’/w-40-07",
“Md1/metdat/5-01",
"hd1/metdat/l-14-06",
"hd1/metdat/4-11"
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‘hd1/metdat/e-13-06
hd1/metdat/b-59-10'
hd1/metdat/b-45-06
'hd 1/metdat/b-55-08"
'hd1/metdat/b-62-08"
'hd1/metdat/b-10-02"
'hd1/metdat/5-14’
‘hd1/metdat/b-30-02'
'hd1/metdat/b-49-05'
'hd1/metdat/2-05"
'hd1/metdat/b-63-07"
"hd1/metdat/b-49-09°
'hd1/metdat/b-10-10’

int naxes(] = {

23.4.3

1.3

4

—

s

W w
N oW W

/

int standard[] = {
11954.11956,11956.11956,11956
11956.11956.11956.11956.11956
11956.11956.11956.2308,2303
4007.501.1406.411.1306
5910 .4506.5508.6209.1002
514 .3002 4905 205 6307
4909 1010)

float nullpos[][3] = {
(525.0.0)}
(3.88.0
(3880
(4 63.0
(4630
(5.38.0
(5.38,0

88.0

88.0
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{4080.0),
{(3530.0).
{321.0.0),
(3430.0),
{(3130.0),
(3.47.0.0),
{(3.79.0.0),
{(3630.0).
{273.0.0)

)

float nuiivai(4)[2].
float depth

int usepoint,

int plotpoint,

void main(void)

FILE *strdat, *strwt, *strout, “strot1;
char wisin[80], wtsout(80),

int found_null;

int eoftst,

float x(3);

intis_null_pos;

intnpt= 0,

nti ) kI

int nlayers;

int minput. nhidden, noutput.

int restore_from_file;

int pattern;

intch,

int tmpdatr tmpdat;

int data(4][2].

int print_penod = 1,

int calculate_error = 0,

int undo_bad_step = 0,

long nn = 0,

double w0[20][33]. w1{2][20],

double d0[20][33]. d1[2}{20].

double last_w0([20]{33], last_w1[2]{20].
double prev_epoch_w0[20](33], prev_epoch_w1[2](20];
double prev_epoch_d0[20](33], prev_epoch_d1(2][20]
float input{100000]{33j.

float pos.

float *p0_input, *p1_input:

doubie hiuden[20]. output{2],

float actual_depth(100000),

double sserr, sum, rmserr;

double prev_epoch_err = 1000 ;
double iowest_error = 15

int lowest;

double hidden_error{20], output_error(2].
float desired_value(100000i(2);
double alpha, eta0,

float caldep;

float jog_amt;
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float datr dati:
float rdatr rdati;
float datm datp.
int use.

/* Pancake coil */

float normfacid] = (807.1130.,1143 471},
float phase[d) = (98 -14 -82 -125),

" TEMPORARY */

normfaci0] *= 1,
normfac(1] *= 1,
normfac[2] *= 1,
normfac(3] *= 1

inftscr(),
scroliok(stdscr, TRUE);
move(0, 0),

clrtobot(),

erase().

refresh(),

for(i=0.1<41++) {
phase(i] *= 3. 1415927180 ;
)

pnntw("Enter 1 to restore from file, 0 otherwise ");
refresn();
scanw("%d", &restore_from_file);

if(restore_from_file) {

pnntw("Enter filename ).

refresh().

scanw("%s", &wtsin[0]);

if((strwt = fopen(&wtsin{0], "r")) == NULL) {
pnntw("Error: failure to open input data file \n").
refresh();
exit(1),

)

fscanf(strwt, "%Id", &nn);

fscanf(strwt, "%d", &nlayers)

if(nlayers != 3) {
printw("Error: Number of layers in file not equal to 3.\n");
refresh();
exit(1),

)

fscanf(strwt, "%d %d %d". &ninput, &nhidden, &noutput),

fscanf(strwt, "%t %If", &alpha &eta0):

for(i=0; i<ninput; i++) {
for(j=1; j<nhidden; j++) {
fscanf(strwt, "%If", &wO([jl[i]),
last_wO[j)[i] = wO[j][i).
do(jjil = 0.
}
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}
for(i=0 <nidden: 1++) {
for()=1. j<noutput: j++) {
fscanf(strwt, "%If" &w1[j]fi]).
last_wjl[i] = wi[jjii].
difjlfi) = 0.,
}
}
fciose(strwt).
)
else {
printw("Enter number of elements in input layer ).
refresh();
scanw("%d", &ninput),
printw("Enter number of elements in hidden layer ).
refresh().
scanw("%d", &nhidden),
printw(“Enter number of elements in output layer "),
refresh(),
scanw("%d", &noutput);

printw("Enter momentum "),
refresh();
scanw("%If", &aipha);
pnntw("Enter learning rate ")
refresh(),
scanw("%If", &eta0);
printw("alpha = %f, etal = %f\n", alpha. eta0),

for(i=0; i<500; i++) {
= rand,

)

for(i=0, i<ninput, i++) {
for(j=1; j<nhidden; j++) {
wO[jlli} = 0.1 * (1./32767 ) * rand() - 0.5,
last_wO(j)[i] = wO[jfi.
do[ijfi] = 0.
,}
for(i=0; i<nhidden; i++) {
for(j=1; j<noutput; j++) {
wi{ilfi] = (1./32767.) " rand() - 0.5,
last_w1[j]fi] = w[jjfi].
difjifl = 0..
)
}
}

nodelay(stdscr, TRUE),

strot1 = fopen("act.dat" "w");

if(strot1 == NULL) {
printf("Unable to open output data file \n");
ext(-1),

}

strout = fopen("raw.dat”,"w");
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if(strout == NULL) {
pnntf("Unable to open output data file \n")
ext(-1)

}

1=0
for(k=0 k<nfiles k++) {
7 printw("Reading file %d %s\n" k file[k]) */
refresh().
if((strdat = fopen(file[k], "r")) == NULL) {
pnntw("Error. failure to open input data file %s \n" file[k]).
refresh().
exit(1).
}

* Read null values */
found_null = find_null(k strdat),

if(*found_null) {
pnntw("Null position not found in file %s\n” filefk]),
pnntw("Null position = (%f, %f, %N\n" nulipos{0].
nulipos(1).nulipos(2]).
refresh(),
ext(-1)
)
else {
7 prntw("Found null in file %d\n" k)*/
refresh().

)
rewind(strdat)

eoftst = fscanf(strdat "%d %d" &data(0}[0]. &data[0][1]).

while(eoftst '= EOF) {
for(=0,j<3;j++) {
fscanf(strdat."%d %d" &data(j+1]{0] &data[j+1)[1]).
)
for(j=0 j<naxes[k];)++) {
fscanf(strdat,"%f" &x(j]).
}
” Set the defect depth using the set_depth functions */
L g
inputfi)fo] = 1.0;
for()=0;j<4 j++) {
rdatr = ((data(j)[0] - nulival(j}[0]) * cos(phase(j])
- (datafj][1] - nulivalfj)[1]) * sin(phase(j]))
/normfacij],
rdati = ((data(j]{1] - nulivalfjj{1]) * cos(phaselj])
+ (data[j}{0] - nulival(j}[0]) * sin(phaselj]))
/normfacljj.

inputfi}[2°*j+ 1] = rdatr;
inputfij[2®j+2] = rdah;
}
depth = 00,
usepoint = 0,
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plotpoint = 0

if(standard|k] == 11956) {
actual_depth(i] = set_depth_2119856(x).
)
eise if(standard(k] == 11854) {
actual_depth(i] = set_depth_z11954(x).
}
eise if(standard[k] == 1010) {
actual_depth[i] = set_depth_1010(x).

}

eise f(standard[k) == 4908) {
actual_depth(i] = set_depth_4809(x)

)

else if(standard(k] == 6307) {
actual_depthli] = set_depth_6307(x);

}
else if(standard[k] == 2309) {
actual_depth(i] = set_depth_2309(x),

)
else if(standard(k] == 2303) {
actual_depth[i] = set_depth_2303(x),

}

else if(standard[k) == 4007) {
actual_depthl[i] = set_depth_4007(x),

)

else if(standard[k] == 501) {
actual_depthli] = set_depth_501(x).

)

else if(standard[k] == 1406) {
actual_depth(il = set_depth_1406(x).

}

else (f(standard[k] == 411) {
actual_depthfi) = set_depth_411(x),

)

else f(standard[k] == 1306) {
actual_depthli] = set_depth_1306(x);

}

else if(standard[k] == 5910) {
actual_depthli] = set_depth_5910(x),

}
else if(standard[k] == 4506) {
actual_depth(i] = set_depth_4506(x),

}
else if(standard(k] == $508) {
actual_depth[i] = set_depth _5508(x);

}
eise if(standard(k] == 6209) {
actuai_depth[i] = set_depth_6208(x).

)
else if(standard[k] == 1002) {
actual_depth(i] = set_depth_1002(x)

}
else if(standard[k] == 514) {
actual_depth[i] = set_depth_514(x);

)
else if(standard[k] == 3002) {
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actual_depth(i] = set_depth_3002(x).

)
else if(standard(k] == 4805) (

actual_depth[i) = set_depth_4905(x).
)

else if(standard[k] == 205) {
actual_depth[i] = set_depth_205(x),
)

else {
prntf(“unknown standard \n");
ext(-1),
}
desired_valuef][(0] = 0.,
desired_value(ij[1] = 0.001 * actual_depth{i] + 0.2
if(plotpoint){
fprintt(strout,"%6.3f" x{0]).
fpnntf(strout. "%6.1An" 10 *inputi)(4]).
fpnntf(strot1,"%6 31" x{0]);
fpnntf(strot1,"%6 1An" actual_depthi]),
)
if('usepoint){

)
eoftst = fscanf(strdat."%d %d" &data[0][0] &data(0][1)),

)
fclose(strdat);

fclose(strout);
fciose(strot1),

npt = (.

printw("npt = %d\n" npt);
refresh(),

Ibl1:

sserr= 0.
hidden(0] = 1.0,

for(I=0: 1<1000000: I++) {

pattern = (int)(npt/32767 * rand()),
if(pattern >= npt) {

pattern = npt - 1;
)

pO_input = &input{pattern}[0).

for(j=1; j<nhidden; j++) {

p1_input = p0_input;

sum=0,

for(k=0. k<ninput. k++) {
sum +=*(p1_input) * wO(j)ik];
p1_input+s,

)

hidden(j] = 1.0/(1.0 + exp(-sum));

for(i=1. i<noutput; i++) {
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=0 j<nhidden, |++) {

sSum += mddenli] * Wd’r'h;

Y

wutputfll = 1.0/(1.0 + exp(-sum))
wutput_errorfi] = outputfi] * (1.0 - outputfi]
aesired_value(patternifi] - output/i

for(j=0. jenhigden; j++) {
hidden_error(jl = 0
for(=1 1<noutput; 1++

hidden_error(j] += output_errorfi] * w1{i){i]
hidden_error(j] *= hidden(j] * (1.0 - hidden(j])
for(
F
f

¢

j=1, j<nhidden; j++) {
1 input = p0 input

or(k=0; k<ninput: k++) {

F A
wO[j][k] += *(p1 input) * etal * hidden_errorfj)
alpha * dO[j][k]
dOfi][k] = wO[j}[k] - last_wO[j][k]
last_wO(jj[k] = wO[j)[k]
p1_input++

for{i=1. 1<noutput, i++) {

for(j=0. j<nhidden; j++) {
wi[i][i] += hidden(j] * eta0 * output_errorfi]
+ alpha * d1{il[j]
d1{ijli] = wiilfj] - last_w1{iij]
last_w1i{j] = wifi]

caldep = (output{1] - 0.2)/0.001

ssefr += (caldep - actual_depth|pattern)
" (caldep - actual_depth[pattern)

".

rmeserr =

nn+= 1

sqri(sserr/1000000 )

f((nn % pnnt_penod) == 0) {
if( ! calculate error){
prnntw("%Iid %8 5fn’
refresh()

1

nn, rmserr)

if(calculate_error) {
rmserr = 0
for(pattern = 0. pattern<npt pattern++) {
for(j=1. j<nhidden J++) {
sum = (
for(k=0: k<ninput; k++) {
sum += input{pattern](k] * wO[jiik|

\

}
s
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mdaen(j] = 1.0/(1.0 + exp(-sum))
)
for(=11<noutput 1++) {
sum = 0.
for(j=0. j<nhidden_ j++) {
sum += hidden(j] * w1fi](j).

}
outputfi) = 1 0/(1.0 + exp(-sum))

)

rmserr += (desired_value(pattern)(1] - output{1])
* (desired_value(pattern){1] - output({1]).
}

rmserr = sqri{rmserr/npt)/0 001:
if(rmserr < lowest_error) {
lowest_error = rmserr;
lowest = 1.
printw("%Id %8 5f **\n". nn. rmserr)
)
else {
lowest = 0
printw("%Id %8.5f t\n". nn. rmserr):
}
if(undo_bad_step) {
if(rmserr < prev_epoch_err) {
prev_epoch_err = rmserr;
for(i=1. i<noutput; i++) (
for(j=C. j<nhidden; j++) {
prev_epoch_wi[il[i] = wifi][j].
prev_epoch_d1[i][j] = d1[i)fj].
)
)
for(j=1. j<nhidden; j++) {
for(k=0: k<ninput; k++) {
prev_epoch_wO[jj[k] = wO[jj{k]:
prev_epoch_dO[jl[k] = dO[jj{k].

}
)
else {
printw("last epoch changes reversed \n"}.
for(i=1: i<noutput; i++) {
for(j=0. j<nhidden; j++) {
wiilfj] = prev_epoch_w1{i(j],
last_w1{ilj} = w1{il[i}.
d1[i]fj) = prev_epoch_d1(ij{j.

)
for(j=1. j<nhidden; j++) {
for(k=0. k<ninput; k++) {
wOljj[k] = prev_epoch_wO(j)[k]
last_wO[ji{k] = wO(j)[k].
d0[j}{k] = prev_epoch_d0[j){k].
Fprintw(") k wO %d %d %", |, k, wOlj)[k])."/
}
}
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retresh()

ch = getch()
if((ch == 's") || (lowest)) {
if(ch =='s) {
nodelay(stdscr. FALSE)
pnntw(“\nEnter flename "
refresh()
scanw("%s" &wtsout[0])
else {
strepy(&wisout{0], "best. wis”)
if((strout = fopen(&wtsout{0], "w")) == NULL) {
printw("error: failure to open output data file \n")
refresh()
exit(1)
!
fprintf(strout. "%Iid\n", nn)
fpnntf(strout, "3 ")
tprictf(strout, "%d %d %d\n", ninput, nhidden, noutput)
fprintf(strout, "%f %fAn", alpha, eta0)
for(1=0; 1<ninput. i++) {
for(j=1, j<nhidden; j++) {
fpnntf(strout, “%f ", wO[jl{i))
}
fpnintf(strout, "\n")
’
for(1=0. i<nhidden; 1++) {
for(j=1. j<noutput; j++) {
fpnntf(strout. "%f " wi[jl{i])

fpnntf(strout, "\n")

fclose(strout)
nodelay(stdscr, TRUE)
goto Ibi1

eise if(ch == ) {
nodelay(stdscr, FALSE)
printw("\nenter amount to jog weights
refresh()
scanw("%f", &jog_amt)

for(i=1; i<noutput; i++) {
for(j=0. j<nhidden; j++) {
wi[il[i] += (jog_amt * (rand() - 16384))/16384
d1ij) = 0
last_w1[il[i] = w1li{j]

for(j=1; j<nhidden; j++) {
for(k=0: k<ninput; k++) {
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wO[j][k] += (jog_amt * (rand() - 16384))/16384
dO(j)(k] = 0.
lact_wO[j](k] = wO[j}{k].

)

nodelay(stdscr. TRUE),
goto Ibl1-

)

else if(ch == 'qQ’) {
goto 1bl2:

}

else if(ch == 1) {
nodelay(stdscr, FALSE), v
pnntw("“\ncurrent learning rate = %An". eta0).
pnntw("enter learning rate "),
refresh(),
scanw("%If". &eta0).

for(i=1: 1<noutput; i++) {
for(j=0, j<nhidden; j++) {
difilfjl = 0..
}
}

for(j=1; j<nhidden; j++) {
for(k=0. k<ninput; k++) {
dOfjjik} = 0.
}

)
nodelay(stdscr, TRUE).
goto Ibl1;

)

else if(ch == 'm’) {
nodelay(stdscr, FALSE),
printw("\ncurrent momentum = %An". alpha)
pnntw("enter momentum ).
refresh()
scanw("%If", &alpha).
nodelay(stdscr, TRUE),
goto Ibl1,

)

else if(ch == '¢") {
printw(“\nconcise mode\n").
refresh();
print_penod = 5,
goto Ibi1;

)

else if(ch == 'v') {
pnntw("\nverbose mode\n");
refresh(),
print_penod = 1:
goto Ibl1;

}

else if(ch == ‘¢') {
calculate_error = calculate_error » 1.
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printwi
goto Ibi1

cise if(ch == 'u
NGO bad step++
jndo bad step = undo_bad_step %2
prnntwi(
goto b1

eise if(ch == p’) {
strout = fopen("bpntmp .dat”,"w")
if(strout == NULL) {
printw("unable to open output data file \n")
refresh()
goto bl

for(k=0 k<nfiles k++) {
strdat = fopen(file(k],"r")
if(strdat == NULL) {
pnntw("unable to open input data file %s\n" file(k])
refresh()
goto b1

fclose(strdat)

fclose(strout)

else {
goto Ibli

1DIL

enawin()

float set_depth z11956(float *xp)
* set actual depths for standard z-11956 *
float xy.z
float wadth=0 01
float p20=3 484
float p40=4 234
float p60=4 OB38
float p80=5 7365

= xp[0]
xp[1]
xp(2]

if(fabs(x - p20) < 0.15) {
if(fabs(x - p20) < 0.07) {
depth = 21
eise {
depth = (0.15 - fabs(p20 - x)) * 21./0.08

i

!
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else if(fabsi(x - p40) < 0 2) {
depth = 38 "exp(-(x-p40)* (x-p40)width)
)
else if(fabs(x - p60) < 0.2) {
depth = 56 *exp(-(x-p60)* (x-pB0)width)
}
eise if(fabs(x - p80) < 0.2) {
depth = 75 "exp(-(x-p80)* (x-p80)/width)
}
usepoint = 1
return depth.
)

float set_depth_z11954(float *xp)
{

" set actuai depths for axial notches in standard z-11954 */

float x.v.z;

float p100 = 2 162
float p80 = 3 41
float p60 = 4 66
float pd0 = 5 91,
float p20 = 7 16.

x = xp|0].

if(fabs(x-p100) < 0.175) {
if(fabs(x-p100) < 0.125) {
depth = 100 ;
}
eise {
depth = (0.175-fabs(x-p100)) * 100./0 05
)
}
eise if(fabs(x-p80) < 0.175) {
if(fabs(x-p80) < 0 125) {
depth = 81,
)
else {
depth = (0.175 - fabs(x-p80)) * 81./0 05
})
eise if(fabs(x-p60) < 0. 175) {
if(fabs(x-p60) « 0.125) {
depth = €1
}
else {
depth = (0 175 - fabs(x-p60)) * 61 /0 05
)}
else if(fabs(x-p40) < 0.175) {
A(fabs(x-p40) < 0.125) {
depth = 41
)
else {
depth = (0 175 - fabs(x-p40)) * 41 /0 05
}
}
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eise f(fabs(x-p20) < 0 175) {
f(fabs(x-p20) < 0 1295) {
depth = 20

eise {
depth = (0.175 - fabs(x-p20)) * 20./0.05

usepoint=1
return depth

float set_depth_23209(float "xp)
™ set actual depths for sampie w-23-09 *
float xy.z
float wadth=0.01
float pO=4 30
float p1=4 80

xp{0]
xp[1]
xp{2]

if (fabs(z - 135.0)< 0.001){
usepoint = 1
if(fabs(x - p1) < 0.3) {
depth = 100 *exp(-(x-p1)*(x-p1)width)

\
{

f(fabs(x - p0) < 0.15) {
usepoint = 1

return depth

About 20 pages of code are omitted at this point. They are all similar to those already given and are used to specify
the posmion and depth of the defects in the individual samples
int find null(int k FILE *strdat)

int data[4][(2]
float x[3]

int found_null = 0
int1s_null_pos
int eoftst

it

eoftst = fscanf(strdat,"%d %d" &data[0][0! &data[0][1))

while((eoftst '= EQOF) && (!found_null)) {
f()f”:O <3 j*++) {
fscanf(strdat,"%d %d" &data(j+1)[0) &data(j+1][1)])
\
for()=0 j<naxes(k] j++) {
fscanf(strdat,"%f" &x{j])

1s_null_pos =0
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for(y=0 j<naxes{k}.j++) {
if(fabs(nuilpos|kllj] - x[j]) < 0.00%5) {
1$_null_pos++

\
/

if(is_null_pos == naxes(k]) {
found_null = 1
for(j=0,/<4 )++) {
nullvaij}{0] = data(j](0)
nulival[j]{i] = aata[j){1]
}

)
/

eoftst = fscanf(strdat,"%d %d" &data[0](0] &data[0][1])
}

return found_null

}

Program defplot.c

This program is run on the HP and caiculates all of the property data for ali of the different sampies from the neural
network weight files. It is intended for use with the MP plotting package, xgraph. The values of NART in the
program determine the location of the OD artifacts. with NART going from zero for no artifact to five for the artifact
moved all the way across the sample. The plot produced will be a three-dimensional or “C-Scan plot on the HP
computer if the vanable deiz is assigned a non-zero value (usually 0.1). When the program is run with delz = 0.0
then each value of the rotation of the probe is assigned a difterent color. The depth, length, and location of any
defects are read from the graph that is plotted with the command “xgraph samplename def " A scrip command
named “plotdef” has been written on the HP to piot all of the samples one after the other. As soon as one is
finshed, a control-c can be typed anc the next one will be plotted

Running this program will generate 72 files, with each property for each sample The weights are read from a file
designated by DWTS, TWTS, and MWTS for the defect depth. the tube support. and the magnette, respectively
When the defect depth is being calculated. a bias of 15 to 20% is added to the depth value to achieve a better
match to the metallography values. The program bpnd c (and variations for the tube support and magnetite) must
have been run to determine these values. The neural network weight files automatically specify the needed
information about the configuration of the network used in the training

-

" defplot.c version June 6 1995 - for OD artifact scans

* Program calculates defect depth (sample def). tube support
(sampie tsp), magnetite (sampie mag) in a format that can be read

" into xgraph for plotting. xgraph sample def sample mag sample tsp

" will display all data together Data are plotted in a C-scan type

* of display if deiz 1s greater than 0 0

#include <stdlib h>
#include <stddef h>
#include <stdio h>
#include <math h>
#inciude <stnng h>

#define DWTS "best wts
#define TWTS "besttsp wis”
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#define MWTS "bestmag wis”
#define NART 0 /* allowable values 0 through 5 */
#define PATHNAME "/hd1/metdat”

float bpn_defect_depth(void):
float bpn_tube_support(void).
float bpn_magnetite(void).
float bpn_copper(void),

int find_nuli(int FILE *).
int nfiles = 24,
char file[})[80] = {"b-16-02" "b-59-10" "b-45-06" "b-48-05" "b-30-02",
“b-10-10" "b-48-09" "b-62-09" "b-55-08" "e-13-06".
"1-14-06" "w-23-03" "w-40-07" "w-23-09" "w-23-10",
"5-01" "5-14" "5-08" "2-05""2-12",
"4-11" "1-08" "e-11-06" "b-63-07"}.
float nulipos[][3] = { {3.53,0..0.},
{448.0.0),
{3.33,0.0}.
{3.43.0.0.),
{3.43.0.0},
{273.0..0},
{363.0.0},
{40800},
{4.23,0.0},
{643.0.0},
{2.78,0..0},
{393,0.0),
{3.33.0.0},
{3.58,0..0},
{3.8930.0},
{6.37.0.0},
{3.21,0.0},
{4.30.0.0},
{3.470.0},
{793.0.0},
(6.400.0).
{2.88,0..0},
{513,0.0},
{3.79,0.0}));
int naxes(] = {333333333333333333222222}.

float nullvai{4}[2],
double rdg(32].
float pe[3][33]

int readdefwt = 1,
int readtspwt = 1;
int readmagwt = 1,
int readcuwt = 1;

void main(void)
{
long int np;
int found_nuil;
int k.i2, i3,
float pos;
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float actual_depth[100000|

double didep.

float bpndepth. bpntsp. bpnmag;

float bpndeptho = 0

float bpntspo = 0

float bpnmago = C

float artval,

int layer_ |, |, ncoil

int eoftst

float data|4](2),

int use,

float x{3], xo[3],

float xp. xpo,

float delx: /* offset value for x axs to produce 3D effect */
float delz = 0../° offset value for rotational axis for 3D effect 1°/
introtax.  /* Denotes aws is the rotational axs */
intartax; /" denotes the y or OD artifact axis  */
float raw, delraw;

float rawo,

float bpndderr;

flcat deita[32],

char full_name[80] rawname(80] defname(80] tspname[80]. magname[80].

float yO[) = {3.725.2.775,3.9254 1253 825.4 525,3.625,3.175.3.025.
19254 47534754.075.24253.475 44755 4253.975)

int nart = NART,

float delartf] = {0.0.0.0.0.3625.0.725.1.2275.1.73},

FILE *strdat, *strotdc. *stroftc, *strotmc. *strotr

float normfac(4] = (807,1130..1143 471 )
fioat phase(d) = {98 -14 -82 -125).

delx = 0.05 * delz: 7 smaller x axis than for z axis for 3D effect */
delraw = 0.2 * delz. ”* smalier value needed for raw readings */
for(i=0.1<4:1++) {

phaseli] *= 3 1415827/180 .
)
for(k=0 k<nfiles k++) {

np=0,

ncoil = 0,

rotax = naxesfk] - 1,

artax = naxeslk] - 2,

xo{rotax) = -999

strcpy(defname., filelk]);

strepy(tspname. file[k]):

strcpy(magname, file[k]):

strcpy(rawname, filefk]);

strcat(defname " def");

strcat(tspname " tsp”);

strcat(magname.”.mag").

strcat(rawname " raw");

strotdc = fopen(defname "w");

if(strotde == NULL) {
pnntf("Unable to open calculated defect data file \n")
ext(-1)

}
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stroftc = fopen(ispname w

f(strottc == NULL) {

pnntf("Unz: Hle to open calculated tube support gdata file \r
exti-1

strotmc = fopen(magname, w )

if(strotmec == NULL) {
pnntf("Unable to open calculated magnetite data file

exnt(-1

strotr = fopen(rawname "w")

if(strotr == NULL) {
prnntf("Unable to open raw output data file \n"
exn(-1)

/

prntf("%s. ", filelk])
printf("%f \n" yO[k])
fpnntf(strotdc, "\"Def %d %s\n" nart, file[k])
fpnntf(strottc, "\"Tsp %d %s\n" nart, file[k])
fpnntf(strotme."\"Mag %d %s\n" nart, file(k])
fprintf(strotr,"\"Raw %d %s\n" nart, file[k])
strepy(full_name, PATHNAME)
strcat(full_name, file[k])
strdat = fopen(full_name."r")
if(strdat == NULL) {
printf("Unable to open input file %s\n" full_name)
exit(-1)

found_null = find _nuli(k strdat)
if(*found_null) {
prnntf("Null position not found \n")
exit(-1

set the artifact position
if(nart == 0){

n 4

artval = 0

else{
artval = yO[k]-delart[nart)

read the data files and perform the calculations
rewird(strdat)

eoftst = fscanf(strdat."%f %f" &data[0)(0] &data[0][1]
while(eoftst '= EQF) {

o l1® 22 I
for(iQ =012 < 3, i2++) {

fscanf(strdat, "%f %", &datafi2+1)[0] &data[i2+1][1])

for(i2=0i2<4:i2++) {

rdgf2°i2+1] = ((data[i2][0] - nulival[i2][0]) * cos(phase|i2])
(datafi2][1] - nulival(i2][1]) * sin(phaseli2]))
normfacii2)
rdg[2°i2+2] = ((datafi2]{1] - nulivalfi2][1]) * cos(phase{i2])
+ (data(i2][0] - nulival(i2}[0]) * sin(phase(i2]))
normfaci2]
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for(i2=0.i2<naxes|k}i2++) {
fscanf(strdat. "% &x{i2))

use = 1

if(use) {
pe(0][0] = 1
pe[1](0] = 1
pe(2][0] = 1

for(i=0; i<8; 1++) {
pe[0jfi+1] = ((float)rdgli+1])
\
/
if((fabs(x{artax] - artval) < 0.005) || (artax == 0)) {
bpndepth = bpn_defect_depth()
bpntsp = bpn_tube_support()
bpnmag = bpn_magnetite()
np++
~ Section to generate C-scan for rotational axis
xp=x[0]+delx"x{rotax|
bpndepth = bpndepth + delz*x{rotax|
bpntsp = bpntsp + delz*x|rotax]
bpnmag = bpnmag + delz*x{rotax|
raw = rdg|(4) + delraw"x[rotax]
™ End of C-scan section: now print it to a file *
if(xo[rotax| == x{rotax] ){
tprintf(strotdc."%5.3f " 10 *xp)
fprintf(strottc."%5.3f " 10 *xp)
fprintf(strotmc."%5.3f " 10 *xp)
fprintf(strotr."%5.3f ", 10 *xp)
fpnntf(strotdc,"%4 1f \n" bpndepth)
fpnintf(strottc "%4.1f \n" bpntsp)
fpnntf(strotmc . "%4 11 \n’ bpnmag)
fprintf(strotr."%6 4f \n" raw)

else(
Af;nr, sz 1 ),:

bpndeptho = bpndepth

bpntspo = bpntsp

bpnmago = bpnmag

rawo = raw

Xpo = xp

xo{rotax) = x{rotax]

if(fabs(deiz) < 0.001){
forintf(strotdc."%5 .31 " 10 *xp)
fonntf(strottc."%5.3f “ 10.*xp)
fpnntf(strotmc."%5 31 * 10 "Xp)
fprintf(strotr “%5.3f * 10 *xp)
fprintf(strotdc "%4 1f \n' bpndepth)
fprintf(strottc %4 1f \n bpntsp)
fprintf(strotm  "%4 1f \n’ bpnmag)
fpnntf(strotr.” 1,6 .4f \n" raw)

if(fabs(delz) > 0. 001}
fponntf(strotdc "%5.3f " 10 *xpo)
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fprintf(strottc "%5 3f .10 "xpo)
fpnntf(strotmc."%5.3f " 10 .*xpo)
fpnntf(strotr “%5 3f " 10 *xpo)
fpnntf(strotdc."%4 1f \n" bpndeptho)
fpantf(strottc,"%4 1f \n" bpntspo)
fonntf(strotmc."%4 11 \n" bpnmago)
fpnntf{strotr,"%6 41 \n" rawo)
fprintf(strotdc."%5.31 " .10 *xp)
fpnntf(strottc,"%5.3f “,10.*xp)
fpnntf(strotmc,"%5.31 ", 10 *xp)
fonntf(strotr,"%5.3f " 10 *xp)
fpnntf(strotdc."%4 1f \n" bpndepth)
fpnntf(strottc,"%4 1f \n" bpntsp)
fpnntf(strotmc,"%4.1f \n" bpnmag)
tprintf(strotr “%6 .4f \n" raw)

!

bpndeptho = bpndepth

bpntspo = bpntsp

bpnmago = bpnmag

rawo = raw

Xpo = Xp

xo[rotax] = x[rotax]

if(fabs(delz) < 0.001){ /* Plot different colors if not 3D *
fprintf(strotdc, "\n\"%dscn\n", ncoil)
fpnntf(strottc, "\n\"%dscn\n", ncoil)
fpnntf(strotmc, "\n\"%dscn\n", ncoil)
fonntf(strotr,"\n\"%dscn\n", ncoli)
ncoil ++

}

eoftst = fscanf(strdat."%f %f" &data(0](0] &data[0](1])

prntf("%s, ", file[k])
fclose(strdat)
fclose(strotdc)
fclose(strottc)
fclose(strotmc)
fclose(strotr)

}

pnntf("\n %d readings\n”, np)

\
i

float bpn_defect_depth(void)

FILE “strwt

static float weight{2](33][20]
static int ddnlayers, ddnpe|(3)
long nn

inti j, layer

float sum, bpndepth, alpha, eta

if(readdefwt){

if((strwt = fopen(DWTS, "r"))== NULL){
printf(" Failed to open input data file for weights \n")
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axit(1

Read the weight file

fscant(strwt. "%Id" &nn

fscanf(strwt. "%d". &ddnlayers)
printf( DWTS)

printf(” %d layers ddniayers)
for(1=0 . 1<ddnlayers: i++) {
fscanf(strwt. "%d". &danpeli])
printf("lyr%d %d danpefi)
prntf("\n")

fscanf(strwt "%f °%f" &alpha, &eta)

for(layer=0: layer<ddnlayers-1, layer++) (
for(=0. i<ddnpeliayer]; i++) {
for(j=1. j<ddnpellayer+1], j++) {
fscanf(strwt, "% &weight{layer][il[j]))

J
readdefwt
fclose (strwt)

for(layer=1. layer<ddnlayers, layer++) {
for(i=1. i<adnpe[layer] i++}{
sum =0
for()=0, j<ddnpe(layer-1], j++) {
sum += pefiayer-1][j] * weight{layer-1](j][i)

peflayer]i] = 1.0/(1.0 + exp(-sum)

bpndepth = (pef2][1] - 0.2)/0.001; /* match to scaling *
return(upndepth)

float bpn_tube support(void)

FILE "strwt

static float weight[2][33][20]
static int ddnlayers, ddnpe|3]
long nn

inti, |, lavyer

float sum, bpntsp, alpha eta

if(readtspwt)(
if((strwt = fopen(TWTS, "r"))== NULL){
prntf(" Failed to open input data file for weights \r
exit(1)

* Read the weight file
fscanf(strwt, "%Id" &nn)
fscanf(strwt. "%d". &ddnlayers)
pnntf( TWTS
prnntf(" %d layers. ", ddnlavers)
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for=0 1<ddniayers. i++)
fscanf(strwt. "%d". &ddnpeji])
pnntf("lyr%d %d ddnpeli])

printf(™\r
fscanf(strwt. "%f %f", &alpha &eta)

for(layer=0 layer<ddnlayers-1, layer++)
fori=0. i<ddnpe{layer}; i1++) {
for()=1' j<ddnpellayer+1], j++) {
fscanf(strwt, "%f" . &weight{layer][ij[j])

readtspwit
fclose (strwt)

f

for(layer=1; iaver<ddnlayers; layer++) {
for(i=1. i<ddnpellayer]; i++){
sum =0
for(j=0; j<ddnpe(layer-1]; j++) {
sum += peflayer-1][j] * weight{layer-1][jl[i]

pe[layer]fi] = 1.0/(1.0 + exp(-sum))

bpntsp = (pe[2]{1] - 0.2)/0.01; /* match to scaling *
return{bpntsp)

float bpn maagnetite(void

FILE *strwt

static float weight{2]{33][20]
static int ddnlayers. ddnpe|3]
ong nn

nti |, layer

fioat sum. bpnmag, alpha, eta

f(readmagwt){

if((strwt = fopen(MWTS, "r"))== NULL){

printf(" Failed to open input data file for weights \s

ext(1
* Read the weight file
fscanf(strwt, "%Id", &nn)
fscanf(strwt. "%d". &ddnlayers)
pnntf( MWTS)
prnntf(” %d layers. ", ddnlayers)
for(1=0. i<ddnlayers: i++) {
fscanf(strwt, "%d", &ddnpeli])
printf("lyr%d %d ", i, ddnpeli])

pnntf("\n")
fscanf(strwt, "%f %", &alpha, &eta)
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for(layer=0 layer<ddniayers-1 layer++
for(i=0: 1<ddnpe|layer] 1++) {
1

for(j=1. j<ddnpeflayer+1]; j++) {
fscanf(strwt. "%f" &weight{layer][i]

FRSE)

reaamagwt
fciose (strwt)

for(layer=1_|layer<ddniayers. layer++) {
for(i=1 1<ddnpejlayer|, i++){
sum = (
for()j=0. j<ddnpe[layer-1], j++) {
sum += peflayer-1][j] * weight[layer

pellayer][i] = 1.0/(1.0 + exp(-sum))

bpnmag = (pe[2](1] - 0.2)/0.01; /* match to scaling *
return(bpnmag)

nt find null{int k FILE *strdat)

nt data(4)(2]
float x[3]

int found null =0
ntis null pos

nt eoftst

nt

eoftst = tscanf(strdat."%d %d" &data[0][(0] &data[0}[1]
while((eoftst '= EOF) && ('found nuil))

r = 1«7
for(j=0,<3j++) {

fscanf(strdat."%d %d" &data(j+1)(0] &data(j+1)[1]

for()=0 j<naxesk];j++) {
fscanf(straat,"%f" &x{j])
nuil pos=0
fer(j=0 j<naxes|k] j++) {
f(fabs(nullpos(k][j] - x[j]) < 0. 005) {

IS _NUill_ pos++

f(is_null_pos == naxes(k]) {

found null = 1
for(j=0 <4 j++) {

nulivalfj}{0] = datalj)
nullval(jj{1] = data[j]

l

0]
J

1
i

eoftst = fscanf(strdat. "%d %d" &data(0}{0]. &data[0][1]
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1

return found_null
1
i

Program defplotm.c

This program is similar to the program defplot.c except it arranges the data in a form for plotting using Mathematca.
The property data are displayed in an array of integers. For defects. it goes from 0 to 100. These files that are
generated are named the same as the files generated by plotdef c. and will overwrite them  The files must be
transfered to the PC over the network for ploting

o
* defplotm c version July 12, 1995 - for OD artifact scans

* Program calculates defect depth (sampie def), tube support

* (sample tsp), magnetite (sample mag) in a format that can be read
* into mathematica for plotting.

*

#include <stdlib h>
#include <stddef h>
#include <stdic.h>
#include <math h>
#include <stnng .h>

#define DWTS "best wis”

#define TWTS "besttsp wis”

#define MWTS "bestmag wts”

#define NART 2 /" allowable vaiues 0 through 5 */
#define PATHNAME "/hd1/metdat”

float bpn_defect_depth(void),
float bpn_tube_support(void),
float bpn_magnetite(void).
float bpn_copper(void).

int find_null(int FILE *);
int nfiles = 24
char file[j{80] = {"b-10-02" "b-58-10","b-45-06" "b-49-05" "b-30-02".
"b-10-10","b-498-09" "b-62-09" "b-55-08" "e-13-06",
"1-14-06" "w-23-03" "w-40-07" "w-23-09" "w-23-10",
“5-01" "5-14" "5-08" "2-05" "2-12"
“4-11" "1-08" "e-11-06" "b-63-07"},
float nullpos(){3] = { {3.53.0..0},
{4480.0)},
{3.33.0..0),
{3.13.0.0},
{34300},
{2.72.0..0},
(363.0.0},
{408.0.0),
{42300},
{6.43.0.0},
{2.78,0..0.},
{3.93.0.0},
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{3.330.0).
{3.98.0.0).
{3930.0).
{5.37.0.0).
{3210.0),
{4300.0),
{(3470.0).
(793.0.0),
(6400.0).
(28800}
{513.0.0).
{3.79.0.0}),

int naxesf] = {33.3333333333333333222222}.

float nulival(4][2].
double rdg(32).
float pe(3)[33].

int readdefwt = 1.
Int readtspwt = 1
int readmagwt = 1
int readcuwt = 1,

void main(void)

{

long int np.

int found_nuli;

int k.i2, i3

float pos:

float actual_depth[100000],

double dfdep.

float bpndepth. bpntsp, bpnmag,

float artval.

int layer, |, j. ncoil;

int eoftst,

float data(4][2].

Int use,

float x{3], xo[3],

float xp. xpo;

float delx;  offset value for x axis to produce 3D effect */
float delz = 0.,/* offset value for rotational axs for 3D effect 1*/
introtax:  / Denotes axis is the rotational axis */
intartax. /* denotes the y or OD artifact axis  */
float raw. deiraw.

float rawo;

float bpndderr:

float delta[32),

char full_name(80] rawname[80] defname(80] tspname(80] magname(80]

float yOf] = {3.725.2.775.3.925.4 12538254 5253 625.2 175.3.025.
1925447534754 0753425347544755125.3975).

int nart = NART

float delart(] = {0.0.0.0.0.3625.0.725,1 2275 1 73).

FILE *strdat. *strotdc, *strottc, *strotmc. *strotr:

float normtfac(4] = {807 ,1130.,1143.471),
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float phase|d) = (98 -14 -82 -125)
int depth. tsp. mag

delx = 0 05 * delz. /* smaller x axis than for z axis for 3D effect *
deiraw = 0.2 * delz. /" smaller value needed for raw readings
for(i=Q1<4 (++) {

phaseli] *= 3.1415827/180

}

for(k=0 k<nfiles k++) {
np=90
ncoil = 0
rotax = naxesfk| - 1
artax = naxesfk] - 2
xofrotax| = -999
strepy(defname, file(k])
strepy(tspname, filefk])
strecpy(magname, file[k])
strepy(rawname. filelk])
strcat(defname " de!™)
strcat{tspname " tsp”)

strcat(rmagname,” mag"”)

strcat(rawname " raw")

strotdc = fopen(defname,"w")

if(strotdc == NULL) {
printf("Unable to open calculated defect data file.\n")
ext(-1)

)

strottc = fopen(tspname,'w")

if(strottc == NULL) {
pnntf("Unable to open calculated tube support data file \n")
exit(-1)

strotmc = fopen(magname "w")

if(strotmc == NULL) {
printf("Unable to open calculated magnetite data file \n")
exit(-1)

1

!
strotr = fopen(rawname "w")

if(strotr == NULL) {
printf("Unable to open raw output data file \n")
exn(-1)
)
strepy(full_name, PATHNAME)
strcat(full_name, file[k])
stiiat = fopen(full_name "r")
if(st'dat == NULL) {
printf("Unable to open input filte %s\n" full_name)
edt(-1)
)

found_null = find_null(k strdat)
if('*found _null) {
pnntf("Null position not found \n")
ext(-1)
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set the arifact postion
if(nart == 0){
anval= 01

else|
artval = yO[k|-delart{nart]

" read the data files and perform the calculations
rewind(strdat)
eoftst = fscanf(strdat "%f %f" &data[0](0] &data[0)|

-

while{(eoftst '= EOF)

- -

for(i2 = 0; 12 < 3; i2++) {
fscanf(strdat, "%f %f". &data[i2+1)[0) &data[i2+ 1](1]

for(i2=012<4.i2++) {

rdg(2°i2+1] = ((datafi2][0] - nullval[i2)[0)]) * cos(phase[i2])
(data[i2][1] - nulivalfi2][1]) * sin(phase|i2])
‘normfacli2]
rdgl2*i2+2] = ((datafi2)[1] - nulivalfi2j[1]) * cos(phase(i2]
+ (data(i2][0] - nullvalfi2)[0]) * sin(phaseli2])
normfacfi2)

for(i2=0.i2<naxes[k];i2++) {
fscani(strdat,"%f" &x(i2])

ise = °
f(use) {
pe|[0}[0] =
. fanemy
pe(1][0

wel2101
pe L.J[J‘

for(i=0 1<B j++) !

pe[0]fi+ 1] = ((float)rdgfi+1]

f((fabs(x{artax] - artval) < 0.005) || (artax == 0
bpndepth = bpn_defect depth(

bpntsp = bpn_tube support()

opnmag = bpn_magnetite(

np++

if np == 1){

xo{rotax| = x|rotax|

gepth = bpndepth

tsp = bpntsp

mag = bpnmag
raw = rag(4]

if(depth > TOC)-:
depth = 100

f depth «

aeptr

f(xofrotax] == x{rotix|
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fprintf(strotdc "%d ".depth)
fpnntf(strottc."%d " tsp)
fpnntf(strotmc,"%d " mag)
fpnntf(strotr "%6 4f " raw)

else(
xe[rotax] = x{rotax|
fprintf(strotdc,"\n")
fpnntf(stroftc. “\n"
fpnntf(strotmc,\n")
fpnntf(strotr."\n")
fprintf(strotdc."%d " . deoth)
fprintf(strottc, "%d " tsp
fpnntf(strotmc "%d " mag)
fprintf(strotr "%6 4f " raw)
NColl ++

!
;éohst = fscanf(strdat."%f %f" &data{0][0] &data[0](1])

)
)
printf("%s. ", file[k])
fclose(strdat)
fclose(strotdc)
fclose(strottc)
fclose(strotmc)
fclose(strotr)

)

pnntf("\n %d readings\n’, np)

}

float bpn_defect_depth(void)
FILE *strwt
static float weight{2]{33][20]
static int ddnlayers. ddnpe(3]
long nn
int, |, layer
float sum, bpndepth, aipha, eta

if(readdefwt){
if((strwt = fopen(DWTS, "r"))== NULL){
printf(" Failed to open input data file for weights \n")
exit(1)
}
™ Read the weight file
fscanf(strwt, "%Ig". &nn)
fscanf(strwt, "%d", &ddnlayers)
printf( DWTS)
printf(" %d layers: ", ddnlayerg)
for(i=0; i<ddniayers; i++) {
fscanf(strwt, "%d", &ddnpeli])
prntf("lyr%d %d ", i, ddnpeli])
)
printf(™Mn")
fscanf(strwt, "%f %", &alpha, &eta)
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for(layer=0' layer<ddnlayers-1. layer++) {
for(1=0 1< danpellayer| 1++) {
for(j=1. j<ddnpe(layer+ 1] j++) {
fscanf(strwt. “%f" &weight[layer][i)[j])

reaqdefwt -
iciose (strwt)

y

for(layer=1. layer<ddnlayers laver++) |
for(i=1. i<ddnpeflayer]; i++){
sum = 0
for()=0 j<ddnpeflayer-1]; j++) {
sum += peflayer-1][j] * weightflayer-1][j)[i

pe{layer]fi] = 1.0/(1.0 + exp(-sum))

bpndepth = (pe(2]{1] - 0.2)/0.001; /* match to ecaling *
return(bpndepth)

float bpn tube support(void)
FILE “strwt
static float weight{2](33][20)
static int ddniayers. ddnpe(3)
‘(JHQ nn
nti |, layer
float sum. bpnisp aipha. eta

f(readtspwt){
i((stiwt = fopen(TWTS, "r"))== NULL)!
printf(" Failed to open input data file for weights \r
exnt(1

" Read the weight file
fscanf(strwt. "%Id", &in)
fscanf(strwt. "%d", &ddnlayers)
prnntf( TWTS)
prntf(" %d layers ' ddnlayers)
for(i=0, 1<ddniayers t++) {
fscanf(strwt. "%d", &ddnpeli])
pantf("lyr%d %d ", i, ddnpefi])
pnntf("\n")
fscanf(strwt, "%f %f", &alpha. &eta)

for(layer=0: layer<ddniayers-1 layer++) {
for(i=0 . 1<ddnpeflayer]. i++) {
for(j=1 <ddnpe(layer+1]; j»+) {
fscanf(strwt, "%f" &weight{layer|fi][j])
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reagtspwt —
fclose (strwt).

)

for(layer=1. layer<ddnlayers: layer++) {
for(i=1, icddnpeflayer]; i1++){
sum = 0.
for(j=0, j<ddnpeflayer-1] j++) {
sum += pe(layer-1][j] * weight{layer-1]{j][i].

}
pe(layer}fi] = 1 0/(1.0 + exp(-sum));
}

)
bpntsp = (pe[2](1] - 0.2)/0.01, /* match to scaling */
return(bpntsp),

)

float bpn_magnetite(void)

{
FILE *strwt;
static float weight[2}[33]{20);
static int ddnlayers. ddnpe(3].
long nn;
inti, ) layer:
flcat sum, bpnmag, alpha, eta:

if(readmagwt){
if((strwt = fopen(MWTS, "r"))== NULL){

pnntf(" Failed to open input data file for weights \n").

exit(1),

)

” Read the weight file *

fscanf(strwt, "%Id". &nn);

fscanf(strwt. "%d". &ddnlayers).

printf( MWTS),

pnntt(" %d lay=rs " ddniayers),

for(i=0; i<ddnlayers: i++) {
fscanf(strwt. "%d". &ddnpeli);
printf("lyr%d %d ", i, ddnpefi]),

)
prntf("\n").
iscanf(strwt, "%f %" &alpha, &eta);

for(layer=0, layer<ddnlayers-1. layer++) {
for(i=0: i=ddnpeflayer]; 1++) !
for(j=1; j<ddnpeflayer+1]; j++) {
fscanf(strwt. "%f". &weight[iayer][i][j]).
}
)
)
readmagwt —
fclose (strwt).
)

for(layer=1. layer<ddni: ers layer++) {
for(i=1 1<ddnpefiayer]; i++){

sum=0;
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for(y=0. j<adnpeflayer-1), j++) {
suin += peflayer-1)(j] * weight{layer-1](j][i]

)
pellayer]fi] = 1.0/(1.0 + exp(-sum)).

)
bpnmag = (pef2](1] - 0.2)/0 01: 7 match to scaling */
return(bpnmag),

}

int find_nuli(int k FILE *strdat)
\

int datal4)[2].

float x(3),

int found_null = 0,

intis_null_pos;

int eoftst;

int},

eoftst = fscanf(strdat."%d %d" &data[0){0) &data[V)[1]).

while((eoftst '= EOF) && ('found_null)) {

for(j=0,j<3 j++) {
fscanf(strdat "%d %d" &data(j+ 1 J10] &datafj+1][1)).

)

for(j=0;)<naxes(k] j++) {
tscanf(strdat, "% &x(j]).

}

15_null_pos = 0

for(j=0;/<naxes(k] j++) {
if(fabs(nuliposik](j] - x(j}) < 0 005) {

15_null_pos++

)

)

if(is_null_pos == naxes|k]) {
found_null = 1,
for(j=0,j<4 j++) {
nulivaifji{0] = data(j)[0]
nulivalfj){1} = data[jj{1]:
)
)

eoftst = fscanf(strdat,"%d %d" &data|0}[0) &data[0][1]),

)

return found_null,

)
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Data File “samplename.dat”

This data file 1s created using a text editor (WordPerfect) and the metaliographic data that are supplied It is typed in
using the integer format using.

awaldistance rotatonalvalue defectdepth

The axial value s in terms of 0.1-in. steps from the start of the metallographic data. In some cases. an interpolation
of the data furnished had to be done. The rotatonalvalue i1s the degrees of rotation from an arbtrary point turnished
by the metallography The defectdepth is the wall percentage reported at that location. Only non-zero values need
to be typed in. since the program makes all other values equal to zero A short sample file (b-30-02 dat) for the
sample b-30-02 is shown:

2356 17
3356 11
4 356 27
s21 2
61345
72133

Program metfile.c

This program takes the metaliographic depth data from the file “samplename dat” and writes a file to be plotted by
Mathematca The scan direction and the rotational direction are reversed to match the scan and rotational direction
of the eddy-current data file. The rotational staring point i1s matched to the eddy-current data by varying the integer
rot. and the axial starting point 1s vaned by shifing the data efther to the left (pof) or the nght (nof). The program
wrtes all zero defect depths in the entire data array. Then it reads the axal value of the defect depth, the rotational
value of the defect, and then the defect depth from the data file “samplename dat." Then the file
“samplename met” is written, with the directions and offsets properly changed

r metfile. c Version 6-21-95 creates a file of metallography data
tr be plotted by Mathematica */

#include <stdio h>
#include <stdlib h>

int main()

{
nt rot = 350, /* amount of rotational offset */
intpof = 7. /* move defect to left by this amount */
intnof=0: /~ move defect to nght by this amount */
int metien = 31, /* length of metaliographic piot */
static int data[361)[50];
ntij. a b c
FILE *datin, "datout
datin = fopen("d \\metdat\b-63-07 dat" "r").
if(datin == NULL){
pnntf(“failed to open input data file\n"”),
ext(-9),
}
datout = fopen("d \\metdat\b-63-07 met" "w")
if(datout == NULL){
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pnntf("tailed to open output data file\n").
ext(-1).
)
for(1=0:1< 360 1++){
for()=0,j<50;)++){
datafi][jl=0.
})
while{fscanf(datin "%d %d %d" &), &i, &c) ‘= EOF){
datalijj+pof] = c.
’ pnntf("%d %d %d\n" i) datafi]iil); */
)
for(1=0:1<360.1++){
a=|+rot
if(a > 359)
a=a-360

)
a = 360 -a . / change the direction of rotation */
for(j=0 j<metien j++){

b = metien + nof -,

fpnntf(datout,"%d " dataa][b])

)

fpiintf(datout,"\n");

)
r pnntf("Program end \n"), */
return(0);

)

Program caldepth.ma

This program is a Mathematica Notebook. and s written to run under Version 2.2.3. modified for Windows 95 It
reads the data stored on the PC and makes the three-dimeas.onal color contour plots. The data consist of the
eddy-current readings comnputed on the HP and transferred over the network. and the metaliography generated on
the PC. The starting point for the x and y axis 1s arbitrary  The increments used for the eddy-current data are
0.030-n.1n the axial direction and 22.5 in the y or circurnferential direction. For the metallographic plots, the axial
direction 1s about 0.1 in_, and the circumferent?| direction 1s 1 0. The appearance of the plots does not match
exactly due to the difference in the density of measurements used by the two techniques in particular, with the data
given every 1 for the metallographic data. the high-plot density makes the zero metallographic data appear black.

data=Readlist{"d \\metdat\\l-14-06 d27"
Number RecordLists-> True|,
ListPlot3D[data PlotRange->All,
Ticks->{{{1.4 0}{17 4.5),{33.5.0},(50.55) {67 6).{83.65)(10070)
{117.7 5}{133 80})
{{1.0}.{5.90) {9,180} ,{13.270}) Automatic},
PlotLabel -> "I-14-06 cal”,
DefaultFont -> {"Times-Bold" 12)}.
data=ReadList["d \\metdat\\l-14-06 met".
Number RecordLists->True),
ListPlot3D{data.
PlotLabel -> "I-14-06 met",
DefaultFont -> {"imes-Bold" 12},
PlotRange->All.
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Ticks->{{{1 4 0).{5.4 5).{10.5.0).{15.5 5).{20.6.0}.{25 6 5) {30.7 0.
(35.7 5).{40.8.0})
{{1,0),{80.90) {180,180} {270.270}} Automatc}]
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The objective of the Improved Eddy-Current ISI for Steam Generators program is to upgrade and validate eddy

current inspections, including probes, instrumentation, and data processing techniques for inservice mspection of
new, used, and repaired steam generator tubes; to improve defect detection, classification and characterization as
affected by diameter and thickness variations, denting probe wobble, tube sheet, tube supports, copper and sludge
deposits, even when defect types and other variables occur in combination; to transfer this advan ed technology to
NRC's mobile NDE laboratory and staff. This report provides a description of the application of advanced eddy

current neural network analysis methods for the detection and evaluation of common steam generator tubing flaws
including axial and circumferential outer-diameter stress-corrosion cracking and intergranular attack. The report
describes the training of the neural networks on tubing samples with known defects and the subsequerit evaluation
results for unknown samples. Evaluations were done in the presence of artifacts. Computer programs are given n
the appendix

DESCRPT(

KEY WORDS

Array Probe

Computer Programs
Neural Networks

Steam Cenerators Unclassified
Tubing Inspection

Unclassified

MBLF r PE




on recycled
paper
’;

Federal Recycling Program




SATAINYS ONIHILL HOLVHANTD WVALS HO04 SISNTYNY VLvd

1LV AIHG &

INISHT IV

{000 949408 ) O NOLONIHSVYM
NOISSIANOD AHOLYINODIE HYITONN
SALVIS 31NN

SSPO-H Y/ OFUIN




