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Insoection Summary:

1

Jmtection on October 19-25. 1992 (Report No. 50-483/92018(DRP))

Areas I.n_soected: Special Augmented Inspection Team (AIT) inspection
conducted in response to the loss of control room annunciators at the Callaway
Nuclear Power Station on October 16, 1992. The review included validetion of
the sequence of events, determination of the root cause for the annunciator
loss and equipment failures during the event, evaluation-of licensee response
to the event, and evaluation of the licensee's event classification and
reporting.

Ensults: No operational safety parameters were approached or exceeded. The-
AIT concluded that the root cause of the initial power supply failure was
random failure of its power transformer;-the root cause of the subsequent
blown fuses was personnel error; and the overall root causes for the event-
were poor communications / teamwork, lack of a questioning attitude / complacency,
inadequate knowledge of annunciator system, and a l_ess than adequate work
performance.
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Details

1.0 Jd r_oluction

1.1 Event Summary

On October 19, 1992 at approximately 12:40 p.m., Callaway engineers reviewing
operational data from October 16 and 17 discovsrod that at 1:00 a.m. on

i October 17, all main control room annunciators br: been ineperable and the
operators had been unaware of this condition.

1.2 AIT Formation

On October 19, 1992, senior NRC managers determined that an AIT was warranted
to gather information on the loss of annunciators, partial loss of
annunciators, and failure to recognize the coerational effects which occurred
during the event. An AIT was formed consi. ting of the follewing personnel:

Team Leader: R. A. Westberg, Team Leader, Division of Reactor
Safety (DRS)

Team Members: B. L. Bartlett, Senior Resident inspector Callaway
Site, Division of Reactor Projects

R. A. Spence, Reactor Systems Engineer, AE00

". D. Reidinger, License Examiner, DRS

L. R. Wharton, Licensee Project Manager Callaway Site,
NRR

F. P. Paulitz, 1&C Engineer. NRR

One member of the AIT, the Senior Resident, was on site on October 19, 1992.
The full TJi arrived on site October 20, 1992. In parallel with formation of
the All, Roll issued a Confirinatory Actior letter (CAL) (Enclosure 2) on
October 20, 1992, which confirmed certain licensee cctions in support of the
team inspection.

13 AIT Charter

A charter was formulated for the AIT and transmitted from W. L. Forney to
R. A. Westberg on October 20, 1992, (Enclosure 3) with copies to appropriate
EDO, NRR, AE00, and Rlli personnel. The AIT's objectives were to: (1)
conduct a timely, thorough, and systematic inspection related to the event,
(2) assess the safety significance of the event and communicate to Regional
and Headquarters management the facts and safety concerns related to the event
such that appropriate followup actions are taken, and (3) collect, analyze,
and document factual information and evidence sufficient to determine the
cause(s), conditions, and circumstances pertaining to the event.

1
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The AIT completed its charter and was terminated on Saturday, October 24,
1992.

2.0 Background Information

2.1 System Description

The annunciator system was designed by the Riley Corporation. The system is
designed to monitor 1400 alarm points using field contacts which either open i

or close, to alert operators in the control room by illuminating an |
annunciator window and sounding an audible alarm. Individual alarm points !

that are grouped on a system basis also feed the plant computer for display on i

the cathode-ray tube and the alarm printer. j
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-Annunciator Power Supplies

The system has four power supplies connected to a 125Vdc station battery to
power. the 1400 field alarm contacts. These power supplies have common
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(parallel-connected) inputs and outputs, and each power. supply input and
-

output is protected by a one ampere " slow blow" (delayed opening) fuse.- There
.

- are also 14 logic power supplies that receive their input power fro:n one-of|
two 125Vdc station battery systems, one of which is common to tSe field -

..

contact power supplies discuss 9d above. The logic power supplies provide five
different- voltages to the syst em and each has a prote::tive fuse associated -
with its voltage. None of tre fuses (78 total) have local indication or ;

'indicating lights to monitor their operability.

2.2 Precursors to the Event
,

On the evening of October 16, 1992, the plant was at -100% power,1224MW
electric. No major plant evolutions were in progress and no major pieces of:
plant equipment were out-of-service. No technical specification action
statements were in effect.

.

The AIT's charter limited the inspection to this one event. However, the AIT
noted that previous events of loss of almost all of the annunciators had .=

occurred. There have been 12 previous power supply failures dring the last'- !

nine years that caused partial losses of operability of the annunciator
system.

,

2.3 Seauence of Events

In order to validate the sequence of events associated with the -loss of-
annunciators, pl_ ant computer, related power supplies, and fuse failures,. the
AIT- conducted interviews with licensee management, operations personnel,- and
instrument and control-(I&t.) personnel cognizant of the event. Licensee
documentation and event review meeting summaries were also reviewed to
determine- the actual sequence of events.;

At 6:40 p.m., approximately 76 annunciators illuminated. The control' room-
operators inanediately verified that no plant trip, transient, or other
evolution had caused the large number of alarms. This condition was initially-
diagnosed at either a blown- fuse or a power supply problem. .The shifte
supervisor (SS) notified _the I&C shift technicians and requested engineering
support from the Engineering-Duty officer _(ED0). At approximately 7:00 p.m.,

the plant manager (MCP) was also notified (he was. still on-site)~. - At 7:26-
,

p.m.,'the two I&C technicians replaced one fuse on logic bay powerisupply No;
RK045El. -However, the fuse replacement did not correct the problem or change
the status of any of the annunciator windows.

The I&C-technicians identified a problem'with the Multiplex (MUX) cabinet
. field-power supply No. 2 (RK04501). The I&C planner reported on site at_8:45
p.m.=and began to research previous work request'. (WRs) related to annunciator
problems. The backup system engineer-was contacted and arrived on site at-
9:00 p.m.. The I&C technicians obtained a replacement power supply from the

. warehouse and beach testedtit in the.I&C shop for about one' hour.- The planner
,

and system' engineer met in the back of_ the control room ~atJ the' power supply-
cabinet.to view the degraded power supply, discuss the replacement and any
necessary installation precautions. The I&C planner and backup system-

engineer continued to discuss the power supply-installation with the I&CE -

4-
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' technicians in the 180 shop. The I&C crew (planner, backup system engineer,
and technicians) reviewed drawings and previous WRs to develop an appropriate
jumpering configuratic.).

At approximately 11:00 p.m., the midnight (0WL) shift relieved the 3:00 to
11:00 (PM) shift. The 0WL shift I&C technicians were briefed on the WR work
instructions by the lit planner. At 11:15 p.m., the I&C crew entered the
control room to obtain SS approval for the WR. The OWL shift SS verified that

-

a specified caution was on the WR and authorized the work. The caution stated
if all four power supplies were inoperable that an Alert should be declared.
The SS contacted the MCP and informed him of the plans to replace the failed
field power supply.

On October 17, 1992 at 12:58 a.m., field power supply No. 2 was replaced and
all annunciator window lights cleared. At 1:00 a.m., a short circuit occurred
coincident with removal of the output jumpers from the terminal blocks of the
power supply. The short circuit caused fuses to blow on all four field power
supplies resulting in a loss of the main control room annunciator system.
Numerous annunciators (approximately 360) were illuminated. Also affected
were numerous plant computer alarms. Fuses for the field power supplies were
obtained from the I&C shop and the previously failed power supply. During
replacement of the fuses, there was a problem which caused the fuses to blow
again at 1:24 a.m.. Additional fuses were obtained from the warehouse, and at
1:56 a.m., the I&C technicians successfully replaced the four blown fuses in
the field power supplies and rettored power to the main control room
annunciator system. Upon restoration of power, the illuminated annunciators
cleared and the critical problems with the system were considered corrected.
The operations crew performed lamp tests on all the annunciator panels, which
they assumed verified operability of the system. The SS signed the WR,
indicating completion of work on the annunciator system.

| The OWL shift crew continued to observe anomalous annunciator operation at
this time. The SS considered the remaining annunciator problems minor, which'

could wait to be analyzed on the 7:00 a.m. to 3:00 p.m. (AM) and PM shifts.

At approximately 7:00 a.m., the AM shift relieved the 0WL. shift. Operating
crews were told to closely monitor control panels due to continuing
annunciator problems. Sometime between_7:00 a.m. and 7:30 a.m. on October 17,
1992, the control rosm called I&C and indicated that-the-annunciators were not
normal because a demineralizer alarm came in and would not stop flashing when
it was acknowledged. At the same time, a reactor coolant system level alarmt

l which is normally defeated during power operations had also come in. At 3:00
a.m., the MCP called the SS concerning the status of the annunciator problem.<

Discussions were held regaruing the need for and authorization to call in
additional operations and engineering support to resolve the annunciator
problem. The SS contacted the supervising engineer and I&C technicians to

,

| again troubleshoot the annunciator system. During the remainder of the shift,
troubleshooting of the annunciator system centinued.

At 9:32 a.m., operations conducted a lamp test of the annunciator windows and
l' observed a panel with only half bright illumination. At 1:00 p.m., the I&C
! senior system engineer identified a bad logic power supply which _was

4
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subsequently replaced. Operations performed additional local equipment tests
to verify the operability of the various trouble annunciators. However, the
associated alanns did not activate.

At 4:30 p.m., I&C determined that five additional logic power supply fuses had
been blown. These fuses were assumed to have blown at 1:56 a.m. when the four
field power supply fuses blew because they were all connected (powered by the -
same 125Vdc station battery). The fuses were replaced at about 5:00 p.m. and
all logic power supplies were verified by a testing scheme developed by the
senior system engineer using input relay and driver logic cards. Testing
continued until 7:37 p.m. and the event ended when the control room
annunciator system, including the plant computer inputs, wert. verified as
completely restored and fully operable.

Based on their review, the AIT determined the time line provided by the
lic.ensee associated with the annunciator loss was complete and accurate.

3.0 Event Resoord

3.1 Operator Response

To determine what actions the operators took in response to the event and the
suitability of these actions, the AIT reviewed plant logs, appropriate plant
emergency and normal operating procedures, and interviewed the operators
involved in the event.

Operator actions during the loss of all annunciators were considered less than
adequate. Since the operating crews did not comprehend the assessment
capability loss that occurred,'they responded to the event in a less than

- systematic manner, without the use of all available information or procedures
to implement compensatory operator actions. As the operators had not been
adequately trained in the partial or total loss of the annunciator logic,-
annunciator power supply systems, or the plant computer system, the operators
experienced momentary confusion during the cascading annunciator failures on
the various panels. Thus, the reactor operators (Ros)- werr. not aware of the
extent of-the loss of the annunciators, due to the number of invalid computer
alarms that were printed and only a portion of the annunciator windows
illuininating. The operators monitored redundant control board instrumentation
immediately after the losses of annunciators at- 6:40 p.m. on October 16 and at
1:00 a.m. and 1:24 a.m. on October 17, 1992.

Although no procedural guidance existed, the 0WL shif t SS appropriately
directed that no power level changes' be initiated after the; loss of
annunciators because they were concerned about being able to monitor plant-
equipment status. The two R0s, on their own initiative, increased the
frequency af their respective main control board panel walkdowns after the .
initial amunciator loss. However, this was not performed continuously, nor
were additional R0s assigned to augment the on-shift R0s.

The. operators' inadequate understanding of the annunciator system resulted in
the following:

5
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not declaring an alert when all annunciators were lost*

devoting insufficient manpower to corrective actions*

not implementing available abnormal procedures on the loss of the*

plant computer when plant computer was partially lost

continuing a liquid radwaste release during the event*

Signing the WR as completed while 163 annunciators still remained*

inoperable

devoting shift management resources to a 345kV line tag out*

performing turbine stop valve surveillance testing during the*

event

ignoring some plant computer alarms-

not taking adequate control room or plaat compensatory measuresa

devising unapproved, informal, and ad hoc annunciator functional*

testing which resulted in a false impression of the operability of
the annunciator system, when in fact, 163 annunciators were-
inoperable.

3.2 Manaaerial Performance

3.2.1 Initial Shift Supervision Involvement

When it was concluded that there was a problem with the annunciator system,
the SS called I&C and the MCP. Normally, the SS would call the EDO but since
he had seen the MCP in the control room about an hour before he thought he
might still be on site. Thus, when he called the MCP and informed him that
approximately 76 annunciators were inoperable, the'MCP came to the control
room. The SS then called the E00 at home and informed him of the situation.
During this time frame, the SS called the engineering duty supervisor and
requested that an I&C engineer b'e sent to the site to assist the I&C
technicians.

When the I&C technicians determined that the 125Vdc field contact power supply
had failed, the SS requested that an I&C planner be sent to the site to help

- plan any WRs needed to replace the power supply. The-I&C planner. arrived on
site and began to research previous WRs. As part of a documentation review on
the computer, the I&C planner found a previous WR for replacing the power
supply. It was still on the computer when the PM shift SS walked by and-read
it. At about this time, the next shift operating crew was arriving to take
the GWL shift. The SS informed the 0WL shift SS of a caution in the previous
WR which stated that if all four power supplies were inoperable that an Alert
should be declared. The 0WL' shift SS informed the I&C planner that when the
new WR was written that he wanted a similar caution placed in it.

i
"
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When the power supply fuses blew at 1:00 a.m., the SS went to the back of_ the
control room to find out what had occurred. He was informed that they had
" blown some fuses." No one informed the SS which fuses had been blown or what
the effects of this would be; however, the SS did not ask for this :
information.

When the E00 and the MCP had talked with the PM shift SS, they had requested i

that they be notified of any change in status. However, this request was not
recorded in the turnover log. This information was passed on-to the 0WL shift
SS during the shift turnover. The 0WL shift SS failed to notify either of
these individuals of the additions 1 annunciators that had become inoperable.

During the shift turnover briefing, the 0WL shift SS had directed his R0s to
pay additional attention to the control boards and delayed performance of a
scheduled surveillance. However, when the additional annunciators became
inoperable at 1:00 a.m., no additional personnel were brought in to chserve
the control room boards, no plant announcement was-made to alert plant
personnel to pay additional attention to plant status, and the equipment
operators were not directed to increase monitoring of their assigned equipmont
status.

The SS and the crew did evaluate plant conditions in an effort to determine
whether they met the conditions for an alert status. Due to the misconception
that only one half of the annunciators were inoperable since only half were
illuminated, the SS <'mided that they were not in an-alert. The 0WL shift STA
also joined the dis' sion of emergency action level (EAL) conditions and
agreed with the SS iiat an alert level.was not reached. However, the STA
accepted the hypothesis that only one half of the annunciators were inoperable
without additional independent verification. The STA also did not discuss
what equipment was affected with I&C, review the annunciator system, or
question which annunciators were-affected.

The licensee's internal prob'lem identification and resolution system is known
as the SOS (Suggestion, Occurrence,_ Solution) program. The SOS program.is
utilized by the licensee to identify opportunities for improvement, employee
safety concerns, and issues of regulatory significance. The SS should have
generated a SOS following the failure of the initial power supply and for the
annunciator problems.

3.2.1.1 Conclusions

a. The SS did not understand the operation of the' annunciator system,
and that unilluminated annunciators coeld be inoperable (except
for one L3 on the PM shift, none of the individuals involvea in
this event were knowledgeable in the failure mode of the
annunciators). Both the SS and the STA were convinced that since
some annunciators were-illuminated, some power was still available
to the anntnci'itor system.

b. The SS lacked a questioning attitude. He did not fully pursue the
question of which fuses had blown when he talked to' the I&C
technicians.

7
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c. The 0WL shift SS failed to notify either the EDO or the MCP of the
additional annunciators that were inoperable after the shift
change,

d. The inclusion of the caution in the power supply replacement WR
was a positive initiative; however, the misconception on how the
annunciator system worked and the lack of a questioning attitude
negated this action.

e. The SSs should have directed that SOSs be written documenting the
night's events.

f. The shift logs did not identify the need to notify the ED0 and the
MCP of changing plant conditions

3.2.2 Subseauent Plant Manaaement Involvement

following the initial power supply failure at 6:40 p.m. on October 16, 1992,
the SS called the MCP who was still on the site. The MCP went to the control
room and received a briefing. The MCP was informed that a field contact power
supply failure had occurred but that only about 76 annunciators were affected.
The SS and MCF concurred that the indication for an emergency classification
of alert was not satisfied. The MCP discussed the situation with the SS and
briefly observed the I&C technicians performing troubleshooting activities.
The MCP then left the control room and eventually left the site. The SS
called the EDO at his residence and informed him of the current plant status.
The decision was again reached that the emergency action level for an alert
was not satisfied. Both the ED0 and the MCP specifically requested that they
be informed of any change in plant status. This information was passed on
verbally from the PM SS to the 0WL shift SS.

At approximately 11:30 p.m., the MCP called the SS and was given a status on
the replacement of the failed power supply. The MCP informed the SS that if
any additional assistance was required that he should go ahead and call them
in.

Between 8:00 and 8:30 a.m., on October 17, 1992, the MCP called the SS to get
an update. The MCP was informed that the power supply was replaced and that
during the re)lacement approximately 360 annunciators had come in. When the
MCP learned t1at th'e ED0 had not been informed of the night's ' events he
directed that the ED0 be informed of the annunciator status. The MCP then
offered additional help to the on-shift staff but'since the annunciators had
been " repaired," the SS did not perceive a need for any additional help'. When
the SS called the EDO, he informed him of the current plant status but '
neglected to inform him of the approximately 360 annunciators that'had beer.
lost, since he thought the EDO had previously been informed. There was no
additional discussion with the MCP or the EDO concerning whether an. alert
should have been declared.

No further plant management involvement occurred until October 19, 1992. ;

Discussions were held in the regular morning -status meeting at 6:45 a.m.. As
a result of those discussions the licensee decided to meet with some of the

8
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Individuals involved and gather more information. This meeting was held at
10:00 a.m. and was attended by the MCP and the EDO. During this meeting it *

was determined that it was very likely that all control room annunciators had
been inoperable from 1:00 a.m. to 1:56 a.m. on October 17,1992. _ Subsecuently -
the licensee made a final determination that the annunciators had indeed been
inoperable and made an Emergency Notification System phone call to the NRC.

3.2.2.1 [onclusioni

a. The lack of knowledge on the annunciator system which existed in
the shift crews also existed in plant management,

b. The shift crew's failure to keep the ED0 and to a lesser extent
the MCP fully informed of the status of the annunciators
contributed to management's failure to realize the extent of the
situation,

c. The MCP and the ED0 repeatedly offered additional assistance to
the on-shift crews. In addition, management authorized the SSs
involved to call out any needed assistance without additional-
management approval. The SSs involved repeatedly declined the
offer,

d. Even though the licensee believed that 50 percent of-the
annunciators were inoperable, additional operators were not
assigned to verify plant conditions. When the SSs failed to
request additional personnel to perform this verification, plant
management should have directed that it be performed.

3.2.S Onsite Review Committee

| There was no Onsite Review Committee (ORC) involvement. This event never got
| to ORC because an alert was never declared; therefore, ORC never got a chance

to review this incident, immediately prior to, during, or immediately
following the event.

3.3 Hu_ man Performance issues '

The were a number of latent factors identified during the event. A discussion
of these factors follows.

3.3.1 Teamwork and Communications

The' licensee had developed a teamwork training program, T61. TEAM.8, with the
National Academy for Nuclear Training, in May 1990 to help operators recognize
their individual and team strengths. All operators had received this training _
to enhance control room teamwork, nurture the control room team culture, and
to_ strengthen. control room team performance. However,|the teamwork among ti.e

L operators ano between the operators and the I&C personnel during this event
was less than adequate. '

I
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01ssenting R0 concerns regarding the decision not to declare an alert were not-
dealt with appropriately by two SSs. The PH shift SS reportedly told =an R0
that they were not in an alert, but would not provide a rationale or discuss
it further. The 0WL shift SS repeatedly convinced his R0s that declaring an
alert was not necessary. The two R0s who were concerned that the intent of the
EAL regarding the declaration of an alert on the partial loss of annunciators
did not forcefully present or pursue their concerns with the SS, when more
than half of the annunciators were out-of-service.

There was less than adequate communication between control room operators and
the 1&C technicians and systems engineer, control room operators and equipment
operators, and the SSs and plant management. For example, the I&C technicians
and backup system engineer did not clearly inform any of the operating crew
that their actions resulted in the blowing of all the output fuses, which then
rendered all four field power supplies inoperable. Thus, the R0s were not
aware of the extent of the loss of the annunciators. The R0s were not always
informed of when 1&C was going to perform work that affected the control board'

annur.ciator responses.

The control room operators did not communicate the extent or significenca of
the loss cf control room annunciators to the equipment operators. The
equipment operators were rarely used to verify the validity of annunciator and
computer alarms and were not directed to increase the monitoring frequency of
plant equipment.

The SS's failure to recognize the complete loss of annunciators at 1:00 a.m.
October 17, 1992, resulted in an alert not being declared and licensee
management, the NRC, and other government agencies not being notified. This
failure also resulted in a lack of managerial and technical expertise
available to adequately address the loss of annunciators.

There was a less than adequate job pre-briefing on the annunciator WR by the
backup system engineer, the I&C planner, or the SS. For example, the I&C
technicians and the backup system engineer had not read the WR. However, the
caution, relative to the loss of all power supplies requiring an alert, was
discussed.

|

During the day shift annunciator light testing on October 17, 1992, a R0
determined tnt four annunciator panel sections illuminated at only half,

'

intensity. Although the R0 informed the control-room supervisor, this
i information was not comunicated to the "I personnel or SS for approximately
; three hours, during which time the operators thought that only five

annunciator windows were out-of-service.
.

3.3.2 Command and Control -

! The SS on the October 17, 1992 OWL shift did not exhibit a sufficiently
| questioning attitude. He did not adequately question or take charge of the.

I&C personnel to determine which power supplies-had been shorted out. He did
not direct continuous monitoring of main control board indications. He did

| not direct equipment operators to continuously monitor the plant equipment.
He did not inform the plant management or the NRC of the annunciator failures.
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The 0WL shif t SS did not use the dual role STA as an STA on the annunciator
problem. Instead the STA performed as a field supervisor on an unrelated
turbine surveillance procedure.

There were also problems on the October 17th AM shift. For example, the R0s
indeperedently developed an unapproved ad hoc annunciator functional test
without management oversight. However, the control room supervisor with the
SS's approval did re-initiate I&C epair efforts after learning that five
annunciator windows showed invalid alarms.

The I&C group on the OWL shift was composed of two technicians, an I&C
entineer, anu an I&C planner. There was no management direction as to the
single point of accountability or contact for the operators. The technicians
had different opinions of who was h charge (system engineer or senior I&C
technician); consequently, no one u. formed the operators of the loss of all
four field power supplies, despite the caution discussed at the beginning of
the work. Contributing to the failure was the misconception in the operation-
of the annunciator system; I&C personnel convinced themselves that since some
aprJnciators were illuminated some power Was still available to the
annunciator system. Therefore, they did not adequately question whether the
unilluminated annunciators were receiving power.

3

3.3.3 Precedures

All the operators interviewed indicated that they did not use any procedures
to respond to the loss of annunciators.

Plant procedures did not address the symptoms for a partial-or total loss of
the RK system (alarm annunciators) or partial loss of the-plant computer.
There was no abnormal procedure that provided appropriate actions to respond <

to this type of event. There was no guidance on the maintenance of a steady
state reactor power level after a loss of annunciators.

Even though the plant computer was responding with numerous false data points,
e.g. " Safety Injection pump A in lockout," abnormal procedure, No.
OTO-RJ-00001, " Loss of Plant Computer," was not used. However, this_ procedure
did not sensitize the operator for_the need to take compensatory measures or
identify the parameters, indications, or equipment for increased operator
monitoring. Although the R0s lost confidence in the validity of the plant
computer alarm indication, they were not aware of the extent of the loss of
the annunciators and did not adequately use -the alarm response procedures
effectively to verify the proper plant actions. There was no procedural
guidance on the need to verify plant computer alarms against annunciator
window alarms during ;artial system failures.

Only a . limited number of STAS were trained to use OTS-RJ-00001, " Restoration
of Plant Computer Failures." This procedure refers to OTO-RJ-00001, " Loss of
Plant Computer," for actions if plant computer failurce occur during

-

restoration. STAS indicated that this could be used for the determination of
operability of the plant computer.

11.
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The Emergency Plan Implementing Procedure, EIP-ZZ-00101, " Classification of
,

Emergencies,"-does not include the loss of the plant computer as a specific '

criteria for the declaration of any emergency classification. Yet, the plant
computer provides more alarm information than the annunciators do.

,

!The operators questioned had many different views as to what a " plant
transient" meant as used as a criterion in the " Indications" section for a .!

'Site Area Emergency due to a loss of annunciators. For' example, some thought-
a power level change was sufficient to increase the emergency classification
while others did not. y

The work request did not contain a systematic troubleshooting plan to ;

determine the cause of annunciator system failure or a post maintenance i
testing method with acceptance criteria.

The operators did not have a list to determine which annunciator windows were
inoperable on loss of specific power supplies.

The plant's technical specifications contained references to certain
annunciator alarms. These included: T -T deviation (TS 4.1.1.4.b), rod
position deviation monite (TS 4,1.3.2},, axiU, flux difference monitor (TS
4.2.1.1.b), and quadrant pv;er tilt ratio (TS 4.2.4.1). The plant procedures
consider these alarms 'nov rable when the plant computer or the appropriate
MUX power supply is inope'rable. The operators began tracking these technical
specification related alarms at the 1:00 a.m. October 17 loss of annunciators
and verified the operational data.

The procedural deficiencies were considered to be contributors to the root
causes or the event. For example, had there been procedures, the ? kss of
communication would have been established, the questions to ask woaid have

! -- been provided, and the required knowledge of the annunciator system would have
been provided or referenced.

3.3.4 Trainina

Discussions with the licensee regarding classroom and simulator training '
courses regarding a total or partial loss of ' plant annunciators or partial
loss of the plai.t computer indicated the following:

3.3.4.1 Classroom Trainina

No specific training on a partial or total loss of annunciators.or partial-
loss of the plant computer has been conducted.

There was no training specifically addressing the operation of the annunciator
system. Training on specific annunciation windows was included.with.the
training on the. system affected by the alarm.

There was no specific operator, engineering, or management classroom training!

on the annunciator ~ system. This resulted in the operators being unaware that
open and closed logic or field contacts cause .either illuminated or

| unilluminated failed annunciator windows.
i
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Operators were not trained that individual annunciator panel lamp tests are
sufficient only for -testing the lamps and determining the partial loss of a PK
bus, but inadequate as an annunciator system functional test. The operators
were not trained that individual alarm logic or driver cards, or logic power
supply failures would not manifest self-revealing symptoms.

The operators were not trained that a specific field or logic power supply
energized annunciator windows in multiple alarm panels, despite severalprevious power supply failures. The operators had no training or technical
information on which annunciator windows were inoperable on loss of a specificfield or logic power supply.

The simulator was not modeled to simulate the partial or total loss of all
main control board annunciators or the plant computer, or to enable effective
training on the atarmal or diagnostic loss of plant computer procedures,
OTO-RJ-00001 and 0TS-RJ-00001.

The 1&C technicians had been trained on the operational characteristics of the
annunciator system including the loss of the annunciator system upon loss ofthe power supplies.

They had also been specifically instructed on the caution
relative to declaring an alert if all four power supplies were lost.
the event, this knowledge was not used. During

While training was not specified as a root cause of the event, it was a
contributor to the lack of knowledge of the annur.ciator system.
3.3.4.2 Simulator Scenario

One dynamic simulator scenario (DS-28) was dcveloped in response to an event
91-5 cycle of operator requalification.at Nine Mile Point, Unit 2, and administered to all operating crews during the

This was initiated by the partial
loss of the PK01 bus which resulted in the loss of horn and window lights infour balance of plant annunciator panel sections.

The simulator scenario
subsequently cascaded through multiple primary and secondary system
malfunctions compounding the loss of annunciators.

There were no abnormal procedures that addressed the partial loss of the PKsystem.
"PK01/02/03/04The annucciator response procedure, OTA-RLRK017, for window 176,
loss of the annunciators affected. TROUBLE," immediate action did not direct a response-to the

It only describes actions to be taken to
determine which PK bus was lost. In the scenario, the operators bve to
deduce that the annunciators were lost based on observing changes ;n controlboard indications. While this challenged the operators' knowledg -based
reasoning capability in a training scenario, the lack of guidanc.-

operator response in an actual loss of annunciators caused by a F :an delayfailure. bus

The annunciator system failure response from this scenario was different from
that in the October 17, 1992 event. The simulator scenario training conducted
on the crews was ineffective in properly responding to this event because ofits lack of similarity.

13
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'3.3.5 Human Perfgrmance Investioation

- The licensee'. conducted an_ investigation and questioned the operators,'b'ut did'
not have all the operators prepare individual statements after the event;- '

therefore,'it did not appear to constitute a: rigorous human performance
investigation.

,

3.3.6 Doeratina Crew Stress level

The event occurred at 1:00 a.m. during the second day of.an 0WL' shift. The
operators stated that they had no unusual fatigue at the time.

3.3.7 Man-Machine Interf.Act - {
The main control board has no annunciator or indication of a failed
annunciator field or logic power supply to alert the operators. The operators i

had to deduce the failure.

The space available to the I&C technicians to perform the replacement of the ,

field power supply was confined.

4.0 Eauipment Failures

'

Between 7:30 p.m. and-ll:00 p.m. on October 16,. I&C technicians made voltage
measurements on the 14 logic and four field p w er supplies. As a result, one
0.5A fuse was replaced on ilogic power supply and the voltage of one field
power supply was determined to be unacceptable (low).

Between 11:00 p.m. on October 16 and 7:00 a.m. on October 17,.1992, a'
,

replacement field power sup?ly was obtained from the warehouse and bench
tested. The WR indicated tlat the power supply was in be replaced and to
repair the fuses. During the replacement, it was necessary to jumper both the
input and output field supplies between two of-the power supplies that were
physically between the one that was being replaced. 'While setting up to
remove:the jumpers, the-I&C technicians reported that an ele'ctrical arc was i

observed and additional annunciator windows illuminated. The four field power
-

supplies had blown input fuses.- These~ fuses are rated one ampereLand are the
slow blow = type.

Additional fuses for the field power supplies were obtained from the I&C shop
and the previously failed power supply. During replacement of the fuses, . -

there was a problem with one of the fuses holders, -This caused a delay in the -
fuse placement which caused the fuses to blow again. (It is necessary to-
replace them all in a short time so' that the lead is shared.) Additioral
fuses were obtained from the warehous.e,: inserted without a delay, and theo

. system was thought to be restored at 1:56-a.m..

- A logic power supply was replaced.between .1:30 p.m.: and 2:00 p.m. 'and between
3:00 p.m. and 5:00 p.m.. five logic power. supply fuses were replaced. . The -
voltage was measured on the 14 logic power supplies and the four field power
supplies. Subsequently, all measurements indicated normal voltages. Further
functional testing indicated that. the annunciator system was operable.

14
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4.1 Analysis of Root Cause Determination

The All determined the root cause of the equipment failures as follows:

a. The failure mode of the field power supply was low voltage. The
intermediate cause of the low voltage was failure of the primary
field windings of the power transformer. The root cause of this
failure will be determined by the licensee and reported as part of
the cal. response.

b. The most probable intermediate cause of the blown fuses in the
field power supply was grounding of a temporary jumper clip during
replacement of the failed power supply. The root cause appeared
to be personnel error.

c. The most probable root cause of the blown fuses in the logic power
supplies was a current surge generated when the field power
supplies were lost.

About 25 hours passed from the initial identiff .on of the event until the
system was fully aperable. The difficulty in d u ermining the extent of the
failures and in restoring the system operability were as follows:

the field contact power supplies are wired in parallela

the instruction manual was inadequate=

the system drawings did not completely identify the inter-relationa

between the effect of field power supply failure and the logic
power supplies

e ground detector also ties the system together*

the I&C engineers who had the gru test knowledge of the system*

were not available when the event occurred

4.2 Corrective Actions

The licensee tried to reproduce the electrical fault that occurred during ~the
field contact power supply failure but was unable to identify how it occurred.

Because of previous problems with the annunciator system, in 1991, a request
for resolution was proposed to modify the annunciator system to separate the
system so that three groups of 400 alarms and one group of 200 alarms are
independent from each other. The modification would prevent system
interaction so that failures would be confined to one groep, therefore they
would be easier to analyze a'nd repair. Construction Modification Package No.
91-1037 has been issued to address the above problem and is proposed to be
implemented after the 1993 refueling outage.

15
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Implementation of this modification and the identification of which
annunciators are on which power supply should prevent a similar event from
happening in the future.

5.0 EynLClassification and Reportina

Emergency Implementing Procedure, EIP-22-00101, Attachment 1, addresses loss i

of annunciators as follows:
.

Initiating Condition Indication (s) Emergency
Classification

Host or All Anncnciator Panels ALERT

Alarms (Annunciators) RK014 through RK026
Lost are not operable -j

i

The operators have been trained at Callaway to use only the criteria listad in
the " Indications" section as the trigger for the declaration of the emergency
specified. Additional consideration of the intent of the initiating condition
listed is discouraged. In this case, while the " Initiating Condition"
accurately reflects the guidance in NUREG 0654 that an alert should be
declared if most annunciators are lost, the " Indications Section" lists loss
of all annunciator panels on the main control board as the only criteria.
This created a dichotomy and effectively narrowed the initiating condition to
all annunciators lost since the indications column did not accurately reflect
the intent of the initiating condition.

The operators- interviewed had different opinions of the need for declaring -an
emergency classification and on the percentage of annunciators necessary to be-
inoperable before the declaration must be made. This ranged-from 51% to-75%.
An opinion was also expressed that a smaller loss of the cafety system
annunciators instead of a cvtain percentage of the total annur-lators would
have more safety significance. Several Sf those interviewed triginally had-
the opinion that an alert was not necessary, but after the fact concluded that
the extra expertise and m.anpower that the declaration of alert would have
brought to bear on the problem would have been worthwhile.

At 6:40 p.m. on October 16, 1992, 193 annunciators were lo" (approximately 76
illuminated, the rest dark). The RO explained to his M th< Se saw half of
the annunciators flash then go dark except for the 76 that stayed illuminated.
He had experienced previous annunciator power supply failures, recognized this
as such, and expected that some of the unillumir ated annunciators had also
failed. He noted that many of the plant-computer alarms were unreliable.
Although the R0 had little confidence in the annunciators. or the plant
computer systems, he did not enter the "Less of P.lant Computer" .abnonnal
procedure. He asked-his SS why they should not be in an alert. The SS
reportedly responded that they were not in an alert, but offered no
explanation.

-At 1:00 a.m. on October 17, 1992, all annunciators were lost. Another R0 was
concerned that an alert was not declared based on counting 360 of the 683
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annunciators being illuminated. This operating crew was unaware that the !
unilluminated annunciator panels wen also out-of-service. The plant computer '

again provided obviously unreliable alarms. Several discussions between the
R0s and-SS regarding the proper emergency declaration occurred, but an alert
was not declared. At 1:56 a.m. on October 17, 1992, all but 163 annunciators
ware returned to service, although the operators were aware of only-five
annunciator windows with problems at this time. If an alert had been declared
in recognition of the 1:00 a.m. loss of annunciators, it would have remained
in effect until adequate post-maintenance testing proved the satisfactory
operation of the annunciators. However, no emergency declaration of any kind

,

was made,

As a result, the operating crew did not summon management or sufficiently
knowledgeable technical experts to expeditiously resolve the loss of the
annunciator problems. The operators did not adequately inform plant
management of the extent of the loss of annunciators during the event. The
licensee also did not take manv of the compeasatory measures that may have-

been expected as a result of a is type of event. The licensee did not staff
the Technical Support Center daring the event. Additional licensed operators
were not called upon to continuously monitor plant instrumentation. -Equipment
operators were not directed to increase monitoring status of equipment
parameters in the plant. The number of annunciator windows illuminated was
not included in operator logs, despite the fact that window counts were made
and photographs taken The WR did not include a systematic troubleshooting
plan and did not clearly indicate the power supplies that had blown fuses. An
unrelated turbine. stop valve surveillance test was performed while 163
annunciators were unknowingly out-of-service. Repair of the a 'nunciator -
system was halted prematurely for most of the morning of October 17, 1992, as
a result of less than adequate post-maintenance testing.

The licensee faxed a statement to the NRC Operations Center at 12:47 a.m. COT
and made an official Emergency Notification System event notification at 2:14
p.m. EDT on October 19 ??92, which was taken as ENS Report No. 24453..-The
report was submitted pur s t to 10 CFR 50.72.b.l.v., which requires the
reporting of a major let c f emergency assessment capability. 10 CFR 50.72.a
specifies that the NRC uperations Center be informed immediately after the
notificatior V state and local governments of_ the declaration of an alert,
and not l' n one hour after the time the lice'see declares an emergency.
10 CFR 50./. . specifies that the NRC Operations Center be informed'as soon
as practical and in all cases within an hour of the event. Thus, while the
contents of this report were adequate, it was about 60 hours late.

The Missouri State Emergency Management Agency Director was-informed of the-
ievent at 3:30 p.m. on October 19, 1992. The presiding Commissioners for

Callaway, Osage, Gasconade, and Montgomery, Missouri counties were informed of -
the event between 3:35 p.m. and 4:10 p.m. on October 19,-1992. The Mayor ofFulton, Missouri w<' informed of the event at 10:00 a.m. on October 20, 1992.

Thus, the licensee's immediate ain subsequent actions related to an emergency
classification were less than adhuate.
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6.0' Safety SLqnificaDie

The AIT concluded that no operational parameters were approached or exceeded !

and that there were no radiological consequences to this event. However, the:-

AIT had concerns with the following:

1. The delay in detecting and responding to this the event.

2. The potential for delay in detecting and responding to a plant
transient or other events while annunciators are out-of-service.

3. The potential for equipment ti'at is damaged or out-of-service not
being readily .dentified.

4. Callaway's operators were traine) to use annunciators during
transients and did not thoroughly understand or pursue the
significance of the event.

5. The proper declarations and reports had nnt been made as required.

7.0 Overall Conclu.sjom

7.1- Cause of Eouioment Fail *Jres

The AIT determined that the causes of the equipment failures were as follows:

a. The intermediate cause of the power supply failure appeared to be
failure of its pcwer supply transformer,

b. The failure of the-fuses in the field power supplies and-the logic
power supplies was due t1 personnel error.

7.2 Root Causes for the Event

The AIT used an events and causal factors charting techn1que to develop the -
root causes of the event. The event was considered-to be the initial inss of

- all annunciators, the partial loss of annunciators until: Saturday at 7:37_-
p.m., and the failure to recognize the operational effects of the annunciator
loss.

The team identified four root causes for the evsnt. Absent any one of these
causes, the event would'have been significantly mitigated. The root causes
were as follows:

<

7.2.1 Poor Communications / Teamwork.

Tots existed between-the SS and the EDO, the SS and the plant manager, the SS-

and the I&C technicians, and the SS and the shift crew. It also existed in
the control room logs'. For example:

18
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The 1&C technicians, -I&C engineer, and I&C planner did not inform*

the SS what fuses blew and what the effects were.

The 0WL shift SS did not call the ED0 or the MCP after the 1:00*

a n.. event. This occurred despite the fact that both the ED0 and
MCP had asked to be called if there were any changes, j

The AM shift SS did not inform the E00 of the 1:00 a.m. event.*

The RO +urnover sheets (Fri PM to OWL) did r.ot mention that dark j*

annunciators could also possibly be inoperable.

The SR0 turnover sheet did not inform the 0WL shift SS of the*

above comment.

The Js did not adequately br ief the R0s or the equipment i
*

operators on I&C actions or changir.g conditions.
'

7.2.2 Lack of a 0uestionino Attitude /Comnlarancy.,

There were numerous times during this event that a more quer 'ening attitude
could have prevented the event or its consequences. For example:

Less than adequate questioning by the SS/ Operating Supervisor to*

the I&C technicians in regard to which power supplies and fuses
were inoperable..

Loss than adaquate questioning by the SS/ Operating Supervisor with*

regard to generic comments made by the I&C technician on what the
extent of Mie problems was.

R0 logs did not address the significance or number of annunciators*

that were illuminated.

Several R0s questioned the decision that an alert was not equired*

several times but al; owed themselves to be convin .?d otherwise.

The operators, the I&C technicians, the engineer, and the work*

planner all thought that the annunciator system was still
receiving power from someplace since some annunciators were
illuminated; however, no effort was made to verify this
assumption.

7.2.3 Inadeouate Knowledoe of Annunci,ah r Systema

There were numerous individuals involved wOt n event that lacked adequate
knowledge of 49 annunciator system which M ;ered their ability to make
appiopriate v sions. For Example:

13
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The operators,. engineers and management involved received less*

than adequate training on the annunciator system to permit an
understanding of the symptoms of its failure. One R0 who had
experienced )ower supply failures previously learned through that
experience, >ut did not pass on his knowledge during shift
turnover.

1&C personnel had received training on the annunciator system, but*

did not use that knowledge to conclude that all annunciators had
been sost.

Thore was a lack of available procedures on the partial or total*

loss of the annunciator system, or the partial loss of the plant
computer.

Neither the operators nor the IEC personnel had correlations*

between the annunciator windows and the power supplies to aid in
the determination of which annunciator windows were inoperable.

1
7.2.4 li n__than Ade_q nte Work Performancet

There were numerous instances where work performance contributed to an
inability to apptopriately diagnose and respond to the annunciator problem.
Further, since the WR was non-safety related, it did not receive the same
level of attention as a safety related WR would have received. For Example:

Loss of all four field power supplies was apparently a result of*

the jumpering operation during replacement of power supply No. 2.

There was a less than adequate pre-job briefing. Only the caution*

about the potential of an alert was noted to the I&C group by the
SS.

There was inadequate post-maintenance testing after the four field*

power supply fusos were replaced, which resuf Md in the operators'
uelief that only five annunciator windows were still out-of-
serVICO.

The WR did not contain a systematic troubleshooting plan and it*

was completed without clearl., identifying which fuses and powei'
supplies were replaced or affected.

The I&C technicians and the engin >r did not read the WR which*

contained the caution about the de.elaration of an alert if all
four power supplies were lost.

,

!

!
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8.0 [zjt Interview

1he team met with licensee representatives (denoted in enclosure 4) on October
24, 1992, and summarized the purpose. AIT charter items, and findings of the
inspection. The team discussed the likely informational content of the

tinspection report with regard to documents or processes reviewed by the team
during the inspection. The licensee did not identify any such documents or :
processes as proprietary.
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f0NFIRMATORY ACTION LETTE8

00T 2 01992

Union Electric Company CAL-Rill-92-012ATIN: Mr, Donald F. Schnell
Senior Vice President - Nuclear

Post Office Box 149 - Mail Code 400
St. Louis, MO 63166

- Dear Mr. Schnell:

This confirms the conversation on October 19, 1992, between Messrs. William
forisey and Robert Greger of my staff and you and Mr. Gary Randolph of your
staff related to the loss of annunciators which occurred on October 161 ;17,
1992. With respect to the Callaway plant matters discussed -we understand
that you will perform the following actions:- -

1. Conduct an investigation.to determine the causes of the annunciator
failures and the failure of shift personnel to recognize the extent of
these failures, and to evaluate the decision making and communications
associated with the event.

2. Place the power supply which failed in quarantine until released byLthe
NRC's Augmented Inspection Team (AIT).

3. Maintain documentary evidence of your investigation effort and make this.
: available to the AIT.

4. Evaluate these most recent. equipment failures and staff actions in light
of past equipment failures and staff. performance-to determine-.if
additional actions are necessary.

5. Provide within 30 days to NRC Region 111 a documented evaluation of the.
above issues including corrective actions you have taken or-plan to.
take, ,

y
t4ne of the actions specified herein should 'be construed to-take precedence
over actions which you feel necessary to ensure plant:and| personnel safety.

If your understanding-differs from that? set forth above, please call me .
immediately. Issuance of this Confirmatory Action-Letter does not preclude
issuance of an Order formalizing the above commitinents or requiring _ other -
actions- on the:part of Union Electric Company. Nor does it preclude NRC from

-

.
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OCT 2 01992
,

,

Union Electric Company 2
,

taking enforcement action for violations of NRC requirements that may have ,

prompted the issuance of this letter.

Sincerely.

' .y&L 2.

A. Bert Davis
Regional Administrator

pistribution

CC:

G. L. Randolph, Vice President,
Nuclear Operations

J. V. Laux, Hanager Quality
Assurance

Tom P. Sharkey, Supervising
Engineer, Site Licensing

DCD/DCB (RIDS)
OC/LFDCB
Resident inspector, Fill
Region IV
Resident inspector, Wolf Creek
K. Drey
Chris R. Rogers, P.E.

Utility Division, Missouri
Public Service Commission

Gerald Charnoff, Esq.
Thomas Baxter, Esq.
R. A. Kucera, Deputy Director,

Department of Natural Resources
State Liaison Officer
J. M. Taylor, EDO
J.11. Sniezek, DEDR
11. L. Thompson, DEDS
T. E. Hurley, NRR
J. G. Partlow, NRR
J. W. Roe, NRR
J, A. Zwolinski, NRR
E. L. Jordan, AE00
J. Lieberman, OE
J. R. Goldberg, OGC
J. N. Hannon, NRR
R. J. Strasma, Rill-
L. R. Greger, RIII
R. A. Westberg, Rill

:
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MEMORANDUM FOR: R. A. Westberg, Team Leader, Callaway Augmented
Inspection Team (AIT)

FROM: W. L. forney, Deputy Director, Division of Reactor
Projects

SUBJEC1: Ali CHARTER-CALLAWAY LOSS OF ANNUNCIATOR EVENT

An Augmented Inspection Team (AIT) is being dispatched to the Callaway plant
in accordance with NRC Manual Chapter 0325. The Ali is being sent due to the
significance of the loss of all control room annunciators and the apparent
failure of the licensee to make appropriate notifications and emergency
declarations on October 17, 1992.

Enclosed for your implementation is the final Charter to evaluate the events
associated with the October 16 - 17, 1992 Callaway loss of annunciator events.
This Charter was prepared in accordance with the NRC incident Investigation
Manual and the April 18, 1991 Hanual Chapter 0325 AIT implementing procedure.

The AITs objectives are to:

1) Conduct a timely, thorough, and systematic inspection related to
this event.

2) Assess the safety significance of the event and communicate to
,

! Regional and Headquarters management the facts and safety concerns
related to the event such that appropriate followup actions are'

taken.

3) Collect, analyze, and document factual information and evidence
sufficient to determine the cause(s), conditions, and
circumstances pertaining to the event.

If you have any questions regarding these objectives or the enclosed Charter,
please do not hesitate to contact either Robert Greger or myself.

Odb LTh -

Villiam L."I'orney, Deputy 4 tor
Division of Reactor Project-s

Lnclosure: AIT Charter

See Att3ched Distribution
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b ;tribution

cc w/ enclosure:
A. B. Davis, RIII
C. J. Paperiello, Rlli
E. G. Greenman, RIII
F. J. Miraglia, NRR
J. G. Partlow, NRR
J. W. Roe, NRR
B. K. Grimes, NRR
J. N. Hannon, NRR
D. F. Ross, AE00

- J. A. Zwolinski, NRk
G. E. Grant, EDO
B. L. Bartleit, SRI
L. R. Wharton, NRR

,
.



- _ . . - _ ,. _ _ ._ . _ _ . _ _. _ _ _ .g .

, 46 ,
*

,

.

,

Callaway loss of Annunciators Augmented laspection Team JAIT) Chgin ,

You are to perform an inspection of the October 16 - 17, 1992 annunciator i

events to include the follod ng:

1. Determine that all immediate safety concerns associated with the loss of
annunciator events have been addressed by the licensco. '

2. Determine and validate the sequence of events associated with the' loss
~

3
of annunciators and plant computer, and the related power supply and
fuse failures. (Pay particular attention to time durations of
annunciatorlosses.)

3. Determine the root cause for the failures, including:

a. Annunciator power supply
b. Annunciator output power supply fuses
c. Annunciator logic power supply fuses

in evaluating the root cause consider the relationship of the failures
to possible troubleshooting or design weaknesses for both the safety--
related and balance-of-plant (80P) equipment.

4. Review the adequacy of the licensco's investigation of these specific
events and the licensee's program for event analysis. Oversee
troubleshooting, testing, and analysis of affected equipment.+

5. Interview plant operators, 1 & C personnel, and other plant staff
directly involved in the events and troubleshooting, to evaluate:

a. Operator actions, procedural guidance, and training
b. Training and procedural guidance for other plant staff involved in

the events or troubleshooting
c. Notifications to plant management and NRC
d. Recognition by the operators and plant staff of the extent of

.

annunciators which were lost

6. Evaluate licensee managerial performance related to this event,-
including:

a- Initial shif t supervision involvement (SRO, Shift Supv., STA. etc.)
b. Subsequent plant management involvement (Plant Manager,

EP Manager, etc.)
c. Onsite Review Committee involvement

7. Evaluate completeness of licensee's 10 CFR 50.72 report.

8. Determine whcther appropriat6 work controls were implemented for the
.

troubleshooting and repair activities.
|
|
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9. Review the licensee's inanediate and subsequent actions related-to,

emergency classification for these events.
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ENCLOSURE 4

PERSONS CONTACTED

Union Electric CompJny

D. f. Schnell, Senior Vice President, Nuclear
G. L. Randolph, Vice President, Nuclear Operations
W. R. Campbell, Manager, Callaway Plant
R. J. Baker, Supervising Engineer, Computers
H. A. Bauer, Planning and Scheduling
L. S. Deaty, I&C Engineer
H. D. Bono, Supervisor, Engineering
H. B. Cleary, Supervisor, Corporate Communications
H. L. DeYoung, I&C Technician
H. S. Evans, Superintendent, Training
J. H. Gloe, Supervising Engineer - Performance /131 (Engineering Duty

Supervisor - week of 10-15-92 to l',-23-92)
H. E. Heinzer, SS (PH Shift friday and saturday)
E. W. Henson Jr., I&C Technician
G. A. Hughes, Supervisor, Independent Safety Engineer Group
W. O. Jessop, SS, Operator Training
J. L. Keyes, R0 (0WL shift)
J. V. Laux, Manager, Quality Assurance
A. G. Lord. IAC Engineer
S. A. Haglio, Operating Superviso.*
H. L. McKee, I&C Technician
P. W. Mory, SS (Day Shif t)
P. S. Myers, Engineer, Design Control
C. D. Naslund, Manager, Nuclear Engineering
R. J. Neil, SS (0WL shift)
C. L. Norris, I&C Technician
G. W. Olmsicad, STA (0WL shift)
W. C. O'Neil, 1&C Technician
A. C. Passwater, Manager, Licensing and fuels
J. R. Peevy, Manager, Operations Support
L. E. Petty, 1&C Technician
C. S. Petzel, Quality Assurance Engineer
H. A. Reidmeyer, Quality Assurance Engineer
D. R. Smallwood, Senior Nuclear Clerk
H. A. Stiller, Manager, Nuclear Safety and Emergency Preparedness
W. A. Witt, Operating Supervisor SR0 (0WL Shift)
A. E. White, Supervisor, Emergency Preparedness
D. E. Young, Superintendent Operations (Emergency Duty Officer E00)
J. Vice, RO, AM shift
W. Gruer, R0, OWL shift

- R. Greathouse, R0, PH shift
H. Jennings, STA/CRS, PH shift
E. Stewart, CRS AM shift
S. Aldrich, R0, PH shift
T. P. Sharkey, Supervising Engineer - Site Licensing

.
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