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NSD-NRC-96-4739
DCP/NRC0528
Docket No.: STN-52-003

June 6, 1996
Document Control Desk
U.S. Nuclear Regulatory Commission
Washington, D.C. 20355
ATTENTION: T. R. QUAY
SUBJECT: DRAFT M’ RKED UP OF AP600 PRA CHAPTER 34

Dear Mr. Quay:

Enclosure | to this ietter is a draft mark up of Chapter 54 of the AP600 Probabilistic Risk Assessment
(PRA) covering the low power and shutdown PRA assessment. The PRA section has been revised to
incorporate commitments Westinghouse made in responses to RAls,

The highlighted information on the draft mark up of the previously transmitted PRA chapter, indicates
the new information. The striked-out information indicates the information that is to be removed.
Please note that Tables 54-3 through 54-7 have not changed and are not included in the enclosure.
The enclosed information will be cleaned up (strikeout info removed) and included in Revision 7 of
the PRA, which has an expected transmittal date to the NRC of June 28, 1996,

This draft mark up of the AP600 PRA is being submitted for NRC use in writing Chapter 19 of the
AP600 Final Safety Evaluation Report.

Enclosure 2 to this letter provides a revised response to three shutdown PRA RAIs
As discussed between Westinghouse and NRC PRA personnel in a meeting on May 8, 1996, an
assessment of design changes that have occurred since PRA Revision 6 have been evaluated for

potential impact on the shutdown PRA results and insights. Enclosure 3 provides a summary of
design changes and their impact on the PRA Chapter 54 analysis.
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Please contact Cynthia L.. Haag on (412) 374-4277 if you have any questions concerning this
transmittal.

B 87,

Brian A. Mcintyre, Manager
Advanced Plant Safety and Licensing

/nja
Enclosure
oe: J. Sebrosky, NRC (without enclosures)

D. Jackson, NRC (Enclosures)
J. Flack, NRC (without enclosures)
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NRC REQUEST FOR ADDITIONAL INFORMATION

REVISION 1

Re

Shutdown PRA questuon from NRC letter dated November 9, 1995

Question 1 (#2939)

Open item 19.1.3.3-1 requested Wesunghouse to justify the low human error rate for inadvertent draining of reactor
vessel inventory though the Normal Residual Heat Removai (RHR) system.  [n response, Westnghouse quantified
the likeithood of the operator overdramning the reactor coolant system during drain down operations to reach midloop
condisons. Westnghouse also quanufied the likelibood that a LOCA could occur by madvertent openmg of Normal
RHR valve VO24. The staff needs the followng information o conclude that the frequency of overdraining the
reactor vessel t reach midioop conditions 15 on the order of E-6 per year, which is much lower than current
operaung expenence.

a.

Wesunghouse should use operating expenience 0 determme the frequency of the operator nadvertently
overdraining the RCS dunng mudloop, or jusufy that current operaung expenence is not applicable by describing
any AP600 design improvements over current plants.

Wesunghouse needs 0 add more informaton in the shutdown PRA about the available ievel nstrumentation
during the drain down process. A descripuon of how the pressunzer wide range level instrumentation is
connected o the RCS would be helpful.

Wesunghouse needs o clanfy in the PRA how the two hot leg nstruments are connected and clanify whether
they share common reference legs.

Wesunghouse needs to document in the PRA the basis for the beta factor of 0.05 for the hot leg nstruments.
This value s not histed in Chapter 29 or Section 54.7 of the PRA.

For drasn down scenano 2, Westinghouse needs to jusufy the likelihood that the air operated valves fad o close
on demand. Wesunghouse needs to (1) document the tesung inierval for these valves and (2) calculate valve
unavauability using ((standby falure rate)*(testung mterval)/2) or a demand failure rate (such as 1E-3 bisted n
Tabie 54-58),

Response:

4

The AP600 has incorporated many design features that address mid-loop operations inciuding features that
.wwte the probability of overdraming the RCS to a point where a loss of the normal residual beat removal
system would occur. These features are descrnibed in SSAR secuon 5.4.7.2.1 and are descnibed below:

*  Loop Piping Offset - As described in SSAR subsecuon 5.3.4.1, the reactor coolant system hot legs and
cold leys are verucally offset. This permuts draining of the steam generators for nozzle dam inseruon
with hot leg level much higher than wadiuonal designs. The reactor coolant system must be drained
(0 a level which 1s sufficient to provide a vent path from the pressunzer o the steam generators. Thus
is nomunally 30 percent level in the hot leg.  This loop piping offset also allows a reactor coolant
pump to he replaced without removing a full core.
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¢ Step-nozzle Connection - The normal residual heat removal system employs a step-nozzle connection
o the reactor coolant system hot leg. The step-nozzle connecuon has two effects on mud-loop
operaton. One effect 1s 10 substanually lower the RCS hot leg level at which a vortex occurs in the
residual heat removal pump sucuon line due o the lower fluid velocity in the hot leg nozzle. Thus

increases the margin from the nominal mid-loop level to the level where awr entrainment 1nto the pump
sucuon begins,

Another effect of the step-nozzie s that. if a vortex should occur, the maxunum ar entramment 1nto
the pump sucuon has been shown expenmentally o be no greater than 5 percent. This level of awr
ingesuon will make awr bmding of the pump much less hikely.

*« No Norma! Residual Heat Removal Throttling During Mid-Loop - The normal residual heat
removal pumps are designed (0 minimize susceptibility to cavitauon. The plant piping configuration,
piping elevauons and routing, and the pump net positive suction head charactenstics allow the normal
residual heat removal pumps to be started and operated at their full design flow rates with saturated
conditions in the reactor coolant system. Toe normal residual heat removal system operates without
the need for throwling a residual heat removai control valve when the level in the reactor coolant
system 1s reduced to a mid-loop level. This elumunates the failure to throttle the residual heat removal
pumps causing a loss of the residual beat removal system during mud-loop . )

*  Hot Leg Level Instrumentation - The AP600 reactor coolant system contams independent level
instrumentation in each hot leg with indication in the mair control room. [n addition, the wide-range
pressunizer level instrumentation used during cold plant operauons ts avatlable (o measure to the botiom
of the hot legs. There is continuous level indication in the main control room from the normal level
in the pressunzer (o the range of the two narrow-range hot leg level instruments. Alarms are provided
to alert the operator when the reactor coolant system hot leg level 1s approaching a low level. The
1solaton valves in the line used to dram the reactor coolant system automatically close on a low reactor
coolant system level dunng shutdown operanons t© preclude overdramning the RCS. Operations
required during mid-loop are performed by the operator in the main control room. The level monitonng
and control features sigmficantly unprove the reliability of the A2600 heat removal system dunng mud-
loop operatons.

These design features contribute (0 the reducuon mn the probability of overdramming the RCS for the AP6U0O
as compared to current plants.

Other design features have been ncorp.  ‘ed in the AP600 design (0 address the consequences of a loss
of the normal residual beat removal system due 0 overdramning and/or excessive air ingesuon into the
residual heat removal pumps. These features, addressed in SSAR secuon 5.4.7.2.1, are descnbed below:

+  Passive Core C . g System - The passive core cooling system in-containment refueling water
storage tank (IR' injecuon lines are available in the event of a loss of the normal residual heat
removal system \ ..ag “educed nventory operauons. Upon a loss of water level in the hot leg. the
operator would take acuons (O restore the water level with the nonsafety-related chemical and volume
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control system makeup pumps. [f the makeup pumps are not avalable and / or operable, the operator
can actuate the safety-related IRWST mjecuon valves to restore water level in the RCS wd provide
safety-related core cooling. [n additon, the normal residual heat removal system contains a diverse
means for gravity mjection from the [RWST via the pump suction line to the IRWST. By opening
valve RNS-V023, gravity mjection can be provided to the RCS hot leg in the event of a loss of the
normal residual heat removal systet..

*  ADS Vaives - The automatic depressunization system first-, second-, and third-stage valves, connected
10 the top of the pressunizer, are open whenever the core makeup tanks are blocked dunng shutdown
conditons while the reactor vessel upper internals are in place. This provides a vent path to preclude
pressurizauon of the reactor coolant system dunng shutdown condiuons when decay heat removal 1s
lost. This also allows the RWST automatically provide injecuon flow if it is actuated on a loss of
decay heat removal.

+  Reactor Vessel Outiet Temperature - Reactor coolant system hot leg wide range temperature
instruments are provided in each hot leg. The onentation of the wide range thermowell-mounted
resistance temperature detectors enable mezsurement of the reactor coolant fluid in the hot leg when
in reduced inventory conditions. In addition, at least two incore thermocouple channels are available
to measure the core exit temperature dunng midloop residual heat removal operauon. These (wo
thermocouple channels are associated with separate electnical divisions.

*  Self-Venting Suction Line - The residual beat removal pump suctuon line is sloped conur uously
upward from the pump to the reactor coolant system hot leg with no local high pownts. This elimmates
potenual problems with refilling the pump suction line if a residual heat removal pump is stopped when
cavitaung due to excessive air entranment. With the self-venung suction line, the line will refill and
the pumps can be inmediately restarted once an adequate level in the hot leg is re-established.

In addition, Wesungbouse has submitted emergency response guidelines for shuidown operanons that will
be used to umplement shutdown emergency operatng procedures. These procedures will guide the operator
(o recover from overdramning events. These design features contribute to the reduction in the calculated core
damage frequency for the AP600 at shutdown as compared o cumrent plants.

This informaton will be provided in the AP600 Shutdown Evaluation Report and will be referenced i the
shutdown PRA.

There are two safety-related RCS hot leg level channels, one located in each bot leg. These ievel indicators
are provided pnmanly w monstor the RCS water level dunng mid-loop operauon following shutdown
operauons. One level tap 1s located at the bottom of each hot leg and the other tap on the top of each hot
leg as close o the steam generator as possible. These level instruments are independent, and do not share
instrument lines.

Dunng post-accident conditons, these mstruments provide indicaton of the water level i the reactor vessel.
They provide reactor vessel level indication for a range from the botom of the hot leg to approximately the
elevauon of the reactor vessel flange maung surface.
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Each level instrument reading 1s provided in the main control room and the remote shutdown workstaton.
This instrumentauon provides an accurate readout of the RCS level in the control room. Alarms are
provided to alen the operator when the RCS level 1s approaching a low level. These transmitters also
provide tnput to the PMS (0 inuate n-contanment refueling water storage wjecuon on a low level dunng
mid-loop operauons.

In addition, the wide-range pressurizer level mstrumentation used dunng cold plant operations 1s available
(0 measure to the bottom of the bot legs. This provides a contmuous level indication in the mamn control
room from the normal level in the pressunzer to the range of the two narrow-range bhot leg level
instruments.

This information will be provided in the AP6(0 Shutdown Evaluaton Report and will be referenced in the
shutdown PRA.

The beta factor of 0.05 for the hot leg level instruments was taken from the URD, Chapter |, Appendix A,
Section A3 (Page A.A-29); 0.05 1s the recommended genenc beta factor for "failure to conunue funcuoning
or spunous operation” of components not specified in the URD, Table A3-1. Wesunghouse will provide
this reference source for this beta factor i the shutdown PRA report

For drain down scenano #2 discussed in Section 54.4.6, air-operated valves CV5-045 and CVS-047 were
modeled in the shutdown PRA. However, there s ar additional air-operated valve (CVS-059) 1o the dran
Jown path that can be closed to prevent overdraining of the RCS.

The three valves are sized the same and fail closed on ioss of air. However, valves CVS-045 and CVS-059
are of the same design, are in the same environment (inside coniamment), and their operstional and
functional requirements are the same. On the other hand, CVS-047 is & control valve designed with special
trim 10 accommodate 1ts positioning and throtling mechanisms, and 18 located outside containment. Based
on these considerations, AOV CVS-047 is believed 10 be diverse from AOVs CVS-045 and -059.

Overdraming scenario #2 is recaiculated below, using a demand fasture rate of 2.0E-03 for each valve fading
(0 chose. This recalculation shows that the failure probabality for overdraming scenaric #2 is changed from
4 82E06 to0 1.7SE06.

SCENARIO #2:

All level instruments are assumed (0 be operating comectly. The operator initiates draining through the
chemical and volume control system and is assumed 10 stop moeitorng the RCS level. The RCS drains
down (0 low bot leg level. Aur-operstor vaives CVS-V045, -VO47, and -VO59 (aranged m senes) are
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required to close auomancally upon receipt of low hot leg level signal. Each of these AOVs is assigned
a demand faiure rate of 2.0E-03. If automatic ciosure of the valves does not occur, the operators are
required 0 close them. [t 18 assumed that the operators have a very short ume window (approxmately §
minutes 1o close the valves).

The failure probability for this scenano is esumated as follows:

a) Random failure of CVS-VO45, V47 & V059 1s: (2.0E-03) = 8.00E-09

b) Common cause fadure of CVS-VO45 & V059 1s: (2.0E-03 x 0.088) = 1.76E-4

¢} CCF of CVS-V045 & V059 multiplied by random failure of VO47 = 3.52E07

From (a) and (¢), the failure probability of the AOVs is: 8.00E09 + 3.52E07 = 3.60E-07,

d) Fauure of AOV astomauc actuation signal is assigned a probability of 1. 0E<4 per demand. This
failure probability is based on daia provided i Chapter 26.

¢) "Operator fails to respond to low hot leg level alarm and fails (o stop RCS draming” is identified by
RCS-MANOD2S. This operator actson 15 evaluated in Chapter 30. The HEP for this action is 1. 39E-
02. Credit for this operator acuon assumes that there is a hot leg level alarm dependent of the AOV
actuation signai,

From (d) and (¢), fature of AOVs 10 close automatically and manually 1s: | 0E-04 x 1 39E-02 = 1 39E-06.
Therefore, the failure probability for SCENARIO #2 is esumased 10 be 3.60E-07 + 1.39E-06 = 1.75E-06.

1-5R1)
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Re Shutdown PRA quesuon from NRC letter dated December 22, 1995

Question 720.305 (#3009)

[n the shutdown PRA. many of the potental boron dilution initating events are discussed and dropped as bemng not
significant.  However, since the shutdown core damage frequency 1s 5.5E-8 per year, the staff cannot conclude that
these imuators have frequencies less than this value. Based on previous screemng calculauons and the Surry

shutdown PRA, the statf reguests Wesunghouse 10 quanufy the following boron dilution evemts weotified i the
APGHIN) PRA-

a. Chemical and Volume Control System (CVS) dunng safe shutdown using the DILUTE mode of
operaton,

b, CVS water injecuon and boron dilution during plant startup.

¢.  CVS water injecuon and boron diluton following a loss of offsite power event. with subsequent startup
of the reactor coolant pumps.

4. Steam generator tube rupture event with transter of water 0 and from the prunary circuit.

The AP6OX shutdown PRA identified several potential events which could result in a dikutioo of the prumary system

a. Chemical and Volume Control Sysiem operation during Safe Shstdown using the DILUTE mode of
uperauon.

b. CVS water injection and boron dilotion dunog plant starwp.

¢ CVS water ugection and boroo diluion following a loss of offsite power event, with subcequent startup of
the reactor coolant pumps.

d.  Steam generator tube rupture event with transfer of water 10 and from the prumary circuil

The first three events on the above list occur durng low power or shutdown operation. During shutdown the control
rods are inserted. [f the operators are diluting the RCS boron coocentrauion and the dilution rate exceeds the
programmed rate, the operators will be noufied of this problem by high flux alarms. The AP600 control sysiem 18
designed 10 lermunaie the dilubion event when the alarm setpownt 1s reached. 1f the automanc lermmaton of diluton

720.305-1(R1)
westinghouse



NRC REQUEST FOR ADDITIONAL INFORMATION

REVISION 1

fauis, the operators would have suffic’ent tume (0 recognize the problem and manually termmate the diluuon before
any power excursion would occur,

Dunng low power operations, the operators would be notified of boron dilutics: by the high flux alanms. The AP6(X)
control system will nsert the control rods and terminate the dilution event.  Again, the operators would have
sutficient tme w0 recognize the problem and wrmmate the diluton event before any power excursion would occur.

Thus, there 1s not a significant nsk of a power excursion due to boron diluton for the AP6O0. The awomatic
mitigaton function with the long time for the operators (o respond to a failure combine o0 prevent baron dilution
from beconung a problem. Nonetheless, an evaluation of these dilution events follows, to provide a quantification
of them.

The potenual for boroa dilution following the rupture of a steam generator tube is evaluated. [n conveotional PWRs,
it has been postulated that dilute reactor coolant could coliect 1n the crossover leg and cause a criticality problem
if the associated reactor coolant pump were subsequently restaried. Since the AP600 does not contamn a crossover
leg. the amount of dilute water that could collect (n the reactor cooolant system is limied. Dilute waier entering
from the secondary side 10 the prmary side would enter the cold leg and sufficiently mix prior 10 entenng the core.
The amount of water that could collect in the reactor coolant pump is lunited. Evaluations have been performed 10
show thai if the reactar coolant pump collected utborated water following a sieam generator wbe rupture, subsequent
startup of that pump would pot cause a boron dilution event

To provide additional protecuon against the possibility of an unborated slug of water bemg directly mjected (0 the
core, the AP60C Emergency Response Guidelines instruct the operators o restar a reactor coolant pump in the
opposite loop of a faulted steam generator during recovery from a tube rupture event.  This operation will cause
reverse flow 10 the faulied steam generator, thus mixing any unborated water in the sieam generator, prior (O it
enienng the core.

Based on the above considerations, boron dilution events following a steam generator (ube rupture are not credibie
events for the APSO0.

a. Chemical and Volume Control System Operation during Safe Shatdown using DILUTE Mode of
Operation

As stated in the shutdown PRA, revision 6, Secuon 54, page 54-31, boron diluuoo resulting in reactor criucality
is only a concemn dunng the beginning of the fuel cycle, which represents a small fracuon of the towal cycle.
However, 1t will be conservatively assumed that dilution is a concern throughout the fuel cycle. The freqoeacy
f shutdowns 1s 2.7/yr. and the fracuon of the toial shutdowns which are safe shutdowns is 0.8. Therefore the
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APH00

number of safe shutdown is, 2.7 x (.8, or 2.16/year. While the plant 15 in safe shuidown, the CVS 1s in the
DILUTE mode to counteract the buildup of Xenon.

The HOTSD sumplified event wee was constructed to estmate the magniude of possible boron duution
frequency duning safe shutdown dee w0 operation in the dilute mode. The initiaung event would be the
frequency that the reactor wouid be at sale sbudown comditiomns (2.16/yry. It was then postulated that the
operatoz (OPF) fads o follow procedures to switch from the DILUTE w the AUTO mode during startup from
wafe shutdown. Startup is a routme, well-monitored phase with frequent checks, therefore this 1s a non-stressed
acuon wath a typical failure probability of 1 x 10 [f the operator fails 0 switch to the AUTO mode, the
control system (AUTO) should stop the ddution on a high flux alarm. The failure probabuity of the control
system 1s approximately 1 x 10 if the operator is successful in switching from the DILUTE mode, the valve
(VAL3) might fail 10 operate and the system would remain in the DILUTE mode. The failure prebability for
such a valve 1s approximatety | x 10, If the control system succeeds in trying to close the DWS valve, the
valve (VALDW) might remain open; the falure probability for such a valve is approximatety | x 107, If
druton occurs, then there should be a high flux alanm. The operator should respond to this alarm (o comrect
the event. Normally, the operator should moattor and detect dilution well before the alarm occurs. The buman
error probability (0 respond (o the appropriate alanm is estmated o be approximately | x 10, with a worst case
value of 1 x 107 Finally, even  diluton were 10 occur, the reactor coolant pumps would contimue (0 run,
resulung a slow dilution of the prumary sysiem which should be detectabie and controllable. The fauure of both
reactor coolant pumps (common cause) would be approximatety | x 107,

Reviewing the HOTSD event tree, only end states 4, 8 and 12 could result i rapid dilution of the core, the
esumated frequency of these end states are 2.16 x 10'°, 2,16 x 107 and 2.16 x 10" respectively. Since the low
power/shuidown core damage frequency (CDF) was calculated to be 4.72 x 10% end states 8 and 12 are
sufficiently low that even significant uncertainties in their value should oot affect the CDF. End state number 4
15 approximately three orders of magnitude less than the CDF. However, if a worst case value for OPP above
i1 x 10 15 assumed and another order of magnitude 15 allowed for uncertamties i0 the failure rates selected,
the frequency of dilution (end state 4) could rise t0 2.16 x 10°. This would represent approximately 45% of
the CDF. Therefore, the dilution frequency during safe shutdown sbould not result i a significant increase 1n
the CDF; it coudd result i a small increase about 45% for this worst case (very conservative) siuaton.

b. CVS Water Injection and Boron Dilution during Plant Startap

Another possible dilubon scenario identfied i the previous analysis was a dilubion durmg startup due to the
operalor inadvertently setting the wrong demuneralized water flow. Again, it 1s assumed that the fuel 15 at &
condition where dilution would be a concem. Therefore, the frequeacy of startups is 2.7/year (the number of
startups equal be number of shutdowns). The simplified STARE event tree was coustructed to evaluate this
diluon event. The first postulated event following the startup is the failure of the operator (OPP ) to follow
startup procedures and set the proper flow. Agaun, this event is occurnng durmg startup which 1s a routne, well-
moaitored phase with frequent checks, therefore this is a non-stressed action with a typical fadure probability
of 1 x 10* If the operator 15 successful n settng the proper flow, the valve (VAL4) might fail to operate; the
(aslure probablity for suct a valve 15 approximately | x 107, If the operator does not set the flow or the valve
Joes not adjust as set. the diluson will begin. At this pomt a reactor trp (RTRIP) should occur on flux
Jouhling. The contol system reactor tnp would have a failure probability of approximasety 1 x 1C”. If the

: 720.305-3(R1)
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reactor tp succeeds. the demineralized water valve (DWSF) should close. The failure probability for this type
of valve is estimated to be | x 10", If the reactor trip or the DWS valve fail, then the operator (OPP2) should

respond 0 the flux doubling or tnp alarm. The human error probability 10 respond (o the appropriate alarm 1s
estunated o be approximately 1 x 10, with a worst case value of | x 107,

[n the STARE event wee, only end staies 4, 6, 9 and 11 could resule w dilution of the core. The esumated
irequencies of these end states are 2.7 x 10", 2.7 x 10%%, 2.7 x 10" and 2.7 x 10" respectively. As shown
previously, end states 4, 9, and |1 are significantly smalier than the shutdown core damage frequency (CDF),
so L wr value should not affect the CDF. End state number 6 is approximately two orders of magniude less
than the CDF. However, if a worst case value for OPP2 above (1 x 107?) is assumed and another order of
magnitude is allowed for uncertainties 1n the failure rates selected, the frequency of dilution (end state 6) could
nse 10 2.7 x 10* This would represent approximaiely 56% of the CDF. Therefore, the dilution frequency
durmng startup should not result 1n a significant increase in the CDF. If the worst case (mout conservative)
assumpuions were taken, the CDF could increase by 56%; however, this new CDF 1s still very low.

¢, CVS Water Injection and Boron Dilution following Loss of Offsite Power, with subsequent Ntartup of
Reactor Coolant Pumps

Another possible dilution scenano idenufied in the previous analysis was a diluuon due to CVS water injecuon
and boron dilution following a loss of offsite power event, with subsequent startup of the reactor coolant pumps.
Agaun, it 1s assumed that the fuel must be at a condition for dilution to be a concern. The frequency of LOSP
15 8.13 x 10"/year. The sumplified LOSP eveni tree was coastructed 10 evaluate this dilution event. Assuming
a LOSP, the first postulated event is the fatlure of the automatc control system (AUTOF) to sense the LOSP
and close the DWS valve, prevenuog ditution. The failure probability for such control systems 1s | x 10%, If
the control system is successful in closing the valve, the DWS valve (VALVF) may fail 10 close. The fatlure
probabulity for such a valve is approximately | x 107, If the control system fails (o close the DWS vaive or
there 1s a fadure of the DWS valve, the control sysiem should also astomaucally align the V115 valve 1o the
borate tank, thus preveoting dilution. The fatlure probability of this type of valve is approxmately | x 107, 1f
the control fails 1 close the valve or both of the valves fail 10 close, then the operator (OPFAL) should sull
iollow proper procedures during CVS pump restart, and venfy alignment o the borate tank pnor (0 restart. This
restart 1s a routne, well-monitored phase, therefore this is a non-stressed acuon with a typical failure probabulity
of 1 x 10 (worst case, 1 x 10, If the operator fails 10 properly align the borate tank at starwup, the operator
(OPFA2) would then have to respond (0 the flux doubling or hagh temperature alarm. As above, the operator
shoukd monitor and detect dilution well before the alarm occurs. The human efror probability 10 respond (o the
ippropriaie alarm is esumated to be approximately 1 x 10*, with a worst case value of | x 10

The LOSP event tree indicates orly end states § and 9 could result in dilution of the core; the estimated
frequency of these end states are 8.13 x 10" and 8.13 x 107 respecuvely. As above, these end states are
significandy sinaller than the shutdown core damage frequency (CDF), so theur value should not sigmficandy
alfect the shutdown/low power CDF.

720.305-4(R1) @ Westinghouse
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REVISION 1

Fie Shutdown PRA guesuon from NRC letter dated December 22, 1995
Question 720.306 (#3010)

The PRA clearly states that containment integrty 1s maintained during modes i through 4. However. the status ot
containment dunng modes § and 6 1s unclear in the PRA (Secuon 54.2.5). The PRA states that dunng midloop
* operaton, contamment “closure” 1s maintained. However, midioop operauon is only a subset of shutdown operations
in mode § with the RCS open. Also, the term "closure” 1s not defined. The staff assurnes that “closure” s different
from contamment imtegnity. The staff 15 concemed that the results of the PRA do not include the nsk impact of 4
potentally open containment given a core damage event dunng mode 5. The staff needs this informauon since
events occurmng dunnz mudloop/vessel flange operation account for over 90% of the shutdown core damage
frequency. Therefore, Wesunghouse 1s requested to provide the following informaton in the shutdown PRA:

a.  Wesunghouse 1s requested to document in the PRA how the requirement for coutainment integrity will
be mamtuned during Modes 14 (i.e. Tech. Specs., adinn. controls, etc.).

b, Wesunghouse 15 requested (o document 1n the shutdown PRA the status of contasnment dunng cold
shutdown (mod  when the RCS 1s completely intact. Thus explanauon should include the status of
the equipment anu personnel hatches, penetratons for operating systems, and temporary instrument and
electnical penetrations. This explanation should also describe the operator's ability to close containment
should a core damage event occur. Wesunghouse 1s requested o document in the PRA bow these
assumptions will be met (r.e. Tech. Specs., admun. controls, etc.)

¢ Wesunghouse 15 requested to document in the shutdown PRA the status of containment dunng cold
shutdown up (o when the refueling cavity 1s flooded with an open RCS (mudloop operauon/vessel flange
operauon 1s a subset of this phase of shutdown). This explanaton should include the staws of the
equipment and personnel hatches, penetrauons for operating systems, and temporary electncal and
instrument penetrations. This explanavon should also descnbe the operator’'s ability to close
containment before sieaming through an open RCS makes contamnment condiuons wtolerable (o the
operator. Wesunghouse 1s requested 10 document n the PRA how these assumpuons will be met (1e.
Tech. Specs., admmn. controls, eic.)

d. For both of the shuidown phases addressed above, Wesunghouse i1s requesied 10 wdenufy o the
shutdown PRA the probabilites assumed for contamnment 1solation.

¢.  For both of the shutdown phases addressed above, Westmghouse 1s requested (o report the fraction of
core damage scenanos occurmng with an open contanment and thewr combined frequencies.
Response
L The APHOO Techmical Speaificatons wall specify the requirements for containment status dunng all modes of

aperauon including shutdown. This informauon will be referenced in the shutdown PRA. Dunng Modes | 4.
contanment imegnty s required. (n Modes S & 6, dunng reduced inventory operauons and when the upper

720.306- 1(R1)
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internals are i place, contanment closure capability 1s required. Contamment closure capability 1s defined in
the Techmical Specifications as the capability to close the containment prior to core uncovery following a loss
of the normal decay heat removal capabihity through the normal residual beat removal sysiem. Detals on the
contanment status dunng each operaung mode are summarized in Table Q2-1 of the response to shutdown PRA
quesuon 2¢ (of NRC lenter dated Nov. 9, 1995). Thus wable will be provided in the AP600 Shuidown Evaluaton
Report and will be referenced in the shutdown PRA.

A, As shown in Table Q2-1 n the response (o shutdown PRA goestion 2c tof NRC letier dated Nov. 9, 1995, there
are no requirements for containment integnity or closure during Mode 5, when the RCS 1s intact.

¢.  As shown in Table Q2-1 in the response to shutdown PRA quesuon 2c¢ (of NRC letter dated Nov. 9, 1995),
during Mode 5, with tae RCS pressure boundary open and/or duning reduced inventory operauons, and dunng
Mode 6 with the upper internals in place, containment closure 1© required. As described above, containment
closure capability s defined as the capability (o close the containment prior W core uncovery following a loss
of the normal decay heat removal system. Equpment hatches and personnel hatches, penetrauons for operaing
systems, and any temporary electncal and instrument penetrations may be open dunng these conditions, provided
that there is the capability o close the vanous hatches and penetrations within prescnibed tme lumts,
corresponding 10 the munumum ume o core uncovery following loss of decay heat removal capability. The
actions taken to close the contamnment haiches must consider the potenual for a steam environment inside
containment within the ume that the RCS could reach saturauon.

U The - fent vt o sbatdowin PRA- Wl -aenons e SEoBabHiies o +HaHiFe- ob contaRrent tholidtion dufiig
St i R b RN et F S B

This RAI response provides an assessment of the falure probabihivies for containment 1solation during shutdown
modes where containment closure 15 required. As stated in Section 54.2.4, n modes 5 & 6. during reduced
inventory operations and when the upper iniernals are m place, containment closure capability 1s required.
Containment closure capability is defined in the Techmical Specifications as the capabuuy to close the
contament prior to core uncovery following a loss of the normal decay beat removal capabulity through e
normal ressdual heat removal system.

Opemammwcmvdmfaiwm‘memwsymhwwmwdfmmmem
PRA, and are therefore excluded from this evaluation.

Based on the shutdown PRA model, only events ocowring i mode 5, durmg reduced inventory operaions, are
considered O requane contanment closure.

The following assumptions are made 1o this evaluanon:

«  Equpment baiches, personnel hatches, and iempaorary elecuncal and instrument per=urations are open dunng
the mid-loop scenanos modeled in the PRA.

720.306-2(RY) @ s
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+  The openings include: one man equipinent hatch, one maintenance haich, two personnel hatches, and three
Spare penetrauons.

*  More than one emporary line or cable can fit through each spare penctragon. Such hoes are fined with
gusck disconnect attachments.

*  Each personnel hatch consists of two doors n senes that are normally interiocked to mamiam contamnment
mtegnity. The mierlock 1s deteated w allow both doors 0 be kept open .

*  The openings are closed manually; the equipment batch is closed from inside containment, and the other
openings are closed from outside containment.

*  The opemngs are manned by mainienance personnel with responsibilities as follows:
2 persons for closing man equipment haich
2 persons for closing mamntenance haich
2 persons for closing each personnel hatch
2 persons for disconnecting the lines and closing the spare penetrations
Exhwngcmuuwbymmmmmmmmsmam

+  Based on the existence of APSO) shutdown emergency response guidelines, o s assuined that detadled
written procedures will be developed and used for closing the openings.

*  Assumung reduced inventory 1s reached as early as 28 hours afier reactor shutdown, the fasiest the reactor
coolaot can heat up to boiing 18 about 17 mmnutes from the loss of RNS. It s esumated that the
containment could beat up w0 145°F in about 33 minules aftar the reactor coolant begins to bou. Therefore,
for this worst case scenano, the contamment temperature coald reach 145°F 10 50 mnuwtes from the loss of
RNS.

« [t 1s assumed that loss of RNS is the cue for instiatimg closure of these openings; therefore, there 15 a tme
window of approximately 50 minutes to complete these acuons. It is further assumed the contanment
environment s habitable up 0 145°F.

+  Personnel are required o evacuate the containment before closing the personnel haiches; i that regard, the
equipment hatch must be closed pnor to closing the personnel hatches. It 1s assamed that it takes about 30
mmutes to close the equipmeent hawch. and, dunng (hat tme, persoanel 1 the contanment are evacuated.

« It 1s assumed the other openings, all of wiich are closed from outside contanment, can be also closed
within the actual tme of 30 minuies discussed 1n the previous paragraph.

«  Although the loss of RNS is expected (0 be diagnosed by the control room persoanel, it is expected that
an alarm would be annunciated in the contanment (o signify the need for contanment closure. To be
conservative, 1t 1s assumed that cognitive diagnosis for closing the baiches (by (he mainienance crew) is
required and this diagnosis musi be compleied within |5 minutes from the alarm.  According 10 previous
ASsumpuons, a wme window of aboui 35 munnes remams 10 physicaily close the openings.

720.306-3(R1)
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* On closing each opening, one maintenance crew (MC) member 1s assigned a low dependency on the other
crew member.

*  An opumum stress level 1s assigned for this task according to THERP 20-16, nem |,

« It1s assumed that the haiches and doors for the openings are exercised (when they are first opened) to
ensure they can close on demand. Therefore, hardware failures of these opemings are judged to be highly
unbikely; (1.e.. an estmnated faslure probability less than | OE-06 per demand for each opening). However,
if 1LOE-05 per demand 1s conservatively applied for the fadlure probability of one of these openings o close,
then a fatlure probability of 7.0E-05 per demand is assumed for hardware failure of these openings.

Quantfication ot the human error probabilsty for this task is as follows:

(Dygp) Diagnosis Error Calculation:

Di: Fatlure 10 diagnose need for closing containment hatches within 15 maoutes = 4 0E-02 [THERP 20-3

& Figure 12-4]

D2y, Faiure 1 respond to0 1 of 1 local alarm = 2.7E-04 [THERP 20-23 (1)}

D2 ue, Low crew dependency assigned (o the second crew member = (.05 [THERP 204)

D2 = D2y, X D2y, = 2.7E-04 x 0.05 = 1.35E05;

(Dygs) = D1 x D2 < 1OE-05.

(Ayp) Action Execution Calculstion:

Al a) Omut action © close awsigned opening (omussion errar) = | 3E-03 [THERP 20-7 (1)}
b)  Stress muluplier = 2

Alyey, = axb=26E03

Al e = 005 [THERP 20-18)

Therefore, acuon execution iatlure for one opemng is estimated as:
'A‘H!’ - oo .y B Al(m, = 1.38«.

Since trre are se.*n Op. ags, the otal acton execution fadure is:
A = Algpxi o 136Mx7=9I1E0

Therefore, the HEF for closing the contamment hatches and temporary peneranons is:
Dm*Am. 915—0‘.

Result

The esumated failure probathity of the openings for contaimment closure is the summatoa of the assumed
hardware fadure probability (7.0E-05) and th: HEP (9.1E-04); (hat 1s & (aslure probabulaty of 9 8E-(4.

720.306-4(R1) @ Wwestinghouse
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The taure probability of the fault tree for contamnment 1solaton (CIST) -~ esumated 10 be 1.71E0O2. By
including the failure probability oi 98E-04 wn the CIST fault wee, mated farlure probability of
contamment 1solation changes from 1.71E-02 w0 1. 81E-02; an increase of appruamately 6 percent. This increase
of 6% 1s judged 10 be msignificant and has no effect on the PRA results.

e mmmwmmmw
- be-Showh-+-the-hext-Favision-oi-the-shutdown RRA

During the meeung between Westinghouse and the NRC PRA staff on January 18, 1996, the staff clanfied that
this RAI perans to events, identified 1 the shutdown PRA, that could be initiated when the contanment is
open. Therefore, this RAI response provides an esumation of the fraction of core damage frequency from events
occurring with an open containment and their total frequency. As discussed previously (in the response (0 pant
(b) of this RAD the requirement for containment closure is limited to events Occurrmg dunng wmid-loop
conditions.

Based on the results reported 1 Chaptes 59 of the PRA, ¢vents occwrnng dunng mid-loop condinons contribute
%5 percent of the level | shuidown core damage frequency. This contribation consists of the followng:

+  Loss of decay heat removal due to CCS/SWS instiated failures 54.13 percent
«  Lcss of offsie power 19.04 percent
«  Loss of decay heat removal due 10 RNS imtated failures 1041 percent
+  LOCA due 0 inadverient opening of valve RNS-V024 1.45 percent

The associated vearly frequencies of these events are:

«  Loss of decay beat removal due 10 CCS/SWS instiated faslures 298E-08
«  Loss of offsie power 1. 0SE-08
«  Loss of decay heat removal due to RNS initinied fasiures S.73EL8
+  LOCA due 10 inadvertent opening of valve RNS-V024 7 96E-10

Therefore, the ol yearly frequency of these events is 4.7E-08.

720.306-5(R1)
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Attachment |

The design changes made subsequent to revision
the shutdown results. Furthermore. the major insights from the shutdown PRA are not changed
by these design changes. The benefit and importance of the RNS and IRWST functions are not

changed.
conditions.

6 of the PRA model do not significantly change

Both of these functions are important to mantain plant safety during drained

The impact of each design change on the shutdown PRA results or insights is summarnzed below:

fw === T
Assessment of Change Impact on Shutdown PRA Results or Insights

Design Change

4

Impact on Shutdown PRA Results or Insights

l. CCS valves io the RNS heat exchanger
changed from manual o air-operated

Insignificant unpact on results. No impact on
insights; loss of RNS or its support systems is stull
expected to be among the domunant accident
sequences

o

The capacity of the service water basin
reduced; 1ts durauon changes from 24 hours
to 12 hours

Insigruficant umpact on results. No umpact on
insights; loss of RNS or its support systems is sull
expected (0 be among the domunant accident
sequences; loss of SWS causes the loss of RNS

3 Service water sysiem (SWS) valves VO37A &
B changed from awr-operated to motor-
operated

lnsigmificant unpact on results. No umpact on
insights; loss of RNS or its support systems s sull
expected 10 be among the domunant accident
sequences; loss of SWS causes the loss of RNS

4. The number of PRHR heat exchangers
changed from two 0 one

Insignificant umpact on results. No umpact on
nsights; PRHR is modeled in accident sequences
duning non-dramed conditions. Non-drained
condiuon sequences are not among the domunant
accident sequences

. RNS check valves VOISA & B on the DVI
lines changed 0 stop check valves

Check valve type has very little or no impact on the
PRA results, since failure data 15 essenually the
same for different types of check valves

6. [RWST rectrculauon paths changed from 10
inch and 4 inch lines to 6 inch lines 1n all

No unpact; The recrculauon hines are not
applicable 1o the shuwdown model

paths

; IRWST injecuon check valves maintaining the | Insigmuficant umpact on results. No umpact on
RCS pressure boundary changed (o squib nsights; umponance of the [RWST (o mamntaining
valves plant sa.ety 1s not affected by this change

X IRWST motor-operated valves | 18A & B and
check valves 120A & B mamtamng the
IRWST water level changed to squib valves

Insigruficant umpact on results. No umpact on
wrsights; importance of the RWST 10 mamtaumng
plant safety 1s not affected by this change

-W
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54. Low-Power and Shutdown Risk Assessment

APG00

CHAPTER 54

LOW-POWER AND SHUTDOWN RISK ASSESSMENT

54.1

54.2

Introduction

The low-power and shutdown assessment .5 conducted to address concerns about the risk from
operations during shatdown conditions. The evaluation, which covers shutdown and low-
power operation, encompasses operation when the reactor is in a subcritical state or is in
transition between subcriticality and power operation up to 5 percent of rated power. The
evaluation addresses conditions for which there is fuel in the reactor vessel and includes
aspects of nuclear siccam supply, the containment, and all systems that support the nuclear
steam supply and containment. However, the evaluation does not address events involving
fuel handling outside of the containment and fuel storage in the fuel storage building.

The scope of this shutdown assessment meets the requirement of Reference 54-1, which states:

The limited scope PRA performed for shutdown conditions shall encompass
evaluation of core damage frequency (only a simplified Level 1 PRA is
required). A simplified evaluation of the release frequencies and magnitudes
will be done. A simplified evaluation for shutdown conditions are required in
order to demonstrate compliance with the overall requirements of the ALWR.

The shutdown assessment documented in this chapter covers internal events, except internal
fire and internal flood; evaluations for floods and fires are provided in Chapters 56 and 57,
respectively, for these types of internal <vents.

The shutdown assessment addresses she-six-five operating modes of AP600. These operating
modes are carmed out within the six major phases of shutdown. The applicability of the
operating modes is discussed in subsection 54.2.3.

The activities performed during plant shutdown are divided into three categories: nondrained
maintenance, drained maintenance, and refueling. A typical frequency for AP600 for these
shutdown conditions is defined in this chapter and used to condense the frequencies of events
that could lead to core damage at shutdown.

The shutdown categories are discussed in subsection 54.3.1, and the various activities
conducted in these categories are delineated in subsection 54.3.2.

Initiating Events

This section describes the process by which initiating events considered during shutdown of
AP600 are identified and evaluated. The initiating events used in the shutdown core damage
frequency calculation are quantified in Section 54.4 and summarized in Tabie 54-6.

Markup
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54.2.1

54.2.2

54. Low-Power and Shutdown Risk Assessment

The consequences of events occurring during plant shutdown are sometimes bounded by the

same events at power. This is based on the following differences that characterize shutdown
operation:

. Lower decay heat levels and smaller inventory of radionuclides
Longer allowable times for manual actuation of plant systems
. Increased effectiveness of available mitigating systems

During shutdown conditions, different plant configurations (for example, a partially drained
reactor coolant system) and different configurations of the safeguards systems (actuation
signals inhibited or safety systems secured or in maintenance) are possible, so that mitigation
of events occurring during this plant status can sometimes be less effective.

Identification

Events initiated during plant shutdown are assumed to occur as a result of equipment failure

or operator actions. Operator errors are assumed to be made while performing maintenance,
testing, or system alignment.

The approach used to identify the possible and credible initiating events that could affect plant
safety during shutdown includes the following conciderations:

. Identification of the set of initiating events applicable to AP600 by reviewing the events
reported in Reference 54-2 and previous PRA initiating events

. Analysis of the failure of specific AP600 auxiliary systems that might produce
additional initiating events

. Analysis of the failures of AP600 passive systems that might produce new initiating
events

Events Modeled

Plant shutdown refers to the operations that bring the reactor from safe shutdown temperature

and pressure to cold (ambient) conditions. The following three types of plant shutdown are
addressed:

. Nondrained maintenance shutdown - outages for maintenance or inservice inspections

not requiring the reactor coolant system (RCS) to be drained (such as condenser
cleaning).

. Drained maintenance shutdown - outages for maintenance or inservice inspections
requiring the reactor coolant system to be partially drained (such as steam generator
tube inspections). During this drained state, the plant is described to be at mid-
loop/vessel-flange condition.

Markup
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54, Low-Power and Shutdown Risk Assessment

. Refueling shutdown - outages for refueling, during which maintenance may bte
performed with a drained refueling cavity.

The first two types of plant shutdown may include shutdowns that are required following
transients or accidents initiated at power

54.2.3 Shutdown Phases Summary Description
This subsection discusses the relation among the activities during the shutdown phases and
the plant operating modes and identifies the operating modes that the shutdown evaluation
focuses upon.
The six major phases in reactor shutdown are:
A - Cool down to cold shutdown
B - Drain down reactor coolant system
C = Fill refueling cavity
D = Post-refueling maintenance and drain refueling cavity
E = cactor coolant system fill and gas evacuation
F -~ Heatup to hot standby
As shown in Table 54-1, phases A and F are applicable to shutdown conditions when the
reactor coolant system is not drained; phases A, B, E, and F are applicable to shutdown
conditions when the reactor coolant system is drained; and all six phases are applicable to
refueling shutdown conditions.
The low-power and shutdown operations for AP600 are defined by the following six-five
operating modes:
Meode+—————ow pow F-operaton+ap-to-S-pereeht-of fated -power)
Mode 2 - Startup and low power operation (up to 5 percent of rated power)
Mode 3 - Hot standby
Mode 4 ~  HetSafe shutdown
Mode 5 - Cold shutdown
Mode 6 -~ Refueling
Based on the three types of plant shutdown, the relation among the shutdown phases, outage
types, and operating modes is summarized in Table 54-1.
The shutdown PRA focuses on events occurring in modes 3 through 6. The treatment of
events occurring during modes—-and 2 is addressed in subsection 54.2.4.
ENEL Markup
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5424 Initiating Events for Operating Modes

A systematic examination is performed on potential initiating events that could occur during

different operating modes. The objective of this examination is to identify the credible

initiating eveats during shutdown for detailed analysis.

The matrix in Table 54-92 summarizes the screening process of the at-power initiating events

for inclusion in the shutdown PRA evaluation. This matrix contains the 26 categories of

initiating events from the at-power PRA. Each event is considered for the various RCS modes
of operation. The events are then screened according to the following four categories:

1.  These events are screened out because the plant response to these initiating events is
bounded by the at-power event. The coatribution to total core damage frequency for
these events at shutdown, when compared with at-power conditions, is judged to be
insignificant due to the relatively short amount of time in these plant conditions and the
additional available time for operator intervention.

2. These events are screened out because RCS conditions have moderated significantly
(1.e., reactor is tripped, pressure and temperature are reduced, decay heat is low) such
that this event cannot occur during the shutdown mode. Events that are screened out
for this reason include ATWS (reactor is already tripped) and most LOCAs (RCS
pressure is significantly reduced). Small LOCA does not meet this criterion for most
conditions because it is judged that operator errors or failures within the normal residual
heat removal system can result in a small LOCA (stuck-open RNS low-temperature
overpressure relief valve or other valve misalignment).

3.  These events are screened out because specific system alignments during shutdown
prevent them from occurring. These events include PRHR tube rupture during mode 4
(PRHR is isolated) and loss of main feedwater during mode 4 (MFW isolated, RCS
cooling accomplished via the RNS).

4. These events are not screened out and are evaluated further in the shutdown PRA.

In aadition to the screening analysis outlined above, a specific examination is performed on

the passive systems to identify potential initiating events within these systems during

Markup ENEL
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shutdown conditions. This examination is discussed below for the following passive
systems/subsystems:

- Core makeup tanks

- Accumulators

- Automatic depressurization system
- IRWST

- Passive residual heat removal

- Passive containment cooling

Core Makeup Tanks
The following failure mechanisms are evaluated for the core makeup tanks (CMTs):

. Spurious actuation - Spurious actuation of the CMTs is not considered a credible
initiating event during power operation (modes | and 2). The CMTs are in the standby
condition and are actuated by opening of the air-operated valves downstream in the
lines connecting them to the safety injection lines. Failure of the valves to remain
closed, or inadvertent cpening by the operators, does not produce any change in the
plant parameters, since no flow to the reactor coolant system can be initiated due to the
continued reactor coolant pumps operation.

. During shutdown modes 3 and 4, the CMTs are in the standby condition, and the RCPs
are operating. Similar to at-power operations, failure of the CMT discharge valves to
remain closed, or inadvertent opening by the operator during modes 3 and 4 does not
produce any change in the plant parameters; the CMTs do not inject.

During modes 5 and 6, the CMTs are taken out for maintenance by isolating the inlet
motor-operated isolation valves. Therefore, spurious opening of the CMT injection
valves will not result in CMT operation. Furthermore, their operation during modes 5

or 6 will not cause a significant operational transient, since the RCS pressure is reduced
and temperature is below 200°F.

. Pipe break - A break of the pipe connecting the CMT to the direct vessel injection

(DVI) line or to the cold leg could result in a loss-of-coolant accident. However, this

type of event is screened out from the shutdown quantification according to the criteria
in Table 54-92.

Accumulators
The following failure mechanisms are evaluated for the accumulators during shutdown:

. Spurious actuation - Accumulators are in the standby condition during mode 3 above
1000 psig and are automatically actuated as the RCS pressure drops below accumulator

ENEL Markup
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pressure. Below 1000 psig, the accumulators are isolated to prevent their injection.
Neither spurious actuation nor actuation by operator error is possible.

Pipe break - A break of the pipe connecting the accumulators to the DVI line (from
check valve VO29A(B) to the DVI line) could result in LOCA conditions. However,

this type of event is screened out from the shutdown quantification according to the
criteria in Table 54-92,

Automatic Depressurization System (and Pressurizer Safety Valves)

The automatic depressurization system (ADS) consists of:

Two identical depressurization trains on the pressurizer, each train having one 6-inch
pressurizer safety valve and three stages of the ADS. Each stage has two normally
closed valves in series. The first-stage valves are 4-inch motor-operated valves. The second-
and third-stage valves are 8-inch motor-operated valves.

Four depressurization lines (fourth stage of the ADS) on the hot legs, two lines for each
hot leg. Each line consists of one 10-inch, normally open motor-operated valve in series
with the 10-inch, normally closed squib valve.

The following potential failures are evaluated for shutdown:

Spurious actuation of a pressurizer safety valve due to mechanical failure - During
power operation, if the safety valve recloses before the loss of a large amount of
coolant, the event is similar to a spurious reactor trip event; its contribution is included
in the spurious reactor trip frequency. If the valve remains stuck open, the event
proce2ds like a medium LOCA. No operator action to close the pressurizer safety valve
is possible (no operator action can contribute to the event frequency). For shutdown
mode 3, failures of the safety valve are considered in the same manner as the at-power
events. In mode 4 and below, the RCS pressure is significantly reduced such that the
mechanical failure of a safety valve is not credible.

Spurious actuation of the ADS - For power operations, this event is similar to a LOCA
event. Depending on number of ADS lines spuriously opening, the spurious actuation
frequency of the ADS is contributed to small, medium, or large LOCA.

During shutdown mode 3, spurious ADS could occur similar to the at-power events.
During shutdown mode 4, the spurious operation of the ADS valves is considered 1o be
similar to a small LOCA, since the mass flow from the RCS will be lower than at-
power due to the lower RCS pressure and temperature and lower decay heat associated
with this mode. However, these types of LOCA events are screened out from the
shutdown quantification according to the criteria in Table 54-92.
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During mode 5, spurious operation of the ADS valves does not result in a significant
operational transient because the RCS conditions are significantly reduced.
Furthermore, the ADS valves are opened during a significant portion of mode 5
corresponding to reduced inventory operations.

IRWST Gravity Injection/Recirculation
The following failure mechanisms are evaluated for the IRWST:

° Spurious actuation - This system is normally in the standby condition and is
automatically actuated by squib valves opening on low CMT water level, and by check
valves opening when the reactor pressure drops below approximately 25 psia. During
normal plant operation, spurious actuation of the gravity injection system (squib valves)
will not result in an operational transient because of the high RCS pressure. During
shutdown modes 3, 4 and the early part of mode 5, this is also the case. During mode
5 reduced inventory conditions, spurious actuation would cause an increase in RCS
inventory, but would not lead to an accident event.

Passive Residual Heat Removal
The following failure mechanisms are evaluated for the passive residual heat removal system:

‘ . Spurious actuation - During modes 3 and 4, this system is in the standby condition.
Spurious actuation of the passive residual heat removal heat exchanger can be produced
by the failure of one of the two air-operated valves (VI08A or V108B) to remain
closed, or by operator error. During shutdown mode 3, operation of the passive heat
removal heat exchanger will reduce the RCS temperature. However, the plant will
remain in a safe, stable condition, with the passive residual heat removal system
removing decay heat. For the at-power events, spurious actuation of the passive
residual heat removal system is classified as a transient {with main feedwater available)
event. However, the contribution of this event to a transient (with main feedwater
available) initiating event is negligible compared with the frequency related to the other
generating causes (such as spurious rea tor trip or turbine trip). Therefore, it is not
analyzed for power operation, and is uot analyzed in shutdown mode 3.

In shutdown mode 4, the RCS temperature is reduced, and the effectiveness of the
PRHR to remove heat is diminished. Therefore, its spurious operation will not cause
a significant plant transient. In mode 5, the PRHR is isolated for maintenance, and
spurious operation is not considered.

. Heat exchanger tube rupture - This event is similar to a small LOCA. However, this
type of LOCA event is screened out from the shutidown quantification according to the
criteria in Table 54-92.
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54. Low-Power and Shutdown Risk Assessment

Passive Containment Cooling System

The passive containment cooling system is in the standby condition and is automatically
actuated when a high containment pressure signal is generated. Its spurious actuation does
not produce any immediate plant consequence.

Thus, it 1s concluded from the examination that events that could potentially occur within the
passive systems during shutdown and low-power conditions would not be significant
contributors to the shutdown core damage frequency. Therefore, initiating events from failures
in the passive systems are screened out from the shutdown quantification.

A comprehensive evaluation of the reactor coolant system and connected systems is performed
to identify all potential drain paths that the operator could create during shutdown. This
evaluation considers potential shutdown modes and configuratio..s and the possibility that the
RCS could be pressurized. The evaluation also considers if there are planned operations
associated with each potential drain path, and determines if inadvertent opening of the drain
path could cause overdraining of the RCS. Overdraining is defined as draining the RCS to
a level below the minimum level necessary for continued normal residual heat removal system
operation. If a drain path does not drain the RCS below this level, it is not considered further
because decay heat removal would not be lost.

RCS draining can occur if the operators mistakenly open a normally closed valve in the

reactor coolant system, or a valve in a connected system to the RCS. This could occur during .
shutdown modes, with the RCS pressurized or depressurized, where the consequences of such

actions may not be intuitively obvious to the operators.

The following systems or subsystems are found to directly interface with the reactor coolant
system, and could present a potential drain path from the reactor coolant system:

Automatic depressurization system

Reactor vessel head vent

Chemical and volume control system (purification loop and letdown line)
Normal residual heat removal system

Passive residual heat removal system

Core makeup tanks

Primary sampling system

The possibility of draining the RCS by inadvertently opening valves in any of these systems
is discussed in the paragraphs that follow.

Automatic Depressurization System

The first three stages of ADS valves are connected to the pressurizer and discharge to spargers
located in the IRWST. These valves are manipulated by the operator during shutdown to
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54. Low-Power and Shutdown Risk Assessment

perform in-service testing, .nterlocks are provided to prevent the inadvertent opening of two
ADS valves n series that would cause an inadvertent ADS actuation.

During shutdown modes, with the RCS pressurized, inadvertent opening of two ADS valves
in series would cause a loss of RCS inventory similar to a loss-of-coolant event. This event
1s screened out from the shutdown quantification as discussed in subsection 54.2.4. In lower
modes, with the RCS depressurized, inadvertent opening of these valves would not result in
a loss of RCS inventory due to the elevation of the ADS valves (top of the pressurizer)

The fourth stage ADS valves are connected to the hot legs. These valves are squib valves,
and no in-service testing of these valves is required. Opening these valves with the RCS
pressurized would result in a loss of RCS inventory similar to a LOCA, which is also
screened out from the shutdown quantification. During RCS depressurized conditions,
opening these valves would drain the RCS dow to the elevation where the valves discharge
This is above the hot legs and would not cause an overdraining of the RCS. Moreover, since
there are no planned operations to stroke open the fourth stage ADS valves, and since two
operators are needed to actuate the ADS valves, inadvertent opening of these valves is not
considered credible

Reactor Vessel Head Vent

The reactor vessel head vent valves are connected to the top of the reactor vessel head and
discharge to the spargers in the IRWST. They may be opened during shutdown operations
to vent the vessel head duning draindown operations. Opening of these valves would cause
overdraining of the RCS because the location of these valves and their discharge point are
above the elevation of the RCS hot leg. Therefore, they are not considered further.

Chemical and Volume Control System

The normal drain path for the RCS is via the chemical and volume control system (CVS)
letdown line which is connected to the CVS purification loop. This drain path is considered
in the PRA quantification as shown in subsection 54.4.6. No other remotely operated valves
exist in the CVS purification loop that could cause overdraining of the RCS. Small 1-in
manual valves are connected to the purif cation loop and are discussed below under "Manual
Valves."

Normal Residual Heat Removal System

During shutdown modes, the normal residual heat removal system (RNS) is connected to the
RCS hot leg. Inadvertent operation of two remotely operated valves could divert reactor
coolant and drain the RCS. The RNS suction and discharge headers are connected to the
IRWST and provide an IRWST recirculation loop that can be used to test the RNS pumps and
to cool the contents of the IRWST. The RNS pump suction line to the IRWST contains a
normally closed motor-operated valve (V023), while the RNS pump discharge line to the
IRWST contains a normally closed motor-operated valve (V024). These valves are
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interlocked with the RNS valves connected to the RCS hot leg to preclude the operators

aligning the RNS to the RCS if these valves are open, thus preventing an inadvertent diversion
of reactor coolant to the IRWST.

During RNS operation, inadvertent opening of V024 could cause the RCS to be overdrained.
This drain path is considered in the PRA quantification as shown in subsections 54.4.5 and
54.4.10. However, inadvertent opening of V023 would not result in overdraining of the RCS,
because this line connects to the bottom of the IRWST. If V023 were inadvertently opened,
the IRWST would increase the RCS inventory by injecting into the RCS via this line.

Passive Residual Heat Removal Heat Exchanger

The PRHR heat exchanger connects to the RCS via connections to a hot leg and a steam
generator channe! head. However, the elevation of the PRHR heat exchanger is above the
RCS loops; therefore, the PRHR heat exchanger does not represent a potential drain path for
the RCS. There are no manual drain valves, connected to the PRHR and piping, that are
located below the RCS loop piping.

Core Makeup Tanks

The core makeup tanks are connected to the RCS via connections to the cold legs and the
reactor vessel injection nozzles. However, the elevation of the core makeup tanks is above
the RCS loops; theretore, the core makeup tanks do not represent a potential drain path for
the RCS. There are no manual drain valves, connected to the core makeup tanks and piping,
that are located below the RCS loop piping.

Primary Sampling System

The primary sampling system, consisting of very small lines (0.25-in.), connects to top of the
RCS hot legs. Therefore, the primary sampling system cannot overdrain the RCS.

Manual Drains

The RCS, RNS, and CVS contain manual 1-in. drain lines that could potentially provide a
drain path for the RCS. These drains are discussed further.

Reactor Coolant Pump Flushing Connection

Flushing connections are provided on each reactor coolant pump. These connections consist
of a manual valve and a blind flange. These connections are only used during RCS
decontamination operations (once every 10 to 20 years), during which the fuel is off-loaded.
Therefore, these connections are not evaluated further.
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54. Low-Power and Shutdown Risk Assessment

Normal Residual Heat Removal System Test Valves and Equipment Drains

There are 1-in. manual drain lines in the RNS that, if opened, could drain the RCS. These
valves may be opened to perform maintenance on the RNS equipment, or to perform
containment isolation valve leak tests. These operations are performed prior to RNS operation
during shutdown. It is highly unlikely that these valves would be open prior to RNS initiation
for cooldown because the operability of the RNS is tested (via connections to the IRWST)
immediately prior to alignment to the RCS. During this checkout of the RNS, the operator
would be able to detect significant leakage from the system to the auxiliary building sump,
and would also recognize the mispositioning of the valves. Even in the highly unlikely event
that the valve were left open and the system aligned to the RCS, the operators would detect
the pressurizer level decrease. The CVS makeup pumps would operate to maintain pressurizer
water level, and the operators would isolate the RNS and perform a system checkout to verify
all valves were correctly positioned.

emic d Volume Control tem in Valve

There are 1-in. manual drain lines in the CVS purification loop that, if opened, could drain

the RCS. These valves may be opened to perform maintenance on the CVS equipment, or

to perform containment isolation valve leak tests. These operations are performed during

mode 6, after the CVS purification is not required. During these operations, the CVS must
. be isolated from the RCS, and therefore, these valves could not drain the RCS.

After the screening process, the following types of events are retained for detailed analysis:
. Loss of decay heat removal following locs of the normal residual heat removal system
(RNS) or loss of component cooling water system (CCS) or service water system

(SWS)

. Loss of offsite power (LOOP)

. Loss-of-coolant accidents (LOCAs)
. Reactor coolant system drain events
. Reactivity accidents, including boron dilution events

The following paragraphs discuss the initiating events that could occur during the different
shutdown modes.

. Startup and Llow power (mede-l-up to 5 percent powsr), startup-tmode 23, and
hot standby (mode 3)

The plant response to a loss of core cooling (including loss-of-coolant accidents) at low

. power, startup, and hot standby is the same as during power operation, since ti.2 safety-
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related and nonsafety-related systems and actuation signals, both automatic and manual,
are available. In addition, the contribution to total core damage frequency for events
initiated at low power, startup, and hot standby, compared with at-power conditions, is
judged to be insignificait due to the relatively short amount of time in these plant
conditions and the additional available time for operator intervention.

Thus, the consequences of initiating events occurring during modes +-Heow-powess-2;
and 3 are expected to be bounded by the analyses for events initiated during power
operation and are removed from further consideration in this assessment.

Only boron dilution events are believed to be credible events that could impact plant

risk if they occurred during hot standby, plant startup, or low power. These are retained
for further evaluation.

HetSafe shutdown/cold shutdown (modes 4 and §)

Events occurring during modes 4 and 5 with the reactor coolant system filled and
pressurized are analyzed together. The grouping of events in these modes does not have
a significant impact on the results, since events occurring at the lower end of cold
shutdown are judged to be less risk significant than events occurring when the
temperature and pressure are higher.

During the time at shutdown that the reactor is in these modes, most of the events
normally analyzed for at-power conditions, such as turbine trip, loss of feedwater flow,
and anticipated transient without scram, are not event initiators that could occur and are
excluded from the shutdown quantification. However, loss of offsite power and loss-of-
coolant accidents could lead to core damage with the plant in this condition.

The following initiating events not explicitly considered in the analysis for power
operation are evaluated to determine the plant risk for these events during modes 4
and 5:

- Boron dilution

- Loss of decay heat removal due to failure of normal residual heat removal system
- Reactor pressure vessel drain events

When the plant is drained to mid-loop, additional or different considerations are taken
into account in the shutdown evaluatior to address the following issues:

- Different water inventory available in case of loss of decay heat removal.
-~ Different conditions of availability of mitigating systems. The passive residual

heat removal heat exchanger (PRHR HX) is not effective because the reactor
coolant system cannot be pressurized. The core makeup tanks must be actuated
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manually and in-containment refueling water storage tank (IRWST) injection is
actuated either automatically or manually.

- Depressurization valves are open.
. Refueling (mode 6)

During refueling mode, the reactor pressure vessel head is removed, the refueling cavity
1s flooded, and the normal residual heat removal system is used for decay heat removal.
Operations performed during the refueling mode are addressed in the following
discussion of the range of activities during shutdown.

Typical Range of Activities during Shutdown

The initial phase of all plant shutdowns consists of reactor boration, cooldown, and
depressurization. Under normal conditions, boron from the boric acid tank is added to the
reactor by the makeup pumps. Heat is transferred through the steam generators from the
reactor coolant system to the steam system. Depressurization is accomplished by spraying
reactor coolant into the pressurizer, which condenses the pressurizer steam bubble.

Before reaching the pressure limit for accumulator injection (about 700 psig), the accumulators
. must be isolated by closing motor-operated valves (MOVs) VO27A and VO27B.

The time windows for the various activities performed during a typical plant shutdown from
hetsafe shutdown to refueling modes are based on the AP600 refueling outage plan
(Reference 54-3). The selected time windows are summarized in Table 54-4.

When the reactor coolant temperature is reduced to about 350°F and the pressure is reduced
to about 400 psig (about 4 hours after reactor shutdown), the cooldown continues using the
normal residual heat removal system. With both trains available, this system is capable of
cooling the reactor coolant system from:

. 350°F to 160°F within 24 hours

. 160°F to 130°F within 16 hours (during this phase, the draining of the reactor coolant
system can be started)

. 130°F to 120°F within 39 hours (during this phase, the refueling cavity can be flooded)

The reactor coolant system temperature is typically below 160°F for plant operating mode 6
(refueling), in which the reactor coolant system may be opened for maintenance or refueling.
The passive injection components (such as core makeup tank and in-containment refueling
water storage tank injection) are isolated during the final stages of cooldown, prior to opening
the reactor coolant system. If low hot leg water leve! is reached during shutdown operations,
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in-containment refueling water storage tank injection is automatically actuated by reopening
the motor-operated valves in the injection lines.

To initiate the steam generator draining process, the hot legs are partially drained to about the
80-percent level, allowing air to be vented into the steam generator tubes from the pressurizer.
This draining is performed through the normal residual heat removal, chemical and volume
control (CVS), and liquid radwaste systems. The water is drained to mid-loop to install dams
in the steam generator nozzies and to perform steam generator and/or reactor coolant pump
inspections and maintenance. The drain rate is controlled by the low-pressure letdown path
in the chemical and volume control system. The letdown flow control valves are remotely
operated, and the hot leg level is measured with redundant instruments permanently installed
on the hot legs. Therefore, the reactor coolant system level can be both monitored and
controlled from the main control room throughout the brief period of mid-loop operation.

The operation for draining the reactor coolant system to mid-loop is typically performed
during cooldown to 120°F. During this time, the nozzle dams are installed, and the water
level can be raised to the vessel-head flange. The plant remains in this state until the reactor
coolant system temperature reaches 120°F. A time window of 39 hours is assigned to the
activities for completing phase B (drain down the reactor coolant system).

The refueling cavity is then flooded for refueling operations. Water is transferred from the
in-containment refueling water storage tank to the refueling cavity by the spent fuel pool
cooling system (SFS). This function has traditionally been performed by the normal residual
heat removal system, and that capabiiity still exists if the need arises; however, no credit for
normal residual heat removal function has been modeled.

If the normal residual heat removal system were to fail just after leoding-the refueling cavity
is flooded, the water would heat up to boiling in about 9 hours and boil down to the top of
the fuel about 5 days later if the containment were not closed. Continued core cooling could
easily be provided by several means. With the slow heatup of the refueling water, there is
ample time to close the containment before the containment atmosphere begins to heat up.
In addition, there are multiplc nonsafety-related systems (such as the chemical and volume
control system, the spent fuel pool cooling system, the demineralized water transfer and
storage (DWS) system and the fire water system) that can add water to the containment in this
circumstance. Temporary water supplies, such as fire trucks, can also be used to add water
to the containment. Based on these considerations, potential initiating events involving a loss
of water inventory occurring during refueling mode are expected to have a negligible impact
on the total core damage frequency and are not included in the models.

The activities conducted from (and including) flooding the refueling cavity to completion of
the refueling task are expected to last about 100 hours. Phase C (fill refueling cavity) is
completed within about 8 hours.

After completion of refueling and/or maintenance and inspections, the cavity is drained, the
vessel head is set, and the steam generator dams are removed. At this point, the water
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temperature is very low (90°F or less) and the plant is in a stable maintenance state. A time
window of 55 hours for draining the refueling cavity and for the maintenance activities
(starting with setting the vessel head until the equipment hatch is replaced) 1s assumed.

After completion of this phase, the reactor coolant system has to be filled and the plant
brought from cold shutdown to hot standby condition.

The AP60U Technical Specifications specify the requirements for containment status during
all modes of operation including shutdown. During modes 1 to 4, containment integrity is
required. There are no requirements for containment integrity or closure during mode 5, when
the RCS is intact. In modes 5 and 6, during reduced inventory operations and when the upper
internals are in place, containment closure capability is required. Containment closure
capability 1s defined in the Technical Specifications as the capability to close the containment
prior to core uncovery following a loss of the normal decay heat removal capability through
the normal residual heat removal system. Equipment hatches and personnel hatches,
penetrations for operating systems, and any temporary electrical and instrument penetrations
may be open during these conditions, provided that there is the capability to close the various
hatches and penetrations within prescribed time limits, corresponding to the minimum time
to core uncovery following loss of decay heat removal capability. The actions taken to close
the containment hatches consider the potential for a stearn environment inside containment
within the time that the .CS could reach saturation.

Actuating Signals and Systems Available

A list of safety-related and nonsafety-related systems available for operation during the
different potential shutdown states is given in Table 54-2, which identifies the types of
actuation for each system during the shutdown modes or conditions.
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Both automatic and manual IRWST injection capabilities are available during all reduced
inventory scenarios. However, conservatively, IRWST automatic actuation is not modeled in
most reduced inventory cases, even though it would be expected to be available.

The PRA model reflects the following for events during drained conditions:

. Given loss of RNS, loss of RNS support systems, or LOOP with grid recovery, IRWST

injection is required to actuate automatically or manually; both actuations are modeled
in fault tree IW2A.

. Given LOOP without grid recovery, only manual IRWST injection is modeled; this is
shown in fault tree IW2AP. Automatic injection is available, but not modeied.

. During draining of the RCS to mid-loop, only manual IRWST injection is modeled if
overdraining occurs; this is shown in fault tree IW2A0. Automatic injection is
available, but not modeled.

. For all of the above events during reduced inventory, if IRWST normal injection path
fails, then injection through RNS pump suction line (V023) is manually actuated; this
is shown in fault tree IWRNS.

54.2.6 Scenarios for Detailed Analysis

The following subsections describe initiating events that could occur during hetsafe/cold
shutdown when the reactor coolant system is filled and pressurized or during mid-loop/vessel-
flange condition when the reactor coolant system is drained and depressurized.

The AP600 has incorporated many design features that address mid-loop operations including
features that reduce the probability of overdraining the RCS to a point where a loss of the
normal residual heat removal system would be lost. These features are described in SSAR
subsection 5.4.7.2.1 and are described below:

. Loop piping offset - As described in SSAR subsection 5.3.4.1, the RCS hot legs and
cold legs are vertically offset. This permits draining of the steam generators for nozzle
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dam insertion with hot leg level much higher than traditional designs. The RCS must
be drained to a level that 1s sufficient to provide a vent path from the pressurizer to the
steam generators. This is nominally 80 percent level in the hot leg. This loop piping
offset also allows a reactor coolant pump to be replaced without removing a full core.

. Step-nozzle connection - The normal residual heat removal system employs a
step-nozzle connection to the reactor coolant system hot ieg. The step-nozzie
connection has two effects on mid-loop operation. One effect is to substantially lower
the RCS hot leg level at which a vortex occurs in the residual heat removal pump
suction line due to the lower fluid velocity in the hot leg nozzle. This increases the
margin from the nominal mid-loop level to the leve! where air entrainment into the
pump suction begins.

Another effect of the step-nozzle is that, if a vortex should occur, the maximum air
entrainment into the pump suction has been shown experimentally to be no greawer
than 5 percent. This level of air ingestion will make air binding of the pump much less
likely.

. No normal residual heat removal throttling during mid-loop - The normal residual
heat removal pumps are designed to minimize susceptibility to cavitation. The plant
piping configuration, piping elevations and routing, and the pump net positive suction
head characteristics allow the normal residusl heat removal pumps to be started and

. operated at their full design flow rates with saturated conditions in the reactor coolant
system. The normal residual heat removal system operates without the need for
throttling a residual heat removal control valve when the level in the reactor coolant
system is reduced to a mid-loop level. This eliminates the failure to throttie the
residual heat removal pumps causing a loss of the residual heat removal system during

mid-loop.

. Hot leg level instrumentation - The AP600 reactor coolant system contains
independent level | nentation in each hot leg with indication in the main control
room. In addition. ide-range pressurizer level instrumentation used during cold
plant operations i: :able to measure to the bottom of the hot legs. There is

continuous level i cation in the main control room from the normal level in the
pressurizer to the range of the two narrow-range hot leg level instruments. Alarms are
provided to alert the operator when the reactor coolant system hot leg level is
approaching a low level. The isolation valves in the line used to drain the reactor
coolant systern automatically close on a low reactor coolant system level during
shutdown operations to preclude overdraining the RCS. Operations required during
mid-loop are performed by the operator in the main control room. The level monitoring
and control features significantly improve the reliability of the AP600 heat removal
system during mid-loop operations.

These design features contribute to the reduction in the probability of overdraining the RCS
for the AP600 as compared to current plants.
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Other design features have been incorporated in the AP600 design to address the consequences
of a loss of the normal residual heat removal system due to overdraining and/or excessive air

ingestion into the residual heat removal pumps. These features, addressed in SSAR subsection
5.4.7.2.1, are described below:

Passive core cooling system - The passive core cooling system in-containment
refueling water storage tank (IRWST) injection lines are available in the event of a loss
of the normal residual heat removal system during reduced inventory operations. Upon
a loss of water level in the hot leg, the operator would take actions to restore the water
level with the nonsafety-related chemical and volume control system makeup pumps.
If the makeup pumps are not available and/or operable, the operator can actuate the
safety-related IRWST injection valves to restore water level in the RCS and provide
safety-related core cooling. In addition, the normal residual heat removal system
contains a diverse means for gravity injection from the IRWST via the pump suction
line to the IRWST. By opening valve RNS-V023, gravity injection can be provided to
the RCS hot leg in the event of a loss of the normal residual heat removal system.

ADS valves - The automatic depressurization system first-, second-, and third-stage
valves, connected to the top of the pressurizer, are open whenever the core makeup
tanks are blocked during shutdown conditions while the reactor vessel upper internals
are in place. This provides a vent path to preclude pressurization. of the reactor coolant
system during shutdown conditions when decay heat removal is lost. This also allows

the IRWST to automatically provide injection flow if it is actuated on a loss of decay
heat removal.

Reactor vessel outlet temperature - Reactor coolant system hot leg wide-range
temperature instruments are provided in each hot leg. The orientation of the wide-range
thermowell-mounted resistance temperature detectors enable measurement of the reactor
coolant fluid in the hot leg when in reduced inventory conditions. In addition, at least
two incore thermocouple channels are available to measure the core-exit temperature
duning mid-loop residual heat removal operation. These two thermocouple channels are
associated with separate electrical divisions.

Self-venting suction line - The residual heat removal pump suction line is sloped
continuously upward from the pump to the reactor coolant system hot leg with no local
high points. This eliminates potential problems with refilling the pump suction line if
a residual heat removal pump is stopped when cavitating due to excessive air
entrainment. With the self-venting suction line, the line will refill and the pumps can
be immediately restarted once an adequate level in the hot leg is re-established.

In addition, emergency response guidelines for shutdown operations will be used to implement

shutdown emergency operating procedures. These procedures will guide the operator to
recover from overdraining events.
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54.2.6.1 Operating Modes 2 and 3
Reacuvity accidents during modes 2 and 3, including boron dilution events, are analyzed.
These events are discussed in subsection 54.4.11.

54.26.2 HetSafe/Cold Shutdown Events (Plant Operating Modes 4 and 5)
The following events during modes 4 and 5 are analyzed

Loss of decay heat removal

Loss of offsite power
Loss-of-coolant accident

Reactor pressure vessel drain events
Reactivity accidents

Less of Decay Heat Removal in Modes 4 and §
A loss of decay heat removal during hetsafe/cold shutdown conditions can be associated with:

. Failure in the normal residual heat removal system

. Failure of normal residual heat removal support systems (component cooling water or
service water system)

. Improper operation of the normal residual hear removal system due to either of the
following:

- Drainage of the reactor coolant system below the level at which air ingestion by

the normal residual heat removal pump occurs (only for drained maintenance
shutdown)

- Inadvertent opening of normal residual heat removal valve V24, allowing a flow
diversion to the in-containment refueling water storage tank. Since a loss of
reactor coolant system water inventory occurs as a result of this error, this event
is considered in the loss-of-coolant accident analysis.

Loss of Offsite Power in Modes 4 and 5§

For the loss-of-offsite-power event, the first level of defense is automatic restart of the normal
residual heat removal pumps on the diesel generators. Details on mitigating the loss-of-
offsite-power initiating event are provided in subsection 54.4.1.
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Loss-of-Coolant Accident in Modes 4 and §

With the normal residual heat removal system in the shutdown cooling mode, the mechanisms
for causing a loss-of-coolant accident are the following:

. Operator error that inadvertently opens normal residual heat removal motor-operated
valve V024 to allow flow diversion from the Jirect vessel injection (DVI) line to the
in-containment refueling water storage tank, resulting in a loss of primary ceolant.

Pipe break in the normal residual heat removai system piping as a result of
overpressurization due to loss of the decay heat removal system. This could occur, but
i1s judged to be highly unlikely. Preliminary evaluations show that, following a normal
residual heat removal system failure, thermal expansion and steaming cause an increase
in pressure. The normal residual heat temoval system relief valve V021 has sufficient
capacity to prevent the reactor coolant system pressure to exceed the Appendix G limits
(approximately 630 psig). The combined failure of the normal residual heat removal
system and relief valve is judged to be significantly lower than the failure probability
of the operator inadvertently opening RNS-V024; therefore, this mechanism of loss-of-
coolant-accident generation is not represented in the loss-of-coolant-accident event trees.

. Sticking open of normal residual heat removal system relief valve V021 during
nondrained maintenance, in hetsafe/cold shutdown conditions. This scenario is
discussed in subsection 54.4.5.

. Pipe break within the normal residual heat removal system during hetsafe/cold
shutdown conditions when the reactor coolant system is filled and pressurized.

Reactor Pressure Vessel Drain Events in Modes 4 and §

The only AP600 system whose normal operation can cause draining of the reactor vessel is
the normal residual heat removal system. However, only partial draining can occur because
the normal residual heat removal suction line is connected to the reactor coolant system hot
leg. If the water level goes below the minimum hot leg level, normal residual heat removal
is lost due to pump air ingestion, which stops reactor pressure vessel draining. From this
point, the scenario is bounded by the pipe break due to normal residual heat removal system
overpressurization, described in the previous section.

Draining events can occur as a result of operator errors during the draindown of the reactor
coolant system for steam generator or reactor ceolant pump maintenance activities. This
draindown is accomplished by using the flow path from the reactor coolant system hot leg
through the normal residual heat removal pumps and heat exchangers, to the chemical and
volume control system, and then to the liquid waste system. The drain rate is controlled by
the low-pressure letdown path in the chemical and volume control system. The letdown flow
control valves are remotely operated, and the hot leg level is measured with the permanently
installed hot leg level instrumentation.
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54.2.6.3

There are two safety-related RCS hot leg level channels, one located in each hot leg. These
level indicators are provided primarily to menitor the RCS water level during mid-loop
operation following shutdown operations. One level tap is located at the bottom of each hot
leg and the other tap on the top of each hot leg as close to the steam generator as possible.
These level instruments are independent, and do not share instrument lines.

During post-accident conditions, these instruments provide indication of the water level in the
reactor vessel. They provide reactor vessel level indication for a range from the bottom of
the hot leg to approximately the elevation of the reactor vessel flange mating surface.

Each hot leg level instrument reading is provided in the main control room and the remote
shutdown workstation. This instrumentation provides an accurate readout of the RCS level
in the control room. Alarms are provided to alert the operator when the RCS level is
approaching a low level. These transmitters also provide input to the PMS to initiate in-
containment refueling water storage injection on a low levei during mid-loop operations.

In addition, the wide-range pressurizer level instrumentation used during cold plant operations
is available to measure to the bottom of the hot legs. This provides a continuous level
indication in the main control room from the normal le.el in the pressurizer to the range of
the two narrow-range hot leg level instruments. Thus, the reactor coolant system level can
be both monitored and controlled from the mmn control (OO At o provided o -ow

7 urthermore, letdown
flow is automatically isolated on a low-low reactor coolant system hot leg level signal.

Overdraining the reactor coolant system during draining of the system to mid-loop is
evaluated as an mmatmg event in subsection 54.4.6. Thc prcssunzer wnde-rangc level

serves an altemauvc way of momtormg thc level of the vesscl and can help in 1denufymg
inconsistency in the level indications. If the hot leg level instruments malfunction, the
operator must recognize the condition and stop the normal residual heat removal system
pump(s) to preclude draining of the reactor coolant system beyond mid-loop. Unlike normal
residual heat removal pump operation at operating plants that require local actions for venting
if the plant is drained beyond mid-loop, operation of AP600 only requires refilling the vessel
to the appropriate level and restarting the normal residual heat removal system pump.

Mid-Loop/Vessel-Flange Events

The most limiting AP600 shutdown maintenance condition during which an accident could
occur is when the reactor coolant level is reduced to the mid-loop/vassel-flange level, the
reactor coolant system pressure boundary is opened, the vessel head is on, and the
depressurization valves are maintained in the open position. It is normal practice to drain the
reactor coolant system to mid-loop level to instali the hot leg and cold leg nozzle dams. The
water level is then raised to the vessel flange. This mid-loop status is expected to last about
8 hours. After these operations, steam generator inspection and maintenance is performed.
In this situation, the normal residual heat removal system is used to cool the reactor coolant
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system. Therefore, the initiating events identified in subsection 54.2.6.2, with the exception

of normal residual heat removal system pipe rupture, are considered as initizting events when
the plant is at mid-loop/vessel-flange level.

Hewever—wWhen the plant is at mid-loop/vessel-flange level, the passive residual heat
removal heat cxchanger cannot cffecuvely operate WM&W

" " epFesatHBE dves: Therefore, in case of loss of the
normal res:dual heat removal systemsaunng n’ud -ioop operation, core cooling must be
provided by manual or automatic actuation of gravity injection from the in-containment
refueling water storage tank via one of the two injection lines or the normal residual heat
removal system pump suction line. If necessary after 72 hours, this can be followed by
passive recirculation through the recirculation lines.

54.2.7 Summary of Initiating Events Analyzed
The following is a summary of the events analyzec in the shutdown assessment, based on the
preceding discussion.
. HetSafe/cold shutdown condition with the reactor coolant system filled and intact:
a) Loss of offsite power
b)  Loss of decay heat removal capability, initiated from failure of normal residual
heat removal system, including normal residual heat removal valve V021 sticking
open during nondrained maintenance
¢)  Loss of decay heat removal capability, initiated from failure of component cooling
water or service water system
d) Loss-of-coolant accident due to rupture of the normal residual heat removal
system piping
e)  Loss-of-coolant accident due to inadvertent or spurious opening of normal residual
heat removal system motor-operated valve RNS-V024
. Transition from filled and depressurized reactor coolant system to mid-loop conditions:
a)  Overdraining of the reactor coolant system during draindown to mid-loop
. Mid-loop/vessel-flange condition with the reactor coolant system drained anc
depressurized:
a) Loss of offsite power
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54.3

54.3.1

b)  Loss of decay heat removal capability, initiated from failure of normal residual
heat removal system

c)  Loss of decay heat removal capability, initiated from failure of component cooling
water or service water system

d)  Lous-of-coolant accident due to inadvertent or spurious opening of normal residual
heat removal system motor-operated valve RNS-V024

. Several boron dilution events during shutdown conditions, as defined and discussed in
subsection 54.4.11

Data

Data are developed for the frequencies and mission times of three types of plant shutdown
events. The initiating frequencies for the various shutdown events are described in
Section 54.4. The data are described in the following subsections.

Shutdown Frequency

The trip frequencies used in the shutdown assessment for AP600 are provided in Table 54-3.
These are the same conservatively high estimates as used in the Level 1 at-power PRA.

The breakdown of the accident types contributing to this initiating event frequency is shown
in Table 54-3. The total frequency of reactor trip due to transients, loss of normal residual
heat removal support systems, and loss of offsite power, is estimated to be 2.1 events per year.

The estimated frequency of controlled shutdown other than refueling outages is shown in
Table 54-3.

It is assumed that a refueling shutdown is scheduled every 24 months. Therefore, the
frequency of refueling outages is 0.5 events per year.

For nondrained and drained maintenance shutdowns, the plant may be vrought to cold
shutdown condition following transients or accident-initiating events from high power. It is
assumed that, for those events not further affected by additional component failures (with
successful reactor trip and core cooling systems operation), it is assumed that 20 percent of
the cases require bringing the plant to cold shutdown. It is further assumed that only
10 percent of the ccld shutdow.. events require drained maintenance.

Based on the shutdown frequencies outlined above and the percentages of forced outages that
could take the plant to cold shutdown and drained conditions, the frequencies of the plant in
cold shutdown conditions (i.e., reactor coolant system nondrained and drained conditions) are
calculated as follows:
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Reactor Coolant System Forced Outage Frequency for Nondrained Maintenance
This frequency is calculated as the product of the trip frequency (2.1 events per year)
and the percentage of shutdowns that takes the plant to cold sautdown with the reactor
coolant system remaining filled (20 x 90 percent). This frequency is:

(2.1 x 0.20 x 0.90) = 0.38 events/year (A)
Reactor Coolant System Forced Outage Frequency for Drained Maintenance
This frequency is calculated as the product of the trip frequency (2.1 events per year)
and the percentage of shutdowns that takes the plant to cold shutdown with the reactor
coolant system drained (20 x 10 percent). This frequency is:

(2.1 x 0.20 x 0.10) = 0.042 events/year (B)

Based on operating expericnce of Westinghouse plants in the US, the average number of
controlled shutdowns, excluding refueling shutdown, is assumed to be 1.8 events per year.
It is assumed that 80 percent of those cases require nondrained maintenance, 19 percent

require drained maintenance without fuel removal, and 1 percent require drained maintenance
with fuel removal.

Based vn the contiolled shutdown frequencies outlined above and the percentages of these
outages that could take the plant to cold shutdown and drained conditions, the frequencies of

the plant in cold shutdown conditions (i.e., reactor coolant system nondrained and drained
conditions) are calculated as follows:

Reactor Coolant System Controlled Shutdown Frequency for Nondrained Maintenance
This frequency is calculated as the product of the controlled shutdown frequency
(1.8 events per year), and the percentage of shutdowns that takes the plant to cold
shutdown with the reactor coolant system kept filled (80 percent). This frequency is:
(1.8 x 0.80) = 1.4 events/year (C)
Reactor Cociant System Controlled Shutdown Frequency for Drained Maintenance
This frequency is calculated as the product of the controlled shutdown frequency (1.8
events per year) and the percentage of controlled shutdowns that takes the plant to cold
shutdown with the reactor coolant system drained (19 percent). This frequency is:

(1.8 x 0.19) = 0.34 events/year (D)
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. Shutdown Freo' ncy for Fuel Removal Maintenance

This frequency is calculated as the product of the controlled shutdown frequency (1.8
events per year) and the percentage of controlled shutdowns that takes the plant to
refueling mode (1 percent), plus the refueling outage frequency (0.5 events per year).
This frequency is:

[0.5 + (1.8 x 0.01)] = 0.52 events/year (E)

Based on the calculations above, the yearly frequencies of the three types of plant shutdown
events are calculated as follows:

Nondrained maintenance frequency is:

Sum of the forced and controlled shutdown frequencies, (A + C) = 038 + 14 =138
events/year.

Drained maintenance frequency is:

Sum of the forced and controlled shutdown frequencies, (B + D) = 0.042 + 0.34 = 0.38
events/year.

Refueling outages frequency is:
Controlled shutdown frequency, (E) = 0.52 events/year.

Based on shutdown frequencies calculated above of the three maintenance activities, the
frequencies of the plant in the different shutdown phases are formulated as follows:

. Yearly frequency of the plant at hetsafe shutdown andiold shutdown conditions is:
1.8 + 0.38 + 0.52 = 2.7 events/year
. Yearly frequency of the plant at mid-loop condition is:
0.38 + 0.52 = 0.90 events/year
5432 Mission Times

The times in each phase are summarized in Table 54-4. These durations are based on the
AP600 integrated refueling outage schedules from Reference 54-3. The mission times used
for the initiating event frequencies for the mitigating systems are estimated by combining the
times for the various operations conducted during the relevant shutdown modes. These
mission times are evaluated in this section and summarized in Table 54-5.
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No event tree is constructed for the first part of the cooldown (ketsafe shutdown to 350°F and
400 psig), given the very limited duration of this part of the event. During this period, the
yearly frequency of the three types of plant shutdowns is 2.7, and the duration is & hours.
Therefore, this mode would occur only 22 hours per year, during which all the mitigating
systems, except accumulators, are normally available. Therefore, transients that could occur
in the shutdown period prior to hetsafe shutdown conditions are judged to be much less
significant contributors to core damage than events evaluated during hetsafe and cold

shutdown and mid-loop conditions and are not included in the quantitative shutdown
evaluation.

Times are grouped in accordance with two main categories of plant states for which event
trees are constructed, namely: hetsafe/cold shutdown condition with the reactor coolant system

filled and intact; and mid-loop/vessel-flange condition with the reactor coolant system drained
and depressurized.

A weighted average of the time spent in a hetsafe/cold shutdown condition for both categories
of events (i.e., those ending in hetsafe/cold shutdown with reactor coolant system filled and
intact and those ending in mid-loop/vessel-flange conditions) is used to calculate the
frequencies of events for which that plant condition applies. Likewise, a weighted average
of the time spent in mid-loop/vessel-flange condition for refueling and drained maintenance

events 1s used to calculate the frequencies of events initiated when the plant is drained to mid-
loop.

The hetsafe/cold shutdown calculation is as follows. From Table 54-4, the applicable times
are:

. 24 hours for cooldown from 350°F to 160°F — phase A
. 16 hours for cooldown from 160°F to 130°F ~ phase A
. 24 hours for portion of return to power - phase F

This duration (24+16+24 = 64 hours) applies to the 1.8 events per year ending in nondrained
hetsafe/cold shutdown and to the 0.9 events per year ending in mid-loop. Note that including
the 24 hours for the beginning of the heatup/return to power is very conservative, based on
the initiating events discussion provided earlier.

An allowance is also made for a nondrained maintenance time, which is assumed to be
200 hours per event. This 200-hour duration is believed to be conservative when used as an
average maintenance period for each nondrained shutdown. This nondrained maintenance
time applies to only the 1.8 nondrained events per year.

The hetsafe/cold shutdown (i.e., nondrained maintenance) mission time is the weighted
average of these durations:

[ 1.8 events/year x (64 + 200) hours/event ] + [ 0.9 events/year x 64 hours/event ]

=197 hours/event
(1.8 +0.9) events/year
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or approximately 200 hours per event during hetsafe/cold shutdown.
The drained maintenance calculations are as follows.
For drained maintenance other than refueling, the applicable times from Table 54-4 are:

100 hours for drained maintenance, including getting into and out of mid-loop (phase 3)
. 24 hours for refilling the reactor coolant system (phase E)

The 100-hour duration for drained maintenance is also believed to be conservatively long,
based on experience at current plants and considering that AP600 has fewer components that
could require drained maintenance than current plants. The resulting duration (100+24 =
124 hours) applies to the 0.38 drained maintenance events per year.

For refueling, the applicable times from Table 54-4 are:

. 39 hours for mid-loop operation (phase B)

. 55 hours for post-refueling operations/maintenance (phase D)
. 24 hours for refilling the reactor coolant system (phase E)

This duration (39+55+24 = 118 hours) applies to the 0.52 refueling events per year.

‘ Then the total drained maintenance mission time is the weighted average of these times:

[ 0.38 events/year x 124 hours/event ] + [ 0.52 events/year x 118 hours/event ]

=197 hours/event
(0.38 +0.52) events/ year

Therefore, the time period to use in calculation of initiating event frequencies at drained
conditions is 120 hours. For initiating events at nondrained conditions, the 200-hour time
period is appropriate; however, the calculations for nondrained conditions include an
additional factor of 10 percent as a conservatism, so that 220 hours has been used.

HeotSafe/Cold Shutdown Condition with Reactor Coolant System Filled and Intact
Phase A ~ Cooldown to Cold Shutdown

As discussed above, this phase is assigned a conservatively long mission time of
220 hours. The calculations in subsection 54.3.1 show that the frequency of being in
hetsafe/cold shutdown conditions is 2.7 times per year. The mission time and frequency
are reflected in the calculations of initiating event frequencies during the hetsafe/cold
shutdown phase.
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Mid-Loop/Vessel-Flange Condition with Reactor Coolant System Drained and
Depressurized

Drained conditions encompass the activities described below. The activities of most
significance to plant risk while drained are draining to mid-loop, drained maintenance, and
post-refueling maintenance (phases B, D, and E).

As discussed earlier, activities for mid-loop/vessel-flange are assigned a mission time of
120 hours. The calculations in subsection 54.3.1 show that the frequency of being in mid-
loop condition is 0.90 times per year. This mission time and frequency are reflected in the
calculations of initiating event frequencies when the plant is at mid-loop.

Phase B —~ Reactor Coolant System Draindown

The reactor coolant system draindown (Phase B) is referred to as mid-loop or vessel-
flange operation. This activity is carried out with the vessel head unbolted and the
reactor coolant system temperature below 130°F. The operation has a duration of
39 hours and an estimated occurrence of 0.90 events per year.

Phase C -~ Refueling Cavity Fill

The plant is assumed to remain in the refueling mode (flooded cavity) for abont
100 hours. However, no event tree is constructed for this plant condition because the
core and cavity are flooded during this period.

Phase D - Post-Refueling Maintenance and Drain Refueling Cavity

During plant shutdown for refueling operations, it is estimated that post-refueling
maintenance and inspection activities would take about 55 hours; the frequency for this
activity is 0.52 events per year.

Phase E - Reactor Coolant System Fill and Gas Evacuation

The reactor coolant system fill and vent activity (phase E) lasts for about 24 hours. The
shutdown frequency for this activity is estimated to be 0.90 events per year. Note that
this activity is performed with the system closed. The contribution of this period could
have been assigned to the nondrained events; however, it has been assigned with the
drained events. This phase is included in the drained events because it would follow
such events, and because previous shutdown evaluation results indicate that it is
conservative to include the additional time in the drained cases.

Phase F - Cold StertapShutdown to Hot Standby

It is estimated that returning to power from refueling and drained outages requires about
121 hours and about 24 hours for nondrained outages. The initiating event frequency
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calculations for all of the shutdown events include an estimate of 24 hours to cover the
period during the return to power operations prior to achieving mode 3.

The times for all of the phases discussed above are included in the total time used to calculate

the failure rates for motor-operated valves in the systems analyzed for hboron dilution
accidents, described in subsection 54.4.12.

Table 54-4 summarizes the mission times and frequencies.

544 Event Tree Development

The event tree analysis for the AP600 shutdown assessment identifies the initiating events that
are potentially significant contributors to core damage. Event trees are developed for the
following initiating events occurring during the specified shutdown conditions:

. HetSafe/cold shutdown condition with the reactor coolant system filled and intact:

Loss of offsite power ~ LOSP-ND

Loss of decay heat removal capability, initiated from failure of normal residual
heat removal system - RNS-ND

Loss of decay heat removal capability, initiated from failure of component cooling
water or service water system - CCW-ND

Loss-of-coolant accident due to rupture of the normal residual heat removal
system piping -~ LOCA-PR-ND

Loss-of-coolant accident due to inadvertent or spurious opening of the normal
residual heat removal system motor-operated valve RNS-V024 - LOCA-V24-ND

. Transition from filled and depressurized reactor coolant system to mid-loop conditions:

Overdraining of the reactor coolant system during draindown to mid-loop = RCS-OD

. Mid-loop/vessel-flange condition with the reactor coolant system drained and
depressurized:

Loss of offsite power - LOSP-D

Loss of decay heat removal capability, initiated from failure of normal residual
heat removal system ~ RNS-D

(W) vestngrouse

ENEL Markup
B e June 7, 1996

54-29 m:\ap600\pra\markup\sec54.wpf 1b




f\"hll(}

54. Low-Power and Shutdown Risk Assessment

= Loss of decay heat removal capability, initiated from failure of component cooling
water or service water system - CCW-D

- Loss-of-coolant accident due to inadverten' or spurious opening of the normal
residual heat removal system motor-operated valve RNS-V024 - LOCA-V24-D

. Boron dilution events during vanous shutdown conditions:

- Diluted accumulator water injection —~ AIRCS

- Reactor startup with chemical and volume control system in dilution mode
following a loss of offsite power — STPCD

The initiating event frequencies for the accident scenarios that are quantified in the AP600

shutdown assessment are calculated in the following subsections and summarized in
Table 54-6.

To evaluate the significance of these initiating events occurring during the different shutdown
conditions, loss of offsite power, loss of normal residual heat removal, and loss of component
cooling water or service water are modeled in separate event trees. Based on the operating
configuration of the service water system and its total heat load during shutdown conditions,
loss of the compressed and instrument air system (CAS) has been determined not to fail the
service water system, and its failure is not considered to be an initiating event.

The fault trees used to calculate the normal residual heat removal system initiating event
frequency do not include the component cooling water or service water system fault trees.
As a result, the loss of normal residual heat removal system initiator only includes faults in
the normal residual neat removal system. The loss of RNS support (component cooling water
or service water) system is segregated into a separate initiating event that combines these two

support systems; this initiating event frequency is calculated with the component cooling water
or service water system fault trees,

Where the normal residual heat removal system is used in an event tree as a mitigating
system, the event tree node is represented by the component cooling water and service water
system fault trees linked to the normal residual heat removal system fault tree. Therefore, the
required support provided to the normal residual heat removal system by the component
cooling water and service water systems is modeled in the event trees.

Unless stated otherwise, component failure rates used to calculate initiating event frequencies
in this section are derived from Chapter 32.
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54.4.1 Event Tree LOSP-ND

The assumptions made in developing the event tree LOSP-ND are as follows:

As documented in subsection 54.3.1, the frequency of plant shutdown is 2.7 events per
year. The mission time of mitigating systems during the hetsafe/cold shutdown phase
1s 220 hours.

LOSP-ND represents the initiating event for loss of offsite power during the cooldown
phase of plant shutdown -- failure of the function means that loss of offsite power has
occurred. The frequency of a loss of offsite power is 0.12 events per year
(Reference 54-1). The duration of this shutdown phase is 220 hours. Therefore, the
probability of loss of offsite power duning this phase is: [(0.12 / 8760) x 220] =
3.01E-3.

Therefore, initiating event LOSP-ND = 2.7 x 3.01E-03 = 8.1E-03 events/year.

Diesel generator power source available (DGEN) -- the diesel generators are expected
to opera‘s if a loss of offsite power occurs. Failure of this function means that the
diesel generator fails to start automatically and manually.

Normal residual heat removal system automatic restart on diesel generators (ANR) --
in case of a loss of offsite power, the normal residual heat removal pumps trip, but an
automatic restart of the pumps is provided, after diesel generators start and the electrical
busses are sequenced. Failure of the function means that automatic restart of the norma’
residual heat remrval pumps on the diesel generators has not occurred, or that the
normal residual heat removal system or the diesel generators fail to operate during the
mission time.

Power recovery within 2 hours (GR2) -- the probability of recovering the grid within
2 hours is evaluated to determine the possibility of normal residual heat removal
function recovery through the gnid, in time to avoid core damage.

After 2 hours, the vessel water level is estimated to go below the minimum hot leg
level, resulting in the loss of normal residual heat removal pump suction. Therefore,
water makeup and decay heat removal functions must be provided to prevent core
damage.

The 2 hours of allowable time is estimated based on the thermal-hydraulic analysis
results performed for the Seabrook plant (Reference 54-4). This was used as a
reference for the AP600 since the ratio of power to vessel water inventory for the two
plants is similar. The thermal-hydraulic analyses performed for the Seabrook plant
show the following:
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- Initial reactor coolant system temperature of 140°F.

- Vessel full and closed with steam generator secondary side dry at 1 day after
shutdown.

- Core uncovered in about 3.5 hours if residual heat removal is not isolated.

Residual heat removal relief valves open at about 2.7 hours and water inventory
loss starts.

= Core uncovered in about 6 hours if the residual heat removal system is isolated.

The results shown above indicate that the core will be uncovered in 3.5 hours if it is
assumed that the operator does not isolate normal residual heat removal. It is assumed
that the reactor coolant system temperature for AP600 could be around 200°F when
offsite power is lost, which is 60°F higher than the temperature in the example cited
above. Therefore, for AP600, it is estimated that the core will be uncovered in 2 hours
if normal residual heat removal is not isolated. For manual actuation of systems

required later in the sequence, a 1-hour time window is conservatively assumed in
evaluating human error.

Success in recovering the grid within 2 hours eliminates the need for relying on diesel
generators for mission completion. The effect on the event tree model is that the fault
trees called for after the grid is recovered are the same as those used in the loss of
decay heat removal cases, in which loss of offsite power has not occurred. The

probability of recovering the grid within 2 hours is estimated to be 0.24-events-per-year
in Reference 54-1.

. Normal residual heat removal system manu. restart after grid recovery (MRAGR) --
this event tree node represents the probabilit  f failing to manually restart the normal
residual heat removal pumps after grid recovery ~iven the failure of the pumps to restart

automatically on the diesel generators. Failure of this function is the failure to manually
recover decay heat removal.

. Passive residual heat removal system (PMA) -- following a loss of the normal residual
heat removal system, heat removal by manual actuation of the safety-related passive
residual heat removal heat exchanger is required. It is expected that the operator will
recognize the failure of normal residual heat removal system and the need for passive
residual heat removal operation and actuate the passive residual heat removal system
before automatic actuation through the low pressurizer level signal. For the case where
the diesel generators fail, it is assumed that control power and instrument air also fail;
in which case the passive residual heat removal air-operated valves fail open, and the
system is expected to operate without an initiating signal or operator intervention.
Failure of this function is failure of the passive residual heat removal heat exchanger
to remove decay heat from the reactor coolant system. Where operator action is
required, manual actuation of the passive residual heat removal heat exchanger must be
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performed in time to prevent an increase in the reactor coolant system pressure, which
could cause the normal residual heat removal relief valve to open.

Opening of the normal residual heat removal relief valve results in the loss of wc.er
inventory similar to a loss-of-coolant accident for which passive residual heat removal
is not useful. This same event (reactor coolant system pressure increase and opening
of the relief valve) can also occur if passive residual heat removal fails, but this
scenario does not change the event tree model because depressurization is always
needed after this failure occurs.

. Core makeup tanks (CMT) -- as a result of loss of both safety-related and nonsafety-
related decay heat removal systems, automatic safety-related cooling is provided by
actuation of the core makeup tank on a low pressurizer level (through the protection and
safety monitoring system or the diverse actuation system) as the reactor coolant is
boiled off. Failure of this function is the failure to actuate both core makeup tanks,
either automatically or manually.

. Reactor coolant system depressurization (RD) -- to meet long-term core cooling
requirements, the depressurization system should be actuated to permit in-containment
refueling water storage tank gravity injection. Thi. actuation can be obtained either
manually by the operator or automatically on core makeup tank low water level signals.
Failure of this function is failure to actuate the minimum configuration of valves
required for full reactor depressurization.

. Gravity injection (GI) -- after full depressurization of the reactor coolant system,
in-containment refueling water storage tank gravity injection can be established-beeause
the-gravity-thieetion-tines-are-Rot-tsolated-n-this-mede. This permits water from the
in-containment refueling water storage tank to flow through the gravity injection lines
into the safety injection lines. Failure of this function is the failure of both gravity
injection lines to open. As stated in Section 54.6, water recirculation is not required
prior to 72 hours and, therefore, is not reflected in the event tree logic.

The LOSP-ND event tree is shown in Figure 54-1.

Event Tree RNS-ND

RNS-ND represents the initiating event for the loss of decay heat removal capability due to
failure of the normal residual heat removal system during the cooldown phase of plant
shutdown. If one pump fails, it is assumed that an equilibrium temperature of about 150°F
is reached, but core uncovery does not occur. Therefore, failure of this function is the failure
of both normal residual heat removal pumps to continue to run for 220 hours. RNS-ND is
evaluated as follows:

. Frequency of plant shutdown is 2.7 events per year, as discussed previously.
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. Failure of normal residual heat removal system to operate during hetsafe/cold shutdown
is evaluated in the RNC2 fault tree. The failure probability obtained from quantifying
this fault tree is 3.56E-04.

Therefore, initiating event RNS-ND = 2.7 x 3.56E-04 = 9.6E-04 events/year

The frontline systems used in this event tree are the same as described previously in
subsection 54.4.1. The RNS-ND event tree is shown in Figure 54-2.

5443 Event Tree CCW-ND

CCW-ND represents the initiating event for the loss of decay heat removal capability due to
failure of the component cooling water or service water system during the cooldown phase
of plant shutdown. Fa‘"ne of this function is the failure of both trains of component cooling

or service water systems 1o operate for the mission time of 220 hours. CCW-ND is evaluated
as follows:

. Frequency of plant shutdown is 2.7 events per year, as discussed previously.

. Failure of component cooling water or service water system to operate during
hetsafe/cold shutdown is evaluated in the CSWF2 fault tree. The failure probability
obtained from quantifying this fault tree is 1.2E-03.

Therefore, initiating event CCW-ND = 2.7 x 1.2E-03 = 3.2E-03 events/year

The functions of frontline systems used in this event tree are the same as described previously
in subsection 54.4.1. The CCW-ND event tree is shown in Figure 54-3.

5444 Event Tree LOCA-PR-ND

LOCA-PR-ND represents the initiating event for a loss-of-coolant accident during the
cooldown phase of plant shutdown because of rupture of the piping within the normal residual
heat removal system. This event is important because, if the operator does not isolate the
normal residual heat removal system, it causes passive residual heat removal to be ineffective
in mitigating the event.

. The initiating event frequency is calculated using two basic assumptions:
a.  The piping is assumed to have the same failurc rate as at-power.
b.  The normal resicual heat removal system consists of approximately 60 pipe

sections, which include the piping in the containment that is not considered in the

at-power case. The resulting frequency of 1.5E-05 events per year is calculated
considering the following inputs:
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Pipe rupture failure rate: 4.25E-10 per section, per hour
Number of pipe sections: 60

Frequency of being in hetsafe/cold shutdown = 2.7 per year
Mission time = 220 hours

Therefore, the normal residual heat removal system pipe rupture frequency is: 4.3E-10 x
60 x 2.7 x 220 = 1.5E-05 events/year.

Manual isolation of the normal residual heat removal system given normal residual heat
removal system pipe rupture (RHN-MANO4) -- if a break in the normal residual heat
removal system piping occurs, it is assumed that the l2ak will have a relatively low flow
rate; similar to the flow rate for a small loss-of-coolant accident (SLOCA). For this
scenario, the operator is required to isolate the normal residual heat removal system in
time to allow the passive residual heat removal heat exchanger to be placed in service.
It is assumed that the time window to isolate the normal residual heat removal system
is about 10 minutes. MAAP4 analysis discussed in Section 54.6 indicates that the time
window for this operator action is longer than 10 minutes because the core makeup
tanks would actuate automatically when the loss-of-coolant accident occurs; however,
10 minutes 1: selected as a conservative ime window. This operator action is evaluated
in Section 54.8; the human error probability (HEP) is 5.3E-02.

The hardware failure probability of the motor-operated valves to isolate the normal
residual heat removal system is estimated to be about an order of magnitude lower than
the human error probability-ef-5-2E-82. Therefore, hardware failures of these valves
are not modeled for this scenario in the shutdown evaluation.

The frontline systems used in this event tree are the same as described previously, in
subsection 54.4.1. The LOCA-PR-ND event tree is shown in Figure 54-4.

Event Tree LOCA-V24-ND

LOCA-V24-ND represents the initiating event for a loss-of-coolant accident during the
cooldown phase of plant shutdown because of an inadvertent or spurious opening of normal
residual heat removal systern motor-operated valve RNS-V024. This event causes the reactor
coolant to drain into the in-containment refueling water storage tank. For this scenario, the
passive residual heat removal heat exchanger is ineffective in mitigating the event.

This initiating event is postulated as occurring because of any of the following failures:

The operator inadvertently opens the normal residual heat removal valve RNS-V024 and
fails to detect and reclose the valve. This operator action includes pre-accident system
misalignment and post-accident operator recovery actions. This human error is
identified as RHN-MANDIV and evaluated in Chapter 30. The human error probability
(HEP) for this action is 1.0E-05. The failure probzbility of RHN-MANDIV is used
only in the frequency of overdraining the reactor coolant system.
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. Valve RNS-V024 spuriously opens due to erroneous signal from the protection and
safety monitoring system-related instrumentation and control. The frequency is
estimated to be 5.5E-05 events per year; this frequency is supported by data provided
in Chapter 26. Therefore, the failure probability of this failure occurring during
hetsafe/cold shutdown is: [2.7 x (5.55-05 / 8760) x 220) = 3.7E-06 events/year.

. Catastrophic failure of the motor-operated valve has a failure rate of 5.0E-09

events/hour; this gives a failure frequercy of (2.7 x S.0E-09 x 220) = 3.07E-06
events/year.

Additionally, normal recidual heat removal system relief valve V021 sticking op2n is

evaluated as a potential cause of loss of coolant. The shutdown scenario leading to this
failure requires occurrence of bothi of the following:

1) The operator inadvertently starts the chemical and volume control system makeup
pump, with failure to recognize the error and stop the pump. The time window for
performing this task is assumed to be approximately 25 minutes. The diagnosis cues
for recognizing this error are increasing system pressure and water level, with associated
alarms annunciation. The human error evaluation for this operator action is assumed
to be similar to that performed for RHN-MANDIV, discussed in a previous paragraph.
Therefore, a human error probability of 1.0E-05 is estimated for this action.

If the operator fails to stop the chemical and volume control sysiem makeup pump,
valve VO21 is expected to open in about 30 minutes to relieve the pressure and then
reclose. However, in this case, valve V021 may fail to reclose dve to mechanical
failure. The component failure rate for valve V021 failing to reclose is 5.0r.-03 failures
per demand (Chapter 32).

Therefore, th: scenario that could result in valve VO21 being a potential source “or loss-of-

coolant generation has a failure probability of: (2.7 x 1.0E-05 x 5.0E-03) = 14E-07
events/year.

The frequency of initiating event LOCA-V24-ND is the summation of the four failures
described above: (1.0E-05 + 3.7E-06 + 3.0E-06 + 1.4E-07) = 1.7E-05 events/year

The frontline systems used in this event tree are the same as described previously, in
subsection 54.4.1. The LOCA-V24-ND event tree is shown in Figure 54-5.

54.4.6 Event Tree RCS-OD

RCS-OD represents the initiating event for overdraining the reactor coolant system during
operations for draining down the system to the required level for mid-loop conditions.

Two scenarios are postulated whereby overdraining of the reactor coolant system could occur.
These are described and estimated as follows:
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Scenario 1:

The hot-leg level (HL) instruments may fail and their failure go undetected during the 2-year
fuel cycle. During draining of the reactor coolant system, the operator initially monitors the
coolant level using the pressurizer wide-range level (PZR WRL) instrumentation, which are
verified to operate correctly prior to draining down the reactor coolant system to the hot leg
level. The hot leg instruments are designed to pick up the reactor coolant system level with
readings that are consistent with the pressurizer wide-range level reading. The operator is
required to observe inconsistency among the readings from the reactor coolant system level
instruments and close the air-operated valves (AOV<) CVS-V045 or -V047 to prevent
overdraining of the reactor coolant system. It is assumed that the operators have more than
3 hours to detect the hot leg instruments failure and close the required valves; the time
window for draining from the hot leg level instrumentation readings to mid-loop condition is
estimated to be more than one day.

The failure probability for this scenario is estimated as follows:
a) Random failure of both hot leg instruments is:
(6.0E-07 x 8760)* = 2.8E-05
b) Common cause failure of hot leg instruments is:
(6.0E-07 x 8760 x .05) = 2.6E-04
Therefore, the failure probability of the hot leg instruments is: 2.8E-05 + 2.6E-04 = 2.9E-04.

¢)  Failure of the operator to recognize hot leg instruments failure and stop reactor
coolant system draining is identified by RCS-MANODI1S. This operat.« action
is evaluated in Section 54.8. The human error probability 1s 4.04E-04.

Therefore, the failure probability for scenario 1 is estimated to be 2.9E-04 x 4.0E-04 =
1.2E-07.

Scenario 2:

All level instruments are assumed to be operating correctly. The operator initiates draining
through the chemical and volume control system and stops monitoring the reactor coolant
system level. The reactor coolant system drains down to low hot leg level. Air-operator
valves CVS-V045 and -V047 (arranged in series) are required to close automatically upon
receipt of low hot leg level signals. These air-operated valves are assigned a mission time of
39 hours as the time for mid-loop operation. If automatic closure of the valves does not
occur, the operators are required to close them. It is assumed that the operators have a short
time window (approximately 5 minutes) to close the valves.
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The failure probability for this scenario is estimated as follows:

a)  Random failure of CVS-V045 and -V047 is: (1.0E-06 x 39)’ = 1.5E-09
b)  Common cause failure of air-operated valves is: (1.0E-06 x 39 x .088) = 3 4E-06

From (a) and (b), the failure probability of the air-operated valves is: 1.5E-09 +
3.4E-06 = 3 4E-06.

¢)  Failure of air-operated valve automatic actuation signal is assigned a probability

of 1.0E-04/demand. This failure probability is based on data provided in
Chapter 26.

d)  Failure of the operator to respond to low hot leg alarm and stop reactor coolant
system draining is identified by RCS-MANOD2S. This operator action is
evaluated in Section 54.8. The human error probability for this action is
1.39E-02. Credit for this operator action assumes that there is a hot leg alarm
independent of the air-operated valve actuation signal.

From (c) and (d), failure of air-operated valves to close automatically and manually is:
1.0E-04 x 1.4E-02 = 1 4E-06.

Therefore, the failure probability for scemario 2 is estimated to be 34E-06 +
1 4E-06 = 4 8E-06.

Based on the estimates shown above, the initiating event frequency for RCS-OD is the sum
of the failure probabilities for scenarios 1 and 2 multiplied by the yearly frequency of 0.9 for
this event. That is, (1.2E-07 + 4.8E-06) x 0.9 = 4 4E-06 events/year.

Given the initiating event, the following top events are modeled in the event tree RCS-OD:

Manually isolate normal residual heat removal system leak (MIRL) -- it is assumed that
if overdraining of the reactor coolant system occurs, the operator will isolate the normal
residual heat removal system (RHN-MANO4). Although the scenario for the operator
action in this case is different from the scenario in subsection 54.4.5,'the same human

error probability is assigned for both cases. This operator action is evaluated in
Section 54.8; the human error probability is 5.3E-02.

Gravity injection (GI) -- the in-containment refueling water storage tank gravity
injection lines are isolated in this phase of shutdown. Therefore, the operator must
manually establish injection from the in-containment refueling water storage tank. This
permits water from the in-containment refueling water storage tank to flow through one
of the two gravity injection lines into the safety injection lines. Failure of this function
is the failure to manually open the motor-operated valves in both gravity injection lines.
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Gravity injection from the in-containment refueling water storage tank via normal
residual heat removal system suction line (GIRNS) -- the suction line of the normal
residual heat removal system pumps is isolated durine this phase of shutdown.
Therefore, if in-containment refueling water storage tan' gravity injection fails, the
operator must manually open motor-operated valve KNS-V023 to establish an
alternative injection path from the in-contammment refueling water storage tank. This
permits water from the in-containment refueling water storage tank to flow through the
normal residual heat removal system suction line into the reactor coolant system.
Failure of this function is the failure to manually open the motor-operated valve in the
suction line for the normal residual heat removal system pumps.

The RCS-OD event tree is shown in Figure 54-6.

Event Tree LOSP-D

The assumptions made in developing the event tree LOSP-D are as follows:

As documented in subsection 54.3.1, the frequency of plant being at mid-loop is
estimated to be 0.9 events per year. The mission tir f mitigating systems during the
hetsafe/cold shutdown phase is 120 hours.

LOSP-D represents the initiating event for the loss of offsite power while the plant is
at mid-loop. Failure of the function means that loss of offsite power has occurred. The
frequency of a loss of offsite power when fuli-load rejection capability is unavailable
is 0.12 events per year (Reference 54-1). The duration of this shutdown phase is
120 hours. Therefore, the failure probability is: [(0.12 / 8760) x 120] = 1.6E-03.

Therefore, initiating event LOSP-D = 0.9 x 1.6E-03 = 1.5E-03 events/year.

Note that for the headings already used for the hetsafe/cold shutdown conditions, the same
description and the same considerations are applicable when the plant is at mid-loop, with the
following exceptions:

The passive residual heat removal heat exchanger is not considered as a mitigating
feature because it cannot function; the reactor coolant system is not pressurized when
the plant is at mid-loop.

During this shutdown condition, motor-operated valves VO121A and VO121B on the
in-containment refueling water storage tank gravity injection lines and motor-operated
valve V023 on the normal residual heat removal system pump suction line are closed
to avoid draining the in-containment refueling water storage tank water due to reactor
coolant system depressurization. Gravity injection requires manual or automatic
opening of these motor-operated valves.

Automatic depressurization system valves are open.
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Grid recovery within 1 hour (GR1) -- This event tree node represents the probability
of recovering the grid within 1 hour. This scenario considers the possibility of normal
residual heat removal system operation using offsite power sources without the need for
diesel generator operation. After 1 hour, the vessel water level is estimated to go below
the minimum hot leg level, resulting in loss of normal residual heat removal pump
suction. The 1 hour of allowable time is zstimated by considering the following:

-~ Time to heat up the vessel water inventory during drained maintenance from
130°F to 212°F

- Time te boil off the water inventory during drained maintenance conditions

Using the plant thermal-hydraulic data and the conservative hypothesis that boiling
occurs at atmospheric pressure, the following values are obtained:

Time for heat up = 0.4 hour
Time for boil off = 0.8 hour

Therefore, a total time of 1.2 hours is assumed as the allowable time for normal residual
heat removal function recovery during drained maintenance conditions. However, the
time window for evaluating operator error to actuate the systems required in the event
tree model is assumed equal to 1 hour, the same as for the hetsafe/cold shutdown
condition.

The probability of failing to recover the grid within 1 hour is estimated to be 0.42
(Reference 54-1).

The LOSP-D event tree is shown in Figure 54-7,

5448 Event Tree RNS-D

RNS-D represents the initiating event for the loss of decay heat removal capability due to
failure of the normal residual heat removal system when the plant is at mid-loop condition.
If one pump fails, it is assumed that core uncovery does not occur. Therefore, failure of this
function is the failure of both normal residual heat removal pumps to continue to run for
120 hours. RNS-D is evaluated as follows:

Frequency of plant being at mid-loop is 0.9 events per year.

Failure of normal residual heat removal system to operate during mid-loop condition
is evaluated in the RNU2D fault tree file. The failure probability obtained from
quantifying this fault tree file is 9.1E-05.

Therefore, initiating event RNS-D = 0.9 x 9.1E-05 = 8.2E-05 events/year.
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54.4.10

The frontline systems used in this event tree are the same .s described previously, in
subsections 54.4.6 and 54.4.7. The RNS-D event tree is shown in Figure 54-8.

Event Tree CCW.D

CCW-D represents the initiating event for the loss of decay heat removal capability due to
failure of the component cooling water or service water system when the plant is at mid-loop
condition. Failure of this function is the failure of both trains of component cooling or service
water systems to operate for the mission time of 120 hous. CCW-D is evaluated as follows:

. Frequency of plant being at mid-loop is 0.9 events per year.

. Failure of component cooling water or service water system to operate during mid-loop
condition is evaluated in the CSWF2D fault tree file. The failure probability obtained
from quantifying this fault tree file is 4.7E-04.

Therefore, initiating event CCW-D = 0.9 x 4.7E-04 = 4.2E-04 events/year.

The frontline systems used in this event tree are the same as described previously, in
subsections 54.4.6 and 54.4.7. The CCW-D event tree is shown in Figure 54-9.

Event Tree LOCA-V24.D

LOCA-V24-D represents the initiating event for loss-of-coolant accident when the plant is at
mid-loop condition because of inadvertent or spurious opening of normal residual heat
removal system motor-operated valve RNS-V024. This event causes the reactor coolant to
drain into the in-containment refueling water storage tank.

This initiating event is postulated as occurring because of any of the following failures:

. The operator inadvertently opens the normal residual heat removal vaive RNS-V024 and
fails to detect and reclose the valve. This human error is identified as RHN-MANDIV
and evaluated in Chapter 30. The human error probability for this action is 1.0E-05.

. Valve RNS-V024 spuriously opens due to erroneous signzi from the protection and
safety monitoring system-related instrumentation and control. The frequency is
estimated to be 5.5E-05 events per year; this frequency is supported by data (probability
of spurious automatic depressurization system actuation) provided in Chapter 26.
Therefore, the failure probability of this failure occurring during drained conditions is:
[0.9 x (5.5E-05 / 8760) x 120] = 6.8E-07 events/year.

. Catastrophic failure of the motor-operated valve has a failure rate of
5.0E-09 events/hour; this gives a failure probability of: (0.9 x 5.0E-09 x 120) =
5.4E-07 events/year.
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Additionally, the scenario that could result in valve V021 being a potential cause of loss of
coolant is the same as that described in subsection 54.4.6. For mid-loop conditions, this
scenanio has a failure probability of: (0.9 x 1.0E-05 x 5.0E-03) = 4.5E-08 events/year.

The frequency of initiating event LOCA-V24-D is the summation of the fa:lures described
above; that is: (1.0E-05 + 6.8E-07 + 54E-07 + 4.5E-08) = 1.1E-05 events/year.

The frontline systems used in this event tree are the same as described previously, in
subsections 54.4.6 and 544.7. The LOCA-V24-D event tree is shown in Figure 54-10.

Note that during drained conditions, a loss-of-coolant accident due to normal residual heat
removal system pipe break is not considered to be a credible failure mode because the reactor
coolant system is depressurized. Therefore, loss-of-coolant accident resulting from pipe break
when the plant is drained to mid-loop is not considered in the shutdown assessment.

Boron Dilution Events (Reactivity Events)

The following list of potential boron dilution events has been identified for AP600:
. Addition of diluted accumulator water during refueling

. Addition of diluted core makeup tanks water during shutdown conditions

. Addition of diluted in-containment refueling water storage tank water during shutdown
conditions

. Boron dilution events due to chemical and volume control system operation

The possibility of diluting the primary coolant as a consequence of other events is investigated
to evaluate the potential for creating a situation where the reactor does not remain subcritical.

This possib lity exists for loss-of coolant accidents because water from various sources, with
various borin concentrations, can replenish the primary circuit water inventory and change
its average boron concentration. During a loss-of-coolant accident, water from the core
makeup tanks, accumulators, the in-containment refueling water storage tank, and the chemical
and volume control system can be injected into the primary circuit. The potential for primary
circuit water dilution and reactor criticality being a concem depends on the boron
concentration of the various water sources and the boron ccncentration required to keep the
reactor subcritical. Because of the controls on boron concentration of the various water
sources and the fact that dilution is of concern only during the beginning of a fuel cycle, the

core damage frequency associated with dilution events during loss-of-coolant accidents is
negligible.

Another aspect of the potential for boron dilution is the transfer of water to and from the
primary circuit during a steam generator tube rupture event. Several scenarios regarding the
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timing, magnitude, and direction of mass transfer through the ruptured tube are possible.
These scenarios are a function of the operation of plant systems (such as the passive residual
heat removal system, the automatic depressurization system, and core makeup tanks) and the
size of the tube rupture. The frequency of boron dilution as a consequence of a steam
generator tube rupture event causing core damage is judged to be negligible and is not
analyzed for shutdown.

Analysis of the potential boron dilution events is performed to identify the cases that require
more detailed analyses (event tree construction). The cases for evaiuation are discussed in the
subsections that follow.

Accumulator Dilution, Followed by Injection During Shutdown Conditions (Event Tree:
AIRCS)

These scenarios involve adding dilited water from th: accumulators to the core when the
vessel is depressurized below the so'point of accum ilator injection. During shutdown, the
motor-operated valves provided on the nyjection lires are closed prior to depressurization to
isolate the accumulators and to preven. flow from the accumulators into the vessel. If it is
assumed that the water in one of the accuwanlators is diluted to a sufficiently low boron
concentration, then it is possible to have potentially significant reactivity events.

‘ Sequences 1A and 1B (shown in Figure 54-11) model catastrophic rupture and spurious
opering of the accumulator motor-operated valves, resulting in accumulator water flowing into
the vessel. The accumulator boron concentration, the degree of mixing, and the flow rate into
the core determines whether a slug of diluted water can add reactivity rapidly enough to cause
a serious power excursion.

Another possible scenario of injection of accumulator water into the vessel is that the operator
fails to follow shutdown procedures, missing the procedural step of closing the motor-operated
valves in the accumulator injection lines. An alarm is provided in the main control room to
alert the operator to this error. When the reactor coolant system pressure falls below the
accumulator internal pressure, water siowly makes its way from the accumulator into the
vessel. This scenario is assumed to occur during shutdown conditions when the reactor
coolant system is closed; if the reactor coolant system is open, the operator should be aware
of the injection of accumulator water. However, with the reactor coolant system closed, there
is insufficient free volume to allow accumulator injection, so the reactor coolant system is
re-pressurized. When the reactor coolant system pressure increases above the accumulator
internal pressure, accumulator water injection stops. This scenario is judged to be highly
unlikely based on the expected performance of the accumulator, the unlikely operator error
for this scenario, and the fact that a low boron concentration in the accumulator is not
expected. Therefore, no event tree is constructed for it.

As indicated earlier, the event tree depicting the sequences 1A and 1B is shown in
Figure 54-11.

Markup
@ mmm %‘m .'III‘IC 7, 1996

54-43 m:\ap600\pra\markup\sec5d. wpf  1b




54. Low-Power and Shutdown Risk Assessment

The failure probabilities for headings in these event trees are calculated as follows:

. The frequency of the shutdown conditions equal to 2.7 events per year is obtained from

subsection 54.3.1.

AMD -- for the accumulator motor-operated valves de-energized event, a value equal
17 0.001 is assigned for the human-error probability of failure to follow procedures that
require the accumulater isolation valves to be closed when reactor coolant system
pressure falls below 700 psig. Power lockout of motor-operated valves is also provided
to prevent accidental opening of these valves on a spurious signal.

. NSOM -- an estimate of the probability that a motor-operated valve would spuriously
open due to failure of the valve controls is obtained by assuming that the mean failure
rate for motor-operated valves to remain closed is equivalent to that for remaining open.
The failure rate of 1.4E-07 events per hour is obtained from Chapter 32.  Assuming
a mean outage time equal to 800 hours and taking into account that two accumulators

are provided for the plant, the probability of the motor-operated valves spuriously
opening is caiculated to be 2.2E-04.

. NCFOM -- an estimate of the probability that a motor-operated valve would open
suddenly (catastrophic failure) is obtained using the failure rate from Chapter 32, equal
to 5.0E-09 events per hour. Assuming a mean outage time equal to 800 hours and
taking into account that two accumulators are provided for the plant, the probability of
the motor-operated valves suddenly opening is calculated to be 8.0E-06.

. ABCO -- the probability of accumulator dilution to a critically low boron concentration

(conservatively assumed to be 1000 ppm) is from Reference 54-5 and is calculated to
be 9.7E-05.

The resulting core power excursion frequencies of these sequences (1A and 1B) are estimated
to be: 2.1E-09 events per year for 1A and 5.8E-11 events per year for 1B. Because these
initiating event frequencies are sufficiently small and plant mitigating features exist, these
events are not further evaluated.

Core Makeup Tank Dilution, Followed by Injection during Shutdown Conditiovs
No detailed analyses are performed based on the following considerations:

. The core makeup tank boron concentration (3500 ppm) is higher than the accumulator
and in-containment refueling water storage tank boron concentration (2500 ppm)

. Weekly tests are provided for core makeup tank boron concentration
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The assumed low probability of a critically low core makeup tank boron concentration
coincident with either spurious automatic actuation of the core makeup tanks or spurious
manual actuation due to operator error, leads to the conclusion that reactivity events due to
core makeup tank boron dilution are highly unlikely.

In-Containment Refueling Water Storage Tank Dilution, Followed by Injection During
Shutdown Conditions

These scenarios involve adding diluted water from the in-containment refueling water storage
tank during one of the shutdown modes of operation. Two sequences are of concern:
inadvertent actuation of safety injection and leakage of in-containment refueling water storage
tank water into the vessel.

No detailed analyses are performed based on the following considerations:

. During shuidown, the differential pressure across the motor-operated valves in the
in-containment refueling water storage tank injection lines is very low. Therefore, the
probability of catastrophic failure of these valves is considered to be negligible.

. The probability of having a low boron concentration in the in-containment refueling
water storage tank is much lower than the accumulators because of the significantly
larger volume of water that must be diluted. Weekly tests for in-containment refueling
water stoiage tank boron concentration are provided.

« The consequences of the motor-operated valves in the injection lines spuriously opening
or leaking are less severe than for the accumulator injection case because the flow rate
is much lower.

54.4.12  Boion Dilution Events Due to Chemical and Volume Control System Operation
Scenarios for boron dilution due to chemical and volume control system operation are
identified considering the following plant conditions:

. HetSafe shutdown

. Cold shutdown

. Startup

The analysis of the boron dilution events due to chemical and volume control system

operation takes into account the following specific design features provided for AP600:

. Two motor-operated valves are provided on the chemical and volume control system
makeup pump suction line from the demineralized water storage tank. These valves
close on the following signals:

-~ Reactor trip signal
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@ Westinghouse ~ EVEE, June 7, 1996

54-45 m:\ap600\pra\markup\sec 54 wpf:1b



APG600O

54. Low-Power and Shutdown Risk Assessment

-~ Source range flux doubling signal
- Loss of offsite power
- Safeguards signal

. The chemical and volume control system three-way valve (V115) aligns to the boric
acid tank on these same signals.

. Following a loss of ac power, the chemical and volume control system makeup pumps
are loaded onto the nonsafety-related diesel generators but are not started automatically.

HetSafe Shutdown

While the reactor is maintained in the hetsafe shutdown condition, xenon buildup occurs,
increasing the degree of shutdown. It reaches a maximum of about 3 percent AK/K about 9
hours following shutdown. If rapid restart of the plant is required, dilution of the reactor
coolant is performed to counteract this buildup. The reactor makeup subsystem mode switch
is set in the DILUTE position, and makeup is initiated for a specified dilution volume.

A boron dilution event can occur if the operator fails to switch from the DILUTE position to
the AUTO position when the plant is performing a reactor startup. However, frequent checks
are carried out during this phase, and rod position is closely monitored. Therefore, this event
is considered to be bounded by those events analyzed for normal operation. Also, since the
reactor coolant pumps are running during this time, the unborated water mixes with the
primary coolant water and localized slugs of unborated water do not occur. Therefore, the
dilution event is very slow and could be mitigated by the operator. Therefore, this event is
not evaluated any further.

Cold Shutdown

The reactor coolant system boron concentration is increased to the cold shutdown value before
cooldown and depressurization of the reactor is initiasted. To perform this boration, the
operator sets the reactor makeup subsystem control switch to the BORATE position and
selects the volume of boric acid solution to be added. This amount is predetermined to be
sufficient to make the required change in boron concentration. A deviation alarm is provided
within the chemical and volume control system. The final concentration is verified by reactor
coolant sampling.

On a boron dilution protection signal, the chemical and volume control system makeup pump
suction header is aligned to the boric acid tank by positioning three-way valve V115. In
addition, dilution sources are isolated by the automatic closure of motor-operated valves
V136A and V136B in the suction line from demineralized water storage tank.
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The following events must occur for an inadvertent boron dilution to be caused by the
chemical and volume control system:

. The two motor-operated valves in the chemical and volume control system line from

demineralized water storage tank do not close either because of logic or hardware
failure.

. The chemical and volume control system boric acid blending valve (V115) is in the
DILUTE position because of logic or hardware failure.

. The operator must fail to stop the reactor coolant system dilution following the receipt
of source range flux doubling signal alarms. The operator can stop the dilution by

stopping the chemical and volume control system makeup pumps or by closing a
discharge isolation valve.

Based on these considerations, the failure probability of this event is considered to be
negligible. Further, the potential consequences of this event are not considered to be
significant, because the flow rate of unborated water that makes its way into the vessel is low
enough to allow mixing. The increase in reactor power is slow and could be mitigated by the
operator. Thus, this event is not evaluated further.

Plant Startup

Plant startup is defined as the operations that bring the reactor from cold shutdown conditions
to normal, no-load operating temperature and pressure, and subsequently to full-power
operation. During filling and pressurization of the reactor coolant system, makeup water is
drawn from the demineralized water storage tank and blended with boric acid from the boric
acid tank to provide makeup at the correct boron concentration to maintain cold shutdown
conditions. Reactor coolant system pressurization (through operation of letdown and charging

control valves) and heating (through to reactor coolant pump and pressurizer heater input) are
then performed.

Heatup is continued until a temperature of 250°F is achieved. At this point, the operator
initiates dilution of the reactor coolant to the concentration required for criticality by placing
the chemical and volume control system makeup subsystem in the DILUTE mode. The

makeup pumps run automatically to supply demineralized water. This phase lasts about 2 to
4 hours.

Two different types of boron dilution events are identified for plant startup operations:

. A boron dilution due to adding more demineralized water than required. Since the
reactor coolant pumps are running, sufficient mixing with primary coolant water occurs
such that dilution is slow. No rapid power excursion occurs, indication is available to
the operators, and this event has no significant consequences. This event is not further
analyzed since it is bounded by the events considered in the previous sections.
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. A boron dilution due to restart of reactor coolant pumps following a loss of offsite
power. If the reactor coolant pumps are tripped and the operator fails to stop the
dilution and then restarts the reactor coolant pumps, there is the possibility of a slug of
diluted water entering the core with a consequential rapid power excursion. For the
case where reactor coolant pumps stop during dilution operation, the following events
must occur:

- Loss of offsite power with consequential trip of reactor coolant pumps and
chemical and volume control system makeup pumps.

- Failure of the loss of offsite power automatic signal to close motor-operated
valves on the chemical and volume control system line connected to the
demineralized water storage tank, and mechanical failure of the motor-operated
valves that prevent their closure.

-~ Regulating valve V115 fails to align to the boric acid tank on a loss of offsite
power signal.

- The operator manually starts the chemical and volume control system makeup
pumps. These pumps may be loaded onto the diesels following a loss of offsite
power, but only manually. This allows a continued dilution of the reactor coolant
system.

- After grid recovery, the operator continues startup procedures and operates the
reactor coolant pumps. This causes a slug of diluted water to enter the core.

The combined probability of these events, even though some commonality could exist
among them, is judged to be sufficiently low that it would not have a significant impact
on the core damage frequency.

54.4.13  Endstates Summary

The sequences from the event trees quantified in the shutdown assessment are identified by
the endstates LP-3BE, LP-ADS, and LPCBP in the event trees. LP-3BE is an intermediate
state defined as low power, depressurized core damage; LP-ADS is an intermediate state
defined as low power, not depressurized core damage; and LPCBP is used to define
containment bypass sequences. The endstates designated OK are not core damage conditions.
Endstates designated with other identifiers (e.g., 1A, FAIL) have been discussed as
insignificant contributors and are not retained in the quantification.

As further described in Section 54.11, the low-power event core damage sequences (LP-3BE
and LP-ADS sequences) are further split into substates using the plant damage state event
trees discussed in that section.
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54.5

54.5.1

Fault Tree Models for Shutdown and Low-Power Events

The fault trees for the shutdown and low-power events are listed in Table 54-7, which shows
the fault tree names, the description of each tree, and the system or subsystem to which each
tree belongs. These fault trees are used on the event trees where they are applicable. Fault
trees that are used for both at-power and shutdown conditions are indicated by "Note 1" in
Table 54-7.

The fault tree models reflect the syster. operations and basic assumptions documented in the
corresponding systern notebooks for the at-power PRA. Modeling assumptions for the
shutdown assessment that are differe:it from, or additions to, the assumptions reflected in the
at-power PRA system analyses (Chapters 8 through 28 of the PRA) are documented in the
notes for Table 54-7 or in the success criteria surmmmary tables.

The test or maintenance unavailability status of systems assumed in the shutdown assessment
for the different shutdown conditions is shown in Table 54-8.

Instrumentation and Control Modeling for Shutdown (Level 1)

This section presents the analysis of the instrumentation and control (I&C) support needed for
the shutdown assessment. All three instrumentation and control systems that provide support,
the protection and safety monitoring system, the diverse actuation system (DAS), and the plant
control system (PLS), are included in this section. The basic techniques used in modeling the
instrumentation and control subtrees, basic assumptions, and methods used in data
development and quantification for shutdown are the same as those aused in modeling the
instrumentation and control support subtrees for the at-power PRA. Chapters 26, 27, and 28
provide a discussion of the techniques used to model, quantify, and link the instrumentation
and control trees. This section lists the instrumentation and control subtrees needed to
perform the shutdown assessment and evaluates specific instrumentation and control models
when differences from the at-power case exist.

PMS/DAS Instrumentation and Control Modeling and Assumptions
The following frontiine systems require instrumentation and control support from the

protection and safety monitoring system and/or diverse actuation systern in the shutdown
models:

ADS Autornatic depressurization system
CIS Containment isolation system

CMT Core makeup tank

IRW IRWST injection

PCS Passive containment cooling system

PRHR Passive residual heat removal
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The following paragraphs discuss the instrumentation and control modeling, assumptions, data

development, and quantification methods for protection and safety monitoring system and
diverse actuation system.

Table 54-9 lists the protection and safety monitoring system and diverse actuation system fault
trees needed for the shutdown assessment. Included in the table is the name of the frontline
system fault tree that calls the instrumentation and control subtree for reference to the
appropriate frontline system success coufiguration table. In most cases, the shutdown
instrumentation and control fault tree is identical to an at-power instrumentation and control
fault tree, exceptions include the support power model and the operator action assignments.
Table 54-10 includes a list of the shutdown instrumentation and control models with an
equivalent at-power model. Where the shutdown fault tree name differs from the at-power
fault tree name only by ending in S, the power support model is changed to its equivalent
S case, which removes the logic of the main generator breaker in the power trees.
Table 54-13 lists all operator action assignments for the protection and safety monitoring
system and diverse actuation system shutdown instrumentation and control fault trees.

Table 54-11 presents the success configuration summaries for the protection and safety
monitoring system and diverse actuation system fault tree models that were either new models
or present a significant difference from an equivalent a’-power model. Reference is provided

in the table to the frontline system tree success configuration table for further detail on the
model.

PMS/DAS instrumentation and Control Data Development and Quantification Methods

The data developrnent techniques and quantification methods used in analyzing the protection
and safety monitoring system and diverse actuation system instrumentation and control are the

same as those used in the at-power analysis. This section documents only the new data used
in the shutdown assessment.

New mission times are required for equipment modeled in instrumentation and control

support trees used in modeling the mid-loop condition. The following fault trees require the
new mission time:

IRW-IC1S IRW-IC28 IRW-IC3S IRW-1C4S
IRWIC1PS IRWIC2PS

The normal mission time assigned to the equipment of the protection and safety monitoring
system and diverse actuation system is based upon a quarterly test interval. However, since
the above trees are modeled for mid-loop operation, the output channels are assumed to be
functionally tested prior to draining the primary system. System inputs are assumed to be
either functionally tested or, in the case of the hot leg level transmitters, tested by operation
during the primary system draindown. Therefore, the mi- '~ time assigned to the equipment
covered by these tests is the amount of time that ‘7= ni at is in the mid-loop condition.
Table 54-12 documents data points calculated for the protection and safety monitoring system
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and diverse actuation system instrumentation and control models. Included in the table is a
description of the data point and data value assigned.

Plant Control System Instrumentation and Control Modeling and Assumptions

The following frontline systems and support systems require instrumentation and control
support from the plant control system in the shutdown models:

CCS Component cooling water s:'stem
ECS Main ac power system

RNS Normal residual heat removal system
SWS Service water system

VLH Hydrogen control system

The following paragraphs discuss the instrumentation and control modeling, assumptions, data
development, and quantification methods for the plant control system.

Table 54-i4 lists the plant control system fault trees needed for the shutdown assessment.
Included in the table is the name of the frontline or support system fault tree that calis the
instrumentation and control subtree for reference to the appropriate success configuration
table. In most cases, the shutdown instrumentation and control fault tree is identical to an
at-power instrumentation and control fault tree; exceptions include the support power model
and the operator action assignments. Table 54-15 includes a list of the shutdown
instrumentation and control models with an equivalent at-power model. Where the shutdown
fault tree name differs from the at-power fault tree name only by ending in S, the power
support model is changed to its equivalent S case, which removes the logic of the main
generator breaker in the power trees. Table 54-18 lists operator action assignments for the
plant control system shutdown fault trees.

Table 54-16 presents the success configuration summaries for the plant control system fault
tree models that were either new models or present a significant difference from an equivalent
at-power model. Reference is provided in the table to the frontline system tree success
configuration table for further detail on the model.

Plant Control System Data Development and Quantification Methods

The data development techniques and quantification methods used o analyzing the plant
control system are the same as those used in the at-power analysis. This section documents
only the new data used in the shutdown assessment.

New mission times are required for equipment modeled in plant control system support tree
SWS-ICIX nsed in the initiating event frequency for loss of the component cooling water
system/service water svstem. The normal mission time assig: ' to the equipment of the plant
control system is based upon a quarterly test interval. Inthe 2 of the shutdown initiating
event tree, the mission time is assigned to be 220 hours, which .- the average amount of time
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spent in the shutdown condition. Table 54-17 documents all data points calculated for the

plant control system models. Included in the table is a description of the data point and data
value assigned.

Instrumentation and Control Modeling for Shutdown (Level 2)

The shutdown assessment requires additional instrumentation and control subtrees for
quantifying the bridge event trees used to evaluate plant damage substates for use in the
Level 2 study. Tables 54-19 through 54-21 hst the instrumentation and control subtrees used
for the plant damage state quantification, their equivalent at-power model, and the operator

actions modeled in the subtrees. Refer to Chapters 26 and 27 of the PRA report for details
on these models.

Success Criteria

There are some differences between the shutdown and at-power success criteria for some plant
safety functions. The differences are mainly due to a much lower decay heat level applicable
to the shutdown cases. In general, success is achieved with fewer systems and components
at shutdown. The success criteria modeled for the core cooling {unction during shutdown
conditions are included in Tables 54-22a through 54-49. Tables 54-50 and 54-51 p esent the
automatic depressurization system success criteria that are used for the plant damage state
event trees, as discussed in subsection 54.11.

The success criteria differences include:

. To meet the core cooling function requirements in the long term for the shutdown case,
the success of in-containment refueling water storage tank gravity injection is sufficient;
engineering design evaluations show that for shutdown, recirculation of water in the
reactor pressure vessel is not necessary prior to 72 hours, as it is in the at-power case.

. During mid-loop/vessel-flange operation, the automatic depressurization system valves
for stages 1, 2, and 3 are open and, therefore, the reactor coolant system is aiready
depressarized for effective gravity injection.

. Although the chemical and volume control system makeup function is available during
shutdown, it is not credited to mitigate an overdraining of the reactor coolant system
during draindown to mid-loop initiating event.

. The mission times used in the fault tree analyses are included in the tables provided in
Section 54.5 and in this section for the respective systems.

. The electrical power fault trees used for the at-power assessment were modified as

necessary to exclude the plant generator as a source of ac power during shutdown
conditions.
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54.6.1

54.6.2

Timing of Events

Only the amount of time required to recognize loss of the decay heat removal function plays
an important role in the progression of the events evaluated during shutdown conditions. This
time period is determined (Section 54.4) to be 2 hours for the nondrained cases and 1.2 hours
for the mid-loop/vessel-flange operation cases.

MAAP4 Code Anaiysis for Shutdown Success Criteria

MAAP4 analyses were performed to define the automatic depressurization system success
criteria for AP600 at shutdown conditions. These analyses constitute an addendum to the
analyses performed for the at-power PRA that are documented in Appendix A. The shutdown
event trees are simplified; therefore, there are fewer MAAP4 cases to consider. In addition,
the plant starts from different initial conditions, and there are some differences in system
alignments and protection signals available. The specifics of these differences are given in
subsections 54.6.2 and 54.6.3.

MAAP4 Parameter File

The MAAP4 parameter file was modified for shutdown conditions, as noted in the following
subsections.

Initial Conditions
The assumed shutdown conditions for AP600 are defined in Table 54-52.

The MAAP4 analyses address the shutdown conditions where reactor coolant system cooling
is provided by the normal residual heat removal system and the reactor coolant system is
intact. These conditions are in bold type on Table 54-52. The base set of MAAP4 analyses
are run with the highest initial temperature and pressure. In addition, the initial steam
generator pressure and core power are modified, as appropriate.

The initial steam generator ievel is the same at shutdown conditions as at power, but the
density of the water is higher; therefore, the initial mass is higher at shutdown.

The initial core power is chosen to be 1 percent of the full-power condition. This core power
level is reached 1 to 2 hours after shutdown. Although the shutdown cases being analyzed
are more likely to have been shut down for a longer period, 1 percent initial power was
chosen because it is bounding. The core power is further reduced as the transient progresses.
Core Makeup Tank Actuation

When the plant is shut down, the following signals are blocked:

. Low-1 pressurizer pressure
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. Low steamline pressure
. Low-3 cold leg temperature

These blocked signals are safety injection signals. The only remaining safety injection signal
that can actuate the core makeup tank is high-1 containment pressure. Although this is not
expected to be reached during the shutdown cases (since the containment may be open), the
high containment pressure is left in the core makeup tank actuation logic. Other core makeup
tank actuation signals available for shutdown conditions are:

. Low-2 pressurizer level
. Low steam generator level (wide-range) coincident with high hot leg temperature

Normal Residual Heat Removal System

In success criteria cases for the at-power PRA, the normal residual heat removal system is
modeled in injection mode, providing water inventory to the reactor coolant system in an
open-system mode where water is drawn from the in-containment refueling water storage tank.
In the shutdown cases, the normal residvual heat removal system operates with the reactor
coolant system as a closed-system, where water is recirculated and heat is removed through
normal residual heat removal heat exchangers. One effect of the different operating modes
is the shutoff head of the normal residual heat removal system pumps. In the cases starting
from full power, the normal residual heat removal system is not able to inject until the system
pressure is below approximately 175 psia. In the shutdown cases, the normal residual heat
removal system normally operates at about 325 psia.

In the shutdown cases, it is assumed that the reactor coolant system has been on normal
residual heat removal system when the accident starts. However, as explained later, normal
residual heat removal system is not explicitly modeled in the shutdown cases.

MAAP4 Input Changes
There are several changes that were made due to shutdown conditions.

1) 'The containment may be open during the shutdown modes being represented in the
analyses. Because this is limiting for in-containment refueling water storage tank
injection, all of the MAAP4 analyses assume that the containment is open and that there
is no containment pressurization from any release from the reactor coolant system.

2)  In full power cases, non-loss-of-coolant accident loss-of-heat-removal events result in
the reactor coolant system pressure increasing to approximately 2500 psia, the
pressurizer safety valve setpoint. However, in the shutdown modes, when the reactor
coolant system is connected to the normal residual heat removal system, the pressure
is limited by a relief valve in the normal residual heat removal system. It is assumed
in the loss of normal residual heat removal system events that the normal residual heat
removal system remains connected to the reactor coolant system, and this relief valve
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3)

will limit the reactor coolant system pressure. The relief valve opens when the pressure
reaches ~580 psia. It will relieve approximately 550 gpm. Although the actual valve
has not been selected, most relief valves close within 5 to 15 percent of the opening
pressure. In the MAAP4 model, the closing pressure was selected at 536 psia, which
1s 7.5 percent below the opening pressure.

To simulate the normal residual heat removal system relief valve in MAAP4, a break
on the hot leg is opened as the reactor coolant system pressure exceeds the open set
pressure, and the hreak is closed as the reactor coolant system drops below the close
set pressure. The cffect of this model on the reactor coolant system pressure is shown
in Figure 54-12. The mass flow rate through the relief valve is shown in Figure 54-13.
The relief flow rate is assumed to be approximately 550 gpm. This translates to
approximately 30 kg/sec.

In this example, the reactor coolant system pressure exceeds the set pressure of 580 psia
at about 7500 seconds, although the relief valve is open. This is when the void fraction
of the reactor coolant system starts to increase, and the mass release through the relief
valve (hot leg break) is reduced. It is not known whether this prediction is consistent
with the actual system response, since the MAAP4 model on the hot leg is only a rough
approximation of the relief valve within the normal residual heat removal system.
However, the only impact of the valve relief rate is on the timing of the event. The
MAAP4 model just described is sufficient for the purposes of defining the automatic
depressurization system success criteria. This normal residual neat removal system
relief model is used in all loss of decay heat removal events. It is not a factor in the
MAAP4 cases that model a break in the normal residual heat removal system.

One of the initiating events is a break in the normal residual heat removal system. In
this scenario, the break size is unknown, and the amount of water that is returned to the
reactor coolant system is unknown. It is assumed that the normal residual heat removal
system pumps continue to actively pump water from the reactor coolant system until
the normal residual heat removal system pumps trip due to voiding in the hot leg. The
flow rate of the normal residual heat removal system pumps is approximately
3500 gpm. If the break size or location allows some of the normal residual heat
removal system flow to return to the reactor coolant system, the net loss of reactor
coolant system inventory could be less.

A method could not be found to directly mode! a forced flow rate being pumped from
the reactor coolant system hot leg. Options that were tried include the use of the
letdown flow model in MAAP4; however, the suction does not come from the hot leg,
and flow was terminated prior to the desired time. Another option was to try to force
a break flow rate based on the bot leg water level. However, re-setting an output
variable such as break flow only resets the output value and does not result in any
differences in the related systems calculations. Therefore, the method used to simulate
the inventory lost through the reactor coolant system is to model a break on the hot leg,
with a break area that changes based on the hot leg water level. This allows a large
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break size to simulatc a high forced flow rate from the reactor coolant system. When
the outlet from the reactor coolant system to the normal residual heat removal system
uncovers and the normal residual heat removal system pumps trip, the pathway is
assumed to rewnain open for any steaming of the reactor coolant system coolant. This
1s modeled by reducing the break area.

Cases are run with net values of 3500 gpm, 2000 gpm, and 1000 gpm being lost from
the reactor coolant system due to the normal residual heat removal system pumps and
a break within the normal residual heat removal system. MAAP4 runs were done to
find the break area that would approximate these flow rates. With a given break area,
the break flow rate changes as the event progresses. Therefore, an average break flow
rate is calculated by integrating the break flow, then dividing it by the time to determine
the average flow rate that has been lost when the top of the hot leg uncovers. The
results of this task are illustrated in Figures 54-14, 54-15, and 54-16 for the 3500, 2000,
and 1000 gpm cases, respectively.

5464 Definition of MAAP4 Cases from Event Trees

There are four event trees that credit automatic depressurization system actuation within some
of the success paths (paths that include successful injection from the in-containment refueling
water storage tank). These are RNS-ND, CCW-ND, LOSP-ND, and LOCA-PR-ND.

For the MAAP4 analyses, the first three event trees are very similar. They are initiating
events that can be summarized as a loss of decay heat removal capability. The loss-of-offsite
power case includes a reactor coolant pump (RCP) trip at the beginning of the event; the

reactor coolant pump is assumed to operate in the other events until a core makeup tank
actuation signal is reached.

In the loss-of-decay-heat-removal cases, the reactor coclant system pressurizes until coolant
aiventory is lost through the normal residual heat removal system relief valve. The loss of
inventory causes a core makeup tank actuation signal on low pressurizer level. If a core
makeup tank is successfully actuated, an automatic depressurization system actuation signal
will be generated by a low core makeup tank level signal (MAAP4 cases sd] and sd2). If
both core makeup tanks fail, then the automatic depressurization system must be manually
actuated. The cue for operator action is assumed to be low normal residual heat removal
system flow (or low component cooling water/service water flow), which occurs at the
beginning of the event. Therefore, operator action times for manual automatic
depressurization system (MAAP4 cases sd4 and sd5) are measured from the beginning of the
event.

The fourth event tree is an normal residual heat removal system pipe rupture. If the operator
is able to isolate the break, the event will progress as a loss of decay heat removal case. If
the normal residual heat removal system break is not isolated, the event is a loss-of-coolant
accident, with the loss of inventory being pumped from the reactor coolant system hot leg by
the normal residual heat removal system pumps. The return rate of normal residual heat
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54.6.5

removal system water to the reactor coolant system is unknown for this scenario; therefore,
three sets of cases were done with the net loss from the reactor coolant system being
3500 gpm, 2000 gpm, and 1000 gpm. When the connection to the normal residual heat
removal system uncovers, the normal residual heat removal system pumps trip. It is assumed
that the pathway to the normal residual heat removal system remains open and that 1eactor
coolant system inventory continues to be lost, although not pumped. The successful actuation
of the core makeup tank and thus, automatic depressurization system, are modeled in MAAP4
case sd3. The failure of core makeup tanks, and thus, manual automatic depressurization

system, are modeled in MAAP4 case sd6. The operator cues for initiating automatic
depressunzation system are:

Decreasing reactor coolant system coolant

Low pressurize: ievel

Low normal residual heat removal system flow

High normal residual heat removal system water sump level

Although these cues could occur at different times, depending on the break size and location,
the MAAP4 operator iction times are measured from the beginning of the event. Operator
action times of 30 minutes, 60 minutes, and 2 hours were analyzed.

Details of the MAAP4 models for these events were presented in subsection 54.6.3. The
naming of each MAAP4 case is further identified in subsection 54.6.5.

Resuits From MAAP4 Analyses

Table 54-53 summarizes the MAAP4 cases that were analyzed. This table contains
information on the success criteria case, the initiating event, the core makeup tank assumption,
the automatic depressurization system assumption, the MAAP4 case name, and a summary

of the peak core temperature. The definition for each automatic depressurization system
success criterion is shown to be:

Three out of four lines of automatic depressurization system stages 2 and 3 open
OR
One out of four lines of automatic depressurization system stage 4 open.

For the MAAP4 cases that show success with the automatic depressurization system success
criterion above, the timing of major events in the transient is summarized in Tables 54-54a

through 54-54¢. Note that if a case led to core uncovery, then the peak cu.e temperature
listed is the peak after core uncovery.

Generally, the system response is not challenged and the peak core temperatures remain low.
This is primarily attributed to the low decay heat. However, note that the decay heat
assumption made for these analyses starts at 1 percent of full power which is a higher level
than would be anticipated during these shutdown modes of operation. Therefore, the decay
heat assumption in these analyses is quitc conservative.
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54.7

54.8

54.8.1

54. Low-Power and Shutdown Risk Assessment

Common Cause Analysis

In general, equipment and software common cause failures occurring during plant shutdown
conditions are assumed to be similar to the common cause failures considered in the at-power
evaluation. These common cause failures are documented in Chapter 29.

Common cause failures evaluated specifically for the equipment operated during plant
shutdown conditions are documented in Table 54-55.

Human Reliability Analysis

This section documents the operator actions that are evaluated and used in the shutdown
assessment. These operator actions are selected on the basis that, if the actions are performed

inadvertently or, if required, and not performed correctly, plant support systems could be
disabled or an accident could be initiated.

Operator actions for the AP60O PRA are documented in Chapter 30, which includes operator
actions used for the at-power and/or shutdown plant conditions.

Additional operator actions used in the shutdown assessment are described in
subsection 54.8.1; these operator actions are evaluated using the methodology and basic

assumptions outlined in Chapter 30.  All operator actions used in the shutdown evaluation
are summarized in Table 54-56.

Operator Actions Calculated
CAN-MANOS (Locally Close Manual Valve CAS-V204 to Isolate Containment)

The CAN-MANOS operator action evaluates the probability of failure to recognize the need
and failure to close manual valve V204 in the instrument air system for containment isolation
given core damage as a result of an event initiated during shutdown conditions. For this
scenario, the control room operators are required to recognize the need for containment
isolation, and notify the auxiliary operators to close valve V204 locally.

The performance shaping factors used in the evaluating CIT-MANOS are applied to the
CAN-MANOS operator action. Therefore, the following assumptions are used as input to the
quantification of CAN-MANOS:

Procedure (LONG/SHORT): SHORT

Time Window: 2 hours

Estimated Actual Time: approximately 40 minutes

Cues: Primary; high containment radiation; high containment pressure; high
containment temperature; (It is assumed that response to three alarms
1s required)
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. Stress Level: HIGH; (multiplier of 5 is applied)
. Recovery by: Shift technical advisor (STA) and senior reactor operator (SRO) for

recovery of control room detection; auxiliary operator for recovery of
local action

CAN-MANOS is quantified as follows:

Source (HRA

Guidebook); :
Item | Subtask Description Mean | Stress Table 31A-4 Modified |
No. for CAN-MANOS HEP | Level (Item) Recovery HEP |
1 Failure to respond to 2.7E-03 5 (48) 2.19E-02 | 2.96E-04
one of three alarms
2 Select wrong local valve | 3.7E-03 5 27 4.32E-01 | 7.99E-03
to isolate CAS
containment penetration
(V204)
3 Omit action to provide 3.8E-03 5 9) 4.32E-01 | 8.21E-03
suction from SFP
TOTAL HEP = Item 1 + Item 2 + Item 3 1.65E-02

Note:
i.

Recovery for control room actions is evaluated by: "Item 40 in HRA data tahle” x "stress level"
x "0.1" x "0.54"; where, Item 40 represents recovery by STA, equated to 8.1E-02; 0.1 is
recovery by SRO; and 0.54 is credit for slack time beyond 1 hour.

2. Recovery 1or local actions is evaluated by: "lItem 38 in HRA data table (1.6E-01)" x "stress
level” x "0.54."

3, "Modified HEP" = "Mean HEP" x "stress level" x "recovery factor."

RHN-MANO4 (Isolate the Normal Residual Heat Removal System during Shutdown
Conditions)

The RHN-MANO4 operator action evaluates the probability of failure to recognize the need
and failure to isolate the normal residual heat removal system, given rupture of the normal
residual heat removal system piping during hetsafe/cold shutdown conditions.

For this scenario, the control room operators are required to detect the occurrence of normal
residual heat removal system pipe rupture and isolate the normal residual heat removal system
to allow passive residual heat removal to be placed in service.

The configuration of the normal residual heat removal system valve allows the operators to
isolate the normal residual heat removal system by closing only RNS-V022 or by closing
combinations of (RNS-VOO1A and -V002A) or (RNS-V0OIB and -V002B). This model
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considers closure of RNS-V022 only; modeling the other valves is considered to be a recovery

option in case the operator has not successfully closed RNS-V022. In that regard, this
evaluation is believed to be conservative.

The foliowing assumptions are used as input to the quantification of RHN-MANO4:

Procedure (LONG/SHORT): SHORT

Time Window: 10 minutes

Estimated Actual Time: approximately 6 minutes

Cues: Primary-decreasing reactor coolant system coolant, low pressurizer
level, low hot leg level, low normal residual heat removal system flow,
high normal residual heat removal system sump water level

Secondary-low reactor coolant system pressure (if reactor coolant pump
running), high core exit temp, high radiation level in sump building,
containment temp./ press./ radiation not increasing; (It is assumed that
response to at least five alarms is required; only the primary cues listed
ahove are considered )

. Stress Level:  HIGF, (multiplier of 5 is applied)

. Recovery by: No recovery is applied to this task

RHN-MANO4 is quantified as follows:

Source (HRA
Guidebook);
Item Subtask Description Mean | Stress | Table 31A-4 Modified
No. for RHN-MANO4 HEP | Level (Item) Recovery HEP
i Failure to respond to one of | 8.0E-03 5 (50) N/A 4.00E-02
five alarms
2 Select wrong control for 1.3E-02 5 (29) N/A 6.50E-03
RNS-V022
3 Omit action to close 1.3E-03 - (8) N/A 6.50E-03
RNS-V022
TOTAL HEP = Item | + Item 2 + Item 3 5.30E-02

Note:
1. "Modified HEP" = "Mean HEP" x "stress level.”

RCS-MANODS1 (Close AOVs CVS-V045 or -V047, Given Failure of HL Instru:nents)

The RCS-MANODSI operator action evaluates the probability of failure to observe 1 ailure
of the hot leg level instruments and failure to close the air-operated valves CVS-V04." and
V047 to preclude initial overdraining of the reactor coolant system, during draining ©° the
system to mid-loop.
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For this scenario, the operators initially monitor the coolant level using the pressurizer wide-
range level (PZR WRL) instrumentation, which is assumed to be reading accurately.
Subsequently, the hot leg level instruments are designed to pickup the reactor coolant system
level with readings thai are consistent with the pressurizer wide-range level reading. The
operator is required (o ovserve such inconsistency among the readings from the reactor coolant
system level instruments and close the air-operated valves CVS-V045 or -V047 to prevent
overdraining of the reactor coolant system.

The following assumptions are used as input to the quantification of RCS-MANODSI:

Procedure (LONG/SHORT): SHORT

Time Window: > 3 hours

Estimated Actual Time: ~ 5 minutes

Cues: Inconsistency among reactor coolant system level readings from

pressurizer wide-range level instrument and hot leg level instruments
Stress Level: HIGH; (multiplier of 5 is applied)

. Recovery by:  Shift technical advisor and senior reactor operator

RCS-MANODSI is quantified as follows:

® | e
: Guidebook);

Subtask Description Table 31A-4
for RCS-MANODSI1 (Item)

Failure to detect (18)
inconsistency between level
instruments

Select wrong controls for (28)
CVS-V045 & -47; (total
dependency is assumed)

Omit action to close 1.42E-04
VS-V045 & -47; (total
dependency is assumed)

TOTAL HEP = Item | + Item 2 + Item 3

1. Recovery for control room actions is evaluated by: "Item 40 in HRA data table" x "stress level"
x "0.1" x "0.54"; where, Item 40 represents recovery by STA, equated to 8.1E-02; 0.1 is
recovery by SRO; and 0.54 is credit for slack time beyond 1 hour.

2. "Modified HEP" = “Mean HEP" « "stress level" x "recovery factor."
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RCS-MANODS2 (Close Air-Operated Valves CVS-V045 or -V047, Given Failure of
Valves to Close Automatically)

The RCS-MANODS?2 operator action evaluates the probability of failure to detect failure of
automatic closure of air-operated valves CVS-V045 and -V047, and failure to manually close
the valves, when low hot leg level is reached during draining of the system to mid-loop.

For this scenario, the operator initiates draining through the chemical and volume control
system and stops monitoring the reactor coolant system level. The reactor coolant system
drains down to low hot leg level. Air-operator valves CVS-V045 and -V047 are required to
close automatically upon receipt of low hot leg level signals. If automatic closure of the
valves does not occur, the operators are required to close them.

The following assumptions are used as input to the quantification of RCS-MANODS2:

Procedure (LONG/SHORT): SHORT

Time window: 5 minutes

Estimated actual time: 1 minute

Cues: Low hot leg level alarm; AOVs in open position
(It is assumed that when the alarm is annunciated the operator is
required to manipulate the controls for closing the valves even though
automatic closure may have been successful)

. Stress level:  HIGH; (multiplier of 5 is applied)

Recovery by: No recovery is applied to this task

RCS-MANODS?2 is quantified as follows:

Source (HRA
Item | Subtask Description | Mean | Stress Guidebook); Modified
No. | for RCS-MANODS2 HEP Level | Table 31A-4 (Item) | Recovery HEP

1 Failure to respond to 2.7TE-04 5 (46) N/A 1.35E-03 |

one alarm

2 Select wrong controls | 1.2E-03 | & (28) N/A 6.00E-03 |
for CVS-V045 & -47,

(total dependency is
assumed)

3 Omit action to close 1.3E-03 5 (8) N/A 6.50E-03 ‘
VS-V045 & -47; (total

dependency is assumed)
TOTAL HEP = Item 1 + Itemn 2 + Item 3

Note:
l. "Modified HEP" = "Mean HEP" x "stress level."
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RHN-MANOS (Initiate Gravity Injection from IRWST via Normal Residual Heat
Removal System Suction Line)

The RHN-MANOS operator action evaluates the probability of failure to recognize the need
and failure to initiate gravity injection via the normal residual heat removal system hot leg
connection by using the normal residual heat removal system line from the in-containment
refueling water storage tank to the normal residual heat removal system pumps suction header.

For this scenario, the control room operators are required to detect the gravity injection
through the in-containment refueling water storage tank injection lines has failed due to failure
of the motor-operated valves on the injection lines. The time window used for operator action
IWN-MANOO is also applicable to operator action RHN-MANOS; this time window is
assumed to be greater than 60 minutes.

The following assumptions are used as input to the quantification of RHN-MANOS:

. Procedure (LONG/SHORT): SHORT
. Time window: > 60 minutes
. Estimated actual time: approximately 10 minutes
. Cues: Primary - high core exit temperature, check valves on injection lines
remain closed, hot leg level instruments do not show increase in reactor
coolant system level; (It is assumed that response to one alarm related
‘ to high core exit temperature is required)

. Stress level:  HIGH (multiplier of 5 is applied)
. Recovery by: shift technical advisor and senior reactor operator. Slack time beyond
one hour is not credited to this operator action.
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54. Low-Power and Shutdown Risk Assessment

RHN-MANOS is quantified as follows:

e e
(HRA
Guidebook);
Item Subtask Description Mean Stress | Table 31A-4 Modified
No. for RHN-MANO5 HEP Level (Item) Recovery HEP
1 Failure to respond to one 2.7E-04 5 (50) 4.05E-02 5.47E-05
of one alarm for high core
exit temperature
2 Omit action to check 1.3E-03 5 (8) 4.05E-02 2.63E-04
status of check valves
3 Misread status of check 1.2E-03 5 (22) 4.05E-02 2.43E-04
valves
14 Omit action to check RCS | 1.3E-03 5 (8) 4.05E-02 2.63E-04
level
5 Misread RCS level 1.2E-03 5 (17) 4.05E-02 2.43E-04
6 Omit action to open MOV | 1.3E-03 5 (8) 4.05E-02 2.63E-04
RNS-V023
7 Select wrong control for 1.3E-03 5 (29) 4.05E-02 2.63E-04
MOV RNS-V(023

TOTAL HEP = Item 1 + Item 2 4 Item 3 + Item 4 + Item 5 + Item 6 + Item 7

1.60E-03

1. Recovery for control room actions is evaluated by: "ltemn 40 in HRA data table" x "stress level"
x "0.1"; where, Item 40 represents recovery by STA, equated to 8.1E-02; and 0.1 is recovery by
SRO

2. "Modified HEP" = "Mean HEP" x "stress level” x "recovery factor.”

Conditional Human Error Probabiiities

The conditional human error probabilities calculated for shutdown evaluation are presented

in Table 54-57. The conditional probabilities were calculated in the same manner as described
in Section 30.7.

Fault Tree Quantification

The fault trees used in the shutdown assessment are listed in Table 54-7. The fault trees are
quantified using the same method that was followed in quantifying the at-power PRA. The
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quantification method is documented in Chapter 33. he quantification of these fault trees

yield the following failure probabilities, as well as the cutsets that are used as inputs to the
quantification of the event trees.

ADAS -- 3.25E-06. The automatic depressurization system is automatically actuated
and fails to achieve full reactor coolant system depressurization for transients during
hetsafe/cold shutdown conditions.

ADTS -- 3.00E-05. The automatic depressurization system is manually actuated
following failure of the core makeup tanks and fails to achieve full reactor coolant
system depressurization during hetsafe/cold shutdown conditions.

ADALS -- 3.88E-06. The automatic depressurization system is automatically actuated
and fails to achieve full reactor coolant system depressurization following a loss of
offsite power during hetsafe/cold shutdown conditions.

ADLS -- 3.11E-05. The automatic depressurization system is manually actuated
following failure of the core makeup tanks and fails to achieve full reactor coolant

system depressurization following a loss of offsite power during hetsafe/cold shutdown
conditions.

CIST -- 1.71E-02. Containment isolation failure following transient or loss of offsite
power starting from shutdown conditions.

CM2AM -- 591E-04. Failure of two out of two core makeup tank lines, automatically
or manually actuated.

CM2AMP -- 591E-04. Failure of two out of two core makeup tank lines, automatically
or manually actuated, during a loss of offsite power.

IW2AB -- 1.62E-04. Failure of in-containment refueling water storage tank gravity
injection lines to deliver water from the in-containment refueling water storage tank to
the reactor coolant system following a transient or loss-of-coolant accident or loss of

offsite power during shutdown conditions; (same fault tree is used in the at-power
PRA).

IW2A -- 3.15E-04. Failure of gravity injection, automatically or manually actuated, to
inject water into the reactor vessel following a transient or loss-of-coolant accident
during mid-loop conditions

IW2A0 -~ 1.53E-03. Failure of gravity injection, manually actuated, to inject water into
the reactor vessel during draining to mid-loop.
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IW2AP -- 7.25E-04. Failure of gravity injection, automatically or manually actuated,

to inject water into the reactor vessel following loss of offsite power during mid-loop
condition.

IWFS -- 8.55E-03. Failure of recirculation motor-operated flow paths to deliver water

from the in-containment refueling water storage tank to the refueling cavity following
core damage.

IWRNS -- 4.67E-03. Failure of normal residual heat removal system pump suction line
to inject water from the in-containment refueling water storage tank to the reactor

coolant system when the plant is at mid-loop following failure of in-containment
refueling water storage tank injection.

PCTS -- 9.87E-05. Failure of the passive containment cooling system to operate.

PRM -- 6.63E-05. Failure of passive residual heat removal, manually actuated, to
remove decay heat from the reactor coolant system following loss of normal residual
heat removal, following a transient event during hetsafe/cold shutdown conditions.

PRMP -- 6.67E-05. Failure of passive residual heat removal, manually actuated, to
remove decay heat from the reactor coolant system following loss of normal residual
heat removal, following a loss of offsite power during hetsafe/cold shutdown conditions.

PRW -- 6.61E-05. Failure of passive residual heat removal, manually actuated, to
remove decay heat from the reactor coolant system following a station blackout and loss
of compressed air events (same fault tree is used in the at-power PRA).

RNC2 -- 3.56E-04. Failure of both normal residual heat rem.oval trains, aligned in
reactor coolant system cooldown mode to continue to run for 220 hours (mission time)
during hetsafe/cold shutdown conditions.

RNC2D -- 9.06E-05. Failure of both normal residual heat removal trains, aligned in

reactor coolant system cooldown mode, to continue to run for 120 hours during mid-
loop conditions.

RNT2 -- 5.19E-02. Failure of both normal residual heat removal trains to manually
restart and run in time to avoid the drain of the reactor level below the normal residual
heat removal suction, after they stop following a loss of offsite power and power is
restored within two hours during hetsafe/cold shutdown conditions.

RNT2D -- 349E-02. Failure of both normal residual heat removal trains to manually
restart and run in time to avoid the drain of the reactor level below the normal residual
heat removal suction, after they stop following a loss of offsite power and power is
restored within one hour during mid-loop condition.
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. RNP2 -- 2.13E-01. Failure of both normal residual heat removal trains to automatically
or manually restart on the diesel generators and run in time to avoid the drain of the
reactor level below the normal residual heat removal suction, after they stop following
loss of offsite power during hetsafe/cold shutdown conditions.

. RNP2D - 1.18E-01. Failure of both normal residual heat removal trains to
automatically or manually restart on the diesel generators and run in time to avoid the
drain of the reactor level below the normal residual heat removal suction, after they stop
following loss of offsite power during mid-loop condition.

. CSWF2 -- 1.19E-03. Failure of component cooling water and service water to support
the normal residual heat removal system decay heat removal for 220 hours during
hetsafe/cold shutdown conditions.

. CSWF2D -- 4.70E-04. Failure of component cooling water and service water to support
the normal residual heat removal system decay heat removal for 120 hours during mid-
loop condition.

. CCTS -- 2.57E-04. Failure of component cooling water system to support the normal
residual heat removal system decay heat removal during a transient or loss-of-coolant
accident during hetsafe/cold shutdown conditions.

. . CCPS -- 2.28E-02. Failure of component cooling water system to support the normal
residual heat removal system decay heat removal during loss of offsite power during
hetsafe/cold shutdown conditions.

. SWTS -- 1.88E-04. Failure of service water system to support the normal residual heat
removal system decay heat removal during a transient or loss-of-coolant accident during
hetsafe/cold shutdown conditions.

. SWPS -- 2.05E-02. Failure of service water system to support the normal residual heat
removal system decay heat removal during loss of offsite power during hetsafe/cold
shutdown conditions.

. VLHS -- 9.16E-04. Failure of hydrogen control system to control containment
hydrogen during and after a severe accident event with degraded core.

54.10 Level 1 Core Damage Frequency Quantification

The shutdown assessment is quantified using the same method that was followed in
quantifying the at-power PRA. With respect to file manipulation, the quantification process
is documented in Chapter 33. The basic analysis process and the Level 1 quantification
results are summarized in the following subsections.
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54.10.1 Core Damage Quantification Method

The AP600 shutdown core damage frequency is derived from the quantification of events
initiated during shutdown. The input to this analysis includes the initiating event frequencies,
an event tree model for each initiator, and system and operator failure models. These inputs
are documented in Sections 54.3 through 54.8. In the plant core damage analysis, the core
damage accident sequences defined in the event trees are quantified by using the fault tree
linking method to obtain the following results:

Plant core damage frequency for shutdown initiating events
Frequency of each core damage accident sequence
Dominant component level cutsets leading to core damage
Dominant cutsets for each initiating event category
Importance ranking of initiating events

Importance ranking of fault tree basic events

The fault tree linking is performed by using the Westinghouse GRAFTER and WLINK code
systems (References 54-6 and 54-7). The GRAFTER code system is used to create the
frontline and support system fault tree models and to quantify these models to obtain minimal
cutsets. The frontline system fault trees contain support system basic events labeled
SUB-XXX, where XXX represents the fault tree name of the support system. These basic
events are replaced by their equivalent cutsets during the linking process. The linking is
performed using the WLINK code system. The WLINK code uses accident sequence
descriptions (expressed in terms of fault trees and scaler quantities) to calculate the core
damage component-level cutsets and the core damage frequency.

Inputs to the Core Damage Model

The inputs to the core damage model include the following:

. List of initiating event categories and their frequencies

. Event sequences (as shown on the event tree diagrams) for all initiating event categories
. Either a fault tree model or a scaler for each event tree top node

. Fault tree models for each support system (defined as SUB-XXX basic event in the
fault trees)

. AP600 PRA master data base

A list of core damage accident sequences is generated from each event tree diagram. This list
contains minimal accident sequence cutsets ordered by the timing of events. In general, failed
systems are shown in these accident sequence cutsets. The fault tree quantification is done
in two steps. First, each fault tree basic event probability is calculated using the AP600 PRA
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master data base. Second, each fault tree is quantified to obtain its minimal cutsets. The
WLINK code is then used to link the fault tree cutsets and scalers appearing in each of the

accident sequence cutset lists. Accident sequences that do not lead to core damage are not
analyzed.

54.10.2 Quantification Inputs

In quantifying the shutdown events, the following four classes of input data are utilized.
These inputs are discussed in the paragraphs that follow:

Initiating event input
Accident sequence input
Fault tree input

Other input (scalar)

Initiating Event Input

The initiating events and their frequencies are discussed in subsections 54.2.6 and 54.4,
respectively.

Accident Sequence Input

. Each event tree model generated in Section 54 .4 for shutdown events is examined to identify
accident sequences leading to core damage. For each initiating event, a list of core damage
accident sequences is generated. The rules used to generate these lists are as described in
Chapter 33.

Fault Tree Input

Fault tree models are developed for the event tree top events and their support systems. The
inputs used in these fault tree models are included in the respective tables provided in
Sections 54.5 and 54.6.

Fault tree input to the core damage quantifica ion process consists of cutset files representing
the fault tree models, and a master data bas : that provides the input to calculate fault tree
basic event probabilities. The master dat> base is provided in Table 54-58. The fault tree
basic event identifiers are provided in Table 54-56.

Other Input

Some of the event tree top nodes are not fault trees, but are scalars. These scalars are
identified in each event tree and are assigned basic event identifiers and probabilities.
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4. Low-Pow:r #3d Shutdown Risk Assessment

Test & Maintenance Unavailabilities

As shown in Table 54-8, component unavailabilities due to test and unscheduled maintenance
of systems are modeled and included in the quantification of events during hetsafe/cold
shutdown conditions.

For the Level 1 quantification, component unavailabilities due to test and/or unscheduled
maintenance are not included in the quantification for events during mid-loop condition. The
rationale for exluding system unavailabilities due to test and maintenance when the plant is
at mid-loop is provided in the notes for Table 54-8.

The fault tree modeling uses, in some cases, the same trees to calculate the frequencies of
initiating ev:nts at hetsafe/cold shutdown and mid-loop conditions; these have the
unavailabilities due to test and maintenance of electrical and instrumentation and control
componens modeled in their subtrees. In order to avoid constructing separate fault trees for
events at mid-loop, component test and maintenance unavailabilities for events at mid-loop

were excluded by requantifying the appropriate hetsafe/cold shutdown fault trees with test and
maintenance removed.

Level 1 Shutdown Core Damage Frequency Results

The shutdown core damage frequency is 5.5E-O8 per year. The results indicate that the
dominant contributors to core damage at shutdown are accidents postulated with the reactor

coolant system drained and operations performed with the plant at mid-loop or vessel-flange
condition.

The Level 1/accident sequence quantification results for the shutdown assessment are
presented in Table 54-60. The core damage sequences for \he shutdown assessment are
shown in Table 54-61. The top 100 component level failure combinations (cutsets) associated
with these sequences are shown in Table 54-62. These results show a total shutdown core
damage frequency of 5.5E-08 events per reactor year.

Table 54-63 presents the results of importance (risk decrease) calculations for the initiating
events analyzed in the shutdown assessment. These results indicate that events occurring
during reactor coolant system drained conditions contribute over 90 percent of the total
shutdown core damage frequency. Events resulting in loss of normal residual heat removal
system function while drained (e.g., loss of component cooling water, failure of normal
residual heat removal system, loss of offsite power) have the largest impact on core damage
frequency at shutdown (over 85 percent of the total). Loss-of-coolant events (with the reactor
coolant system drained or undrained) account for about 9 percent of the total.

Tables 54-64 and 54-65 present the risk decrease and risk increase rankings, respectively, for
the basic events (including the initiating events) modeled in the shutdown assessment.
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54.11 Shutdown and Low-Power Release Category Quantification

The release category quantification is being updated and will be provided to the NRC in the
June 28, 1996 submuttal.
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Shutdown Assessment Importance and Sensitivity Analyses

A number of importance and sensitivity analyses was performed for the shutdown assessment
Level 1 results. The importance and sensitivity studies were performed to gain additional
insights from the shutdown results.

The following are presented:

. Importance analyses of shutdown PRA base case core damage quantification (cases 1 -
4)

. In-containment refueling water storage wank failure sensitivity (case 5)
. Normal heat removal system failure sensitivity (case 6)
. Sensitivity to operator actions with all human error probabilities set to 0 (case 7)

. Sensitivity to minimized credit for operator actions, with all human error probabilities
set to 0.5 (case 8)

° Sensitivity to allow test and maintenance during drained condition (case 9)

. Sensitivity to allow unscheduled maintenance of normal residual heat removal system
components during drained conditions (case 10)

. Sensitivity to allow unscheduled maintenance of component cooling water system
components during drained conditions (case 11)

. Sensitivity to allow unscheduled maintenance of service water system components
during drained condiuons (case 12)

Two measures of risk are defined for, and used, in the analyses: risk decrease and risk
increase importances. Risk decrease is a measure of the contribution of a basic event to the
core damage freguency when its failure probability is set to 0.0; risk increase is defined as the
contribution of a basic event to the core damage frequency whean its failure probability is set
to 1.0. Risk decrease is a useful measure of the benefit that might be obtained as a result of
improved component maintenance or testing, better procedures or operator training. Risk
increase is a useful measure of which components or actions would most adversely affect the
core damage frequency if actual operating practices resulted in higher failure probabilities than
assumed 1n the core damage assessment.
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54.12.1 Importance Analyses for Core Damage at Shutdown

The core damage results for internal initiating events at shutdown include 365 basic events
(including initiating events, component failures, human errors, and common cause failures)
in over 9000 core damage cutsets. The importance analysis of the core damage results for

events initiated during shutdown is discussed in terms of four categories of basic events, as
follows:

. Initiating events

. Common cause

. Human errors

. Component failures

Initiating Event Importance (Case 1)

The AP600 core damage frequency for internal initiating events during plant shutdown was
calculated to be 5.50E-08 events per year.

Core damage frequency of 5.50E-08 is small; it indicates that one core damage event (from
events initiated during plant shutdown) is expected in about eighteen million plant-years of
operation.

. Ten separate initiating events were defined to accurately represent the AP600 design during
shutdov'n conditions. The initiating events occur during the following three conditions:

. Nondrained (hetsafe/cold shutdown) conditions with the reactor coolant system filled
and pressurized

. Drained (mid-loop) conditions when the reactor coolant system is depressurized

. Conditions during which the reactor coolant system is being drained to mid-loop

Five of the initiating events are defined for nondrained conditicns; four initiating events are
defined for drained conditions; and one initiating event is definec : s occurring during drainage
of the reactor coolant system to mid-loop.

The initiating events during plant shutdown are listed in Tables 54-83 and 54-84. The
contribution of the initiating events to the total core damage frequency is shown in
Table 54-83 in terms of the risk decrease importance of the initiating events. The risk
increase importance of the initiating events is shown in Table 54-84.

The results listed in Table 54-82 show the following:

. Initiating events during reactor coolant syste:n drained conditions comprise
approximately 85 percent of the total shutdown core damage frequency.
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Initiating events during reactor coolant system nondrained conditions comprise
approximately 10 percent of the total shutdown core damage frequency.

Overdraining of the reactor coolant system during drainage to mid-loop conditions
comprises approximately 5 percent of the total shutdown core damage frequency.

When the risk decrease results are examined according to initiating event types, the following
observations are made:

The loss of decay heat due to component cooling water system or servics water system

failure initiating event accounts for approximately 57 percent of the total core damage
frequency.

. The loss of decay heat removal due to random normal residual heat removal system

failure initiating event accounts for approximately 11 percent of the total shutdown core
damage frequency.

Loss of offsite power initiating events account for approximately 20 percent of the total
shutdown core damage frequency.

Loss-of-coolant accident initiating events account for approximately 7 percent of the
total shutdown core damage frequency.

The reactor coolant system overdrain initiating event accounts for approximately
5 percent of the total shutdown core damage frequency.

Common Cause Fadure Importances (Case 2)

The common cause failures reflected in the core damage frequency for events initiated during
plant shutdown are described in Tables 54-85 and 54-86. The contribution of the common
cause failures to the total shutdown core damage frequency is shown in Table 54-85 in terms
of their risk decrease importances. Table 54-85 includes all common cause events with risk
decrease importance greater than 1 percent of the baseline shutdown core damage frequency.
The risk importance of the common cause failures is shown in Table 54-86, wnich includes
all common cause events with risk increase importance greater than 300 percent.

The results in Table 54-85 indicate that the most significant common cause failures are those
within the in-containment refueling water storage tank. These common cause failures,

comprising about 83 percent of the shutdown core damage frequency for internal events at
shutdown, are as follows:

. Common cause failure of the in-containment refueling water storage tank motor-
operated valves (MOVs) comprises approximately 63 percent of the total shutdown core

damage frequency.
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Common cause failure (plugging) of the strainers in the in-containment refueling water
storage tank comprises 14 percent of the total shutdown core damage frequency.

Common cause failure of the in-containment refueling water storage tank gravity

injection check valves comprises approximately 6 percent of the total shutdown core
damage frequency.

These results indicate the importance of maintaining high reliability of the in-containment
refueling water storage tank during shutdown.

The results from Table 54-86 indicate that the common cause failures that have the highest
risk increase worth are:

Software common cause failure of all logic cards in the protecticn and safety
monitoring system, plant control system, and diverse actuation system. The results
indicate that if this software common cause failure were assumed to occur and go
undetected, the core damage frequency from shutdown internal events would increase
substantially, from 5.50E-08 to 2.27E-03.

Common cause failure of the strainers in the in-containment refueling water storage.
The results indicate that if this common cause failure were assumed to occur and go

undetected, the core damage frequency from shutdown internal events would increase
from 5.50E-08 to 6.45E-04,

Common cause failure of the motor-operated valves in the in-containment refueling
water storage tank injection lines. The results indicate that if this commeon cause failure
were assumed to occur and go undetected, the core damage frequency from shutdown
internal events ./ould increase from 5.50E-08 1o 6.27E-04,

Common cause failure of the power interface output boards in the protection and safety
moniworing system. The results indicate that if this common cause failure were assumed
to occur and go undetected, the core damage frequency from shutdown internal events
would increase substantially. from 5.50E-08 to 1.87E-04.

Common cause failure of the check valves i the in-containment refueling water storage
tank injection lines. The results indicate that if this common cause failure were
assumed to occur and go undetected, the core damage frequency from shutdown internal
events would increase from 5.50E-08 to 2.08E-05.

The common cause importance evaluation shows that failures of the in-containment refueling
water storage tank components are significant contributors to both the risk decrease and risk
increase worths. Maintaining a high reliability of the in-containment refueling water storage
tank valves and strainers is important to maintaining the current very low level of core
damage frequency at shutdown.
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Maintaining a high reliability for the instrumentation and control (the logic cards and
protection and safety monitoring system power interface output boards) is similarly important,
as shown by the risk increase results. In general, safety-related common cause failures appear
with the highest risk increase (and risk decrease) importances. This is an indication of the
protection afforded by the safety systems at shutdown.

Human Error Importances (Case 3)

The human error importance discussed here pertains to the operator actions as they appear in
the dominant core damage cutsets of the base case shutdown core damage quantification. The
risk-important human errors are identified in Tables 54-87 and 54-88.

Tables 54-87 and 54-88, show the relative importance for human error basic events.
Table 54-87 lists human error basic event importances, using the risk decrease method, for
those events with importance greater than 1 percent of the baseline core damage frequency.
Table 54-88 shows human error basic event importance, using the risk increase method, for
events with importance greater than 100 percent of the baseline total.

Table 54-87 shows that there are only seven operator actions with importance greater than
| percent, and that none of those events is a dominant contributor to core damage frequency
at shutdown. This indicates that there would be no significant benefit from additional
refinement of the actions modeled. The results from Table 54-87 also indicate that the total
risk reduction worth of the operator actions is no more than 18 percent. The three human
errors with the highest risk reduction worths are as follows:

. Operator fails to recognize the need to open the normal residual heat removal system
pump suction line motor-operated valve V023 (to inject water from the in-containment
refueling water storage tank following failure of the in-containment refueling water
storage tank injection when the plant is at mid-loop). This operator action is identified
as RHN-MANOSC and has a 5 percent risk reduction worth. The contnibution of this
operator action is in part the result of dependence on a preceding action, whereby, a
human error probability of 0.15 is assigned to RHN-MANOSC.

. Operator fails to isolate normal residual heat removal system pipe rupture during
shutdown conditions. This operator action is identified as RHN-MANO4 and has a
4 percent risk reduction worth.

. Operator fails to open the in-containment refueling water storage tank motor-operated
isolation valves V121A and B (to inject water from the in-containment refueling water
storage tank when the plant is at arained conditions). This operator action is identified
as IWN-MANOOC and has a 3.4 percent risk reduction worth. The contribution of this
operator action is  nart the result of dependence on a preceding action, whereby an
human error probe i - of 0.15 is assigned to IWN-MANOOC.
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The human error risk increase worths, shown in Table 54-88. indicate that there are few

operator actions with the potential to significantly increase shutdown core damage frequency.
The three human errors with the highest risk increase worths are as follows:

. Operator fails to recognize the need for reactor coolant system depressurization during
hetsafe/cold shutdown conditions. This operator action is identified as LPM-MANOS:

guaranteed failure of this operator action would increase the core damage frequency
from 5.50E-08 to 1.49E-06.

. Operator fails to open the in-containment refueling water storage tank motor-operaied
isolation valves V121A and B to inject water from the in-containment refueling water
storage tank when the piant is at drained conditions. Guaranteed failure of this operator
action would increase the core damage frequency from 5.50E-08 to 7.39E-07.

. Operator fails to recognize the need for and failure to open the normal residual heat
removal system pump suction line motor-operated valve V023 (to inject water from the
in-containment refueling water storage tank following failure of the in-containment
refueling water storage tank injection when the plant is at mid-loop). Guaranteed failure

of this operator action would increase the core damage frequency from 5.50E-08 to
2.99E-07.

If it were assumed that the operators always fail to perform all actions credited in the base
. shutdown assessment, the internal events core damage frequency would increase from
5.50E-08 to approximately 2.50E-06.

The results of the human error importance evaluation lead to the conclusion that the shutdown
core damage frequency is not sensitive to human actions, but that operator ability to diagnose
and respond to events at shutdown is imporiant to maintaining a low shutdown core damage
frequency.

Component Importances (Case 4)

The component importances discussed in this section pertain to the components as they appear
in the dominant core damage cutsets of the base case shutdown core damages quantification.
The nsk-important components are identified in Tables 54-89 and 54-90.

Tables 54-89 and 54-90, show the relative importance for component basic events.
Table 54-89 outlines component basic event importance, using the risk decrease meihod, for
those events having an importance greater than 1 percent of the baseline core damage
frequency. Table 54-90 shows component basic event importance, using the risk increase
method, for events with importance greater than 300 percent of the baseline total.

Table 54-89 shows that there are only eight components with a risk decrease importance

greater than 1 percent. The results from Table 54-89 indicates that the highest risk reduction
worth from any single component is about 3 percent, and the total risk reduction worth of the
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components is about 15 percent. This shows that single compenent failures are not important
contributors to core damage frequency at shutdown, and indicates the benefit denved from the

AP600 defense-in-denth design. The components with the highest risk reduction worths are
as follows:

. Failure of normal residual heat removal system pump A has a risk reduction worth of
approximately 3 percent. Similarly, failure of normal residual heat removal system
pump B has a risk reduction worth of approximately 3 percent. Note that these failures
include failures of associated equipment (circuit breakers, relays).

. Failure of either of the diesel generators to start and run (or failure of associated
breakers to close) has a combined total risk reduction worth of approximately 4 percent.

The component risk increase worths are shown in Table 54-90. The results indicate that there
are only eight components with risk increase worth greater than 300 percent. These
components and their risk increase worths are as follows:

- Guaranteed failure of the in-containment refueling water storage tank resulting in failure
of passive residucl heat removal during hetsafe/cold shutdown conditions would
increase the core damage frequency from 5.50E-08 to 8.20E-07.

. Guaranteed failure of any of the other seven components would increase the core
damage frequercy from 5.50E-08 to approximately 3.10E-07.

The results of the component importance evaluation lead to the conclusion that single
independent component failures are not overly important to the shutdown core damage
frequency. The redundancy and diversity of AP600 systems ensures that shutdown core
damage frequency remains low even if single component failures occur.

54.12.2 Other Sensitivity Analyses for Shutdown Core Damage

This section documents the evaluation of five sensitivity cases performed on the Level 1

shutdown core damage frequency.

These sensitivity cases are as follows:

. In-containment refueling water storage tank failure sensitivity (case 5)

e Normal residual heat removal system failure sensitivity (case 6)

. Sensitivity to perfect operator actions with all human error probabilities set to 0 (case 7)
June 7, 199 e (W) vestigrouse
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. Sensitivity to minimized credit for operator actions, with all human error probabilities
set to 0.5 (case 8)

. Sensitivity allowing test and maintenance during drained condition (case 9)

Sensitivity cases 5, 6, and 8 were selected in order to measure the relative importances of the
primary means of protection during shutdown. Case 7 measures the impact of having perfact

operators. Case 9 measures the significance of allowing test and maintenance during drained
conditions.

In-Containment Refueling Water Storage Tank Failure (Case 5)

This sensitivity study evaluates the impact of failure of the in-containment refueling water
storage tank on the core damage frequency during plant shutdown conditions. The
in-containment refueling water storage tank is modeled as a mitigating system in all accident
conditions during shutdown.

The sensitivity case produced a core damage frequency of 6.44E-04. This increase over the

base core damage frequency confirms that the in-containment refueling water storage tank is

an important mitigating system during shutdown events. Given the redundancy inherent in

the in-containment refueling water storage tank, these results are not realistic, but they do
‘ show the benefit derived from the in-containment refueling water storage tank.

Normal Residual Heat Removal System System Failure (Case 6)

This sensitivity study evaluates the impact of failure of the normal residual heat removal
system on the core damage frequency during plant shutdown conditions. The normal residual
heat removal system is the main frontline system for decay heat removal during the shutdown
conditions modeled in the PRA.

This sensitivity produces a core damage frequency of 3.16E-04. This increase over the base
core damage frequency is significant and confirms that the normal residual heat removal
system is an important operating system during shutdown conditions.

Set all Human Error Probabilities to 0.0 (Case 7)

This sensitivity study evaluates the impact of having perfect operators (i.e., setting all human
error probabilities to 0.0 in the baseline shutdown core damage quantification). The operator
actions used in this sensitivity study are listed in Table 54-91, and are those that appear in the
baseline quantification results.

This sensitivity produces a core damage frequency of 4.99E-08, which is a decrease of
approximately 9 percent in the base core damage frequency. This indicates that the operator
actions are not risk important at the level of plant risk obtained from the base case study. The
results of this sensitivity differ somewhat from the risk decrease importance results due to the
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effects of multiple actions in some sequences. The risk decrease results, which are not
cumulative, showed a higher impact, but the conclusions do not change.

Set all Human Error Probabilities to 0.5 (Case 8)

This sensitivity study evaluates the impact of setting all human error probabilities to 0.5 in
the baseline shutdown ccre damage quantification. The operator actions used in this

sensitivity study are listed in Table 54-91. The value of 0.5 was chosen for the shutdown
sensitivity for the following reasons:

. The operator has longer time frames in which to complete tasks during shutdown
conditicns than at-power; therefore, failure may be less likely.

. The highest human error probability used in the PRA quantification is about 0.5, which
is assigned to operator actions having a high dependency on a previously failed action.

The sensitivity produces a core damage frequency of 2.99E-0€. This increase Jver the base
case core damage frequency indicates that the operators play a significant role + maintaining
a very low core damage frequency for internal events at shutdown, but also shows that even

with very little credit for operator actions, the AP600 shutdown core damage frequency is very
low.

Allow Test and Maintenance during Drained Conditions (Case 9)

In the base case shutdown quantification, electrical components are modeled in the drained
condition fault trees without test and maintenance unavailability, and in the hetsafe/cold
shutdown conditions with test and maintenance unavailability. (The test and maintenance
assumptions for the systems used in the shutdown assessment are documented in Table 54-8.)
That is, the base case assumes that these electrical components will not have planned
maintenance or be tested during drained conditions.

This sensitivity study evaluates the impact of allowing test and maintenance of electrical
components daring reactor coolant system drained conditions. In this sensitivity,
unavailabilities due to test and maintenance are modeled for the electrical components in the
drained condition event trees. This sensitivity is designed to assess the impact on the base
case snutdown core damage frequency, if electrical equipment is allowed to be unavailable
due to test and maintznance when the reactor coolant system is drained.

This sensitivity produces a core damage frequency of 1.07E-07, which is twice the base case
core damage frequency of 5.50E-08.
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Allowing Unscheduled Maintenance of Normal Residual Heat Pemoval System
Components during Drained Conditions (Case 10)

This sensitivity evaluates the impact of allowing unscheduled maintenance of the normal
residual heat removal system components during drained conditions. The test and
maintenance assumptions for ¢ie RNS are provided in Tac.c 54-8. As stated in Table 54-8,
test and maintenance of the RNS are performed at power and the availability and operability
of the RNS are verified prior to draining the RCS to mid-loop. It is expected that if failure
of one train of the RNS occurs while the plant is at mid-loop, the plant will be taken to filled
and depressurized conditions for unscheduled maintenance.

This sensitivity study changes the core damage frequency from 4.72E-08 to 5.59E-08; an
increase of 18 percent. This increase of 18 percent is not significant and indicates that
performing unscheduled maintenance on one loop of the RNS is not risk-important relative
to the risk obtained from the base case shutdown study.

Allowing Unscheduled Maintenance of Component Cooling Water System Components
during Drained Conditions (Case 11)

This sensitivity evaluates the impact of allowing unscheduled maintenance of the component
cooling water system components during drained conditions. The test and maintenance
assumptions for the CCS are provided in Table 54-8. As stated in Table 54-8, test and
maintenance of the RNS support systems are performed at power and the availability and
operability of these systems are verified prior to draining the RCS to mid-loop. It is expected
that if failure of one train of component cooling water occurs while the plant is at mid-loop,
the plant will be taken to filled and depressurized conditions for unscheduled maintenance.

This sensitivity study changes the core damage frequency from 4.72E-08 to 5.47E-08; an
increase of 16 percent. This increase of 16 percent is not significant and indicates that
performing unscheduled maintenance on one loop of the component cooling water system is
not risk-important relative to the risk obtained from the base case shutdown study.

Allowing Unscheduled Maintenance of Service Water System Components during
Drained Conditions (Case 12)

This sensitivity evaluates the impact of allowing unscheduled maintenance of the service water
system components during drained conditions. The test and maintenance assumptions for the
SWS are provided in Table 54-8. As stated in Table 54-8, test and maintenan.e of the RNS
support systems are performed at power and the availability and operability of these systems
are verified prior to draining the RCS to mid-loop. It is expected that if failure of one train
of service water occurs while the plant is at mid-loop, the plant will be taken to filled and
depressurized conditions for unscheduled maintenance.

This sensitivity study changes the core damage frequency from 4.72E-08 to 6.00E-08; an
increase of 27 percent. This increase of 27 percent is not significant and indicates that
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performing unscheduled maintenance on one loop of the service water system is not
risk-important relative to the risk obtained from the base case shutdown study.

54.13 Summary of Shutdown Level 1 Results

The top six accident sequences contribute 92 percent of the Level 1 shutdown core damage
frequency. These dominant seqnences are as follows:

1. Loss ~f component cooling or service water system initiating event during drained
condi:inis, which contributes 54.1 percent of the core damage frequency

o

Loss of offsite power initiating event during drained conditions, with failure of grid
recovery within 1 hour, which contributes 13.6 percent of the core damage frequency

3. Loss of normal residual heat removal system initiating event during drained conditions,
which contributes 10.4 percent of the core damage frequency

4. Loss of offsite power initiating event during drained conditions, with success of grid
recovery within 1 hour, which contributes 5.4 percent of the core damage frequency

5. Loss-of-coolant accident initiating event due to inadvertent opening of RNS-V024
during hetsafe/cold shutdown conditions, which contributes 5.0 percent of the core
damage frequency

6.  Reactor coolant system overdraining event during drainage to mid-loop, which
contributes 3.4 percent of the core damage frequency

The descriptions of the dominant sequences are provided in the following paragraphs.

Loss of Component Cooling or Service Water System Initiating Event during Drained
Condition

This sequence is a loss of decay heat removal initiated by failure of the normal residual heat
removal system, as a result of failure of the component cooling water or service water system,
during mid-loop/vessel flange operation, which has an estimated duration of 120 hours. Core
damage occurs if automatic and manual actuation of the in-containment refueling water
storage tank injection motor-operated valves and manual actuation of the normal residual heat
removal system pump suction motor-operated valve fail.

The major contributors to core damage frequency due to loss of component cooling water
system/service water system during drained conditions are:

. Hardware failures of both service water pumps, or common cause failure of the output
logic I/Os from the plant control system
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. Common cause failure of the in-containment refueling water storage tank injection
motor-operated valves and normal residual heat removal system pump suction valve

. Common cause failure of the strainers in the in-containment refueling water storage tank

Loss of Offsite Power Initiating Event during Drained Condition (with failure of grid
recovery within 1 hour)

This sequence is initiated by loss of offsite power during mid-loop/vessel-flange operation,
which has an estimated duration of 120 hours. In this sequence, the normal residual heat
removal system fails to restart automatically following the initiating event, and the grid is not
recovered within | hour. Core damage occurs if automatic and manual actuation of the
in-containment refueling water storage tank inj:ction motor-operated valves and manual
actuation of the normal residual heat removal system pump suction motor-operated valve fail.

The major contributors to core damage frequency, giver loss of offsite power (without grid
recovery) during drained condition are:

. Software common cause failure of protection and safety monitoring system/plant control
system, instrumentation and control logic cards

. Failure of normal residual heat removal system pump to restart or run
. . Failure of a diesel generator to start and run

. Failure of main circuit breaker 100 (or 200) to open

. Failure to recover ac power within 1 hour

. Common cause failure of the in-containment refueling water storage tank injection
motor-operated valves and normal residual heat removal system pump suction valve

. Common cause failure of the strainers in the in-containment refueling water storage tank

Normal residual heat removal system failure has been modeled very conservatively for loss
of offsite power. Although the success criterion is one-out-of-two normal residual heat
removal trains operating, the shutdown fault tree models for normal residual heat removal for
loss of offsite power require that both pumps restart, since they were assumed to both be
running before the loss of power. If the fault trees had modeled one-out-of-two pumps, the
loss of offsite power core damage contribution would have been lower, and the dominant
hardware contributors for this sequence would have included common cause normal residual
heat removal system pump failure instead of single normal residual heat removal system pump
failure) and common cause diesel generator failure (instead of single diesel generator failure).
The same is true for sequence 4.
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Loss of Normal Residual Heat Removal System Initisting Event during Drained
Condition

This sequence is a loss of decay heat removal initiated by failure of the normal residual heat
removal system during drained condition. The loss of decay heat removal follows failure of
normal residual heat removal system due to normal residual heat removal system hardware
faults during mid-loop/vessel-flange operation. Core damage occurs if automatic and manual
actuation of the in-containment refueling water storage tank injection motor-operated valves
and manual actuation of the normal residual heat removal system pump suction motor-
operated valve fail.

The major contributors to core damage frequency due to loss of normal residual heat removal
system during drained condition are:

. Common cause failure of the normal residual heat removal system pumps to run

. Common cause failure of the in-containment refueling water storage tank injection
motor-operated valves and normal residual heat removal system pump suction valves

. Common cause failure of the strainers in the in-containment refueling water storage tank

Loss of Offsite Power Initiating Event during Drained Condition (with success of grid
recovery within 1 hour)

This sequence is initiated by loss of offsite power during mid-loop/vessel-flange operation.
In this sequence, the normal residual heat removal system does not restart automatically
following the initiating event, but the grid is recovered within 1 hour; however, manual
normal residual heat removal system restart (after grid recovery) fails. Core damage occurs
if automatic and manual actuation of the in-containment refueling water storage tank injection

motor-operated valves and manual actuation of the normal residual heat removal system pump
suction motor-operated valve fail.

The major contributors to core damage frequency given loss of offsite power (with grid
recovery) during drained condition are:

. Software common cause failure of the protection and safety monitoring system/plant
control system instrumentation and control logic cards

. Failure of normal residual heat removal system pumps to run or to restart

. Common cause failure of the in-containment refueling water storage tank injection
motor-operated valves and normal residual heat removal system pump suction valve

. Common cause failure of the strainers in the ~  ntainment refueling water storage tank
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54. Low-Power and Shutdown Risk Assessment

LOCA Initiating Event due to Inadvertent Opening of RNS-V024 during HetSafe/Cold
Shutdown Conditions

This sequence is a loss-of-coolant accident initiated by inadvertent opening of RNS-V024
duning hetsafe/cold shutdown conditions when the reactor coolant system is filled and
pressurized (which has an estimated duration of 220 hours). Following the initiating event,
the core makeup tanks are actuated, and the automatic depressurization system actuates. Core
damage occurs if the in-containment refueling water storage tank injection check valves do
not open automatically

The major contributors to core damage frequency due to loss-of-coolant accident through
RNS-V024 during hetsafe/cold shutdown conditions are:

Inadvertent opening of RNS-V024 due to operator error (an initiating event frequency
contributor)

Common cause failure of the in-cortainment refueling water storage tank injection
check valves

Common cause failure of the strainers in the in-containment refueling water storage tank
Reactor Coolant System Overdraining Event during Drainage to Mid-Loop

This sequence is initiated by reactor coolant system overdraining during drainage to mid-loop
conditions; draining to mid-loop has an estimated duration of 56 hours. Following the
initiating event, manual isolation of the normal residual heat removal system fails. Core
damage occurs if manual actuation of the in-containment refueling water storage tank injection
motor-operated valves and manual actuation of the normal residual heat removal system pump
suction motor-operated valve fail.

The major contributors to core damage frequency due to reactor coolant system overdraining
initiated during drainage to mid-loop are:

Common cause failure of the chemical and volume control system air-operated valves
to close automatically upon receipt of low hot leg level signals and failure of the
operator to stop draining (initiating event frequency contributors)

Operator fails to isolate the normal residual heat removal system

Operator fails to open the in-containment refueling water storage tank injection motor-
operated valves

Operator fails to open the normal residual heat removal system pump suction valve

Markup
June 7, 1996
m:\ap600\pra\markup\sec 54 wpf:1b




:

APGOO

54. Low-Power and Shutdown Risk Assessment

Common cause failure of the in-containment refueling water storage tank injection
motor-operated valves and normal residual heat removal system pump suction valve

Common cause failure of the strainers in the in-containment refueling water storage tank

The conclusions drawn from the shutdown Level 1 importance and sensitivity study are as
follows:

Initiating Events Importance: Initiating events during reactor coolant system drained
conditions contribute approximately 85 percent of the total core damage frequency; loss
of decay heat capability (during drained condition) due to failure of component cooling

water system or service water system has the greatest contribution (54 percent of the
core damage frequency).

Overdraining the reactor coolant system during drainage to mid-loop, loss-of-coolant
accidents due to inadvertently opening RNS-V024 during drained and nondrained
conditions, and loss of decay heat removal during drained conditicn may have
significant risk increase values. A high risk increase indicates it is important that the
reliability of the systems, components or human errors that contribute to the initiating
event frequency is (and remain) as good as shown in the PRA. The major contributors
to reactor coolant system overdraining initiated during drainage to mid-loop are
common cause failure of the chemical and volume control system air-operated valves
to close automatically upon receipt of low hot leg level signals and failure of the
operator to stop draining. The major contributor to loss-of-coolant acciden: through
RNS-V024 is inadvertent opening of RNS-V024 due to operator error. The major
contributors to the loss of decay heat removal initiating (during drained condition) event
frequency are hardware failures of both service water pumps or common cause failure
of the output logic I/Os from the PLS.

Common Cause Failure Importance: Common cause failure of the in-containment
refueling water storage tank components contribute approximately 83 percent of the
total shutdown core damage frequency; common cause failure of the in-containment
refueling water storage tank motor-operated valves contributes approximately 63 percent
of the total shutdown core damage frequency.

Common cause failure of the instrumentation and control (logic cards in the control and
protection systems, and protection and safety momioring system power interface output
boards) and common cause failure of the in-containment refueling water storage tank
motor-o, erated valves are major contributors to risk increase.

Maintaining the reliability of the in-containment refueling water storage tank motor-
operated valves and strainers is important in maintaining the current low level of core
damage frequency at shutdown.
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54. Low-Power and Shutdown Risk Assessment

APGOOD

Similarly, maintaining a high reliability of the instrumentation and control is important
in maintaining the current low level of core damage frequency at shutdown,

. Human Error Importance: Human errors are significant, but not overly important;
there is no particular dominant contributor.

One action, operator failure to recognize the need for reactor coolant system
depressurization during hetsafe/cold shutdown conditions (LPM-MANOSC), was
identified as having a significant risk increase. This indicates it is impor:ant that the
operators understand and are appropriately trained for this operator action.

. Component Importance: Indiviaual component failures are not significant contributors
to shutdown core damage frequency, and there is no particular dominant contributor.
This indicates that single independent component failures are not particularly important
to the shutdown core damage frequency.

Failure of the in-containment refueling water storage tank leading to failure of passive
residual heat removal has a significant risk increase value. This simply underscores the
importance of maintaining the reliability of this safety system component.

. In-Containment Refueling Water Storage Tank Failure Sensitivity: [f the
in-containment refueling water storage tank is assumed to be completely unavailable,
‘ the shutdown core damage frequency increases to 6.44E-04. The benefit and
importance of the in-containment refueling water storage tank during low power and
shutdown conditions is evidenced by this result. The results of this sensitivity show
how failure of the in-containment refueling water storage tank directly affects the
drained cases, which already dominate the core damage frequency, because the normal
residual heat removal system is also not available.

. Normal Residual Heat Removal Failure Sensitivity: If the normal residual heat
removal system is assumed to be completely unavailable, the core damage frequency
increases to 3.16E-04. The benefit and importance of the rormal residual heat removal
system during reactor coolant system drained conditions is evidenced by this result.
The results of this sensitivity indicate that failing the normal residual heat removal
system causes the normal residual heat removal system initiating event sequences during
drained conditions to dominate the core damage frequency.

. Set all Human Error Probabilities to 0.0 Sensitivity: If operator response is assumed
to be perfect, the shutdown core damage frequency decreases by 9 percent. This small
decrease indicates that, in general, the operator actions are not risk important at the
level of plant risk obtained from the base case study. That is, improvements in the
(human error probabilities would not provide significant core damage frequency benefit.

. Set all Human Error Probabilities to 0.5 Sensitivity: If operator response is assumed
to fail 50 percent of the time, the core damage frequency increases to 2.99E-06. This

Markup
@ Westinghouse ggg‘um June 7, 1996

54-93 m\ap60O\pra\markup\sec54.wpf:1b




APGOO

54. Low-Power and Shutdown Risk Assessment

increase indicates that, even though the shutdown core damage frequency would remain

very low without operator response, the operator actions are important in maintaining
the baseline core damage frequency for internal events at shutdown.

Allow Test & Maintenance of Electrical Components during Drained Condition
Sensitivity: If test and maintenance unavailability of electrical components is allowed
during drained condition, the core damage frequency increases by a factor of 2. This
increase in the base core damage frequency is somewhat significant even though a core
damage frequency of 1.07E-07 is still quite low. The result emphasizes the importance
of ensuring equipment operability before entering drained conditions.

Allowing Unscheduled Maintenance of Normal Residual Heat Removal System
Components during Drained Conditioas: If unscheduled maintenance is allowed on
RNS components during drained conditions, the core damage frequency increases by
18 percent. This increase of 18 percent in the base core damage frequency is not
significant and indicates that performing unscheduled maintenance on one loop of the

RNS is not risk-important relative to the risk obtained from the base case shutdown
study.

Allowing Unscheduled Maintenance of Component Cocling Water System
Components during Drained Conditions: If unscheduled maintenance is allowed on
CCS components during drained conditions, the core damage frequency ‘ncreases by 16
percent. This increase of 16 percent in the base core damage frequency is not
significant and indicates that perfoiming unscheduled maintenance on one loop of the

CCS is not risk-important relative to the risk obtained from the base case shutdown
study.

Allowing Unscheduled Maintenance of Service Water System Components during
Drained Conditions: If unscheduled maintenance is allowed on SWS components
during drained conditions, the core damage frequency increases by 27 percent. This
increase of 27 percent in the base core damage frequency is not significant and indicates
that performing unscheduled maintenance on one loop of the CCS is not risk-important
relative to the nisk obtained from the base case shutdown study.
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54. Low-Power and Shutdown Risk Assessment

Table 54-1
MATRIX: SHUTDOWN PHASES/OUTAGE TYPE/OPERATING MODE
Outage Type
Shutdown Nondrained Drained Operating
Phase Maintenance Maintenance Refueling Mode

A v 4 v 3,45

B v/ v 56

C v 6

D 4 6

E v v 5,6

F v v/ v 3,458
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Table 54-2
SYSTEMS AVAJILABILITY AND ACTUATING SIGNALS TYPE

Hot Safe/Cold Mid-Loop/
System/Subsystem Name At Power Standby Shutdown Vessel-Flange
Mode Signal | Mode | Signal | Mode Signal | Mode Signal
Chemical & Volume Control A i A h,i A h,i M --
Startup Feedwater £ A 2 A g " -
Passive Residual Heat Removal jklm, A iklp A ok - I
o
Core Makeup Tank A abcd A abm A b M ]
Normal Residual Heat Removal M -- M ‘
(injection mode) |
Normal Residual Heat Removal - A A™ A
(recirculation mode)
Automatic Depressurization (Stages A f A f A f M
1,2&3)
Automatic Depressurization (Stage 4) q q A q M
Accusaulator
In-containment Refueling Water
Storage Tank (injection mode)
In-containment Refueling Water A e A e A e A e
Tank (recirculation mode)

A=
M = Manual actuation
P =

Passive (Self actuating)

Automatic actuaiion (Manual actuation possible in automatic mode)
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Notes (cont)

Actuation Signals
(a)
(b)
(©)
(d)
(c)

(f
(®)
(h)
)
)
(k)
U
(m)
(n)
(0)
(P
Q)

(1) Automatic actuation mean= that an automatic restart of RNS pumps is provided
when, afier loss of offsite ;o ver, transfer onto diesel generators has been
completed.

(2)  With reactor coolant syster : depressurization, before reaching a reactor coolant
system pressure that permu's in-containment refucling water storage tank gravity
injection, closure of IRWST injection squib valves is maintained to avoid
draining of in-containment refueling water storage tank water. Manual or
automatic opening of these valves is required for gravity injection operation.

Low steam generator level coincident with high hot leg temperature (PMS)
Low pressurizer water level (PMS & DAS)

Low pressurizer safety injection signai (PMS)

Low pressurizer pressure or high containment safety injection signal (PMS)
Low-3 in-containment refucling water storage tank water level and automatic
depressurization system signal (PMS)

Core makeup tank actuation and coincident fow-1 core makeup tank level (PMS)
Low narrow-range steam generator . ater level or low feedwater flow (PLS)
Low pressurizer water level (PLS)

High narrow-range steam generator water level (PLS)

Core makeup tank automatic actuation (PMS)

Low steam generator level - wide range (PMS)

High hot leg temperature (DAS)

S-signal (PMS)

Low hot leg water ievel (PMS)

Low pressurizer water ievel (PMS)

Low narrow-range steam generator level plus low startup feedwater flow
Automatic depressurization system stage 3 and core makeup tank low 2 level

>
-
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54. Low-Power and Shutdown Risk Assessment

. Tables 54-3 through 54-7 are unchanged.
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Table 54-8 (Sheet 1 of 4)

SYSTEM UNAVAILABILITY STATUS

Unavailable Due to Test or
Maintenance
During Ph(l: Slutdt)uvn Mode: TaM lil:ﬂeded
hetsafe/ Shutdown Model
cold Mid-Loop | Refuelin Fault Trees
System | Shutdown g (See Note 1) Comments

ADS NO YES YES NO No credit is taken for ADS during shutdown modes in
which the system is assumed unavailable. The
maintenance guidelines are provided in SSAR, Chapter
16, Technical Specifications 3.4.12 to 3.4.14.

CIS NO NO YES NO Valves for containment isolation for events initiated
during shutdown are assumed to be mamntained during
refueling mode. The maintenance guidelines are
provided in SSAR Chapter 16, Technical Specification
363

CMT NO YES YES NO CMTs are modeled only in events occurring during
hetsafe/cold shutdown condition, therefore,
unavailability due to test and unscheduled maintenance
is not modeled for CMTs during this condition. Since
CMT test and maintenance is also not modeled in the
at-power fault tree cases, it is assumed CMT test and
maintenance will only be allowed during refueling
mode because the CMTs are not required to operate
during mid-loop and refueling conditions. The
maintenance guidelines are provided in SSAR, Chapter
6, Technical Specification 3.5.2.
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Table 54-8 (Sheet 2 of 4)
SYSTEM UNAVAILABILITY STATUS

System

e —

Unavaiiable Due to Test or
Maintenance
During Plant Shutdown Mode:

(YES/NO)

HetSafe/Cold
Shutdown

Mid-i.oep

Refueling

T&M Reflected

in
Shutdown
Model Fauli
Trees
{See Note 1)

Comments

IRWST

NO

NO

YES

NO

It is assumed that functional testing of the IRWST MOVs is
conducted at cold shutdown condition just prior to isolating the
IRWST; the RCS is cooled but pressunzed. During this cold
shutdown period, the plant risk is judged to be much lower
than the risk while cooling down from hetsafe shutdown to
cold shutdown condition. Therefore, IRWST unavailability due
to test and unscheduled maintenance is not reflected in the
IRWST fauit trees for hetsafe/cold shutdown and mid-loop
conditions. It is believed that excluding the risk while testing
the MOVs does not impact the PRA results because the PRHR,
CMTs, and ADS are available at cold shutdown when testing
of the MOVs are conducted. The maintenance guidelines are
provided in SSAR, Chapter 16, Technical Specification 3.5.6.

YES

YES

YES

YES

The PCS is called into operation from events initiated during
any plant operating mode. It is assumed that thc PCS could be
maintained during power operation as well as during plant
shuidown. The maintenance guidelines are provided in SSAR,
Chapter 16, Technical Specification 3.6.6.

PRHR

YES

YES

YES

YES

It is assumed that some unscheduled maintenance of the PRHR
is performed during ketsafe/cold shutdown condition, and
scheduled maintenance is performed during mid-loop or
refueling conditions. The PRHR system is not used during
mid-loop operations or refucling mode. The maintenance
guidelines are provided in SSAR, Chapter 16, Technical
Specification 3.5.4.
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Table 54-8 (Sheet 3 of 4)
SYSTEM UNAVAILABILITY STATUS
Unavailable Due to Test or Maintenance .
During Plant Shutdown Mode: (YES/NO) | T&M Reflected in
Shutdown Model
HetSafe/Cold Fault Trees
System Shutdovn Mid-Loop Refueling {See Note 1) Comments
RNS NO NO NO NO RNS is maintained during power operation.
The maintenance guidelines are provided in
SSAR, Chapter 16, Reliability Assurance
Program, Table 16.2-2.
CCS NO NO NO NO CCS is mamtained during power operation.
The maintenance guidelines are provided in
SSAR, Chapter 16, Reliability Assurance
Program, Table 16.2-2.
SWS NO NO NO NO SWS is maintained during power operation.
The maintenance guidelines are provided in
SSAR, Chapter 16, Reliability Assurance
Program, Table 16.2-2.
VLS NO NO YES NO None
AC YES NO YES YES Unavailability due to test and unscheduled
Power {See Note 6) maintenance is modeled in the shutdown
trees, as well as in the at-power trees. It is
assumed that scheduled maintenance on this
system is conducted during refueling mode.
The maintenance guidelines are provided in
SSAR, Chapter 16, Reliability Assurance
Program, Table 16.2-2.

1333

JUAUSSISSY YSTY UMOPINGS PUR JIMOJ-MO] ‘pS



108 5= 29

q13dw pooamdnyreunesdypogde w

9661 ‘L dunf

dnyaep

Table 54-8 (Sheet 4 of 4)
SYSTEM UNAVAILABILITY STATUS

Unavailable Due to Test or
Maintenance
During Plant Shutdown Mode: T&M Reflected
(YES/NO) -
Shutdown
HetSafe/ Model Fault
Cold Mid- Trees
Shutdown Loop Refueling (See Note 1) Comments
YES NO YES YES Unavaiiability due to test and unscheduled maintenance of
(See Note 6) the buses and batteries is modeled in the shutdown trees,

as well as in the at-power trees. It is assumed that
scheduled maintenance on this system is conducted during
refueling mode. The maintenance guidelines provided in
SSAR, Chapter 16, Technical Specification 3.8.1.

YES NO YES YES Unavailability due to test and unscheduled maintenance of

(See Note 6) the buses and batteries is modeled in the shutdown trees,

as well as in the at-power trees. It is assumed that
scheduled maintenance on this system is conducted during
refueling mode. The maintenance guidelines provided in
SSAR, Chapter 16, Reliability Assurance Program, Table
16.2-2.

N/A N/A N/A N/A Downtime duc to failed components are incorporated into
the avatlability equations which are used to generate the
basic event data for the 1&C models, consistent with the
at-power PRA modeling. The DAS maintenance
guidelines are provided in SSAR, Chapter 16, Reliability
Assurance Program, Table 16.2-2. The PMS maintenance
guidelines are provided in SSAR, Chapter 16, Technical
Specification 3.3.
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54. Low-Power and Shutdown Risk Assessment

AP600O

Notes:

. It is assumed the scheduled maintenance on the systems in the table is conducted during refueling mode.
Maintenance shown for the other shutdown modes are assumed to be unscheduled maintenance.

2. Itis assumed that operability of the motor-operated valves on the gravity injection lines to open is verified prior
to isolating the IRWST, before entering mid-loop condition. This functional test must verify both the automatic
and manual actuation capabilities for these valves. Therefore, a conservative mission time of 220 hours is used
to calculate the failure probabilities of these valves. Similarly, the operability of the motor-operated valve on
the RNS pump suction line to open is also verified prior to entering a mid-loop condition. This test must

verify the manual actuation capability. The drained mission time, 120 hours, is used to calculate the valve
failure probability.

3. The same common cause failure probability of the instrumentation and control software, used in the at-power
analysis, is used in the evaluation of all shutdown conditions.

4.  The at-power PRA assumes a quarterly testing interval for the instrumentation and control hardware
components. The quarterly testing interval is also reflected in the shutdown assessment for the instrumentation
and control hardware failures for events during hetsafe/cold shutdown conditions. It is assumed that the
instrumentation and control support for the IRWST valves is tested prior to entering mid-loop condition;
therefore, the mission time of 220 hours is used to calculate the failure probability of the instrumentation and
control that supports the IRWST operation for events during mid-loop condition.

5. For the normal residual heat removal and its support systems, there will be no planned maintenance during
shutdown. Scheduled maintenance will be done during at-power operation. Therefore, both trains of normal ‘
residual heat removal will be available when entering shutdown conditions. If one train of normal residual heat
removal is lost during nondrained, cold shutdown conditions, the plant will be kept in the nondrained, cold
shutdown condition until normal residual heat removal capability is restored. If one train of normal residual
heat removal is lost during drained conditions, the plant must be taken from drained condition to the
depressurized but filled condition and normal residual heat removal capability restored.

6.  Unavailabilities due to test and unscheduled maintenance of the electrical and instrumentation and control
components that support the RNS and its support systems and the IRWST during mid-loop condition are not
modeled, because of the operational requirements stated above. Because these unavailabilities are included in
the fault tree modeis used, they were removed from the reduced files prior to event tree quantification.

7. Technical Specifications 3.4.12 to 3.4.14 specify the requirements for the ADS valves to be open prior to
entering a reduced inventory condition.
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54. Low-Power and Shutdown Risk Assessment

‘ Tables 54-9 through 54-54 are unchanged.
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54. Low-Power ar 4 Shutdown Risk Assessment
APGOO

Table 54-55

COMMON CAUSE FAILURE E\ ‘TUATED FOR SHUTDOWN

Identifier Description Unavailability
IWX-MV-GO1 IRWST isolation valves PXS-121A/B fail to 1.0E-S/hr x 220/2 x 5.0E-2
open when the piant ‘s at mid-loop conditions = 5.5E-05/d

(see Notes 1 and 3)

RNX-PM-ERX RNS pumps fail to run for 220 hours (nondrained) | 2.5E-05 x 220 x 2.6E-02
= | 4E-04/d

RNS pumps fail to run for 120 hours (drained)

2.5E-05 x 120 x 2.6E-02

= 7.8E-05/d
(see Note 2)
SFX-MV-GCS Spent fuel system motor-operated valves 1.0E-5/hr x 1752072 x 5.0E-2 =
SFS-V034 & -VO035 fail to close 4.4E-03/d
N/A Hot leg level instruments fail to provide reactor | 6.0E-7/hr x 17520/2 x 5.0E-2 =

coc. - . vel indication

2.6E-04/d (see Note 4)

Note:

This table documents common cause failures ca'_ulated specifically for the shutdown assessment. The common
cause failures in this table were not used in ne at-power PRA. The other common cause failures modeled in the
shutdown assessment fault trees (or event trees) are also used in the at-power cases, and are not reflected in this
table.

3, Motor-operated valves PXS-VI21A&B are stroke tested just prior to entering mid-loop conditions; therefore
the mission time of 220 hours at mid-loop is used to calculate this common cause failure. The mission time
(t) 1s divided by 2, since th2 IRWST is in standby mode during this time.

2. The RNE is expected to operate throughout the 220/120 hour mission times (nondrained/drained), therefore
this CCF calculations are done with the 220/120 hours without dividing by 2.

3. This common cause failure is conservatively calculated with only a beta factor, iniplying that 2 or more valves
fail by common cause. Effectively no credit is taken for the third valve (RNS-V023) in CCF. This is done
since:

a. The beta factor is 0.78 and provides only a marginal improvement if used.

b. This way, detailed modeling of the joint CCF between IWRNS and IW2A (or IW2A0 or
IW2AP) is avoided.

4, The beta factor of (.05 for the hot leg level instruments is taken from Reference 54-1, Section A3
(Page A.A 29); 0.05 is the recommended generic bet factor for "failure to continue functioning or spurious
operation” of components not specified in the URD, Table A3-1.
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. Tables 54-56 through 54-91 are unchanged.
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Table 54-92 (Sheet 1 of 2)
MATRIX OF SHUTDOWN INITIATING EVENTS SCREENING PROCESS
Initiat mg Modes Mode 3 Mode 4 Mode § Mode 6
Even 1&2 Hot Standby Safe Shutdown Cold Refueling
At-Power | RCS > 420°F 420°F > RCS > Shutdown RCS Open
200°F RCS < 200°F
Loss of Coolant Accidents
Large LOCA | X 1 2 2 2
Medium X 1 2 2 2
LOCA
CMT Line X 1 2 2 2 \
Break
SI Line Break | X 1 2 2
Intermediate X 1 2 2
LOCA
‘ | Small LOCA | X 1 4 4 3
RCS Leakage | X 1 4 2
PRHR Tube X 1 2 3 3
Rupture f
£G Tube X 1 2 2 2
Rupture
RV Rupture X 1 2 2 2
ISLOCA X 1 4 | 4 2
ﬂ Transients
| spurious Trip | X 2 2 2 2
Loss of RC X 1 1 3 3
Flow
LOMFW X 1 3 3 3
(1 SG)
Core Power X 2 2 2 2
Excursion

@\mmm e
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54. Low-Power and Shutdown Risk Assessment
AP&00

MATRIX OF SHUTDOWN INITIATING EVENTS SCREENING PROCESS
Initiating Modes Mode 3 Mode 4 Mode § Mode 6
Event 1&2 Hot Standby Safe Shutdown Cold Refueling

At-Power | RCS > 420°F 420°F > RCS > Shutdown RCS Open
200°F RCS < 200°F |

| Loss of X s 4 4 |
CCS/SWS
LOMFW X 1 3 3 3
(2 SG)
Loss of X 1 3 3 3
Condenser
Loss of X 1 1 1 1
Comp. Air

“ LOOP X 4 4 4 4
MSLB X 1 2 2 2
(2 Categories)
Stuck-Open X 1 2 2 2
MSSV .

“ Anticipated Transients Without Scram
ATWS - X 2 2 2 2
3 Categories

Notes:

X - Considered in at-power PRA.

1- Screened because plant response bounded by at-power event.

2- Screened because RCS conditions preclude occurrence of the event.

3- Screened because system alignment precludes occurrence of the event.

4 - Evaluated in Shutdown PRA.
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-1

LOSP During Hot/Coid Shutdown (RCS Filled) Event Tree
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-2

Loss of RNS Initiator During Hot/Cold Shutdown (RCS Filled) Event Tree
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34. Low-Power and Shutdown Risk Assessment
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54, Low-Power and Shatdown Risk Assessment
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Figure 54-4

LOCA/RINS Pipe Rupture During Hot/Cold Shutdown (RCS Filled) Event Tree
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54. Low-Power and Shutdown Risk Assessment :
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Figure 54-5

LOCA/RNS-V024 Opens During Hot/Cold Shutdown (RCS Filled) Event Tree
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54. Low-Power and Shutdown Risk Assessment

AP60O0D

» M
el %
Lis2al e i
R L LP-3BE
- MANO4 | W
Lis3a I y
L BF
Ev Descr
RC RCS 41 " OOF
i MANLIA
ORAY
GRAV 4 NE
Figure 54-6

Overdraining of Reactor Coolant System During Draindown to Mid-Loop
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-7

Loss of Offsite Power (RCS Drained) Event Tree
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-8
Loss of RNS Initiator (RCS Drained) Event Tree
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-9
Loss of CCW/SW Initiator (KCS D.ained) Event Tree
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-10

LOCA/RNS-V024 Opens (RCS Drained) Event Tree '
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-11

Accumulator Injection (Dilution Scenario) Event Tree
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£4. Low-Power and Shutdown Risk Assessment
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Figure 54-12
Shutdown Transient Case SD1B2 RCS Pressure vs. Time
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Low-Power and Shutdown Risk Assessment
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Figure 54-13

Shutdown Transient Case SD1B2 Mass Flow Rate vs., Time
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-14
Shutdown RNS Break Case SD3A (3500 gpm)
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-15
Shutdown RNS Break Case SD3A2 (2000 gpm)
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o 54. Low-Power and Shuidown Risk Assessment
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Figure 54-16

Shutdown RNS Break Case SD3A3 (1000 gpm)
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54. Low-Power and Shutdown Risk Assessment
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Figure 54-17

Shutdown Plant Damage State Substate Event Tree for LP-ADS
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fvent Pescr iption
PP LOV PONER EVENT PLANT DAMAGE STATE
! ISICATE CONTAINMENT
Py OPERATE POSITIVE CONTAINMENT COOLING SYSTEM
1 (PERATE HYDROGEN CONTROL SYSTEM
» FLODD REACTOR CAVITY ¥ITh IRNST WATER
“u RECIRCULATE CONTAINMENT WATER INTD CAVITY FOR LONG TERM DEB
Note: Failure of node RW is guoranteed if IR faoils, because accumulafors ere isolated;

there is insutficient water to recirculate into the reactor cavity.
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LPPBS LIV PONER [EVENT PLANT UAMALS STATL
1 ISOLATE CONTATNMENT
P OPERATE POSITIVE CONTAINMENT COOL ING SYSTEM
106 OPERATE HYDROGEN CONIREE SYSTEM
IR FLOBD REACTOR CAVITY WITH IRWST WATER
“u RECIRCLLATE CONTAINMENT WATER INTD CAVITY F0R LOMG-TERM DEB
Note: Failure of node RW is guaranteed if IR fails, becouse cccumulators are isolated;

there is insufficient water to recirculate into the reactor cavity.

JUBWISSISSY HSTY UMOPINYS PUB JIMOJ-MO] ‘p§




dnyrepw

q1:dm g-pgrumdnypeiyeahoogdn w
9661 ‘L sunf

91evs

mm!tum@ T

MAE-d'T 10) P1L, JUIAT NEISGNS NS IBeweq] JuEld UMOPINYS

0Z-ps 2By

PPy ! P 16 e oV
£-I80 -1
[WF §2 — LP-3BR-¢
i 0 LP- 38R
PRk -4
Vil
ok 14F §2 i PR
1.0 LP-JBR ¢
LP- 388
14F 52 LP-3BR-8
Pl 1.0 LP- 18R -9
L ¥ ."g;:_ﬁ _ LP-I1ER-16
—v‘\—‘t————{]—ul.'——— e e e Lt "dk X‘
1.3 LP-3BR-
1P 3Bk 13
o P IBE- 14
(P-3BR 1S
tvent Bescriptior
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¥ FLONE REACTIR CAVITY Wil IRNST WATEE
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Event Bescription

LPPDS LUV PINIER EVENT PLANT DAMAGE STATE

s ISOLATE CONTATHMENT

Pl OPERATE POSITIVE CONTAINMENT CODUING SYSTEN

G (PERATE HYDROGEN CONTR(E SYSTEM

{3 FLODS REACTOR CAVITY WITH IRUST WATER

'] RECIRCUAATE CONTAINMENT WATER INTD CAVETY FUR LUNG-TERM DEB

Note: Failure of node RW is guaranteed if IR fails, because accumulaters are isolated;
there is insufficient water to recirculate into the reactor cavity




