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Legal Notice

This document was prepared by the General Electric Company (GE). No other use, direct or
indirect, of the document or the information it contains is authorized; and with respect to any
unauthorized use, neither GE nor any of the contributors to this document makes any
representation or warranty (express or implied) as to the completeness, accuracy, or usefulness of
the information contained in this document or that such use of such information may not infringe
privately owned rights; nor do they assume any responsibility for liability or damage of any kind
which may result from such use of such information. Furnishing this document does not convey
any license, express or implied, to use any patented invention or any information of GE disclosed

herein, or any rights to publish or make copies of the document without prior written permission
of GE.

Bars in left-hand margin denote substantive changes to this version from the previous

revision; for example, where the only change is the number of an equation, that change has not
been highlighted.

i



NEDO-32176, Rev. 1

Acknowledgments

TRACG is the resuit of the technical contributions from many individuals and organizations.
At the General Electric Company (GE), significant contributions to the development of TRACG
have been made by M. M. Aburomia, Md. Alamgir, K. H. Chu, J. R. Fitch, and
V. Parameswaran. The advice and careful review from G.E. Dix is highly appreciated. Also,
J. E. Wood has provided valuable counsel.

The contributions to the TRACG development from H. Uematsu of Toshiba and
Y. Fukasawa of Hitachi are acknowledged.

Earlier versions of this code were developed as a result of a technical collaboration between
Idaho National Engineering Laboratory (INEL) and GE. Substantial contributions to the models
have been made by M. M. Giles, S. Z. Rouhani, R. W. Shumway, G. L. Singer, J. W. Spore,
D. A. Taylor and W. L. Weaver of INEL. The joint development was sponsored by GE, the
Nuclear Regulatory Commission (NRC) and the Electric Power Research Institute (EPRI). The
project leadership of W. D. Beckner of the NRC and M. Merilo and P. Kalra of EPRI is also
acknowledged.

TRACG, like earlier BWR versions of TRAC, has inherited many features from TRAC-P1A
developed at the Los Alamos National Laboratory. The contribution of the basic TRAC
framework, as well as useful consultations obtained from members of the Safety Code
Development Group at LANL, are gratefully appreciated.

ii



NEDQ-32176, Rev. 1

Contents

Section
1.0 Introduction

1.1 Scope and Capabilities

1.2 Background

1.3 Enhancements in Revision |
1.4 References

2.0 Modular Structure

2.1 Component Modules
2.2 Component Interfaces

2.2.1 Flow Connections

2.2.2  Heat Transfer Connections
2.3 Control System

3.0 Thermal-Hydraulic Model

3.1 Field Equations
3.1.1 Nomenclature
3.1.2 Model Formulation and Assumptions
3.1.3 Noncondensible Gas
3.1.4 Liquid Solute
3.1.5 One-Dimensional Field Equations
3.2 Finite Difference Formulation
3.2.1 One-Dimensional Finite Difference Formulation
3.2.2 Three-Dimensional Finite Difference Formulation
33 Modifications to Momentum Equations
3.3.1 Critical Flow
3.3.2 Cecunter-Current Flow Limitation
3.3.3 Srraufied Horizontal Flow
34 References

4.0 Heat Conduction Model

4.1 Governing Equation for Heat Conduction in Solid Materials
41.1 Lumped Slab Formulation of the Heat Conduction Model
4.1.2  One-Dimensional Formulation of the Heat Conduction Model
42 Finite Difference Formulation of Heat Conduction Equation
42.1 Lumped Slab Heat Conduction
422 One-Dimensional Heat Conduction in Cartesian Coordinates
4.2.3  One-Dimensional Heat Conduction in Cylindrical Coordinates

Contents v



NEDO-32176, Rev. 1

Section

43
5.0
5.1

- B
53

6.0

6.1

6.2

6.3

64

vi

Contents (Continued)

References
Flow Regime Map

Basis for Flow Regime Map in TRACG
5.1.1 Churn to Annular Transition
5.1.2 Entrainment

5.1.3 Horizontal Flow

Assessment and BWR Applicability
References

Models and Correlations

Interfacial She

6.1.1 Backg: und

6.1.2  Relation to Drift Flux Parameters
6.1.3  Bubbly/Churn Flow

6.14  Annular Flow

6.1.5 Droplet Flow

6.1.6  Annular/Dropilet Flow

6.1.7 Modifications to Interfacial Shear
6.1.8  Assessment and Applicability to BWR
6.1.9 References

Wall Friction and Form Losses

62.1 Wall Friction

6.2.2 Form Losses at Abrupt Expansions and Contractions
6.2.3  Assessment and Applicability to BWR
6.24 References

Critical Flow

6.3.1 Technical Basis and Assumptions
6.3.2 Implementation Details

6.3.3  Calculation of Local Sonic Velocity
6.3.4 Determnination of Choked Flow Phasic Velocities
6.3.5 Applicability

6.3.6 Assessment and Applicability to BWR
6.3.7 References

Two-Phase Level Model

6.4.1 Level Detection

6.4.2 Calculation of Level Parameters

Contents



NEDQO-32176, Rev. ]

Contents (Continued)

Section

643 Model As Coded
6.44  Applicability
645 Assessment
6.4.6 References
6.5 Interfacial Heat Tr . fer
6.5.1 Background
6.5.2 Interfacial Area
6.5.3  Bubbly/Churn Flow
6.54 Annular Flow
6.5.5 Droplet Flow
6.5.6  Annular/Droplet Flow
6.5.7  Transition to Annular Flow
6.5.8  Free Surface in Vertical Pipes or 3D Cells
6.5.9 Horizontal Stratified Flow in a Pipe
6.5.10 Upper and Lower Limits for the Interfacial Heat Transfer
6.5.11 Assessment and Application to BWR
6.5.12 References
6.6 Wall Heat Transfer
6.6.1 Background
6.6.2 Heat Transfer Selection Logic
6.6.3  Single-Phase Convection to Liquid
6.6.4 Subcooled and Nucleate Boiling
6.6.5 Single-Phase Convection to Vapor
6.6.6 Boiling Transition Criteria
6.6.7 Minimum Stable Film Boiling Temperature
6.6.8 Transition Boiling
6.6.9 Film Boiling - Low Void Fraction
6.6.10 Film Boiling - High Void Fraction |
6.6.11 Condensation Heat Transfer in the Presence of Noncondensible Gases |
6.6.12 Thermal Radiation ‘
6.6.13 Quenching Heat Transfer |
6.6.14 Metal-Water Reaction ‘
6.6.15 Assessment and Application to BWR
6.6.16 References
6.7 Turbulent and Molecular Mixing Models
6.7.1 Technical Basis and Assumptions
6.7.2  Applicability
6.7.3  References

Contents Vit




NED-32176, Rev. 1

Section

7.0

7.1
7.2

1.3
74
1.3

7.6

17

7.8.

79

viil

Contents (Continued)
Component Models
Pipe
Pump
7.2.1  Pump Governing Equations
7.22 Pump Head and Torque Homologous Curves
7.2.3  References
Valve
Tee
Fuel Channel
7.5.1 Leakage Flows
7.5.2  Fuel Pellet Gap Conductance
7.5.3 Cladding Perforation
7.54 Thermal Radiation Heat Transfer
7.5.5 Critical Power
7.5.6  Upper Bound Temperature Estimate
7.5.7 Water Rod Model
7.5.8 References
Jet Pump

7.6.1 Jet Pump Momentum Source
7.6.2  Jet Pump Form Loss Coefficients
7.6.3  Applicability

764 Assessment

7.6.5 References

Steam Separator

7.7.1  Technical Basis and Assumptions
7.7.2  Model Formulations

7.7.3  Carryunder and Carryover

7.74  Assessment

7.7.5 References

Vessel

7.8.1 Steam Dryer

7.8.2  Upper Plenum Model

7.8.3 References

Heat Exchanger

7.9.1 Model Assumptions

7.9.2 Heat Transfer Correlations

7.9.3 References

Contents



NEDO-32176, Rev. 1

Contents (Continued)

Section

7.10  Boundary Conditions

7.10.1 Velocity Specified Boundary Conditions

7.10.2  Pressure Specified Boundary Conditions
7.11  Containment Components

7.11.1 Drywell

7.11.2 Wetwell

7.11.3 GDCS Pools

7.11.4 Isolation Condenser (IC)/Passive Containment Condenser (PCC)

Pools

7.11.5 PCC/AC Units

7.11.6 Depressurization Valves

7.11.7 Safety/Relief Valves (SRVs) and Quenchers

7.11.8 Horizontal Vent System

7.11.9 GDCS Equalizing Lines

7.11.10 Vacuum Breakers

7.11.11 Break

8.0 Numerical Method

8.1 Finite Difference Formulation of Heat Conduction Equation
8.1.1 Lumped Slab Heat Conduction
8.1.2  One-Dimensional Heat Conduction in Cartesian Coordinates
8.1.3  One-Dimensional Heat Conduction in Cylindrical Coordinates
8.2 Discretization of Hydraulic Equations
8.2.1 Predictor Step
8.2.2 Network Solution
8.23  Corrector Step
8.24 Time Step Control
8.3 References

9.0 Three-Dimensional Neutron Kinetics Model

9.1 Model Formulation and Assumptions

9.2 Nuclear Parameters

9.3 Decay Heat Model

94 Thermal-Hydraulic Interface and Implementation
9.5 Solution Procedure

9.6 References

Contents ix



NEDO-32176, Rev. |

Contents (Continued)
Section
10.0  Control System
10.1  Control Blocks
10.2  Control System Interfaces
10.3  Control System Solution Procedure
Appendices
A Differences Between TRACG and TRAC-BF1
B Thermodynamic and Transport Fluid Properties
e Material Properties
D Derivation of the Isenti opic Sound Speed as a Function of Pressure
and Temperature for a Single-Component, Single-Phase Substance
E Derivation of the Two-Phase, Two-Component HEM Sonic Velocity

Contents



NEDO-32176, Rev. 1

Hlustrations

Figure

2.0-1 Simulation of a BWR/6

3.2-1 Staggered Gnd Variables

3.2-2  Cylindrical Coordinate System with Staggered Grid

3.3-1 Void Gradient Gravity Head

4.2-1 One-Dimensional Wall Geometry in Cartesian Coordinates

4.2-2  One-Dimensional Wall Geometry in Cylindrical Coordinates

4.2-3  One-Dimensional Fuel Rod Geometry

5.1-1  Flow Regime Map

5.1-2  Flow Regime Map

6.1-1 Right-Hand Side of Vapor Momentum Equation

6.1-2  Drift Flux Correlation and CCFL

6.3-1 Choking Cell Configuration

6.4-1 Two-Phase Level with Normal Void Profile

6.5-1 Sparrow-Uchida Degradation Factor

6.6-1 Boiling Curve

6.6-2  Selection Logic for Wall Heat Transfer Coefficient

6.6-3  Dittus-Boelter Correlation Plotted Along with Data for Forced, Turbulent
Convection in Tubes

6.6-4  Fishenden and Saunders Correlation (Equation. 6.6-4) Plotted Against
Natural Convection Data for Vertical Surfaces

6.6-5 Heat Transfer Coefficients Predicted by Three Pool Boiling Correlations
vs. Wall Superheat

6.6-12 Comparison of Modified Bromiey with Data During Reflood Test

6.6-13 Peak Cladding Temperature for a BWR Fuel Element

6.6-14 "Radiation Only" Experiment

6.6-16 Heat Transfer Coefficients Predicted by K-S-P and Vierow-Scl.rock
Correlations versus Vierow's Experimental Data

6.6-17 Comparison of the V-S and K-S-P Predictions of Heat Transfer Degradation
Due to the Presence of Air

6.6-20 Radiation Heat Transfer at a Surface

7.1-1  PIPE Noding Diagram

7.2-1 PUMP Noding

7.2-2  Single-Phase Homologous Head

7.2-3  Fully Degraded Homologous Head Curves

7.2-4  Head Degradation Multiplier

7.2-5  Single-Phase Homologous Torque Curves

7.2-6  Fully Degraded Homologous Torque Curves

7.2-7  Torque Degradation Multiplier

Nlustrations xi



NEDO-32176, Rev. 1

7.3-1
7.4-1
7.4-2
7.5-1
7.5-2
7.5-3
7.6-1
7.6-2
7.6-3
7.7-1
1.7-2
7.8-1
7.8-4
7.8-5
7.9-1

7.10-1
7.10-2
7.11-1
7.11-4
7.11-5
8.2-1
8.2-2
9.0-1
9.0-2
94-1
10.1-1
10.2-1

xil

Illustrations (Continued)

VLVE Noding Diagram

TEE Noding Diagram

Sample Noding Scheme for Tee Component
Channel Noding Diagram

Simplified Reactor Nodalization Showing CHAN Components
Leakage Flow Paths

Jet Pump Nodalization

Simple Noding Scheme for Jet Pump Component
Jet Pump Flow Regimes

Typical Types of Steam Separators

Schematic of the Separator Model

Boundaries of a Three-Dimensional Mesh Cell
Sample Geometry for Double-Sided Heat Slab
Dryer Efficiency Summary

Model of Feedwater Heater Using a HEAT Component (modified TEE)

and PIPE Component for the Tube Bank
FILL Noding Diagram

BREK Noding Diagram

SBWR Containment

Horizontal Vent Component

Pressure Suppression Test Facility
Junction of 1-D Components

Junction of 1-D and 3-D Components
X-Y-Z View of the Core

Node and Mesh Arrangement for a Given Bundle
Data Transfer Between TRACG Models
Schematic Control Block Diagram
Simplified BWR Pressure Control System

Contents



NEDO-32176, Rev. ]

Table

1.3-1  NUREG-1230 Requirements

6.3-1 Equilibrium Critical Flow Regimes

6.3-2  Input Call Parameters to CHOKE Subroutine

6.3-3  Outputs from Subroutine CHOKE

6.3-4  Summary of TRACG Choking Correlations and Throat Conditions

6.6-1 Selection Logic for Wall Heat Transfer

6.6-2  Range of Conditions for Data Used in Testing Correlations

6.6-3  Comparison of Correlations

6.6-5 Biasi Correlation Compared to Chalk River Data Bank

7.2-1  Definitions of the Four Curve Segments that Describe the Homologous |
Pump Curves |

7.3-1 Control Options for VLVE

7.6-1 Mixing Losses

7.6-2 Nozzle Losses

7.7-1  Summary of Parameters Used in the Separator Model

8.2-1 Energy Error for PSTF Vessel Blowdown 5801-15

10.1-1 Description of Control Block Operations

10.2-1 Control System Input/Output Variables




NEDQO-32176, Rev. ]

Abstract

This document provides a description of the models in TRACG. TRACG is a computer
codc for the prediction of boiling water reactor transients ranging from simple operational
transients to design basis loss-of-coolant accidents, stability and anticipated transients without
scram. TRACG incorporates a two-fluid thermal-hydraulic model for the reactor vessel. the
primary coolant system and the containment and a three-dimensional kinetics model for the
reactor core. The physical models and the numerical scheme are described in this report. The
basic conservation equations and their solution are detailed, and the models needed for the
closure relationships are developed.

Revision 1 is also intended to serve as a Models and Correlations Report for TRACG. It
expands the description of the individual models and correlations utilized in the code. The
technical basis and assumptions, implementation details and range of applicability are discussed
for each correlation.

Abstract
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1.0 Introduction

TRACG is a General Electric (GE) proprietary version of the Transient Reactor Analysis
Code (TRAC) [1-1,1-2]. It is a best-estimate code for analysis of boiling water reactor (BWR)
transients ranging from simple operational transients to design basis loss-of-coolant accidents
(LOCAs), stability and anticipated transients without scram (ATWS).

1.1 Scope and Capabilities

TRACG is based on a multi-dimensional two-fluid model for the reactor and containment
thermal hydraulics and a three-dimensional neutron kinetics model for the reactor core.

The two-fluid model used for the thermal hydraulics in TRACG is fundamentally the same
as the basic two-fluid model in TRAC-PF1 [1-2] and TRAC-BFI [1-1]. The two-fluid model
solves the conservation equations for mass, momentum and energy for the gas and the liquid
phases. TRACG does not include any assumptions about thermal or mechanical equilibrium
between the phases. The gas phase may consist of a mixture of steam and noncondensible gases,
and the liquid phase may contain dissolved boron. The thermal-hydraulic model is a multi-
dimensional formulation for the vessel component and a one-dimensional formulation for all
other components.

The conservation equations for mass, momentum and energy are closed through an extensive
set of basic models consisting of constitutive correlations for shear and heat transfer at the
gas/liquid interface as well as at the wall. The constitutive correlations are flow regime
dependent, and are determined based on a single flow regime map, which is used consistently
throughout the code.

In addition to the basic thermal-hydraulic models, TRACG also contains a set of component
models for BWR components, such as recirculation pumps, jet pumps, fuel channels, steam
separators and dryers. TRACG, furthermore, contains a control system model capable of
simulating the major BWR control systems such as the pressure, level and recirculation flow
control systems.

The three-dimensional kinetics moas) is consistent with the GE BWR core simulator
PANACEA [1-3]. It solves a modified <e-group diffusion model with six delayed neutron
precursor groups. Feedback is provided froi1 the thermal-hydraulic model for moderator density,
fuel temperature, boron concentration and coatrol rod position.

‘The TRACG structure is based on a modular approach. The TRACG thermal-hydraulic
model contains a set of basic components, such as pipe, pump, valve, tee, channel, jet pump,
steam separator, heat exchanger and vessel components. System simulations are constructed
using these components as building blocks. Any number of these components may be combined.
The number of components, their interaction, as well as the detail in each component, are

Introduction 1-1
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specified through code input. TRACG consequently has the capability to simulate a wide range
of facilities, ranging from simple separate effects tests to complete BWR plants.

TRACG has been extensively qualified against separate effects tests, component
performance data, integral system effects tests and full-scale BWR plant data. Separate
qualification for the basic models against separate effects tests and component qualification
against BWR component performance data are included in this report. The purpose of this
qualification is to demonstrate the applicability of the basic models in TRACG and to quantify
the model uncertainty.

1.2 Background

TRAC was originally developed for pressurized water reactor (PWR) analysis by Los
Alamos National Laboratory (LANL), the first PWR version of TRAC being TRAC-P1A [1-4].
The development of a BWR version of TRAC started in 1979 in close cooperation between GE
and Idaho National Engineering Laboratory. The objective of this cooperation was the
development of a version of TRAC capable of simulating BWR LOCAs. The main tasks
consisted of improving the basic models in TRAC for BWR applications and in developing
models for the specific BWR components. This work culminated in the mid eighties with the
development of TRACBO4 at GE [1-6-1-12] and TRAC-BD1/MODI1 at INEL [1-5], which were
the first major versions of TRAC having BWR LOCA capability. Due to the joint development
effort, these versions were very similar, having virtually identical basic and component models.
The GE contributions were jointly funded by GE, the Nuclear Regulatory Commission (NRC)
and Electric Power Research Institute (EPRI) under the REFILL/REFLOOD and FIST programs.

The development of the BWR version has continued at GE since 1985. The objective of this
development was to upgrade the capabilities of the code to include transient, stability and ATWS
applications. During this phase, majer developments included the implementation of the three-
dimensional kinetics model and an implicit integration scheme into TRAC. The containment
simulation was included for simplified boiling water reactor (SBWR) applications, and the
simulation of the BWR fuel bundle was also improved. TRACG was the end result of this
development.

This document is intended to be a complete, stand-alone description of TRACG. Because of
their common ancestry, a number of sections are similar to those for other versions of TRAC,
notably TRAC-BF1. Major differences between TRACG and TRAC-BF! are discussed in
Appendix A.

1.3 Enhancements in Revision 1

Revision 1 of this report has been expanded to provide additional details on the models and
correlations. It is also intended to serve the purpose of a Models and Correlations Report as
defined in the Compendium of ECCS Research for Realistic LOCA Analysis, NUREG-1230
[1-15].  This documentation supports the Code Scaling, Applicability and Uncertainty

1-2 Introduction
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Methodology [1-16] used for the application of best-estimate computer codes. According to
NUREG-1230, the objectives of the documentation on the models and correlations are to:

* Provide detailed information on (the quality of) the closure equations (i.e., on correlation
models and/or criteria used in the code).

* Describe how these closure equations are coded in the program and (to) assure that what
1s coded is indeed what the code uses.

* Provide a technical rationale and justification for using these closure relations in the
range of interest to nuclear power plant (NPP) safety evaluations.

These objectives are to be met by providing the following information on each
model/correlation:

(1) The original correlation:

(a) Source or reference

(b) Database

(¢) Accuracy

(d) Applicability to NPP conditions

(2) Assessment of effects if the model/correlation is applied outside its database.
(3) Implementation of the model/correlation in the code.
(4) Description of modifications required to overcome computational difficulties.

(5) Assessment of effects of implementation and/or modification on code overall
applicability and accuracy.

Table 1.3-1 shows where these requirements have been addressed in the subsections of
Sections 6 and 7. It is not practical to address the assessment of the code in detail in the Model
Report. For this purpose, the TRACG Qualification Report has been frequently referenced.

Revision 1 also includes new models that have been added. These are:

* Capability for multiple noncondensible gas species (Section 3.1). Previously only one
gas could be treated in addition to steam.

* A correlation (Forster-Zuber) for poo! boiling (Section 6.6.4).

* The Kuhn-Schrock-Peterson correlation for condensation in the presence of
noncondensibles (Section 6.6.11).

Introduction 1-3
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* The Uchida correlation as an option for condensation heat transfer from walls in the
presence of noncondensibles (Section 6.6.11).

* An interpolation method for the calculation of the degradation factor for heat transfer to
different species of noncondensible gases (Section 6.6.11).

These models were implemented after the release of the TRACG Quaiification Report [1-
13]. However, these models only affect the calculation of condensation heat transfer in the
presence of noncondensibles, the distribution of noncondensible species in the drywell and the

heat transfer in the condenser pools. Thus, none of the results, with the possible exception of the
GIRAFFE test facility analysis, should be affected.
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1-1
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Table 1.3-1
NUREG-1230 Requirements
Requiremeni TRACG Section

1. The original correlation: Technical Basis and

a. Source or reference Assumptions

b. Database

c. Accuracy

d. Applicability to NPP conditions Applicability
3. Implementation of the model/correlation in the code. Implementation
4. Description of modifications required to overcome

computational difficulties.
2. Assessment of effects if the model/correlation is applied Assessment

outside its database.

Assessment of effects of implementation and/or modification
on code overall applicability and accuracy.

1-6
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2.0 Modular Structure

TRACG has a modular structure and flexible geometry capability. It contains a set of basic
thermal-hydraulic components, such as vessel channel, pipe and tee components. These
components are then used as building blocks to construct the system simulation. An example is
shown in Figure 2.0-1, where a BWR/6 reactor vessel is simulated with the TRACG components.

The components can be connected through flow paths or heat transfer paths. The components
are described in detail in Section 7.

[ l
VENT AND HEAD SPRAY ‘ ‘ / VSsL
L
i
i
_— PIPE
i B Ko
}
.- SEPARATOR
1 /
}-
/ PIPE
CORE SPRAY LINE }
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e PIPE
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CORE SPRAY SPARGEN s oo et ’ y -
! ] \ J
' - s JETP
ET m ———————— ‘ i /
FUEL CHANNELS
_~ PIPE
RECIRCULATION LINE F‘=/
i _\ix
| e —" TEE

VESSEL SUPPORT =" |

CONTROL ROD DRIVES ——" |

IN-CORE FLUX MONITOR

Figure 2.0-1. Simulation of a BWR/6

Modular Structure 2-1
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TRACG also contains a modular control system consisting of a set of control blocks. These
control blocks can be connected either to each other or to thermal-hydraulic components to form
complex control systems such as a BWR water level control system. The control system is
described in detail in Section 10.

2.1 Component Modules

TRACG contains the following thermal-hydraulic components:

PIPE

PUMP

VLVE

JETP

CHAN

HEAT

2-2

The pipe (PIPE) component is the simplest component in TRACG. It contains a one-
dimensional hydraulic model for the fluid flow in the pipe and a one-dimensional
model for the radial heat conduction in the pipe wall. The number of hydraulic cells
for the fluid flow and radial nodes for the wall heat trausfer are specified through
input.

The pump (PUMP) component is similar to the pipe component, except that a model
for a pump is included at one of the cell boundaries in the component. The pump
model calculates the pump speed and the hydraulic head imposed by the pump on the
fluid.

The valve (VLVE) component is similar to the pipe component, except that the flow
area of one of the cell boundaries can be varied to simulate the opening and closing of
a valve.

The tee (TEE) component consists of two pipe components that are connected
together to form a TEE or a WYE.

The separator is an option to the tee component. The primary branch simulates the
standpipe and the separating barrel in a BWR steam separator, and the secondary
branch simulates the liquid discharge path. When the separator option is activated,
special models are included to simulate the separation of the steam and liquid in the
component.

The jet pump (JETP) component is similar to the tee component, except that special
modeis for the interaction and mixing cf the drive and suction flows are included.

The channel (CHAN) component is based on a tee component and includes
simulation of the fuel rods. The primary branch represents the zctive channel, and the
fuel rods are included there. The secondary branch simulates the leakage flow path
from the bottom of a BWR fuel channel. An optional internal branch can be specified
to simulate water rods within the channel. A one-dimensional model is included for
the radial heat transfer in the fuel rods. Special models are included for the power
generation and the heat transfer in the channel component.

The heat exchanger (HEAT) is a composite component. It is based on a tee
component, which represents the primary side of a heat exchanger. The secondary
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side of the heat exchanger is simulated by a pipe component. Special models are
included for the heat transfer between the primary and secondary sides of the heat
exchanger. The heat excnanger component is provided to simplify input generation.
A heat exchanger can be constructed using the heat transfer connection hetween cells
of an input defined primary and secondary side simulation.

VSSL The vessel (VSSL) component is the only multi-dimensional component in TRACG.
It can be nodalized in two dimension® using cartesian coordinates and in two or three
dimensions using cylindrical coordinates. A multi-dimensional version of the
hydraulic model is used for the fluid flow in the vessel component. Heat slabs
simulating the structures can be included at several lo~ations in the vessel component.
A lumped heat slab can be included in every vessel cell and a one-dimensional heat
slab can be included at the boundary between two vessel cells either in the axial or
radial direction.

All the components in TRACG utilize the same basic models. There is a common one-
dimensional hydraulic model used by all the one-dimensional components. The multi-
dimensional hydraulic model is used by the vessel component only, and it is identical to the one-
dimensional model, when reduced to one dimension. One common heat conduction mode) is
used by all the one-dimensional components for the wall heat transfer and by the vessel
component for the radial heat slabs. The one-dimensional heat conduction model used by the
vessel component for the axial heat slabs is similar except for the discretization. Finally, there is
only one set of constitutive correlations for shear and heat transfer in TRACG, and it is used by
all the components.

2.2 Component Interfaces

TRACG components can interface with each other either through fluid flow or through heat
transfer between components.

2.2.1 Flow Connections

One-dimensional components can be connected to each other at their junctions by specifying
the same junction number for two components. A typical example of this is the recirculation line
for a BWR, which can be simulated by combining pipe, pump, valve and jet pump components.

One-dimensional components can be connected to any cell in the three-dimensional vessel
component by specifying a corresponding junction number for the one-dimensional component
and source number for the vessel component. A typical example is the channel component in
| Figure 2.0-1, which is connected to the lower and upper plena in the vessel through the channel
inlet and outlet junctions, and to the bypass region of the vessel through the leakage junction.
Multiple source connections can be made to a single vessel cell.
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2.2.2 Heat Transfer Connections

The walls of a one-dimensional component can communicate with the fluid in any other
component through heat transfer. A typical example of this feature is the channel component in
Figure 2.0-1, where there is heat transfer from the outside of the channel wall to the fluid in the
bypass region of the vessel component. Another example is a heat exchanger, where the primary
and secondary sides can be modelled by tee and pipe components which are connected through
heat transfer.

2.3 Control System

TRACG has a modular control system in addition to the modular components. TRACG has
a large number of control blocks, which perform elementary functions such as adding two
signals. A control block has up to three inputs and one output signal. The input to a control
block can be an output from another control block or a parameter from one of the TRACG
components. An example of the latter is the water level position in a BWR vessel, which is an
input to the water level control system. The output from a control block can go to another
control block or to a TRACG component. An example of the latter is the control of the flow
control valve position in a BWR/6,

2-4 Modular Structure
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3.0 Thermal-Hydraulic Model

The main purpose of the TRACG code is to solve a coupled set of field equations describing
the thermal-hydraulic behavior of the fluid coolants in the BWR system, the flow of energy in the
fuel and the structural components of the reactor, and the generation of the nuclear power in the
reactor core.

The following subsections describe the fluid field equations. The field equations for
structures are described in Section 4 and for the neutron kinetics in Section 9.

3.1 Field Equations

TRACG, like TRAC-PFI/MODI1 [3-1] and TRAC-BF1/MOD1 [3-2], uses a two-phase two-
fluid model for fluid flow in both the one-dimensional (1-D) and tiree-dimensional (3-D)
components. Kocamustafaogullari [3-3], Ishii [3-4], and Delhaye [3-5] have provided detailed
derivations of the equations similar to those used in TRAC, and a more concise derivation related
to the TRAC equations is available in a report by Addessio [3-6]. The fact that this model is
formally ill-posed was the subject of considerable debate several years ago and is discussed by
Stewart and Wendroff [3-7]. However, our experience has always been that this is a moot point,
since the numerical solution procedures effectively introduce n.‘nor modifications to the field
equations, making them well-posed. A paper by Stewait [3-8)] confirms these observations and
demonstrates ciealy that, with normal models for interfacial drag and reasonable finite-
difference nodalizations, the problem solved numerically is well-posed.

3.1.1 Nomenclature

Before presenting the fluid field equations, we need to define certain terminology. In our
nomenclature, the term gas implies a general mixture of steam and noncondensible gases. The
subscript v will denote a property or parameter applying to the gas mixture; the subscript s
indicates a quantity applying specifically to steam and the subscript a formerly used for air now
signifies the summation of all noncondensible gases. The term liguid implies pure liquid water,
and the subscript # denotes a quantity applying specifically to liquid water. For convenience, we
define the following terms that will be used in the subsequent equations and list them
alphabetically with the Greek symbols at the end:

Nomenclature
A flow area between mesh cells
A, interfacial area
Bonix shear term due to turbulence
B, source term in momentum equation
c concentration (boron)
€ internal energy

Thermal-Hydraulic Model 3.1-1
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- mixing term in energy equation
" source term in energy equation
wall shear

interfacial shear

acceleration of gravity

heat transfer coefficient

internal enthalpy

hg - hy

volumetric flux

Kutateladze constant in CCFL correlation

constant in virtual mass term in momentum equation
constant in CCFL correlation

mixing term in continuity equation

:r:r:-m-wi’nmm

=

2
>

source term in mass equation

w

pressure

heat transfer rate

gas constant

radial dimension for 3-D components
temperature

time

cell volume

velocity

dimension for 1-D component

axial dimension for 3-D components

Greek Symbols

o gas volume fraction

N % <« £~ PO VT T TR

¢ interfacial mass transfer rate (I'y = T';)

microscopic density
surface tension

< Q ©

shear tensor

6 azimuthal dimension for 3-D components

Subscript

all noncondensible gases
boron

Thermal-Hydraulic Model
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¢ continuous phase
crit critical velocity
d dispersed phase
f saturated liquid
g saturated steam
i interface
) liquid phase
n noncondensible gas
r relative (vapor-liquid)
$ steam
sat saturation
v gas phase (mixture)
w wall
Superscript
d donor celled
n time step number

In the discussion of the finite-difference equations, all quantities except for the velocities are
centered in the hydrodynamic cell (cell-centered), and the velocities are cell-edge quantities.

3.1.2 Model Formulation and Assumptions

The basic two-phase, two-fluid model consists of the volume and time averaged
conservation equations for mass, momentum and energy for each phase as given by Stuhmiller
[3-9]):

Gas Mass:

g—((apv)= -V.(apv‘_’v)"'rvi (3.1-1)

Liquid Mass:

%((l—u)m): ~Ve((l-a)p,¥,)+ T}, (3.1-2)

Conservation of mass at the interface require:

I+l =0 (3.1-3)
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Ga: Momentum:

J

a(apviv)+V-(apv§va)=-.V(an)+ V-(a;v }vapvgﬂ:dv (3.1-4)

where the interphase momentum transfer term is given by:

h:iv =I,v,; +P,Va-Vaer, (3.1-5)

Liguid Momentum:

£ (1=a)p,v, +Vo((l—a)pﬁﬁl):-V((l—a)P[)+Vo (l-—a):t(

ot

(3.1-6)

+(l-a)p,§+r:4f
where:

M, =TV, +P,V(-0)-V(I-a)s1y (3.1-7)
Conservation of momentum at the interface requires:

r’ :
> [Py + =2 | Vay - Vay o1y |= f (3.1-8)
K Pi

where k represents the liquid and gas phases, and f4 is the pressure drop caused by the curvature
of the interface.

In TRACG a number of simplifying assumptions have been made for the momentum

equations:

3.1-4

The mass transfer terms have been neglected. This is justifiable as these terms are
small compared to the other interfacial forces like the interfacial drag. (For nucleate

boiling in a BWR at a power density of 50 kW// the interfacial force due to mass
5410

hfx
v, = 0.3 m/sec, whereas the interfacial drag balancing the buoyancy is given by
o (1-0) Ap g = 1.6 » 103 kg/m2-sec?, using o = 0.4 and ¥ - 7 MPa).

transfer i1s T v, =

. ve = 10 kg/m?-sec? using hg = 1.54106 J/kg and

r

Uniform pressure has been assumed ie., P, = P,; = P;; = P, = P. This assumption
simplifies the equations in the sense that only one pressure needs to be calculated.

Thermal-Hydraulic Model
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The effect of local pressure variations at the interface, however, is lost and must be
accounted for in some other way. For dispersed flow e.g., droplet flow, the pressure
vanation around a droplet is directly related to the relative velocity of the droplet
[3-10]. The interfacial force due to the local pressure variations around the droplet
can thus be correlated with the relative velocity.

In TRACG tws terms have been included; a term that is a function of the relative
velocity:

E[v - ;lv (;’r)

which is the drag term; and a term that is a function of the derivative of the relative
velocity:

- - dv
fym = fum (—af)
which is the virtual mass term.

* The shear tensor is neglected except for shear at the boundaries against solid
structures and shear at the interface for separated flow. The shear against the solid
boundaries can be accounted for through wall friction terms F,, and F,, which can
be correlated against the fluid velocity and properties. The shear at the interface for
separated flow f,, can be correlated against the fluid properties and the relative

velocity.

* The pressure differeiice between the phases due to interphase curvature is neglected.
This term has little impact on the fluid properties and does not impact the relative
motion of the phases. (For particles with a radius of 104 m the pressure change
across the interface is less than 10 Pa for typical BWR conditions.)

With these simplifications. the momentum equations reduce to:

Gas Momentum:
p - o . Lo -
3 (ap,¥,) + Ve(ap,¥,V,) =-aVP-F,, +ap.g-f, - fyy (3.1-9)

This equation can be further simplified by subtracting the gas continuity equation (3.1-1)
multiplied by v . This gives:

v, . R - .
ap, ;t‘ +op, V, Vv, =-aVP-F  +ap g- o =14

v

M (3.1-10)
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Similarly, the liquid momentum equation can be simplified.

Liquid Momentum:

ov Fs -
(1 —a)p,j{‘--&(l o) ¥y e VYV, = ~(1-0)VP~F, +(1-a)p, g +f, +f, (3.1-11)

Gas Energy:
2 2
% [apv(cv +-!-;’—-)] + P% = - V-{(}va?v(cv +—\15—)] (3.1-12)
-Ve(Pav,)+ q5, + qf, + oh,
Liquid Energy:
9 v 5o .
.= (1-a)p,(e, + >) 'P'ST:'V' (1-a)p,v,(e, +=5-) (3.1-13)

-Ve(P(l-0)v,) +q5, +q}; - Fghy

In the energy equations similar assumptions have been made:

3.1-6

Uniform pressure has been assumed ie., P, =P, =P, =P, =P.
The terms associated with the shear tensor have been neglected.

Conductive heat transfer in the fluid has been neglected except for heat transfer to
solid structures which is included as the wall heat transfer terms q,, and qy,, and
heat transfer at the interface q;, and q;;,. Neglecting conductive energy transfer within
the fluid is justified as it is much smaller than the convective heat transfer for steam
water mixtures.

Potential energy has been neglected as it is much smalier than the internal and
mechanical energies.

The mechanical energy or kinetic energy has been kept in the equations except for the
terms associated with the interfacial mass and energy transfer. The omission of the
kinetic energy for the latter term is justified as the relative velocity is much smaller
than the fluid velocity for conditions where the kinetic energy is important (Note that
except for critical flow, the kinetic energy is insignificant).

The fluctuating energy term arising from the averaging of the fluctuating velocity has
been neglected. Similar to the kinetic energy, this term is small.
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An altermative to solving both the phasic mass equations is to solve one phasic mass
equation and the total mass equation. The total mass equation is obtained by adding Equation
3.1-1 and Equation 3.1-2:

Total Mass:

g—[(l-a)p, + ap\,] = -Ve[(l-a)p,v, + ap, Vv, ] (3.1-14)

Solving either Equation 3.1-1 or 3.1-2 together with Equation 3.1-14 is completely
equivalent to solving both Equations 3.1-1 and 3.1-2.

Similarly, the total energy equation is obtained by adding Equations 3.1-12 and 3.1-13:

d sz \'[2
& ap, (e, +—-2-—) + (1-a)p,(e, +—2—) = (3.1-15)

2

) v )
- v, - 4
-Ve ap vyle, +——=) + (1-a)p,v,(e, + 5 )J

-V (Pav, + (l-a)ii))-tq“'v( +9%,

Solving either Equation 3.1-12 or 3.1-13 together with Equation 3.1-15 is completely
equivalent to solving both Equations 3.1-12 and 3.1-13.

Closure is obtained for these equations with normal thermodynamic relations, which for
water are described in Appendix B, and specifications for the interfacial-drag (f,, ), the interfacial

heat transfer (q7, and q[;), the phase-change rate (I'y), the wall shear (F, and F,) and the
wall heat flows (q7, and q7,). These equations do not require directly the quasi-steady

assumption as long as the correct closure relations for the given transient exist. A real difficulty
arises because, depending on how the closure relations were developed, a different set of closure
relations may be required for each transient, and each set must comply with the assumptions
associated with the definition of the time and volume averaging used in the field equations.
However, if a steady- or quasi-steady-state database or a relationship derived from such a
database is used to represent a closure relation, the code necessarily appiies the quasi-steady
assumption. This iatter case applies for the closure relations within TRACG. Assessment shows
that this is not a major limitation for BWR applications.

The phase-change rate required by the equation set is evaluated from a simple thermal-
energy jump relation:

” + .
I, = iy T8 (3.1-16)
by,

Thermal-Hydraulic Model




NEDOQ-32176, Rev. 1

where

. _ Ah (T, -T)

B )

qiv = v (31'17)
and

L Ah,(T,.-T,)

g » —gttd (3.1-18)

Here, Aj and the hj terms are the interfacial area and heat transfer coefficients and T, is the
saturation temperature corresponding to the partial steam pressure. Section 6 discusses the
closure relationships used to define A; and h;.

The wall heat flux is given by Newton's law:

Aw hwv (Tw B Tv)

£ < (3.1-19)
and
Ay h T
gz, = Au wt‘(;rw ¢ (3.1-20)

where Ay, is the actual heated surface area.

The hy,, and hy, of the cell include the information regarding the portion of the wall having
gas and liquid contact. Section 6.6 discusses the closure relationships used to define h,,, and

hye-

The mass and energy equations are written in fully conservative form to permit the
construction of a numerical scheme that rigorously conserves some measure of the system fluid
mass and energy. In previous TRAC versions, the kinetic energy was eliminated using the
momentum equation. This simp! “ed the energy equation; however, at the same time, the flow
work was reduced to a nonconserving form. Consequently, energy was not perfectly conserved
and energy balance errors would occur, particularly for high velocity flow as in critical gas flow.
In TRACG, this simplification is not made, and the kinetic energy is implemented into the energy
equations in a conserving form.

The nonconservative form of the momentum equations permits simpler numerical solution
stratezies and can generally be justified because the pressure and shear terms preclude a fully
conserving form of the momentum equation. The shear tensor was neglected in the momentum
and energy equations and shear is only accounted for through the wall and interfacial shear terms
in the momentum equations. This is reasonable for most BWR applications as the wall shear is
the dominant term due to the large wall surface area and corresponding small hydraulic diameter,
The solution to the momentum equations will approximate a porous medium solution for these
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regions. Large nodes, where not all cells are in contact with the wall can only exist in the upper
plenum and the containment volumes. In these regions viscous shear is insignificant, but
turbulent shear will affect the bulk motion and mixing of the fluid. In the TRACG nodalization
an average velocity is used for each node boundary. Variations in the velocity and fluid
properties, however, will exist across the node boundary either due to velocity profile o
turbulent fluctuations. When fluid properties are averaged over the node boundary e.g., the apvy
term in the momentum equation, two terms result: & p vV where v is the average velocity and

ap v'v' where v’ represents the velocity fluctuations. For one-dimensional flow this latter term
is usually accounted for through the wall friction. For multi-dimensional flow the term can be
included as a simple mixing term

Such mixing terms, which are based on Prandtl's mixing length model, have been very
successful in modeling the flow and phase distribution with subchannel codes using relatively
large computational cells [3-11]

In TRACG a mixing term has been included in the 3-dimensional finite difference equations
(Section 3.2.2). The mixing term is described in Section 6.7

3.1.3 Noncondensible Gas

Muitiple noncondensible gases may be included. All noncondensible gases are assumed to
be in thermal equilibrium with any steam that is present and to move with the same velocity as
the steam (mechanical equilibrium). Hence, only a single field equation i .eeded to track the
noncondensible gas. The noncondensible gas mass equation- . soived individually for each
gas: however, it is convenient to sum the individual equations to define a single equation that
represents the total for all noncondensible gases

Total Noncondensible Gas Mass:
g (ap,) = - Ve(ap.v. ) 3.1-21)
Jt Yal = ° ( D‘I v (3.1-2

With this field present, the total gas density anu energy are sums of the steam and the
noncondensible components.

-— 7 — 4 ; P %
p A" it ‘) “ + "’\' - ;“‘ S ‘ / }) “ ' '\ - l e
and
» - > b » 2 + 2 My |
Pyey = P& + P, e, =p. € zpnun (3.1-23)

We assume Dalton’s law applies; therefore,

P, =P +P =P +3P (3.1-24)

v
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We assume that the noncondensible gases are ideal gases, so that locally the gas constant for
all noncondensibles is given by:

The subscripts s and a indicate, respectively, the steam and total noncondensible properties.
By default, the code applies the thermodynamic properties for air to a single noncondensible gas.
However, the code user may select any single noncondensible gas or a combination of multiple
noncondensible gases as an alternative.

3.1.4 Liquid Solute

TRACG includes a mass-continuity equation for a solute moving with the liquid field.

Liquid Solute Mass:
% () ==V = (cp¥) (3.1-25)

where cy, is the solute concentration (mass of solute/unit volume) in the liquid phase.

The solute does not affect the hydrodynamics directly. If we assume that the solute
represents boron, the amount of the dissolved and the plated-out boron in the core may affect the
hydrodynamics indirectly through reactivity feedbac™. If the solute concentration exceeds the
solubility at the liquid temperature in a specific hydrodynamic cell, we assume that the excess
solute in that cell plates out. Plating can occur if the cell fiuid {lashes or boils and increases the
concentration beyond the solubility limit. We also assume that an plated-out solute
instantaneously redissolves to the maximum allowable concentration if more liquid enters the
cell. Because the solute does not affect the hydrodynamics directly, the solute variable may be
used as a tag to track the movement of fluid from a specific source through the system.

3.1.5 One-Dimensional Field Equations

In one dimension, the conservation equations reduce to:

Gas Mass:

) d

o (ap,) = -;(—(apvvv) + T (3.1-26)
Liguid Mass:

9 | il / I 3.1-27
Sil(-a)p,] = —=-1(1-a)p,v,] - T, (3.1-27)
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Total Noncondensible Gas Mass:

387 (ap,) = ‘-aa;(apavv) (3.1-28)

Liguid Solute Mass:

d 0
5 () = =g eyv,) (3.1:29
Gas Momentum:

d = avv 1 9P va flv fVM
&VV --Vv-x-pvs;-apv -'as-v—'fg-apv (3.1-30)

Liguid Momentum:

d. .. 9% 19 F, foy fym
37\( = .v’.g)-(_--ﬁ:ﬁ;-(l-a)p[ +(,-a)pl +g+(l-—a)p, (31-3])

Gas Energy:

2 2
-g‘— (apv(ev +X£—)] + P%% = '%[apv"v(‘v + VE )] (3.1-32)

a ~ »
-X(GPVV)«’- Qe + G5, ¢ I‘ghg

Liquid Energy:

2 2

._a%.((l -o)Pv,)+q5, +a) - Tohg
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3.2 Finite Difference Formulation
3.2.1 One-Dimensional Finite Difference Formulation

For the 1-D components, the code solves Equations 3.1-26 through 3.1-33 to provide a
complete description of the fluid field, although Equation 3.1-28 and/or 3.1-29 can be turned off
through input. The spatial mesh used for the difference equations is staggered (Figure 3.2-1)
with thermodynamic properties evaluated at the cell centers and velocities evaluated at the cell
edges.

i-3/2 i-172 i+1/2 i+3/2

-1 1 1+1
Figure 3.2-1 Staggered Grid Variables

Donor cell differencing is used everywhere, and the flux across an interface between two
cells is given by:

% if vy >0
(VO)41/2 = Visrs2 _ (3.2-1)
Oisr i Viyyp <0

where ¢ can be any cell-center state variable or a combination of such variables, and v is either

the liquid or vapor velocity, as appropriate. The subscript i+1/2 points to a cell interface, and the
subscripts i and i+l indicate the hydrodynamic cells on each side of the cell interface.

av ,
For the momentum equation, the donor-cell form of v — at the interface between two cells

ax
is given by:
B2 “Pisya gy 50
AX. i+1/2
P Xi+1/2
. %,
V.+|/2(3‘,{1 =DV (3.2-2)
. +1/2 Ev. - Fv.
i+3/2 i+1/2 if v <0
Axi-rl/" i+1/2
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where Ax; /5 is the average of Ax, and Ax,,,, respectively, the cell lengths of cells i and i+],

Ax; + Ax; Ax.0. + Ax. .0,
Axi+l/2 = 3 =L and ¢i+l/2 = lA)l(i % Alx:illﬂ (3.2-3)
The factors D, E, and F are used to obtain the correct Bernoulli (or reversible) pressure loss
(gain) through area reductions (expansions). The formulations for D, E, and F yield exact resuits
for single-phase flow and approximately correct results if the change in the void fraction through
the area change is small:

1 Az . Aian
D= 2( A + A, (3.2-4)

1 1+1

where Aj is the average flow area in the cell:

V.
A, = XX-L (3.2-5)
1

and

A
i+1/2

A
E = (3.2-6)
A.

3/

1+

[ A
-1/
1

F = 1 (3.2-7)

ALy
T—z- for v,y <0
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1.2.1.1 Momentum Equations

The finite difference form

of the 1-D momentum equations is given by:

Gas Momentum:
+_ 0 n n+l _ n+l
vy = vo ok Peislra Vy =Vy —v3+vln = o
At (ap )" At ¥
Vi+l12
( n+l n
Evyisiz -FVyian f > 0
AX. . /s O Vyis1/2
n -
Dvy 1129 x
n n+
Evyivaa-Fvyian R, 2 &
L AXi 4112 e
[ n+l n
¥ -y,
r,i+l/2 r,i-1/2 |
n Ax fOr ‘d.l+l/2 2'.
-k Pei+1/2 . n Setl
( )n vd.i+l/2< |
: n n+
vlivin Ynivdi2 T Veiv2 oo <0
‘ Ax|+l/2 d,i+1/2
n+l n+l
1 Fy-R 5 +B
n Ax. Eiv1/2 ¥ Pyvivir2
Py.i+1/2 i+1/2
n n
_ 1 " 4+ ava vl _yn) ava yotl
n wv av._ v v av[ £ ¢
(a'pv).ﬂ/z ; +1/2
SRR R fvfon+l _on), A n+l _ n
_( )n foy + v (vv Vv)+ av’ (\l Vl)
apv i+1/2 ¥ - 1+1/2
Here for convenience the virtual mass term has been introduced as
f f x k = o (3.2-9)
= —te —_—tV, — 2-
VM =ivm | T FRPe 1 5 Va3
and a source term has been introduced to account for connections to other components.
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Liquid Momentum:
+1 n n n+l n+l n n
vy =y & Peivl/z Yy —Vg mVytvy 3210
At n At N
-
(( )p()|+ll2
[ BVt R
£ivl/2 £,i-1/2
ey forveieia 2 0
= 1+1/2
Dvyis172] 1
Ev?. -Fvit
£,1+3/2 fi+l/2
- : forv, . < 0
£i+1/2
AX{ 11/2 at
[ .l n
v, -y,
LA*1/2 rai=-1/2
" v for vgis1/220
Pe i+1/2
k C.l*l/2 vn 4
- 3 d,i+1/2 ‘
((l '“)pl)iﬂ/z V:'.ns/z -V is1/2 b % <0
A"i+|/2 d,i+1/2
n+l n+l
. 1 %ﬂ °Pi

+ g +B,,.
n ] 1+1/2 séi+1/2
Pri+1/2 AXis12

JF" JF"
N [r-:,+———w'(-"+*-v°)+—-w'<vr'—v?)]
] 1+1/2

av, ' VY Vi v
((l - a)p’)nuz X f
1 n aflnv n+l n aflnv n+l n 1
- foy + x>V -vgl+ Vg =Yg
((l_a)pl)?+1/2[ avv ( : ) ?V—t_( ) +1/2
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3.2.1.2 Mass and Energy Equations

The 1-D mass and energy equations are integrated over the cell volume. The conserving
finite difference formulation is given by:

Gas Mass:
V(e *telt - afel ) = (3.2-11)

n+l

[ o forvii,, 20

| (apv)i-l
n+
+AA 1 2Vyian

| |
(ap,)" forvii, <0

( n+l

n+l
@i forvyiiy, 20
n+
~AtA; 12y iv12

n+l n+l
(apv)i+l for"'v.n-IIZ <0

n+l
+AVII T + AtVM

Mixture Mass:

V(o 4 (1= o plt - alpl | - (1-aMpl, ) = (3.2-12)

f n+l n+l
o J@ia forvyiy, 20
n
+AA{ 2V
n+l

(ap )M for v0!

vi-l72 <0

J((l-a)p,){'f," for "?,T.lwz 20

n+l
+AA; 2V 172

(1-ap )M forvitlh , <0
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n+l

n+l ¢
n
~AWA 1 2Vvien 1 1
n+ K
(@p,)isy forviily, < 0

J((l-a)p,):"' for vit! . 2 0

n+l
: Al'A|+l/2vl.|+l/2

((1-ep )Y for vy, < 0

+Atvi(,dsv.i L Msl.i)
Total Noncondensible Gas Mass:
V(o +tpntt - afipl ) = (3.2-13)

[(“Pa)?-Tl forvith,, 2 0
n+l
+AA; 9 Vyi2 1 ‘
A e
(apa)i“ for V?I-uz <0

l[(‘xpa)irwl for v}l 2 0

n+l
'mi+l/2vv‘i+l12 ; :
(@p,)fyy forviil,, <0

+AtViMs"i
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For a particular noncondensible gas n, the subscript a in Equation 3.2-13 is replaced by the
subscript n.

Liquid Solute Mass:
Vet -ep;) = (3.2-14)
: Cgtll f°”?f.ll/2 20
,n+
+AWA; 12V a2

n+l n+l
Chi forv“.”2 < 0

[ n+l n+l
cbl for vt’.i+l/2 20

+1
-AA 2V 2

n+l . n+l
Chisl fOrVyisya <0

+AtVi M sb

Gas Energy:

2 2

Vil (ap, (e, + o X" (ap e, ¥ inden )) +PP@M -al) | = (3.2-15)

2

| (ap, (h, + ))""l for vitl,, 2 0
+AA; v LS
A2Vv,i-172
1 vl 2
(@p, (hy +—5- Mt forvitl,, <0

.

@py (hy +-5 ))n” forviiiy, 2 0

n+|
-AA L2V 41723

n+l
v,i+l/

2
n+l

(@p, B, ¢ ))|+l for v

2<O

+ AV Tphet! + vigiht + vigiht + VE )

17 g, wv, i 1778v.1
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Liguid Energy:

2 § -
Vi v

vi{((n.a»,<e,+—2'-)),"+’-((1-a)p,(e,+-2i>);' -ViPM @ -af) = (3.2-16)

’ 2
Vil n+l

1 ((1-epythy + =Ny forveiy, 2 0

+AA V)

1
2

v
L((l-a)m(h, +—2L)){“\l fOfV?,T-ll/z <0

¢

2
v
((l-a)p,(h,+—2i));‘*‘ forvitl . 20
n+l
“AA 12V i) :

v
\((l-a)p,(h,*'?l))?:]] for "?nl/z <0

+at- Vgt gt + viglht! + vigiht + ViE, )

As in the momentum equations, a source term has been introduced in these equations to account
for connections to other components.

In these equations the heat flux terms are linearized with respect to void fraction and
temperature as:

( N
A. oh!
gt = g aR (T - T + S (! - o), -Tv")] (3.2-17)
i
( n
A oh’
on] 1 1 4 |
qi€n+ = —V—'- h:}(’f&t - ’ﬂ+ ) + _a_(‘!-(uh*' - (1")(’1"5“at - Ttn)] (3.2-18)
i
\
on+l Aw n n+l n+l. 32.19
wy =Thwv (Tw "Tv ) (3.2-19)
1
and
on+l _ Aw n n+l Tn+l 3.2.20
Qi RV hw[ (Tw -4 ) (3.2-20)
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The interfacial heat transfer terms are linearized with respect to temperature and void
fraction in order to assure numerical st:»ility and to assure that the heat flux terms approach zero
in case of thermal equilibrium and in \ae limit of o approaching 0 or 1. The wall heat transfer is
linearized with respect to temperature to assure numerical stability and energy conservation in
connection with the solution of the conduction equation for the wall.

3.2.2 Three-Dimensional Finite Difference Formulation

The 3-D vessel component in TRACG uses a cylindrical coordinate system, as shown in
Figure 3.2-2.

The grid is staggered with the velocities specified at the boundary of each cell and the
remaining properties such as «, P, p, e specified at the cell center.

Donor cell differencing is used everywhere (Section 3.2.1).

~

\ b
v.JJ‘K' 12

P B

\\ Vn.u.m.u

I Figure 3.2-2. Cylindrical Coordinate System with Staggered Grid

<

R
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3.2.2.1 Momentum Equations

In the 3-D formulation, when the shear tensor and the interfacial shear are integrated over the
node and when the effect of local pressure variations is accounted for, terms for interaction with

the walls F, and F,, and terms for interaction between the phases wili arise. As in the 1-D

formulation, the interfacial drag and the virtual mass are accounted for separately. In a 3-D
formulation there will be other forces like the Bassett force and forces associated with the spatial
distribution of phase, velocity and turbulent kinetic energy. TRACG, however, like the other
versions of TRAC or RELAPS, uses relatively large nodes and a simulation of these terms is not

meaningful. Consequently, these terms have been neglected in the 3-D finite difference
formulation.

However, when the flow terms are integrated over the boundary for the node, a term will
arise from the fluctuating component of the velocity. Again, with the relatively large nodes
typically used in TRACG, standard turbulence models will not accurately mode!l this term.
Instead. using an equivalence to Prandtl's mixing length theory, a simple mixing term has been
incorporated in the momentum equations. This way the effect of turbulent shear and mixing is
included and sensitivity studies can be performed on the importance of the mixing.

The momentum equations are discretized directly for each face of the cell. Neglecting the
off-diagonal terms in the virtual mass, the spatially discretized equations become:

Avxial Gas Momentum:
P —_— : |
Yz 1+1/2,1 K sl v av"z\f +V.p o | 4 L aVVZ (3.2-21)
ot vzl 9z ) v JR R L)
1+1/2,) K
kp v av ‘\d
Py +1/2,1,K| J 1+1/2,),K
P, - P
] 1+1,].K LK 1 i
_ . 2B lge—etf, +—F }
Py.1+1/2,1.K Azy 12 [ ap, & Tep, W | ik

+stz. [+1/2,J.K * Bmixu.l+1/2.J.K

Here, if a property is not defined at the face, linear averaging is used; e.g.:

. _ Aoy A7y, 04,5k
[+1/2JK =
Az, + Azp,

Az; (Vigr k-2 ¥ Vel J.K+l/2)+Azl+l(_vv9.l+l.1.l(-l/2 V0141, 1.K+1/2
R (AZI +Azl+l )

Vvel+1/2, 1K =
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The discretization with respect to time is identical to the discretization of the 1-D equations
described in Section 3.2.1.1. The superscript d on the convective term indicates that the
convective term is calculated using donor cell differencing, as described in Section 3.2.1
(Equation 3.2-2). (For the off-diagonal terms, a value of unity is used for D, E and F.)

Radial Gas Momentum:
VR 1 J+1/2.K [ (o T ov av v2 1
A, A vR vR vo )
x *[sz 9 [ aR R e

kp 1 P v Y
A4] - nadione ViR * V4R (__LB..J
(apv .Jn/z.x[ a "

1LJ+1/2, K
1 Pyaik - Pk I -
B AR ) flv +(1 I"wv
Pvl J+1/2 K J+1/2 ap, Py R, LI+1/2.K
I +Bor 1,7+1/2K * BmixvR 11 +1/2.K
Azimuthal Gas Momentum:

9V 6 1.1, K+1/2 +rv (9v,q T“, Vg . Ve Vo + 0 Y\R
ot [ vl 9z ; R @R R | 06 R
1LJK+1/2

(3.2-23)

f kp; a ) Xgi— aV& p
+L°‘pv ljxu/’{g‘m TR [ae

i 1 Piker - Pk [ I
PyriK+1/2 Rysp2 88k 0 P,

LLK+1/2

l_ g

f,.
Iy apv wyv

]G,I.J.KHIZ

| + Boo s K+1/2 * Bmixvd 11 K+1/2

Similar expressions exist for the liquid phase.
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Axial Liguid Momentum:
Nageaak | (3 v V(g Y|
=B (5 a3 (5] |
12,0 K
kp 1 l:av [av d

(R i - S + ¥ =
(l-a)p dz _5.[1

¢ A+1/2,3K 1+1/2,0,K

I Pogk - Pk 1 | ]

F 225 LD -| g = r——— f, + ———— F
Pr1s1/2,0.K Azy /9 (I-op, ™ (A-ep, ™| ok

+Byy 141720k * Bmixez 141720,

Radial Liquid Momentum:
[ ¥
8vm.l.1+l/2.x+ b ath +vm(_a_"_gz_ [T Ve (3.2-25)
ot 2\ 9z ~dR R\ 96 R
CEs O E RGN
T=ap o R dR | T3R B
£ NI+1/2,K LI+1/2, K
i 1 Pk - Pk [ - AR S 1
- wt
Pel 14172 K ARy 112 (1-op, Y= ap, P, JR. LI+1/2.K

+ Byr 15+172K * BmixtR1LJ+1/2,K
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Azimuthal Liquid Momentum:
Mg 11 Ke1/2 . Vg Lo 9V 4 i Vo [ 940 ) Vo V!R]
ot 2\ 9z Rl 3R R | 96 R L
JK+1/2
(3.2-26)

d
L__'E&__ . i (E’i@_J ?
=00 Aixsina| & o e L1,K+1/2

: 1 Pliksr - Pk [ - B R ._1:]
PergKe1/2 Ry 80,10 |[(A-a)p, & " (Q-a)p, W 0.1 K+1/2

+ Byorsk+1/2 * Bmixto.15.K+1/2

3.2.2.2 Mass and Energy Equations

The mass and energy equations are integrated over the volume of the cell to give the total
change in mass and energy for the cell.

Gas Mass:

a f
Vik 5 (@0 )y + Z;(A“pv ~) ok = Vox(Tg + M, )mc
J=

(3.2-27)

. z (AMmlxv )j' UK

=1

In these equations the discretization with respect to timne is identical to the discretization of
the 1-D equations described in Section 3.2.1.2. The superscript d on the convective term
indicates that the convective term is calculated using donor cell differencing, as described in
Section 3.2.1 (Equation 3.2-1). In these equations, the summation over j indicates the summation
over 2ll the faces of the cell with the convention that flows out of the cell are positive.
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Mixture Mass:
N
Vi -g‘- [(1-c0p, +0p )] + 2(A(l -a)p(vl)(;‘ux (3.2-28)
=1
Ny 4 N,
+21(Aapvvv)j‘m( i VUK(Msl * Msv)lJK * Z(A (Mmixv +Mmixl))j UK
)= j=l s
Total Noncondensible Mass:
Vi 2 ¥ A ¢ v (M 5
UK ﬁ (apa )UK * 21( apavv)j.m( & UK( sa)m( + ‘ ‘(AMmixa)j,UK (3.2-29)
)= )=
Liguid Solute Mass:
3 N y Ny
Vik 3 (o) + Zl(AcbV!)wK = Vi (e )y + zl(’\Mmub)j,ux (3.2-30)
= )=
Vapor Energy:
p 2 N 2
Vmcgt-[apv (e, + 121)} + X[Aapvv‘{hv +Xi‘-’-]r (3.2-31)
UK =1 JjJJK

. N
dot . . '
+VUK(P KLK o VUK(qiv » rg hg +*Qquy * Esv)m( " Z(AEmixv)J"ux
j=1

Mixture Energy:

o v2 v2
Vok 57| (1-00p, [ e+ | + op, e, 3 (3.2-32)
1K

» ' A(]'G)Pt\’[. hl ‘."—2" + 2 Aapvvv hv +—§Y— =
" \ juk )= i UK

Ny
VIJK( q:vl . q:vv + Esv ¥ Est" )UK i Z(A (Emixv + Emle))j 1K
=1 :

—
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3.3 Modifications to Momentum Equations

There are several situations and places in the code where the regular momentum equations,

as discussed in the previous sections, are modified or are not used. These situations and places
are:

* Critical flow or choking

* Counter-current flow limitation (CCFL)

* Stratified flow with void fraction gradients

* Pump component at the location of the pump impeller

* Steam separator component at the separating face entering the side branch
* Jet pump at the mixing region

* TEE component joining cell

The last four cases will be discussed in Section 7 of this report. The first three cases will be
discussed here, since these modifications to the momentum equations may occur for all
components.

3.3.1 Cridical Flow

In previous versions of TRAC, the criteria for choked flow were determined by a
characteristic analysis of the partial differential equations governing the flow. However, it has
been found empirically [3-12] that a simplified, approximate criterion may be used in place of
the detailed characteristic analysis and still obtain good code/data comparisons. Accordingly, the
following criterion is used in TRACG to determine whether the flow is choked:

ap,v, + (1-op v, .
ap, + (l-a)p, — “emit

(3.3-1)

If the velocity as calculated by Equation 3.3-1 exceeds the acoustic propagation speed, the
velocity is limited to the critical velocity.

When the velocities are limited, an additional requirement is needed to determine the
individual velocities. Conservation of the slip ratio is chosen as the additional criterion.
3.3.2 Counter-Current Flow Limitation

Counter-current flow limitation (CCFL), also called flooding, determines the amount of
liquid that can penetrate flow restrictions. If limitation occurs (e.g., at the upper tie plate of a
BWR fuel bundle), the amount of liquid that can penetrate into the bundle is reduced.
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CCFL is a complicated hydrodynamic phenomenon and is thought to arise as a result of the
interfacial friction between the liquid and the vapor phases [3-13]). CCFL in a BWR has been
found to be described by a Kutateladze-type correlation of the form [3-14, 3-15]:

JK, +m/K, = VK (3.3-2)

where:
iy P
Ky = - 1v/4 (3.3-3)
(Apgo)
Jr P
K, = —-—’—‘[——fr‘; (3.3-4)
~ (Apgo)

This correlation specifies the maximum downflow liquid velc ity in counter-curren: flow
through flow restrictions that can be obtained for a given upward vapor velocity. Thus, CCFL
represents an upper limit to the liquid penetration in counter-current flow. That is analogous to
critical flow, which determines the upper limit of the discharge flow rate in co-current flow from
a source of fluid at high pressure. A detailed description of the CCFL model is given in Section
6.1.7.2. if the calculated liquid velocity exceeds that allowed by the CCFL correlating it is
limited such that the CCFL correlation is satisfied.

3.3.3 Stratified Horizontal Flow

In a horizontal flow path at low fiow rates, a horizontally stratified flow will develop with a
force resulting from the difference in the hydrostatic heads in adjacent computationa! cells
(Figure 3.3-1). This force term is given by:

APgratisr2 = B =P = (Pr-Py)isy2 Bisy2 (@ - ) AZ (3.3-5)

This force is added to the liquid phase momentum equation. The main effect of this term is
to equalize the liquid levels between the two cells. The term added to the momentum equation
represents information lost in the derivation of the 1-D momentum equations by the integration
over the cross-sectional area perpendicular to the flow direction.
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1 1+1
Az
(1-o4) Az (1-04,) Az
Ax

Figure 3.3-1 Void Gradient Gravity Head
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4.0 Heat Conduction Model

TRACG solves the heat conduction equation for the fuel rods and other structural materials
in the system. The structures include the pipe walls for the one-dimensional (1-D) components,
the outer wall of the vessel component, and internal heat slabs in the vessel component. For the
I-D component walls, the inside heat transfer is to the fluid in the component. The outside heat
transfer can be to the fluid in any other component. The internal heat slabs in the vessel
component can be placed either completely inside a vessel cell or at the boundary between two
vessel cells, either in the axial or the radial direction.

The nomenclature used for the heat conduction equation is as follows:

Nomenclature
A =  surface area
Cp =  specific heat
bl =  heat transfer coefficient
k = conductivity
M = mass
q = heat flux
r = radial dimension
q" =  heat flux
q" = volumetric heat generation rate
t = time
T = temperature
z =  axial dimension
Greek Symbols
p = density
0 = indicator for implicit/explicit integration (h' draulic model)
4 = indicator for implicit/explicit integration (Lieat conduction model,
=  length measured in the direction normal to the surface
Subscripts
gap =  fuel gas gap
v = vapor
¢ = liquid
w =  wall

1 ner surface
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0 = outer surface

) = node number

rad =  thermal radiation

N = last node number

M = last node number in fuel (next to the gap)

Superscript

n =  time step number

4.1 Governing Equation for Heat Conduction in Solid Materials

Because the heat flux in solid material is a vector quantity, the following general equation
describes the heat conduction process in an arbitrary geometry:

pCp%(I =~ Veq +q” 4.1-1)

The heat flux q can can be expressed in terms of the temperature gradient by Fourier's law
of conduction [4-1]:

q=-k VT (4.1-2)

Inserting Equation 4.1-2 into Equation 4.2-1 gives:

a‘r "
=V -3
pCp-at— Ve(kVT) + q (4.1-3)
Equation 4.1-3 does require boundary conditions on the surface of the heat structure given
by:
aT

— k—-— = L (4. 1"4)

ag 9

where { is length measured in the direction normal to the surface and q” is the transport of
thermal energy away from the surface. An adiabatic boundary condition corresponds to q"* = 0.

TRACG solves the heat conduction equation for the heat slabs either as a lumped slab model
or using a one-dimensional model.

4.1-2 Heat Conduction Model
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4.1.1 Lumped Slab Formulation of the Heat Conduction Model
The lumped slab model is used for the heat slabs internal to one vesssl cell, and is given by:

JT

MCp-a—t- =-A [h[ (T—-T[) +hV (T—Tv)] (4.1-5)

No heat generation is included for the lumped slabs.

4.1.2 One-Dimensional Formuiation of the Heat Conduction Model

The 1-D heat conduction model is used for the 1-D component walls and the double-sided
vessel slabs. For the double-sided heat slabs connecting two axial levels, the heat conduction
equation is formulated as:

ar af aT)
+q

pCpTﬁt— = Ekk—d-; (4.1-6)

For the the double-sided heat slabs connecting two radial rings, for the 1-D component
walls, and for the fuel rods, the heat conduction equation is formulated in cylindrical coordinates:

T 13f ) .

The heat generation rate can either be specified through input, calculated from the kinetics
model, or be a result of metal-water reaction.

The heat flux at the fuel rod or 1-D heat slab surfaces consists of convection heat transfer
given by Newton’s law of cooling and thermal radiation heat transfer (fuel channels only):

Q" =h, (T-T,) +h, (T-T,)+q" (4.1-8)

rad
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4.2 Finite Difference Formulation of Heat Conduction Equation

The heat conduction equation for the fuel rods and heat slabs is solved using either a lumped
slab model or a 1-D model. The 1-D model can be formulated either in cartesian coordinates or
in cylindrical coordinates. The lumped slab model is used for heat slabs completely internal to a
single cell in the vessel component. The 1-D model using cartesian coordinates is used for heat
slabs in the vessel component situated between two axial levels. The 1-D model using
cylindrical coordinates is used for the fuel rods, the wails of a 1-D component, and for heat slabs
in the vessel component situated between two radial rings.

4.2.1 Lumped Slab Heat Conduction
The lumped slab heat conduction model is given by:

My Chw (T8*1-10 )=

Ay hwf.’A{(] B 9)(1'3/ -Tfn) * 9(T\ra\‘/-.» '- ?+ l):l (4.2-1)

r n n n+l n+l]
—Aw hwvAtl(l - G{Tw —Tv)+ O(Tw -TV )J

In this equation, 8 =0 corresponds to an explicit integration of the hydraulic model, while
8 =1 corresponds to an implicit integration.

4.2.2 One-Dimensional Heat Conduction in Cartesian Coordinates

The 1-D heat conduction equation in cartesian coordinates is given by Equation 4.1-6. The
slab is divided into N nodes as shown in Figure 4.2-1.

For the first node, j = 1, the linearized heat conduction equation becomes:

Azp Ch AT Y l -Ath'&“[r" ~T, + G(AT&’/I 1_ AT)* ‘ ﬂ

pl " wl w,l
A" TP M ygfath ] _arntl (4.2-2)
wvi| w,1 vi LT owl vi
+ 1
" Tw2~Twa* Q(ATQ/,; '- ATy J
+Atkl+”—, - + At q Az

In this equation, 8 =0 corresponds to an explicit integration of the hydraulic model, while
6=1 corresponds to an impiicit integration. (=0 corresponds to an explicit integration of the heat
conduction model, while {=1 corresponds to an implicit integration.

Heat Conduction Mode! 4.2-1
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Figure 4.2-1 One-Dimensional Wall Geometry in Cartesian Coordinates

For the subsequent nodes, 1 < j <N, the iinearized heat conduction equation becomes:

" _ i ( n+l1 n+ IJ
AzpC" Tn+]~Alkn w,j+1 T +;ATW_)+1 ATw.)
™ -T" L(AT"'H AT +1)
+Atk" w.i-1 w.) )
2

+ At 9" Az

For the last node, j = N, the linearized heat conduction equation becomes:
n+1 _ n n+ n+l
MppCONATE R = —auh) [otT g, O(AT - ath )]
n n n n+1 _ ,rn+l
--AthWVO[Tw Tl { ! e N Tvo )] (4.2-4)
T\l;/ b o 3 C( AT" + l _ATD +Nl )
+AKY /2 A + At q"Az

(4.2-3)
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4.2.3 One-Dimensional Heat Conduction in Cylindrical Coordinates

The 1-D heat conduction equation in cylindrical coordinates is given by Equation 4.1-7. The
cylindrical slab is divided into N nodes, as shown in Figure 4.2-2

For the first node, j = 1, the linearized heat conduction equation becomes:

L r c“ ATD Y e (4.2-5)
n n n n+l n+l -|
n n n+1l n+1
—2rlAthww[ - T G(AT ATvi ):l

n n n+1 n+l

o | n
20428 4

ar

Figure 4.2-2 One-Dimensional Wall Geometry in Cylindrical Coordinates
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where

I +r,
o Bl . 18 . 4.2-6

In this equation, 8=0 corresponds to an explicit integration of the hydraulic model, while
6=1 corresponds to an implicit integration. {=0 corresponds to an explicit integration of the heat
conduction model, while {=1 corresponds to an implicit integration.

For a fuel rod (Figure 4.2-3), where r; =0, hy;=0and hy,; = 0.

For the subsequent nodes, 1 < j <N, the linearized heat conduction equation become:

2 n n+1 X
G2 = T P CpiATy 5 = (1

T i, -To +g(amn! —AT""’.IJ
+2141/20K T, 1/

n
TWJl W, |

fj-1/28]_ 1/

+At q 1,«»1/2 ,2-1/2)

For the last node, j = N, the linearized heat conduction equation becomes:

2

Ar
[rNArN Rl o ] PNCaNAT N = (4.2-8)

n n+l _ ,rn+1
n n n-l n+l
-ZrNAthwvo[T ors . G(AT - ath )]

n n n+l n+l
Tw, N -1 T.N+§(ATw.N-1'AT N)

+20y 128K Y 172

s
+At q rNArN . l i 4
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For a fuel rod (Figure 4.2-3), special considerations need to be given to the gap between the fuel
peliet and the cladding. For the last node (M) in the fuel, the linearized heat conduction equation
becomes:

2
Ar
i £ n n+1 _ 429
MATM -1 " JpMCpMATw,M " k629

n n n n+l n+l1
+2rM+1/2Athgap[Tw,M +1 —TW,M * C(‘:\TW',M +17 ATw,M )]

+1 rn+l
Tom-1 = Tam + 5 (AT, - Ar:.M)

n
204128tk 19

Arpg_

Figure 4.2-3 One-Dimensional Fuel Rod Geometry
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For the first node in the cladding (M+1), the linearized heat conduction equation becomes:

g
n e+ 1 _
™M+13M+1* 2 [PM+1CpM+18To M =

n n n+l 0+ 1
Tw,M+2‘Tw.M+1*C(ATw.M+2'Arw,M+1

) (4.2-10)
ArM +1

n
2043280 3/0

n n n n+l n+l
*2rp412 hgap[Tw.M “Tym+rt C(ATW,M - ATy M+ 1)]
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5.0 Flow Regime Map

The two-fluid model used in TRACG requires the use of auxiliary relations for the
constitutive correlations in the basic conservation equations. The constitutive correlations
express the rates of exchange of mass, momentum, and energy between each phase and its
surroundings. These correlations take on different forms for different flow patterns. As an
example, two-phase flow patterns affect the rate of vapor generation in direct contact with the
walls, and this term is important in determining mass exchange between liquid and vapor. Both
the exchange of energy and momentum at the interface between vapor and liquid depend on the
interfacial area per unit volume and the topology of the tv/o-phase flow. For these reasons, it is
important to identify the flow regime in each hydraulic cell before proceeding with the solution
of the flow equations for that cell.

The nomenclature used in this section is given below:

Nomenclature
A cross sectional area
Co distribution parameter
D diameter
Dy, hydraulic diameter
E entrainment
E¢ fraction of wall in boilirg transition
g acceleration of gravity
G mass flux
gr component of g perpendicuiar to flow axis
h height of liquid in
j volumetric flux
P pressure
Re Reynolds Number
v velocity
Voi drift flux velocity
Greek Symbo's
o void fraction
p density
g surface tension
V) dynamic viscosity

Flow Regime Map 5.1-1
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Subscripts
a annular flow
be bubbly/churn flow
/ liquid
tran transition to annular flow
v vapor
Superscript
. Superficial velocity (e.g., j,*)

5.1 Basis for Flow Regime Map in TRACG

The constitutive correlations for shear and heat transfer in TRACG use a relatively simple
flow regime map, which consists basically of two distinct patterns: (a) liquid-continuous at low
void fractions and (b) vapor-continuous at high void fractions with a transition zone in between.
The liquid-continuous regime applies to the single-phase liquid flow, bubbly/churn, and inverted
annular flows. The vapor-continuous regime applies to the annular, dispersed droplet flow and
single-phase vapor flow regimes. The transition regime involves churn to annular and churn to
droplet, depending on the void fraction, flow rate and other variables.

The criterion for transition from the liquid-continuous zone is defined in terms of a transition
void fraction, Gy, that is a function of flow conditions and geometry.

This flow regime map is based on one that was originally suggested by Ishii [5-1] in his
derivations of the drift-flux model. Ishii suggested two siinple flow regime transition criteria
that, in his words, "are based on the relative motion between phases and are consistent with the
concept of drift-flux modei".

Transition between bubbly/churn and annular flow takes place when the liquid in the film (or
entrained droplets) can be lifted relative to the liquid velocity in the bubbly/churn flow regime.
Transition between annular flow and dispersed droplet flow 1s given by the onset of entrainment.
For low vapor flow, annular flow will exist and, as the vapor flux is increased, more and more
entrainment will occur, causing a gradual transition to droplet flow,

The flow regime map (Figure 5.1-1) that was originally developed for vertical flow is
assumed to be usable for both vertical and horizontal flow components. For horizontal flow with
low velocities, however, stratification can occur. Transition to stratified flow is based on a
critical Froude number.

5.1-2 Flow Regime Map



5.1.1 Churn to Annular Transition

5.1.1.1 Technical Basis and Assumptions

The transition between churn flow and annular flow has been widely analyzed [5.1-5.4].
The criterion for transition is when the liquid in the film can be lifted by the vapor flow relative
to the liquid in the churn flow regime. This criterion is satisfied at the void fraction where the
same velocity is predicted for churn flow as for annular flow. Using the drift flux model, the
vapor velocity for churn flow is given by:

Vibe © Co.bcj * vgj.bc

Similarly, for annular flow, the vapor velocity is given by:

NEDQ-32176, Rev. 1

(5.1-1)

Vea =C0'83’+Vg}‘a (5.1-2)

Vapor Flux Dispersed

Droplet Flow
Bubbly Flow © Churn Flow
Annular
Flow
0.0 :
0.0 0.3 Sivan * oran 1.0
Void Fraction
Figure 5.1-1 Flow Regime Map

Flow Regime Map 5.1-3



NEDO-32176, Rev. 1

The intersection of the two correlations or the condition where the velocity is the same in the
two flow regimes is given by:

CO.bcj + vgj,bc - Co.aj + ng.a (5.1-3)

In situations involving transition to annular flow, j is relatively large, and, consequently, the
dominant te:ms in this equation are the first term on the left-hand side and the first term on the
right-hand side (in a BWR fuel channel under normal operating conditions, j is on the order of
5-10 m/sec at the transition to annular flow, while ng < 1 m/sec). Neglectinz ‘v'&j in the above
equation and eliminating j, one gets:

Co.bc - Co,a (5.1-4)

For annular flow, C, is given by (Section 6.1.4):

1 -

0,a e 1+ 05 (51'5)
o 1+ 751 - @) Py
o Py
which, according to Ishii [5-1], can be approximated to:
G =228 (5.1-6)
a+4 [Py
Pe

Inserting this expression in Equation 5.1-4 and solving for the void fraction, one gets:

p 1 p
Oy, = [1+4 =% - = 4 |t (5.1-7)
s { J“:}Co.bc ‘j;

where C, . is given by (Section 6.1.3):

P
Cobe = Coube = (Coope = 1) p—:- (5.1-8)
where
C.. pe = 1393 -0015In(Re,) (5.1-9)
Re, =220 (5.1-10)
He
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5.1.1.2 Model as Coded

The calculation of the transition void fraction to annular flow is encoded as described by
Equations 5.1-7 - 5.1-10 in Section 5.1.1.1, with the limitations on C, p as described in Section
6.1.3.2.

In order to avoid discontinuities in the interfacial shear at the transition to annular flow, the
transition is implemented to take place over a void fraction interval of 0.1;

{0 yan =010y, ) (5.1-11)

Churn flow exists for & < Ou,, - 0.1 and annular flow exists for & > O,,. A linear
interpolation is performed for the constitutive correlations for shear and heat transfer over this
interval between the correlations for churn flow and the correlations for annular flow.

5.1.1.3 Applicability

Several criteria for transition to annular flow have been proposed. Mishima and Ishii
[5-4] proposed two criteria: (a) flow reversal in the liquid film section along large bubbles, and
(b) destruction of liquid slugs or large waves by entrainment. A simpler criterion was proposed
by Wallis [5-3], in which the transition to annular flow is given in terms of the superficial
velocities:

jy >04+06j; (5.1-12)
where:
& Jv‘J.pT . . J[‘/p_[
W= 05 and = 05
(gD, 40) (gD, ap)

The TRACG criterion (Equation 5.1-11) and the Wallis criterion (Equation 5.1-12) have
been compared to data by Bergles and Suo [5-5] in Figure 5.1-2. The lower bound of the
transition regime (Equation 5.1-11), where the transition to annular flow is initiated, is in good
agreement with the data and the Wallis criterion. It should be kept in mind that flow regime
maps are based on visual interpretation of test data, which tend to be fairly subjective. The main
assessment of the flow regime map should be done in connection with the interfacial shear model
and based on the accuracy of void fraction prediction. As will be shown in Section 6.1, the void
fraction is predicted quite accurately, generally to within a few percent.

Flow Regime Map 5.1-5
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Figure 5.1-2 Flow Regime Map
5.1.2 Entrainment

The transition from a purely annular flow regime to an annular flow with dispersed droplets
is given by the onset of entrainment.

5.1.2.1 Technical Basis and Assumptions

The entrainment correlation proposed by Ishii [5-6] has been adopted:

E = tgh(n) = tgn[is- 107(32) 2 (p*)"* RCQZS) (5.1-13)
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where
* jv
jy = 73 (5.1-14)
chpg(g!_ 667 10
[ py \4p J
D' = DM{&‘B (5.1-15)
o
WD
he, = 2D (5.1-16)

Ky

5.1.2.3 Applicability

Ishii’s correlation has been compared to many experimental data [5-6] for air-water systems
covering the ranges:

0.1 <P<04 MPa
0.0095 <D, <0.032 m
370 < Rey < 6400

Jy < 100 m/sec

The main shortcoming of the database for Ishii's entrainment correlation is the relatively
limited pressure range at close to atmospheric pressure. For high pressure, however, the
entrainment correlation has been indirectly validated through comparisons to void fraction data
(Section 6.1.8). The excellent prediction of void fraction data (£2%) for pipes and rod bundles
Justifies the use of Ishii's entrainment correlation for high pressures (up to 7.0 MPa).

5.1.3 Horizontal Flow

For horizontal pipes, a transition from bubbly flow to stratified flow is introduced. The
transition is similar to the transition to annular flow in the sense that it represents a transition
from dispersed flow to separated flow. The transition from stratified to dispersed flow is derived
from the condition where an instability will develop for the free surface in stratified flow based
on a critical Froude number.

Flow Regime Map 3.0-7
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5.1.3.1 Technical Basis and Assumptions

For vapor flowing over a free surface, an instability will develop if the perturbation in the
vapor pressure as predicted by Bernoulli's equation due to a small perturbation in the liquid level,
0, exceeds the static head corresponding to the level perturbation:

pvvs > dApg T (5.1-21)

oDy,

where g is the component of the gravity vector perpendicular to the pipe. For a horizontal pipe
gr = g, while g1 = 0 for a vertical pipe. In general, gr = g cos (8), where 6 is the inclination of
the pipe.

The condition for instability of the free surface is thus given by:

2
PvVy
N o A, S (5.1-22)
oD, Apgy .
or
2

e

Fswat = 2pg D, (5.1-23)

5.1.3.2 Model as Coded

Analogous to the transition to annular flow, a transition region is implemented to avoid
discontinuities in the constitutive correlations. The transition is implemented to take place over a
void fraction intervai of 0.1.

{astrat Ograr + 0'1} (5.1-24)

Dispersed flow exists for & < O, and stratified flow exists for o > otg,+0.1. A linear
interpolation is performed for the constitutive correlations for shear and heat transfer over this
interval between the correlations for bubbly/churn flow and the correlations for stratified flow.

5.1.3.3 Applicability

Mishima and Ishii [5-8] have compared various modified Helmholz models with data for
predicting the transition between stratified and dispersed flow. The current TRACG model is a
simplification of the the term for the critical gas velocity recommended by Taitel and Dukler

h dA
[5-7], where the coefficient (l --—é—] is approximated by the void fraction o and —d—t—\L 18
o

approximated by ;ﬁ D.

5.1-8 Flow Regime Map
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A comparison of the TRACG model given by Equations 5.1-23 and 5.1-24 to Ishii's theory
and the data of Wallis and Dobson [5-9] brackets the data for low flow rates and slightly
underpredicts the data by about 0.2 for high flow rates. It should be noted that horizontal two-
phase flow is not very significant for BWR applications, and, considering the reasonably good
comparison to data, it can be concluded that the correlation for transition to stratified flow is
applicable to BWRs.

Flow Regime Map 5.1-9
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5.2 Assessmient and BWR Applicability

Numerous flow regime maps exist in the literature that could be used for comparisons.
Many are not mechanistic and are based on subjective observations or simply based on
correlations of data, often in terms of j, and j,. Assumptions about the interfacial drag or
relative velocity are required to convert this type of map to the type of map used in TRACG.
Some assessments have been given in Sections 5.1.1.3, 5.1.2.3 and 5.1.3.3. The trends are
generally correct, and, due to the subjective nature of determining the transition boundaries,
reasonably accurate.

It is important to note that the flow regime per se is not used by the field equations, but
rather the values for the interfacial parameters. The main assessment of the flow regime map
should be done in connection with the interfacial shear model and based on the accuracy of the
void fraction prediction.

In Section 6.1 it is shown that the void fraction is predicted very accurately, generally within
2-5%. Consequently, the applicability of the flow regime map is identical to the applicability of
the interfacial shear mode:

0.1 <P <10 MPa

0 < G <greater than 2000 kg/m?-sec

Onset of subcooled boiling < T, < T,

001 <Dy <1.2*m

Flow Regime Map 5.2-1
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6.0 Models and Correlations

To close the set of basic equations described in Section 3, a set of constitutive correlations
describing interfacial shear and heat transfer, wall friction and heat transfer is needed. These
correlations define the rates of exchange of mass, momentum and energy between the phases and
their surroundings. The correlations depend on the flow regime, as they take on different forms
for the different flow patterns. The flow regime map defining the flow patterns as a function of
the thermal-hydraulic conditions was described in Section 5. This section describes the
constitutive correlations for interfacial shear and heat transfer, wall friction and heat transfer for
the individual flow patterns.

The ultimate objective of the TRACG code is to analyze a wide variety of BWR transients
and LOCAs. The models and correlations described in this section must be adequate for this
purpose over the range of expected conditions. These ranges were derived by considering reactor
startup conditions (at criticality) for the lower bound for the flow rates in the reactor vessel. The
upper bound flow rates generally correspond to the reactor operation at rated conditions. Break
flow following a LOCA can also result in the highest flow rate in the region of the break. For the
containment, the steamline break provides an upper bound on flow rates. The void fraction range
considers depressurization during a LOCA and possible uncovery because of loss of inventory.

Models and Correlations 6.1-1
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In the nomenclature, the term gas implies a general mixture of stearn and noncondensible
gases. The subscript v will denote a property or parameter applying to the gas mixture; the
subscript s indicates a quantity applying specifically to steam, and the subscript a signifies the
summation of all noncondensible gases. The subscripts f and g signify saturated liquid and

steam, respectively. The following list of nomenclature applies to Section 6.

Nomenciature
a constant; absorption coefficient; sonic velocity
A area, constant
B constant
B radiosity
C constant
Cp drag coefficient
e drift flux model distribution parameter
Cp specific heat at constant pressure
L specific heat at constant volume
CHF critical heat flux
4 interfacial area per unit volume
D diameter
Dq thermal diameter
e specific total energy
E entrainment
ECPR experimental critical power ratio
F wall shear; factor in Chen correlation; radiation view factor
foy drag force per unit volunie between gas and liquid phase
fy correlation factor for pure steam
fy correlation factor for noncondensible gas
fr friction factor
P, subcooled correction factor for modified Zuber correlation
g acceleration of gravity
G mass flux
Gr Grashof number = p2 g p L3 AT / p?
h heat transfer coefficient; specific enthalpy
H incoming radiation
hy dynamic head loss term
6.1-2
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hg hg - hy
I Bessel function
it superficial velocity
k thermal conductivity; constant
L length
M, interfacial drag between the two phases due to difference in velocity
n constant; variable
Nu Nusselt number =h D/ k
P pressure
PCT peak cladding temperature
Pe Peclet number = G D Cp/k
Pr Prandtl number = u Cp/k
q" heat flux
q" volumetric heat generation rate
R local peaking pattern parameter; gas constant
Re Reynolds number = G D / i or as defined in text
s thickness of oxide layer
N suppression factor in Chen correlation; specific entropy
t time
T temperature
v velocity
Vg drift flux velocity
Vv variable in GEXL correlation
w molecular weight
We Weber number=p v2L /o
X flow quality; noncondensible mass fraction
X variable defined in text
| i mole fraction; variable used in model as coded subsections
z coordinate direction
Greek Symbols
o void fraction
B heat transfer coefficient from steam to droplets; volumetric coefficient of thermal
expansion
X inverse of the Lockhart-Martinelli parameter
& film thickness

Models and Correlations
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¢2to

¢2lo hom
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Subscripts

a
A

6.1-4

pumping factor; emissivity

two-phase multiplier

homogeneous two-phase multiplier
specific heat ratio = C, / C,; variabie in Section 6.6.8
volumetric vapor generation rate

mass flow of condensate per unit circumference
viscosity; bias; anisotropic correction factor

density

surface tension; standard deviation; Stefan-Boltzmann constant

shear; transmissivity

all noncondensibles
annular

air

bubbly

bulk

Berenson

critical

droplet

equilibrium
entrainment fraction
evaporation
saturated liquid
film boiling

free or natural convection
saturated steam
hydraulic

helium

HEM critical flow model
interface

level

liquid (subcooled)
liquid departure
laminar

mixture

Models and Correlations
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mac MAacroscopic

mic microscopic

min minimum

n specific noncondensible gas component

NB nucleate boiling

NC nucleate boiling at CHF

r relative

ref reference

$ steam

sat saturated

t throat

TB transition boiling

P two phase

tran transition

turb turbulent

u universal

v vapor

w wall

Zr Zirconium
Superscripts

I isotropic

A anisotropic

6.1 Interfacial Shear

Calculation of interfacial shear and momentum exchange across the interface is a necessary
part of the two-fluid equation system solution. In specific terms, the interfacial shear model
calculates the variable f;, in the equations of motion for vapor and liquid (Section 3). f,,

represents the drag force, per unit volume, between the phases; and it is expressed in terms of
average phasic velocity difference:

= Cilvrl—\:r (6.1-1)

where c; is the local average interfacial drag coefficient between phases (per unit volume) and v,
is the void-weighted average velocity difference between vapor and liquid. The local values of c;
and Vr are dependent on flow regime, void fraction, and properties of vapor and liquid (c; is a
function of Vr). Equation 6.1-1 gives only the generic form of f,, (its specific forms are
described later). The basic principle of these calculations is to identify the prevailing flow
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pattern at each hydraulic 1unction and then apply specific correlations for relative phasic velocity
and interfacial drag to determine the momentumn exchange across the interface at that junction.

6.1.1 Background

The bulk of the data available for the evaluation of the interfacial shear and the wall friction
are void fraction and pressure drop data. These are also the parameters that are important and
must be described accurately in a best-estimate analysis of the two-phase flow in a BWR. More
fundamental data are available for the shear and the interfacial forces, and extensive basic
research is continuing. However, a comprehensive set of models for the shear and interfacial
forces for all flow regimes does not presently exist, and the models that do exist are primarily for
idealized flow regimes. For these reasons, the development of the constitutive correlations for
the interfacial shear is based on the very large database that exists for void fractions and pressure
drop. The correlations are based on the following:

e For adiabatic and steady-state conditions, the two-fluid model and the drift flux model
are equivalent, and drift flux parameters can be used to characterize the relative velocity,
and the phase and flow distributions.

e The correlations for the interfacial shear and drag, as well as wall friction, as derived
from adiabatic steady-state conditions, are applicable for transient conditions.

The interfacial shear correlations are based on the set of drift flux correlations developed by
Ishii [6.1-3) from void fraction data available in literature. These models for the interfacial shear
are validated through the qualification against steady-state and transient void fraction data.

6.1.2 Relation to Drift Flux Parameters

The reiation between interfacial forces and drift flux parameters is discussed in detail in
Reference 6.1-2. A brief summary will be given in the following subsections.

6.1.2.1 Shear and Wall Friction

The presence of wall friction creates a shear field in the two-phase flow. This shear field
will interact with both phases, and thus create an interfacial force, which has its origin in the wall
friction. For example, for steady-state bubbly flow, the momentum equations can be written as:

0=-a 3% 0P8 - fou [for the vapor phase]

0==(1-0o) g% ~-(1-a)pg +f, ~F [for the liquid phase]

w

where f,, represents the shear at the interface, and F, represents the shear between the wall and
the liquid. If the pressure gradient is eliminated from the above equations, one obtains:

f,, = Apga(l -~ o) + aF,

6.1-6 Models and Correlations
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Consequently, if the interfacial shear above was a function only of the relative velocity
between the phases, the relative velocity would be dependent upon the wall friction or the
Reynolds number. This, however, is not the case. Data [6.1-3, 6.1-4] indicate that the drift
velocity is virtually independent of the flow rate. The interfacial shear, therefore, consists of
another term with its origin in the wall friction besides a term that is a function of the relative
velocity.

Following Ishii’s notation [6.1-2], the local time-averaged momentum equations for the
vapor and liquid phases are:

v, _ = —
0| -+ V- Vv, [=-aVP+aV - T-apg- M, (6.1-2)
(1-o)p, 5 tVe Vv, |=~(1-a)VP+ (1 - )V - T - (1 - a)p,g + M, (6.1-3)

Here the interfacial mass transfer has been neglected and it has been assumed that each
phase, as well as the interface, has the same pressure.

For one-dimensional flow, Equations 6.1-2 and 6.1-3 degenerate to:

/z\il' v = §_l_>_ V.7 M 6.1-4
ap"[at VWY, ——aaz+a T, -apg- M, (6.1-4)

av, oP .
(1-a)p, 5 tVe Vv, [=~(1 _a)52_+ (I-V-1, -(1-a)p,g+ M, (6.1-5)

An interpretation of the various terms on the right-hand side of Equations 6.1-4 and 6.1-5
can be obtained from Figure 6.1-1.

For the gas equation, the interpretation of the various terms is as follows:

—a%—z— = the force on the gas due to the pressure gradient in the z-direction (the
pressure is assumed to be the same for each phase)
oV 1 = the force on the gas due to the shear at the surface of the incremental

z
volume (a is the fraction of the surface which is occupied by the gas).
It is assumed that the averaged shear tension is the same for each phase,
which is reasonable, because, except for surface tension and mass
transfer effects, the shear is a continuous function.
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dA
Az JP

~(ap g+ M, )dzdA aVel dadA =

/_\ ad o T, dsdz

-

Figure 6.1-1. Right-Hand Side of Vapor Momentum Equation

-op, 8 the body force, due to gravity, on the gas.

M, the interfacial drag between the phases inside the incremental volume

due to a local difference in the phase velocities.

For adiabatic steady-state conditions, Equations 6.1-4 and 6.1-5 reduce to:
dP -
a;;-av-‘tz+apvg+Mv=0 (6.1-6)
aP
(l—a)—a;—(l—a)v ,t(0-opg~-M =0 (6.1-7)
When Equations 6.1-6 and 6.1-7 are added,

%—V-?z+((l—a)p,_+apv)g=0 (6.1-8)

6.1-8 Models and Correlations



NEDO-32176, Rev. 1

The integration of this equation over the cross section, assuming that the densities and the
pressure gradient are constant across the flow area, results in:

A%—E— —£ﬁ~’t‘zds+A((l ~a)p, +(ap,)Jg=0 (6.1-9)

The integral is along the boundary (S), T is the normal to the boundary, and Gauss's
theorem has been used. When Equations 6.1-8 and 6.1-9 are combined,

1
Vot = [T, - ap (o - (o)) (6.1-10)
Integrating the moinentum equation for the gas over the cross section results in:

<a)A%—Z— - Jav -T,dA + (0)Ap, g + IM\,dA =0 (6.1-11)
A A

The second term in this equation can be evaluated using Equation 6.1-10:
jaV ‘T,dA = (@) Jﬁ - T,ds - AApg<(_a - (a))2> (6.1-12)
A

The left side of Equation 6.1-12 is the total amount of shear on the vapor phase. The first
term on the right side is the void fraction times the wall friction. The second term is an induced
shear stress due to the variance of the void fraction across the flow area:

f = AApg<(a - (a))2> (6.1-13)
and from which

fav.7,dA = <(@)F, -, (6.1-14)

A

Inserting this into Equation 6.1-11 gives:

(a)A% +(WF, +f +(aAp.g+ J‘MvdA =0 (6.1-15)

A

Similarly, for the iiquid momentum equation,

(1= oA %g +{1 = F, - f; + (1 - 0)Ap,g - JMvdA =0 (6.1-16)
A
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The physical interpretation of the various terms in the integrated momentum equation for the
gas are as tollows:

(o)A %}E = the force due to the pressure gradient

(a)F,, = induced shear stress due to the shear created by the wall friction
(m)Ap,g = the body force due to gravity

j M dA =  the drag force between the phases due to local velocity differences
A

f; =  induced shear stress due to the radial phase distribution

The terms in the integrated liquid moment:m equation can, of course, be interpreted in the
same way.

Consequently, if the liquid phase alone s in contact with the wall, the wall friction acts
alone on the liquid, giving:

va =0
le » Fw

The induced shear, however, caused by the wall friction, creates an interfacial force between
the phases given by:

()F,,
and the net forces on the phases due to the wall friction become
()F,, [for the gas phase])
(1- )F, [for the liquid phase)
Similarly, if the gas phase is in contact with the wall,
va - Fw
F,,=0
and the interfacial force, due to the wall friction, becomes:

(1- a)F,,

6.1-10 Models and Correlations
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Again, the net forces on the phases due to the wall friction become:
()F,, [for the gas phase]
{1- wF,, [for the liquid phase]

It is significart to realize that the distribution of the wall shear between the phases has no
impact on the pressure drop, as the total momentum equation is not affected. The distribution,
however, affects the interaction between the phases and is in agreement with the experimental
observation [6.1-3, 6.1-4] that the relative velocity is insensitive to flow rate.

6.1.2.2 Interfacial Drag and Phase Distribution

In Section 6.1.2.1, the interfacial force due to the wall friction was derived. The remaining
interfacial forces then become a function of the interface drag due to the difference in the phase
velocities, the buoyancy due to the gravity, and a force that is due to the phase distribution.

When %g and 7 are eliminated from Equations 6.1-6 and 6.1-7,
M, = all - a)Apg (6.1-17)

The physical interpretation of this equation is that, locally, the drag is equal to the buoyancy.
Integrating this equation over the cross section gives:

[M,dA = Arpg(a(l - ) (6.1-18)
A

This equation, combined with Equation 6.1-13, gives the total interaction between the phases
due to drag or shear:

(f) = £, + I M A = AdploX1 - a) (6.1-19)
A

The interfacial force must be related to the velocity difference between the phases. It is
conventional to define:

flv - Cilvrlvr (6.1-20)
Integrating Equation 6.1-20 over the cross section yields:
Alf,,) = 1,08 = AT[5[5, (6.1-21)

A
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In this equation, Vr is a weighted average value for the relative velocity. It is important to

note that v, # V, — V,, since v, = (“Vv> /{a) and v, = <(l - a)v,) /(1 - o) have different

weight functions. We will only have V, =V -V, for a uniform phase or velocity distribution.

Locally, the drift flux velocity is relzied to the relative velocity by:

V..
v, - T (6.1-22)

and, consequently, an average relative velocity can be defined by:

v,

&
s (6.1-23)

<|

i
—~
_—

where V,, = <avgi> / (o)

Eliminating ng using the drift flux correlation:

V, =Cy(j)+¥

where C ) ((Ol)(J)) yields:
7. = l<—1<a)<;0 WL (6.1-24)

This expression, combined with Equation 6.1-21, results in:

(o) =¢ Izlm)‘";“ (l—@c“ -C v,] (6.1-25)

(1- )
Thus, using Equation 6.1-19 and with C_ and v - correlated from void fraction data, the

interfacial interaction can be evaluated by:

1-<a)Co_
(1-a)

L

[1 (—l<oz)C>0 g, - ConJ= Apglal - a) (6.1-26)
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6.1.3 Bubbly/Churn Flow

6.1.3.1 Technical Basis and Assumptions
For bubbly flow, it is convenient to introduce:

Cp

c. = —a'i-'p( (6.1-27)

00|~

where Cp, is the drag coefficient for the bubbles and d; is the interfacial area per unit volume.

The interfacial area per unit volume can be given in terms of a critical Weber number:

=2
PV
a‘_ - m_lL? (6.1-28)
i chc(l - o)

Combining Equations 6.1-26, 6.1-27 and 6.1-24 gives:

2 g 9
3.5 P i
- Q — = Apgoa(l-a) (6.1-29)
4 ch (o] (1-0)4

Many expressions for ng for co-current flow have been reported in the literature [6.1-4,
6.1-5), and most are of the form:

0.25

¥. k{éﬂg—g} (6.1-30)

g 3
Py

.

where k ranges from 1.18 to 1.53. A value for k of 1.53 fits a wide range of data. Inserting
Equation 6.1-30 into Equation 6.1-29 results in:

&
—R ) K
e ™ 02433 (1- o) (6.1-31)

<

In order to specify the interfacial shear, the exact value of We, is not needed; only the ratio
Cp/We, matters.

For co-current flow, the distribution parameter will range from 0 for subcooled boiling to

1.333 as a maximum value for parabolic profiles. For high flow rates or high pressure
(p, = pP;),the distribution parameter should approach 1. Ishii [6.1-3] recommends:

Py
= - €, - lJ~—~ (6.1-32
C, s | = ) o, )

Models and Correlations 6.1-13



NEDO-32176, Rev. 1

where C_ is given by Nikuradse [6.1-7]:
C, = 1393 -0.015 In(Re) (6.1-33)

For low flow rates in large geometries, such as bubbles rising in a pool [6.1-8, 6.1-9],
Equations 6.1-30 and 6.1-33 lead to an overprediction of the void fraction data. The primary
reason for this is that rising bubbles tend to induce a natural circulation in large geometries with
local regions of two-phase co-current upflow separated by local regions of single-phase liquid
downflow. This effect is not included in the above correlations.

Assuming the local drift to be given by Equation 6.1-30, the constant k can be correlated
from Wilson’s data [6-9], and one obtains:

0.203
0121 10635 L
k = 073(D") (g—"-) () -Coil (6.1-34)
v
where:

. JyyP
D* =D, i‘%ﬁ it = -(Ap“—‘i)—ég (6.1-35)

oy

For large hydraulic diameters and low values of the volumetric flux, Equation 6.1-34 gives
larger values than 1.53. TRACG uses the larger of 1.53 and the value of k predicted by Equation
6.1-34,

6.1.3.2 Model as Coded
The model for the interfacial shear for bubbly/churn flow is encoded as described by the
above equations with the following limitations:

e C, is not allowed to exceed a value of 1.333 or /. The latter limit is imposed, as a
value larger than this limit would cause the coefficient to the vapor velocity in Equation

6.1-24 to become negative.
¢ When calculating the interfacial shear from Equations 6.1-29 and 6.1-31, an expression
Za 3
of the following form is obtained: (f [V> = ci’vrlvrl . The last term in this equation is

o . - 3 . 2
limited to a lower value of 0.2; i.e., <flv> =Cv, max(O..‘Z.]vrI) . This is a smaller value

than what would be expected from Equation 6.1-30 for a wide range of pressures and
thus will have no impact on the solution. This limit on the relative velocity, however,
prevents the derivative of the interfacial shear with respect to the relative velocity to
approach zero, which would cause numerical problems.
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6.1.3.3 Applicability

The correlations for the interfacial shear for bubbly flow are based in Ishii's
recommendations [6.1-3]. In his database, Ishii considered data covering a wide range of
parameters:

0.1 <P<12MPa
0.01 <Dy <0.17m
-30 < j < 20 m/sec.

Wilson's bubble rise data covered hydraulic diameters up to 0.48m.

6.1.4 Annular Flow
6.1.4.1 Technical Basis and Assumptions

For annular flow, ¢; will be expressed as:

- 1
c;, = -g--a'—p, (6.1-36)

= =40 (6.1-37)

This equation holds only for a smooth film. For a rough film, the interfacial area will be
increased; however, this effect of surface roughness is included in Cp,.

Combining Equations 6.1-26, 6.1-36 and 6.1-37 gives:

Ve
lw/&CD P -———5’—,- = Apgol-a) (6.1-38)
: Dy (1-a)?
| Ishii [6.1-3] has analyzed the annular flow regime, using Wallis’ [6.1-5] expression for the

interfacial shear, and recommends:

- (-0 [ApgD,
Yo T Ta +a |00I5p, (6.1-39)
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where:

1 + 751 -a) Py
a= \/TJ’; (6.1-40)

Inserting Equation 6.1-39 into Equation 6.1-38 gives:

Cp = 0.03o (@ + a)’ (6.1-41)

For the distribution parameter, Ishii [6.1-3) recommends:

(6.1-42)

6.1.4.2 Model as Coded

The model for the interfacial shear for annular flow is encoded as described by the above
equations with the following limitations:

e The expression for the interfacial area given by Equation 6.1-37 assumes that the wall is
covered by a film no matter how thin the film is. In reality, this will not happen; at some
point, the film will break up and only cover a fraction of the surface. This effect is
approximated by applying a muitiplier of 10(1-a) for void fractions greater than 0.9.
The purpose of this multiplier is not to model this phenomenon in great detail, but to
prevent the numerical difficulty that would arise, if the interfacial shear were allowed to
remain finite in the limit of o approaching 1.0

e When calculating the interfacial shear from Equations 6.1-38 and 6.1-39, an expression
of the following form is obtained: <f ,v> = ¢ vrlvri. The last term in this equation is

limited to a lower value of 0.1; i.e., <flv> = Ei’vr max(O.l.lvrl). This is a smaller value

than what would be expected from Equation 6.1-39 for a wide range of pressures and
thus will have no impact on the solution. This limit on the relative velocity, however,
prevents the derivative of the interfacial shear with respect to the relative velocity to
approach zero, which would cause numerical problems.

6.1.4.3 Applicability

The correlations for the interfacial shear for annular flow are based in Ishii's
recommendations [6.1-3]. In his database, Ishii considered data covering a wide range of
parameters, including laminar and turbulent flow and relative velocities covering a range from
0.2 to 4 m/sec.
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6.1.5 Droplet Flow
6.1.5.1 Technical Basis and Assumptions

For droplet flow, it is convenient to introduce:

- 1C

G =g7%p, (6.1-43)
1

with interface area per unit volume given in terms of a critical Weber number:

-2
T

| p
2 = 6(1-a) A 3 (6.1-44)
i UWCC(I-G)

Combining Equations 6.1-26, 6.1-43, and 6.1-44 results in:

3 CD P ] VZJ'
e &> y o = -
3 (1-o) We, o - )4 = Apga(l-a) (6.1-45)

Many expressions for ng are reported in the literature [6.1-5], and most are of the form:

Apgo 0.25
Vi = k(l-a){“;?}

(6.1-46)
v
Ishii [6.1-3] recommends k = 1.41.
Using Equation 6.1-46 and k = 1.4]1 = \/—2- Equation 6.1-45 gives:
C 1
e &
We, - 3¢ (6.1-47)

Since the droplets can be assumed uniformly distributed due to the turbulence, the
distribution parameter is:

0

For large flow rates where the droplets are created by entrainment from the film, the droplet
size will be determined by the initial relative velocity as they are entrained from the film on the
wall. Since the film velocity is much smaller than the vapor velocity and the void fraction is
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high, the initial relative velocity can be approximated by the total Jux. Thus, assuming a critical
Weber Number of 12, this is in agreement with Ishii’s recommenditions and leads to:

2
i S py
i T ImTS

1

(6.1-49)

The droplets produced by the entrainment process can mainly be characterized as undistorted
I particles outside the Stokes regime, and an approximation for the drag coefficient is [6.1-3]:

Cp = 1.07aRe)? (6.1-50)
where:
dg v
Re, = D ud - (6.1-51)
v

6.1.5.2 Model as Coded

The model for the interfacial shear for droplet flow is encoded as described by the above
equations with the following limitations:

e When calculating the interfacial shear from Equations 6.1-46 and 6.1-47, an expression

= 3
of the following form is obtained: <f ,v> = ci’vr‘vr| . The last term in this equation is

ool 3 Hiid
limited to a lower value of 0.5; i.e., (f[v> =Cv, max(05,|vr|) . This is a smaller value

than what would be expected from Equation 6.1-46 for a wide range of pressures and
thus will have no impact on the solution. This limit on the relative velocity, however,
prevents the derivative of the interfacial shear with respect to the relative velocity to
approach zero, which would cause numerical problems. For high flow, the

corresponding limitation is: (f,, ) = €v, max(O.l.[vrl).

6.1.5.3 Applicability

The correlations for interfacial shear for droplet flow are based on Ishii's recommendations
[6.1-3]. For distorted particles, the model for the drift flux velocity is equivalent to the drift flux
velocity for bubbly flow and the range of applicability of the model is similar. The model is
consistent with the recommendations of Wallis [6.1-5]. No specific range of applicability is
given by Ishii [6.1-3] and Wallis [6.1-5] and the applicability of the model is determined by the
assessment (Section 6.1.8).
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6.1.6 Annular/Droplet Flow
6.1.6.1 Technical Basis and Assumptions

For dispersed annular flow, the drift flux parameters as recommended by Ishii [6.1-3] are
interpolated between the annular and the droplet drift flux parameters based on the entrainment
fraction:

" (1- a1 - E) \/ApgD.,(l - a)(1 - E)
Voi = (6.1-52)

Voo by

0.25
E(1 - &) Py

Ty E— S
a+E(l-a)‘

and Cg is given by:

(1-a)(1-E)
o 4 L7500 Py
Vo Py

where E is the entrainment fraction defined by Equation 5.1-17.

C

o

_—

(6.1-53)

6.1.6.2 Model as Coded

In TRACG, the entrainment fraction is defined by Equation 5.1-17. It is assumed that the
fraction (1-at) E of the liquid exists as entrained droplets and that the fraction (1-ct) (1-E) exists
as an annular film on the wall. For the entrained droplets, the shear is calculated as described in
Section 6.1.5, and for the annular film the shear is calculated as described in Section 6.1.4. The
two contributions are then added to form the total interf. ial shear.

6.1.6.3 Applicability

The applicability of the correlations for the annular/droplet flow regime is given by the
applicability of the correlation for the annular (Section 6.1.4) and droplet (Section 6.1.5) flow
regimes, as well as the applicability of the entrainment correlation.

*The minimum of the two expressions is used.
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In TRACG, as in other system codes, an additional complication arises from the use of the
two-fluid model. The droplets and the film will not have the same velocity. However, when a
two-fluid model is used, the interfacial shear is calculated based on the average liquid velocity.

Given the above comments, the applicability of the interfacial shear model for the
annular/droplet flow regime will be determined by the assessment (Section 6.1.8).

6.1.7 Modifications to Interfacial Shear
6.1.7.1 Subcooled Boiling

For subcooled boiling, the vapor is concentrated at the wall, where the liquid velocity
approaches zero. Consequently, for subcooled boiling, the distribution parameter should also
approach zero, and become zero at the point of net vapor generation.

6.1.7.2 Counter-Current Flow Limitations

Very few data for the void fraction exist for counter-current flow; however, a large database
for counter-current flow limitation (CCFL) exists. From the drift flux correlation one gets:

-

. (ICO i . (!ng
= TTaC, 1 T TaC,

(6.1-55)

The general form for CCFL correlations is given by [6.1-12]:

1,—.’—”—- o I8 u i (6.1-56)
Jvo Jlo

where j,, and j,, represent the intercepts with the axes. Because the drift flux correlation should
describe all possible flow situations at or below the CCFL curve (Figure 6.1-2), the line given by

Equation 6.1-55 for constant void fraction should be tangent to the CCFL curve.

This puts a constraint on C, and v_.. By requiring that Equation 6.1-55 be tangent to

e
Equation 6.1-56, we get:

S, SelneC,) (6.1-57)
Yo o
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Figure 6.1-2. Drift Flux Correlation and CCFL

The CCFL correlation in TRACG utilizes the Kutateladze numbers,

JK, + m/K, = JK (6.1-58)

where:

iy Py

(Apgo)'*

i s

K, =
¢ (Apgo)”“

(6.1-60)

For counter-current flow, C, is not very well defined (e.g., C, has a singularity for j = 0).

Consequently, ngis determined as described in Sections 6.1.5 - 6.1.7 and C,, is determined from

Equation 6.1-57.
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Even though the interfacial shear is fitted to match the CCFL correlation for counter-current
flow, TRACG will check the flow rates to make sure the CCFL correlation is not exceeded
(Section 3.6). The primary reason for this additional check is the discontinuity in the void
fraction that often will exist at the CCFL location. This discontinuity, coupled with the use of
donor-celled void fractions, can lead to an overprediction of the liquid down flow. The
additional check against the CCFL correlation prevents this from happening.

6.1.7.3 Virtual Mass

The virtual mass is normally a small term compared to the other terms in the momentum
equation. It is of importance only for bubbly flow and for critical flow or sudden accelerations
due to abrupt area changes. The inclusion of virtual mass has a positive effect on the stability of
the numerical method used for the integration of the conservation equations.

The virtual mass terms in Equations 3.1-3 and 3.1-4 are defined by:

( 1+ 2a
10.5(1 for0Osa<a,,
k= (6.1-61)
| 3- 20
l05(l—a) fora, . sa<l
for0<a<a
g » {pf tran (6.1-62)
P, fora,,, sa<l
The velocity of the dispersed phase is approximated by:
vg = (l-a)v, + av, (6.1-63)

where O4,, = 0.65, represents the transition to annular flow (for horizontal flow Equation 5.1-25
is used if it produces a lower value).

The expressions for k and p, are in agreement with those recommended by Zuber [6.1-11].
The velocity of the dispersed phase is vy, for &« — 0 and v, for @ - 1. It should be noted that

the virtual mass term is only significant for bubbly flow. Thus, the calculations are not sensitive
to the definition of the velocity of the dispersed phase for larger values of the void fraction.
Equation 6.1-63 is chosen as a simple formulziion which has the right limits.

6.1.7.4 Applicability

The applicability of the modifications to the interfacial shear is addressed through the
assessment (Section 6.1.8). Subcooled boiling is present in all the heated void fraction tests, and
the applicability of the modification to C is covered by this assessment.
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The CCFL correlation is based on data from prototypical full-scale BWR components
(6.1-12] and thus the correlation is directly applicable to BWR locations such as upper tieplates
and bundle inlet orifices.

The phenomenon of CCFL in the downcomer region (ECC bypass) is not of importance to
BWRs because of the milder depressurization and large downcomer flov area. The low pressure
injection systems will be enabled after the reactor vessel has been denressurized. There has been
no evidence of any CCFL in the downcomer in any BWR LOCA test simulations. For these
reasons, the TRACG interfacial shear model has not been assessed against PWR ECC bypass
data. The empirical Kutateladze correlation discussed earlier is also used in the downcomer
cells. This correlation is used to limit the maximum downflow of liquid corresponding to the
vapor upflow rate in the cell.

Calculations performed using a Kutateladze constant of 3.2; i.e.
/Kg + \/K—l =432

have confirmed that CCFL will not occur in the downcomer during a typical LOCA transient in a
BWR, and that it is not necessary to develop accurate models for this phenomenon.

The virtual mass model has been used for all the assessment studies, and the range of
applicability given by the assessment of the interfacial shear applies to the combined model.

6.1.8 Assessment and Applicability to BWR

The interfacial shear model as described in the previous section has been extensively tested
against void fraction data.
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6.2 Wall Friction and Form Losses
6.2.1 Wall Friction
6.2.1.1 Technical Basis and Assumptions

The major assumption in the calculation of wall friction is that the friction factors based on
steady-state data are applicable for transients. Also, correlations for fully developed flow are
utilized. These assumptions are reasonable for BWR transients as long as passages being
analyzed have L/D > 10. This is generally true for BWR regions, except where large 3D cells are
used. The errors in the use of fully developed correlations could be larger in these regions. This
1s discussed later in the section.

The field equations for conservation of momentum for the vapor and liquid phases contain
terms resulting from the wall friction (Equations 3.1-30 and 3.1-31). These terms appear as
Fyy /ap andF,, /(1 - a)p,, respectively. As discussed in Section 6.1, the net force on the

vapor phase due to wall friction is aF,; thus, the term F_ /ap, reduces to F /p . Similarly,
the term in the liquid momentum equation reduces to F, /p, Here, F is the total wall shear.
In this section, the basis for calculation of the wall shear F, is described. The total wall shear is
calculated using a two-phase multiplier approach as:

f Gz 5
Fw = =t —_¢¢ | (6.2-1)
2D, p, to

where ¢%o is the two-phase multiplier, and f; is the single-phase friction factor.

6.2.1.2 Two-Phase Friction Multiplier Approach

The frictional pressure drop in two-phase flow is conventionally correlated by means of a
two-phase multiplier, which relates the overall frictional pressure drop to a reference frictional
pressure drop for an equivalent single-phase flow. These models were originally motivated by
the “separate cylinders” model for two-phase flow, which provided a rationale for the correlating
parameters. In the Lockhart-Martinelli model [6.2-1], the reference pressure gradient is that due
to the liquid flowing alone in the total cross-section: the Martinelli-Nelson correlation [6.2-2]
considers a ‘liquid only’ pressure gradient resulting from a liquid flow equal to the total two-
phase flow rate. The two-phase multiplier is correlated in terms of the ratio of the pressure
gradients for liquid and vapor flowing alone. TRACG employs a modified Chisholm two-phase

multiplier, ¢%0 , which is of the Martineili-Nelson type.
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6.2.1.3 Single-Phase Friction Factor

The form of the single-phase friction factor is well established [6.2-3]. For laminar flow, the
friction factor results from the exact solution for fully developed flow in circular pipes. For
turbulent flow in smooth pipes, Blasius and McAdams proposed correlations that approximate
the Prandtl - Von Karman - Nikuradse line over a wide range of Reynolds numbers. In 1939,
Colebrook extended the expression for turbulent flow in a smooth pipe to include roughness of
the pipe wall in the so-called transition region between smooth pipe flow and flow for which f is
constant. Moody, in 1941, presented the Colebrook function in the well known Moody diagram.
An approximation to Colebrook’s function, which includes the effect of roughness, was proposed
in 1947 by Moody.

6.2.1.4 Two-Phase Multiplier

The two-phase frictional multiplier used in TRACG is based on a modification to the
Chisholm correlation [6.2-4]. Following a traditional separated flow approach, Chisholm
proposed a correlation of the form:

APrp
AP,

2 2 & 1
=¢[o=(l—x) (l+-i+-x—2-] (6.2-3)

o

where X is the Lockhart-Martinelli parameter given by:

1/ X2 = f""i’/f’(1 L G X (6.2-4)
Py Py 1 - x)* '

6.2.1.5 Model As Coded

The calculation of the wall friction is encoded as described by Equations 6.2-1. However,
there are some limitations on specific variables that should be noted. A minimum value of 10-3
is used for the hydraulic diameter whenever the input value is less than this minimum value for
evaluating the Reynolds number. A minimum value of the absolute value of the mass flux used
in the Reynolds number is obtained by calculating the mass flux with a mixture velocity of 0.1
m/s. These imposed lower limits do not adversely affect the application of TRACG. They
prevent division by zero for low flow where the frictional pressure drop is insignificant.

6.2-

L3V
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The evaluation of the wall friction requires a combination of cell-edged and cell-centered
quantities. The cell-edged quantities of phase velocity, hydraulic diameter, and surface
roughness are used as is. The mass fluxes are donor-celled based on the phase velocity. The

densities and viscosities are linearly interpolated based on the lengths of the adjacent cells as
follows:

_AXip; +AX4 1P

p
Ax; +Ax; 4

The wall friction from cell-center to cell-center is calculated assuming two pipe segments,
each of a length equal to one half the cell length:

i e o i+l
Axl
/2 Axl"
; A
For the left half cell, the average mass flux is G:+1/2 =Gi12 v0||+l/2 and similarly for the

/ Axl
Ai+l/2

i . : il ]
right half cell, the average mass flux is G 72 =612 Vol,,, / For a constant cross-
/

1+
1+l

section pipe, G, =G,,,, . A linear interpolated mass flux based on the cell length is used for
the calculation of the wall friction:

"G‘ _ A"i 1 5+ AxH—l 1+1
- i+1/ i+1/2°
Axi+Axi+l A"i"’A"iH
The wall friction is applied to one-aimensional and three-dimensional components in a consistent
manner.

6.2.1.6 Applicability

The single-phase friction factor represented by the Moody diagram has a tolerance of +5%
for values of Re from 4000 to 107, and for values of f up to 0.05. Below 4000, the range of
Reynolds numbers is covered by laminar flow and a transition region with a slightly higher
uncertainty. The uncertainty is of the order of 10% for non-smooth pipe data. Data for non-
circular channels are also well predicted with the concept of the hydraulic diameter. Data for
triangular channels fall about 3% under the Moody smooth line, and for square channels about
10% under the Moody line for Reynolds numbers between 10,000 and 200,000 [6.2-6).
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For two-phase flow, the majority of the comparisons with the modified Chisholm correlation
have been made for rod bundle data. It should be noted that the measured pressure drop will
include both frictional and static head components for vertical flow. Thus, it is important to use
a consistent set of void fraction and frictional pressure drop models in analyzing such data. The
void correlation used in the data reduction produces almost identical results as TRACG.

Idsinga, Todreas and Bowring [6.2-7] tested 18 two-phase friction pressure drop models and
correlations against 2200 experimental steam-water pressure drop measurements under adiabatic
conditions and 1230 in diabatic flow conditions. The data represented several geometries and
had the following property ranges :

Pressure 1.7 - 10.3 MPa
Mass flux 270 - 4340 kg/m2-s
Quaiity Subcooled to 100%
Hydraulic diameter 2.3-33 mm

The Chisholm correlation was among those tested. The authors concluded that the
correlation performed better for low pressure data (1.7 - 6.2 MPa) than for the high pressure data
(6.2 - 10.3 MPa). While these conclusions are not directly applicable to the modified Chisholm
correlation, it is reasonable to assume that its application at lower pressures will not lead to large
€eITors.

Applicability to Containment Volumes

The correlations are applicable to containment flow paths such as Passive Containment
Cooling Condensers (PCC) piping, headers and tubes, and the main vents which are adequately
represented by pipes. The range of applicability is as quoted earlier. These are the flow paths of
importance in the containment. Frictional pressure drops in the large open areas of the drywell
and wetwell are small after the initial blowdown. However they do determine the global flow
patterns and natural circulation flows in these regions. The application of the friction factors and
two-phase multipliers, which are based on fully developed flows in pipes, will have larger margin
for error for large 3-D cells.

It should be noted that the friction factors are used in the same way in TRACG as in other
codes such as GOTHIC [6.2-12], which are specifically meant for containment analysis, and have
been extensively qualified for these applications.

6.2.2 Form Losses at Abrupt Expansions and Contractions

6.2.2.1 Technical Basis and Assumptions

The basic assumption underlying the formulation of local form losses at abrupt expansions
and contractions is that the transient flow process can be approximated as a quasi-steady flow
process that is instantaneously satisfied by the upstream and downstream conditions (i.e.,
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transient inertia, mass and energy storage are neglected at abrupt area changes). However, the
upstream and downstream flows are treated as fully transient flows.

The quasi-steady approach can be justified on the grounds that available loss correlations are
based on data taken during steady processes, but transient investigations [6.2-8] have verified the
adequacy of the assumption. The volume of fluid and associated mass, energy and inertia at
points of abrupt area change is generally small compared with the volume of upstream and
downstream fluid regions. These transient effects are approximated by lumping them into the
upstream and downstream volumes. In general, the quasi-steady approach is consistent with
modeling of other important phenomena in transient codes (i.e., heat transfer, pumps and valves).

6.2.2.2 Single-Phase Flows

In steady, incompressible flow, losses at an area change are modeled by the inclusion of an
appropriate dynamic head loss term, hy , in the one-dimensional modified Bernoulli equation:

(¥ 12+P1p) = (v /2+P/p) +hy; Ba)
hL=CV2/2 (-)

The particular form of the dynamic head loss is obtained by employing the Bourda-Carnot
[6.2-9] assumption for calculating losses associated with the expansion part of the flow process.
For a contraction, the loss corresponds to an expansion from the vena contracta. TRACG does
not compute these local loss coefficients. The loss coefficient C is input by the user based on the
geometry of the flow. In the absence of an input loss, TRACG will calculate the reversible
pressure change given by the Bernoulli equation. (TRACG does estimate these losses, but this is
only used as an input check.)

6.2.2.3 Two-Phase Flows

The flow through an abrupt area change can be visualized by considering each phase to be
flowing in a phasic stream tube. The velocities and volume fractions are calculated from the
transient flow equations in the upstream and downstream regions. Within the area change
region, the phases are coupled through the interphase drag and a common pressure gradient. The
gradient in relative velocity can be large at points of abrupt area changes. Since each phase is
governed by a modified Bernoulli type of equation, it is reasonable to assume that losses
associated with changes in phasic flow area can be modeled by separate dynamic pressure loss
terms for both the liquid and gas phases. However, the interfacial drag effects are impoitant at
abrupt area changes. These will affect the local slip between the phases and the effective »hasic
areas.

This pressure drop is apportioned to each phase in proportion to its volume fraction. The
single-phase loss coefficient C must be input by the user. In the absence of an input loss,
TRACG will calculate a ‘reversible’ pressure change consistent with the momentum equations
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6.2.2.4 Model as Coded

The single-phase loss coefficient is input separately for forward and reverse flow direction.
The sign of the total mass flux will determine which loss coefficient is applied:

Civ1z = Crorward if Gin210
= Creverse if Ciup<-10
=0.35[(1- G412 Creverse 1+ G'i412 )Chorward ] if -15G'j412<1.0

where G is based on the volumetric fluxes normalized to a Kutateladze number (i.e., an
i1 terpolation is performed for mass fluxes where counter-current flow is possible). The frictional
pressure drop is generally insignificant for counter-current flow.

Singular losses are applied to one-dimensional and three-dimensional components in a
consistent manner.

6.2.2.5 Applicability

The model used in TRACG has been extensively tested for pressure drop across spacers and
bundle upper tie plates. The range of conditions is similar to that for the frictional pressure drop
data.

Husain, Choe and Weisman [6.2-10] have made extensive comparisons of pressure drop
across abrupt area changes with separated flow and homogeneous flow models. They quote the
following statistics:

For Abrupt Expansions:
Mass Flux Homogeneous Model Slip Flow
(kg/m2-s) Mean Error o Mean Error o
<680 0.60 0.94 -0.02 0.64
<1360 0.49 0.82 -0.03 0.54
>1360 0.05 0.11 -0.08 0.09
>2720 0.10 0.06 -0.00 0.08
All 0.42 0.77 -0.04 0.49
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For Abrupt Contractions:

Mass Flux Homogeneous Model Slip Flow
(kg/m2-s) Mean Error o Mean Error o
<680 -0.075 0.30 -0.09 0.28
<1360 -0.16 0.09 -0.17 0.12
> 2040 -0.05 0.01 -0.17 0.02
>2720 -0.05 0.00 -0.16 0.00
All 0.03 0.27 -0.00 0.25

The numbers are shown as fractions of the mean value.

This indicates that the homogeneous flow model works well for contractions but not as well
for expansions. The statistics do not apply to the TRACG model, which uses the homogeneous
multiplier only for the irreversible pressure drop; but they indicate the likely errors in its
application to expansions, which are in the acceptable range.

Applicability to Containment Volumes

The formulations for form losses at abrupi expansions and contractions are applicable to
pipe geometries in the containment such as the PCC inlet piping, headers and tubes, and the vent
pipes and horizontal vents. These involve inlet and exit losses and losses at bends in the piping.
Form losses are not as important in the large three-dimensional cells, where large changes in area
are not common. The same formulation is applied in these regions.

6.2.3 Assessment and Applicability to BWR

The models for wall friction and form losses have been assessed against experimental daia
and other correlations. Reactor data at natural circulation have been analyzed with TRACG.
TRACG containment calculations have been compared to appropriate test results.
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6.3 Critical Flow

This section details the equilibrium critical flow model employed in the TRACG computer
code. The critical flow model used in TRACG is applicable for a coarse-mesh nodalization and
is based on a semi-empirical approximation of the choking criteria derived from the general one-
dimensional, two-phase fluid field equations. The critical flow model also allows for the
simulation of choking when noncondensible gases are present. T*- principal motivation for
using a choked flow limitation mode! was to improve code efficiency and run times. In the past,
it was found that modeling choked flow using the finite-difference approximation to the basic
conservation equations required extremely fine cell nodalization in the vicinity of the break
plane. As a consequence, simulating break transients generally led to prohibitively costly
calculations. The choked flow model was developed in several stages by a number of individuals
[6.3-1,2,3.4).

The remainder of this section is organized as follows. Section 6.3.1 documents the technical
basis and assumptions used to formulate the choking criteria in TRACG. Section 6.3.2
documents the general methodology and implementation details for calculating the
thermodynamic properties at the choke plane. Sections 6.3.3.1, 6.3.3.2, and 6.3.3.3 document the
two-phase/two-component, single-phase/two-component vapor, and single-phase liquid flow
models, respectively. Section 6.3.4 documents the closure relations needed to calculate the
choke plane phasic velocities. Section 6.3.5 discusses the applicability of the TRACG choking
model.

6.3.1 Technical Basis and Assumptions

Choking occurs when the mass flow in a pipe becomes independent of the downstream
conditions. Therefore, a further reduction in the downstream pressure will not change the mass
flow rate. The reason choking occurs is that acoustic signals can no longer propagate upstream
to affect the properties that determine the mass flow rate at the choke plane. The choking model
employs a flow-limiting scheme that uses a linear function of the cell junction phasic velocities
and compares this expression to the calculated local sonic velocity for the junction. If this linear
function exceeds the local sound speed, the choking model is employed to limit flow at that
particular junction. The quantitative details of how this is done will be identified later in this
section. The choking model used in TRACG is similar to that used in TRAC-BF1/MODI1
[6.3-22], which is based on the RELAPS/MOD1 mode! originally developed by Ransom and
Trapp [6.3-5,6,7,8].

Originally, the TRACG choking model was based on a characteristic analysis of the partial
differential equations governing the flow response. However, it has been found empirically that
a much simplified criterion relating the throat Homogenous Equilibrium Mixture (HEM) sonic
velocity and throat phasic velocities, void fractions, and densities may be used in
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place of the detailed theoretical expression and still yield good code/data comparisons. The
simplified criterion that indicates choked flow is:

|01vp,vv +(x,pvv[|
2a (6.3-1)
| ap rop, |7

The choking model consists of five different regimes, identified in Table 6.3-1. These
regimes are based on cell-centered void conditions immediately upstream of the choke plane.
Each of these regimes is simulated in the TRACG. In each case, the method used to calculate the
homogeneous sound speed ayg is slightly different. The presence of noncondensible gases
introduces an additional degree of complexity in the approximation of aye. The presence of
noncondensible gases is accounted for in all of the break flow regimes with one exception.
Noncondensible gases at the break choke plane are ignored for the low void regime (Table 6.3-1)
when the Alamgir-Jones-Lienhard (AJL) correlation is used. In the subcooled blowdown regime,
the effects of noncondensibles on the local sonic speed are assumed to be small and are therefore
ignored.

6.3.2 Implementation Details

This section summarizes how the choking model is implemented in TRACG. The choking
model is implemented in only one-dimensional components. The critical flow model is called by
the subroutine TF1DE, which is the subroutine to solve the govering equations for one-
dimensional TRACG components. TFI1DE passes donor cell parameters based on new-time
velocities to CHOKE. Tables 6.3-2 and 6.3-3 summarize the principal variables passed to
CHOKE and the calculated output variables. The alphanumeric identifiers in Tables 6.3-2 and
%.3-3 should not be necessarily interpreted as subroutine call arguments. After CHOKE has been
entered, control is passed to a particular model, depending on the void conditions defined in
Table 6.3-1. Each model that is invoked follows the same computational sequence:

1. The throat pressure and temperature conditions are calculated. The subroutine
THERMO is called to calculate additional thermodynamic properties at the throat
conditions.

2. The throat sonic speed is calculated and the choking criteria evaluated to determine if
the flow is choked.

3. If the flow is not choked, control is returned to TF1DE.

4. If choking criteria are met, new-time throat velocities and derivatives are recalculated.
To calculate the derivatives, the throat pressure is perturbed by 1% and a second pass
is made to calculate the liqu'd and vapor velocities. The choked derivatives are
calculated by dividing the ¢’ = in the choked velocity calculated between passes by
the pressure perturbation.
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5. Control is returned to TFIDE with the new calculated junction phasic velocities and
derivatives.

The following sections detail how CHOKE calculates the throat conditions, the details of
particular models that are invoked, and how they are implemented in the code.

Table 6.3-1
Equilibrium Critical Flow Regimes
Void Fraction Regime Correlation

a <001 liquid Alamgir-Jones-Lienhard
00l <a<0.1 transition Interpolate between liquid and two-phase
0.1 < <0999 two-phase Homogeneous equilibrium sound speed
0.999 < a < 0.9999 transition Interpolate between two-phase and gas only
0.9999 < o gas only HEM with adiabatic gas approximation

6.3.2.1 Methedology for the Calculation of Choke Plane Thermodynamic Properties

This section details the principal method used to calculate choke plane thermodynamic
properties and how this method is implemented in the TRACG code. In order to calculate ayg,
the cell break plane conditions must first be approximated. In the TRACG finite-differencing
scheme, fluid properties are calculated as cell-centered quantities. As a consequence,
approx.mation techniques must be employed to estimate gradients in fluid conditions between
the cell center and cell edge choke plane. In TRACG, a half cell momentum (Figure 6.3-1)
balance approximation is used to estimate the junction pressure. It is assumed that the area
change from the cell center to the cell face is not too abrupt. Hence, form loss effects are not
accounted for in the approximation. The throat pressure is evaluated using Bernoulli's theorem,
and accounting for the wall friction in the half cell:

2 P mt me 1 R 6.3-2
pt = Pc - P +3 P me —(avcpvc +a£cp€c) 6}: Vme (6.3-2)

where the subscripts t and c designate cell throat ana center locations. The subscript m
designates mixture conditions. The parameters V.. Vi Pmer and Py are mixture velocities

and densities at the cell center and throat, respectively (Figure 6.3-1). The parameter f is friction
factor. The L and Dy parameters are the upstream cell half length and throat hydraulic diameter,

respectively.

The Bernoulli equation (Equation 6.3-2) was evaluated by assuming that the mixture
velocities rather than the phasic velocities are sufficient to calculate throat properties. The
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Table 6.3-2
Input Call Parameters to CHOKE Subroutine
Variable Parameter
DXC Donor cell length
HD Hydraulic diameter
WFL Wall friction factor, liquid
WFV Wall friction factor, vapor
ALP Donor cell void fraction
o Donor cell upstream pressure
PD Donor cell downstreamn pressure
RL Donor cell density, liquid
RV Donor cell density, vapor
SIGMA Donor cell surface tension
TL Donor cell temperature, liquid
TV Donor cell temperature, vapor
VMC Donor cell mixture velocity
VMO Old-time mixture velocity
VL Throat junction velocity, liquid
Vv Throat junction velocity, vapor
DFLDP Derivative of VL with respect to pressure
DFVDP Derivative of VV with respect to pressure
ICHOKE Choking flag
ROAX Donor cell total noncondensible density
[EOS Gaseous phase equation-of-state flag
AVMO Old-time HE sonic velocity
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Table 6.3-3
Outputs from Subroutine CHOKE
Variable Parameter
VL Throat liquid velocity
\AY Throat vapor velocity

DFLDP Derivative of VL with respect to pressure
DFVDP Derivative of VV witl respect to pre:sure
ICHOKE | Choking status flag

THROAT

Figure 6.3-1. Choking Cell Configuration

mixture densities and velocities in Equation 6.3-2 are defined in Equations 6.3-3 to 6.3-8. The
details for each type of flow are provided in Sections 6.3.3.1, 6.3.3.2 and 6.3.3.3.

Because of inherent limitations in the TRACG finite-difference solution scheme, additional
approximations have been made to evaluate V., V., and p,,,. In particular, the finite-difference
scheme solves the field equations so that the phasic velocities are calculated only at cell edges.
Cell-donored quantities, including the pressure, phase densities, temperatures and void fractions,
are calculated only as cell-centered parameters. The mixture densities and velocities in Equation
6.3-2 are calculated as follows:

Pme = CyePye + %Py (6.3-3)
v = CyePycVur ¥ CpcPrcViy (6.34)
- avcpvc * alcplc
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Vo = =il (6.3-5)
cvena

The throat area is the minimum of the actual throat area and a vena contracta in the throat.
The loss coefficient in the throat is related to the vena contracta through the following
approximation:

1
Cvens = % (6.3-6)

DO S
Vold /Axd 0ss

This is equivalent to basing the loss coefficient on an abrupt expansion from A, Cyen, t0 the
avwnstream area Vol y/Axy. The vena coniracta is limited to a minimum value of 0.75.

* A

Vo =V et
me = Vmt Vol 7 Ax.

(6.3-7)

The cell edge velocities and cell-centered densities and void functions are quantities
calculated at the previous computational time step that are passed to the CHOKE subroutine.
The quantities from Equations 6.3-3 through 6.3-7 are calculated and used to evaluate Equation
6.3-2. The density ratio pp/pPmc is calculated at the previous time step, with p.,, being
estimated .sing CHOKE. The expression for the throat mixture velocity V, is a logical

consequence of the code finite-differencing scheme. The approximation for V., is done by
equating the mass fluxes with cell and throat-donored densities so that py. Vi = PmVen: The
mixture velocity V,;,t is the effective velocity weighted with the cell-centered mixture density,
whereas V, is weighted with the throat mixture density. Use of V, improves the accuracy of
the throat pressure P, calculation when compressibility effects are important.

The expression used to approximate the cell-centered mixture velocity V ;. is based on the
assumption (Figure 6.3-1) that the flow area at the cell center upstream of the choke plane is
given by Vol/Ax. By assuming constant volumetric flow, we have the following relationship
between the cell-centered and upstreain mixture velocities:

Ac Vine = Ay V:m (6.3-8)
where
Vol
AC = = . (6.3-9)

C

Equation 6.3-9 1s substituted into Equation 6.3-8 and the result is rearranged to get Equation
6.3-7.
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Once P has been calculated at the choke plane, the phasic temperatures at this location are
calculated using assumptions dependent on the break upstream void fraction conditions and
whether noncondensibles are present. The choking model assumes that the throat void fraction is
equal to the calculated void fraction of the cell immediately upstream of the choke plane. Once
the phasic temperatures and throat pressure have been calculated at the break plane, they are used
to evaluate the remaining thermodynamic properties needed to calculate the sonic speed. Once
ayg 1s calculated, the appropriate tests for choking using Equation 6.3-1 are performed.

Table 6.3-4 summarizes the assumptions used to calculate the key throat parameters
(pressure and phasic temperatures) and the associated sonic models used in the code. This table
also makes reference to the presence of noncondensible gases, which will be discussed in later
sections. Additional details of the assumptions used to calculate the break plane thermodynamic
conditions and corresponding sonic velocity for different types of flow are presented in the
following sections.

6.3.3 Calculation of Local Sonic Velocity

6.3.3.1 Two-Component/Two-Phase Flow

The two-component/two-phase (TCTP) HEM critical flow model used in TRACG was
developed by Phillips et. al [6.3-3,7]. This model is based exclusively on theoretical grounds and
employs several simplifying assumptions to enable one to derive an expression for the
equilibrium sonic mixture velocity. This section will deal with several varietions of the TCTP
model employed in the TRACG code. The variations include the following:

* Noncondensibles/water mixture for ¢, < 0.01.
* Steam/water mixture for ¢, < 0.01.

* General TCTP model with steam/water/noncondensibles mixture applied to void
fraction regimes:

001 €@, <0.1
0.1 <@, <0.999
0999 < o, < 0.9999

* Noncondensibles /steam mixture formulation covers void regime o, = 0.9999.
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Table 6.3-4
Summary of TRACG Choking Correlations and Throat Conditions
Steara With or
Two-Phase Two-Phase Two- Water With Without
Void Liquid Steam Component Noncondensible | Noncondensible
Fraction Throat Throat Throeat Throat Sonic Velocity
Range Conditions Conditions Conditions Conditions Correlation
Case 1
o, 001 |Py=SATPRS Noncondensible | Noncondensible | N/A Use maximum of AJL
(T, gas effects gas effects and HEM correlation.
_ ignored throat ignored throat See Section 6.3.3.3.
Ty =Tsar (PT) e 2 eplbar
T.=T conditioning same | conditioning same
g= M as left box. as left box.
Case 2
0.01 €a, | Throat coaditions | Throat conditions | Throat conditions | N/A Use HEM sonic model
<0.1 based on based on based on (o, reset to 0.1) or
information in box | information in information in AJL model.
above or box box above or box | box above or box Interpolate with cubic
below. below. below. anbi
pline.
Case 3
0lsa, Py calculated from | Py calculated Py calculated N/A HEM sonic velocity
< 0.999 Bernoulli equation | from Bernouili from Bernoulli model.
Ty = TSAT(Py) equation equation liquid
T,=T, equilibrium throat | throat temp. set
. da temperature T, | equal to cell
Assume —~ # 0 |calculated with | center liquid
dp Taylor series temp.
approx. Tne=Ty
Teo=Ti=Tne da,
o Tg Assume T‘F =0
da,
Assume Ty #0
Case 4
0999 < &, | Throat conditions | Throat conditions | Throat conditions | N/A Interpolate between
< 09999 |based on based on based on box above and box
information in box | information in information in below.
above or box box above or box | box above or box
below. below. below.
Case §
0.9999 < N/A N/A N/A For perfect gas HEM model
a, Py. T, calculated with ¥ = 0
X dp )
from Adiabatic Max HEM model
law . d(l\
Tv = Ta [“’Ilh -d—P # 0,
For HEM case Py
is same value but,
Ty=T,=
Tsar(Py)
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The general expression for the local HEM sonic velocity is:

B 9P 1/2
ayp = Tp (6.3-10)

where the subscript S corresponds to constant entropy of the derivative P with respect to p. In
order to derive a tractable expression for ayg in terms of thermodynamic quantities and
derivatives, a number of simplifying assumptions have been made:

1. Each fluid component is in thermal equilibrium with itself (i.e., there are no
temperature gradients).

2. The flow process is isentropic. Nonequilibrium interfacial heat and mass transfer are
not directly considered.

3. Noncondensible gases occupy the same volume as the steam and they obey the Gibbs-
Dalton law of partial pressures.

4. The noncondensible gases are chemically and mechanically inert (i.e., they do not
dissolve into or evolve from the liquid, or form new compounds with water
molecules).

5. The noncondensible gases are ideal gases.
6. Multi-dimensional and turbulence effects are not considered.

7. The fluid is homogenous. Stratification and/or other flow-map-dependent phenomena
that could affect the sonic velocity are precluded. For critical flow the velocities are so
large that stratification will not occur.

The above assumptions, with some exceptions, also apply to the criticzl flow models
documented in Sections 6.3.3.2 and 6.3.3.3. With regard to assumptions 1 and 2, TRACG
assumes a mixture equilibrium temperature at the choke plane that is calculated according to
which break flow regime (Table 6.3-4) is considered. Under certain circumstances, the
equilibrium assumption may break down [6.3-1,2,3]. In particular, for bieak assemblies of very
short length, nonequilibrium transport behavior may be important. This occurs when the liguid
and vapor phase at the choke plane have not had adequate time to relax to thermal equilibrium.
However, it was judged that, in most cases, the equilibrium assumption is reasonable except in
the low liquid void regime (Table 6.3-1). Modifications to assumption 2 under these
circumstances are detailed in Section 6.3.3.3.

With respect to assumptions 3-5, the class of problems is confine! to situations where
noncondensible gases cannot interact chemically with the liquid-steam mixture. This may not
produce accurate results for certain classes of problems where significant quantities of dissolved
gases are hypothesized to come out of solution as the liquid decompresses at the choke plane
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[6.3-9]. Assumption 6 may require code input adjustments to account for break flow geometry
effects. The effects of break geometry near the choke plane are discussed by a number a authors
[6.3-9 - 16]. In general, the use of a one-dimensional critical flow model approximation requires
that a discharge coefficient be employed to account for two- or three-dimensional geometry
effects [6.3-10]. Since there is a wide range of possible break flow geometries, there is no
particular universal discharge coefficient that is applicable to all situations.

Using the formulation detailed in Appendices D and E, the following equations show how
the HEM sonic speed is derived for either a steam-liquid or noncondensible-steam-liquid
mixture. The general form of the isentropic derivative for the reciprocal of the sonic velocity
squared is:

-2 an (ap, ) [ap ) ap, ) do )
ayE = (é%Js =, L-——l;‘-JS +a, L-a—l;’Js +a, (#Js = (P, *Ps ~p[) ( ap‘ Js(6.3-11)
At . . dat, .
In the liquid/noncondensible regime, B[ = 0, so that Equation 6.3-11 reduces to:
S
(9p, op T
aHE = (lv K?P— +(1\_ —éﬁ +(1[ 's'i; (63-12)
A

The individual isentropic derivatives in Equation 6.3-12 are given by the general formula for a
pure substance derived in Appendix D and is:

(%]
: T 3T
(QE) =(§BL_ Tk (6.3-13)
_BPS dP p2|—(§£) -1(92) -l

L dTJp p? \dT pJ
where the state variables, such as p, are for the liquid or noncondensible. In the case where we
are modeling a single-phase vapor/noncondensible mixture (¢, = 1), Equation 6.3-12 becomes:

« 1=1/2

ayE =U%‘%“L +(—a§§-LJ (6.3-14)

where the individual isentropic derivatives are again evaluated using Equation 6.3-13 and the
appropria.e values for p and e.

In situations where the steam/liquid phases coexist, the general expression for the
homogenous sound speed can be expanded using Equation 6.3-11. In this situation, the
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do.
isentropic derivative {-5%} # 0; and we have a significantly more complex expression. The
S

expansion of the individual isentropic derivatives into algebraic expressions containing non-
isentropic derivatives is somewhat long and is detailed in Appendix E. In the limit where the
noncondensible gas density becomes zero, Equation 6.3-11 can be expressed as:

~1/2
ap)—l/Z P
=== %= | i) 6.3-
AHE (BP s\ PePg B0
where
/ap \ fa Y
Q=ap, LB_PS ]S +0,p BLP[ - A (6.3-16)
e[y, (3, s,
A= -3, [otvp8 [BP | toPe | 5p . (6.3-17)

Prior to calculating the value of the sonic velocity, the throat thermodynamic conditions
must be evaluated. The general outline for calculating the throat pressure was given in Section
6.3.2.1, using Equation 6.3-2. This section describes further details as to how the throat
temperature and partial pressures are calculated. The methodology used depends on the
particular break flow regime. This section considers Cases 1-3 in Table 6.3-4. Case 4 will be
documented separately in Section 6.3.3.2. Table 6.3-4 summarizes how the throat conditions are
calculated for Cases 1-4.

Relative to the steam-water case, P, is calculated with Equation 6.3-2. The throat
temperature of the liquid is assumed to be the upstream cell-centered liquid temperature (T),).
The noncondensible gas throat temperature is set equal to the liquid temperature. In the situation
where there is a steam-liquid mixture at the cell center upstream of the break plane, Equation
6.3-2 is again used; and the steam-liquid mixture is assumed to be in equilibrium with the throat
steam and liquid temperatures set equal to the saturation temperature at the throat pressure, P,.

For the steam-liquid-noncondensible situation, the total throat pressure P, is again calculated

with Equation 6.3-2. However, the effect due to partial pressure complicates matters for
estimating the throat temperature. The steam-liquid-noncondensible temperature is calculated
using a Taylor series approximation to account for the steam partial pressure [6.3-3]. Given the
cell-centered pressure P, which is the sum of the vapor and noncondensible partial pressures, the

steam partial pressure P at the throat is expanded as:

JP
P (7, +a7) =P, (7)) +ap (G| 6318

C
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where from Dalton’s law, the cell-centered pressure upstream of the throat is

P.=P,+P, (6.3-19)
and the pressure increment to the throat is

AP=P,-P. (6.3-20)

In the above expansion, the steam throat partial pressure is calculated with a Taylor series
expansion, where P is the dependent variable and P, is the independent variable. The derivative
of P, with respect to P evaluated at P = P_ is given by:

(%) - (E_"_\ l@;i}’}f& (6.3-21)

: o L
The isentropic part of the derivative (-a—P— is a fairly complex expression. Its expansion into its

basic components is detailed in Appendix E. The equilibrium throat steam-liquid-
noncondensible temperature is then

Teq = TSAT (Pyy) (6.3-22)

where TSAT is the saturation temperature evaluated at the throat pressure Pg,.

6.3.3.2 Single-Phase One- or Two-Component Vapor Flow

The seven principal simplifying assumptions employed in Section 6.3.3.1 to calculate ayg
are also employed in the single-phase, one/two-component vapor choking formulation. This
choking model presently employs two methods for calculating the sonic speed. The first
approximation models the steam as a “perfect gas” (in the sense that there is no potential for
vapor condensation). This is a valid approximation when the throat temperature of the steam is

. . da.
well above saturation conditions so that the isentropic derivative { an = 0. The second
S

approximation employs the generalized HE formulation from Section 6.3.3.1. In this

da.,
formulation, the isentropic derivative {——a-l;‘-} is not equal to zero. This formulation fully
S

accounts for the vapor equation of state deviations from the “perfect gas” approximation when
the calculated thrc ¢ temperature is near saturation conditions.

In the first approximation, the steam and noncondensible mixture are assumed to
approximate a perfect gas with zero friction losses between the cell center and downstream choke
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plane. Under these conditions, the cell-centered total pressure, temperature, and density are
approximated within the adiabatic choked flow perfect gas formulation [6.3-17] which gives:

1Y)

P =P (l e (6.3-23)

. V2

Py =P+ 2C (6.3-24)
o 1

1 =1, (1 +12—‘I (6.3-25)

r = Y g

-1Y\71)

P = P (l + = (6.3-26)

where the specific heat ratio is density-averaged

Gl 2ok . , (6.3-27)
Cy X,Cy, +(1-X,) Cy
X » %9— : (6.3-28)
t

Assuming constant noncondensibie mass fraction X, gives a noncondensible throat density

Pat = Xa Py (6.3-29)
The throat partial pressure of the steam becomes:

Py =P, - paRT, . (6.3-30)
The conditions at the throat are thus completely specified.

The above throat pressure and temperature conditions are then used by THERMO to
calculate the remaining thermodynamic parameters and derivatives to evaluate the equations for
the isentropic sound speed. In the limit a, = 1, Equation 6.3-11 reduces to:

~-1/2
<[] [ ;.
aﬂa—[(apl+(ap L (6.3-31)

where the individual isentropic derivatives are evaluated at T, =T, = T,.
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In the second formulation of the sonic speed, the vapor and noncondensible temperature are
set equal to TSAT (Py,), or the saturation temperature at the throat partial steam pressure. Since

. . . . - o
the vapor state is now on the saturation curve, the isentropic derivative { 6Pv
zero even though oy, = 0. From Appendix E, the generalized HEM sonic velocity in the limit
= | reduces to:

- g d
i =;;%;{ps (—a"ﬁlﬂm-pa)[%l
p. +P. =P as, ) as,
T §,-5, ‘[pa (TP&JSH)S [Wl]}

TRACG calculates the sonic speed using both Equations 6.3-32 and 6.3-33 and uses the
maximum value in the criteria for choking.

} 1s not equal to
S

(6.3-32)

6.3.3.3 Single-Phase Liquid Flow

This section documents the single-phase liquid critical flow model used in TRACG. The
terminology single-phase liquid is used in the sense that the vapor and/or noncondensible void
fraction is either negligible or nonexistent. The single-phase liquid critical flow model employs
two approximations for calculating the sonic velocity. The first method uses the approach
developed by Alamgir, Jones and Lienhard (AJL) [6.3-18,19,20] to correlate the sonic velocity.
This approach is called the AJL model or correlation. The second method employs a modified
HEM approximation. After the sonic speed for each scheme is calculated, the maximum value ic
used in the choking criterion formulation. The single-phase liquid model is activated when the
cell vapor void fraction immediately upstream of the break plane satisfies the criteria a < 0.01.

The seven principal assumptions employed to calculate the choke plane ayg in Sections
6.3.3.1 and 6.3.3.2 are modified for the single-phase liquid criical flow model. These
modifications are:

* Vapor or noncondensibles immediately upstream ¢’ the break plane are assumed to be
insignificant and are not donored to the cell choke plane.

* The AJL model quantifies turbulent fluctuations and nonequilibrium nucleation
phenomena at the choke plane.

When high-pressure, high-temperature water is suddenly decompressed, it transitions from a

subcooled or saturated state to a superhe? ite. As a consequence, the throat pressure of the
flashing liquid can be much lower than oke plane saturation pressure. Such enhanced
depressurization can be driven by turbule.t «. nations or by bubble nucleation effects as the
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liquid exits the choke plane. The pressure undershoot AP(ay) at the throat is related to the sonic
speed via the correlation:

Py (Tr) - P, = AP(ay) (6.3-33)
a2 .
AP(a,) = (CA +CB a§*) " - CC a2 (6.3-34)
where

376
0.258 ¢/2 (;_r_,_}

T
CA = <t - (6.3-35)
KT.. )2 |1--&
( Cnl) ( p[
I’ 8
| (1325) (9866 10712) p, (%%] r
= 1
CB —I[ 'y J| (6.3-36)
A v,
CC = 0072 p; (—A—l)‘ (6.3-37)
u
c = surface tension
k = Boltzmann constant
(j‘ﬁ) = rate of area change
dx )
Torit = critical fluid temperature
Pga (Ty) = saturation pressure at the liquid temperature in the cell adjacent to the

choking plane

The first term in Equation 6.3-34 represents the depressurization driven by nucleation effects
formulated by Alamgir and Lienhard [6.3-18]. The second term developed by Jones [6.3-19,20]
represents the additional pressure losses because of increased turbulence due to flashing. In the
formulation implemented in TRACG, turbulence driven by acceleration effects (break geometry
area gradients) i1s assumed to be much larger than wall friction effects. As a consequence, wall
friction is ignored in the implementation of the AJL correlation in TRACG. The 0.072
coefficient is a best estimate of the turbuient intensity index in Equation 6.3-34. This number is
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recommended unless there is a clear and substantially different value known a priori for a
particular break geometry.

For closure, the second equation used to relate the throat pressure with the sonic speed is:

V2 2
p, +Pmme _p o Pt (6.3-38)

Equation 6.3-38 is obtained by applying the Bernoulli equation (Equation 6.3-2) assuming no
wall friction and sonic velocity in the throat. Equations 6.3-34 and 6.3-38 are solved in the
TRACG solution scheme by eliminating P, and finding a, from the transcendental equation:

ag ~J527 [DPP + AP(a )]+ V2. =0 (6.3-39)
where
DPP = Max [0, P - Py (T))] (6.3-40)

Equation 6.3-39 is solved iteratively using a standard Newton-Raphson technique.

The sonic speed is calculated using a second approximation with Equation 6.3-13. Here, the
throat temperature is set equal to T, and the pressure is set equal to P, (T,), where T, is the cell-
centered liquid temperature upstream of the throat. In the second approximation, it is assumed
that the liquid has decompressed to a saturated state at the break plane. The final sonic velocity
becomes Max [ag, ayg), where ayg is the liquid single-phase homogenous sound speed from
Equation 6.3-14.

In the course of doing simulations with early versions of the TRACG choking model,
numerical oscillations in the break mass flow rate were observed when the throat conditions were
near the subcooled sonic regime [6.3-4]. If the conditions upstream of the break plane transition
from subcooled to saturated conditions, large reductions in the throat sonic velocity will occur.
To prevent large discontinuous changes in the sonic velocity, a cubic spline interpolation scheme
has been employed in the transition region 0.01 € o, < 0.1. In this o, range, both the TCTP

homogeneous equilibrium and single-phase liquid models are separately used to calculate the
break plane sonic speed. The cubic spline interpolation yields the transition sonic speed:

a, = Wayg + (1 - W)a (6.3-41)
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where
W = 304 - 203 (6.3-42)
oy pier 6.3-43
T = 51001 Ra.3-43)

6.3.4 Determination of Choked Flow Phasic Velocities

Once a particular regime has been picked and the corresponding sonic speed calculated,
Equation 6.3-1 is employed to test for choking conditions. Because of the half-cell donoring
scheme, Equation 6.3-1 is implemented in TRACG with the following modifications.

The sonic speed calculated from cell edge throat properties is first multiplied by the throat
mixture density ratio so that:

a, =a, (Eﬂ-) (6.3-44)

Pmc

This modification was used to partially account for the difference in throat mass flux used in the
cell continuity equation (due to cell-centered donoring) and the velocity that would exist if the
throat density were used instead. If the choking criteria are satisfied, the new-time throat mixture
velocity is set equal to the sonic velocity and then calculated using a relaxation scheme:

ag"! = al® + RELAX (a;" ~agn*!) (6.3-45)
where
RELAX = max {0.1, 1-exp (=20 At)) (6.3-46)

where n and n+1 refer to old and new times, respectively. The relaxation algorithm is used to
ensure numerical stability. Calculating the throat sonic velocity is not sufficient to advance the
momentum solution to the next time step, since the two throat edge velocities must first be
specified.

Two equations are needed to solve for the two unknown throat edge velocities. The solution
scheme (except for single-phase vapor choking) uses the following two equations:

. PV O,
al = WeVy %PV (6.3-47)

avpi * atpv

and

C,v, + C/v; = RHS (6.3-48)
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where
A = calculated sonic speed
Vg, Vy = choke plane cell edge liquid and vapor velocities
CyCyRHS = TRACG momentum equation solution constants calculated from TF1DE.

For single-phase one- or two-component vapor choking, Equations 6.3-47 and 6.3-48 are
replaced by the simple relationships:

*

vy=v, =a,. (6.3-49)

In general, the above formulation allows for slip between the phases at the choke plane. In
order to advance the TRACG momentum solution scheme in time, the velocity derivatives with
respect to pressure must be calculated. The derivatives are calculated by perturbing the
previously calculated throat pressure by 1% in the subroutine CHOKE. The sonic speed and

junction velocities are then recalculated. The phasic velocity derivatives are then calculated as
follows:

av, vy (Pl +APJ— v,(P)

AP, = AP, (6.3-50)

avy _ vy (P +AR)-v,(P)

AP, AP, (6.3-51)

where (APy) is the 1% throat pressure variation. It should be noted that the phasic velocities,
calculated by CHOKE and passed back to TFIDE when the flow is choked, are calculated at P,
and not at (P, + AP,).

6.3.5 Applicability

The two-phase critical flow models described in Sections 6.3.1 through 6.3.4 contain a
number of simplifying assumptions. The most important limitation is that the TRACG choking
model is inherently one-dimensional. Break flow geometry must be considered as a factor in
simulating a particular scenario. If the modeled break configuration is strongly affected by multi-
dimensional hydrodynamic phenomena, a discharge coefficient may have to be used.

The TRACG sonic speed formulation (with the exception of the AJL correlation, which
considers turbulence and nucleation) assumes that nonhomogeneous or nonequilibrium processes
are not significant. As a consequence, the sonic speed at the choke plane is derived with the
assumption that the liquid and vapor phases have relaxed to thermodynamic equilibrium. In
reality the degree of break plane nonhomogeneity is dependent on the flow map, while the degree
of nonequilibrium is determined by interfacial transport processes and the time needed to relax to
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equilibrium.  The primary dependence on flow regimes is accounted for by using the void
fraction to select which model and corresponding simplifications are most appropriate together
with use of the individual component densities in evaluating the sonic velocity. This simple
approach and the assumption of thermodynamic equilibrium are justified by assessing the
calculated results against data.

6.3.6 Assessment and Applicability to BWR

Assessment work using the TRACG critical flow model has generally yielded very good
results. The methodology for calculating the choke plane phasic velocities has generally yielded
accurate comparisons versus experimental data with regard to calculated mass flow rates and
system depressurization responses [6.3-1,2,3.4,21].

Break flow studies based on the TRACG predictions versus data from 11 tests in five
different test facilities (PSTF, TLTA, FIST, FIX, Marviken) show that TRACG slightly
overpredicts the data.
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6.4 Two-Phase Level Model

In the normal TRACG solution of the fluid flow equations, the mean cell void fraction is
assumed to exist uniformly throughout each hydrodynamic fluid cell. If a phase boundary or
liquid level exists in the cell, the numerical solution to the fluid flow equations results in an
artificially high diffusion of vapor in one direction and liquid in the other. To minimize this
artificial diffusion, it is necessary to accurately predict the existence of two-phase levels that may
occur in vertically oriented cells and to take proper account for this in the numerical solution of
the flow equations. The TRACG two-phase level tracking model was developed for this
purpose. The model provides the capability of maintaining the sharp void fraction discontinuity
across a two-phase level that occurs in vertical components.

The TRACG level tracking model consists of two parts:

1. Detection of two-phase levels plus calculation of their positions, velocities, and void
fractions above and below the phase boundaries.

o

Appropriate modification to the equations governing the flow when a two-phase level
1s present.

Part 2 above is discussed in Subsection 6.4.3. Part 1 may be further divided into two sections:
(1) detection of two-phase levels and (2) calculation of the parameters necessary to describe the
propagation of fluid above and below the phase boundaries.

6.4.1 Level Detection

The first step in detecting a two-phase level is the determination of the type of vertical void
profile existing around a particular cell. The level detection logic required for a normal
(increasing in the vertical direction) void profile is not the same as the logic required for an
inverted (decreasing in the vertical direction) void profile. Once the type of void profile has been
established, the model must determine if the conditions in the cell indicate the existence of a two-
phase level. Although different logic is used depending on the void profile, the use of cell
average void fraction differences to initiate the level calculations is common to all conditions.
Generally, a level is assumed to exist in cell j if (Figure 6.4-1):

(o,

)+ 1 2 acu( (64‘1)

o aJ)ZAacul and (IJ+1
provided that no level exists in cell (j+1) or cell (j-1). Here, Ao, is a predetermined cutoff
value. A value of 0.2 is recommended for Ao, and 0.9 is recommended for . Once a level

has been established in a cell, these criteria are not used. The level calculation is therefore not
sensitive to the precise value of Ao, as long as a reasonable value is chosen. The value of o,

is used to prevent spurious level indications when the Ao, criteria are satisfied. The
recommended value has been used for all TRACG qualification cases.
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An inverted void profile is detected when the decrease in void fraction from cell (j) to cell
(J+1) is greater than a predetermined cutoff value similar to Act,,,. The recommended value for
the inverted level Ao, is 0.1. If a void inversion is detected, the normal void profile level
criterion (Equation 6.4-1) is applied to the cells above and below the inversion boundary. For
cells below a void inversion, the o, criterion is not applied.

6.4.2 Calculation of Level Parameters

The parameters necessary to describe a two-phase level are (1) the position and velocity of
| the level and (2) the void fractions above and below the level. Figure 6.4-1 shows a simplified
diagram of a two-phase level established in a normal void profile situation.

For a normal void profile (&, ., 2@, 2 @, ), the two-phase level parameters in cell j can

j+l ] Jud ¥
be obtained from the conditions in the vessel cells above and below cell j. The position of the
level in cell j can be described by the 2quation:

((1; o \,
Az Az . | ———= (6.4-2)
L ) a; xn .

o

pl

Tt =————-

Figure 6.4-1. Two-Phase Level with Normal Void Profile
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where a* and " are the void fractions above and below the level. For normal void profile
conditions, the void fraction below the level a, 1s assumed to be equal to the void fraction in the
cell below, i.e.:

In the absence of entrainment of liquid from below the level, the void fraction above the
level, a, is assumed to be equal to the void fraction in the cell above:

a}’ = a]+l (6.4-4)

Entrainment lowers the void fraction given by Equation 6.4-4. The mass flux of entrained
liquid (G sent) 18 calculated from the correlation of Rosen [6.4-1] as:

r ) ) ‘p[ P VS-I
Grem = [3"0'5<Cx°‘5 + 530-0CK“")(—5;—V- JJVPV (6.4-5)
2D j |
Cx » mf - (6.4-6)
Vcrit [g (p’ B ‘;_-)—]O
Sai o3 25
gip, -
Verit = 2[ pz ; ]D (6.4-7)
A\
D = 03315 —2Ltv 64D
i ' gpy - py)

In these expressions, all fluid properties are for the cell in question and j, and v, are for the upper
cell boundary. For positive liquid velocity at the top of the cell, the liquid mass flux may also be
represented as:

Glcn( = (] - O.;) p[V[ (6-4‘9)

from which the above-level void fraction, ] , is computed to be:

at =1 - Stent (6.4-10)
J piv[
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For negative liquid velocity at the top of the cell, the entrainment is assumed to be zero and
a,’ is assumed equal to the void fraction in the cell above (Equation 6.4-4).

The level velocity, vy ;. is calculated as the tirue derivative of the level position:

A, Aa) Aa;
| Az () - Az () - (A2 - Az ) (1)
i ® et (6.4-11)

J J

The level velocity is used to predict when a two-phase level will leave a cell. In the event the
level does exit a cell, the level velocity is used to predict the new velocity conditions at the
boundary the level has crossed.

For a normal void profile, the two-phase level is completely described by Equations 6.4-2 to
6.4-11. However, if the two-phase level is in a cell below a void profile inversion (o, | < @)

or flow area reduction, Equations 6.4-4 and 6.4-10 cannot be used to determine the void fraction
above the level without modification. In this situation, it is assumed that:

aJ* = 0.999 (6.4-12)
I and the two-phase level can be described by Equations 6.4-2, 6.4-3, 6.4-10, and 6.4-11. For a
two-phase ievel occurring above a void fraction inversion (o j<a j-l) or flow area reduction,

the void fraction below the level is evaluated using the drift flux model:

o = —-—i—-—— (6.4-13)
Co i+ ’v'm-

where C, and V&. are determined assuming bubbly/churn flow (Section 6.1.3), and j|, and j- are

the vapor and mixture volumetric flux below the level, respectively.

6.4.3 Model As Coded

The two-phase level model is available for both three-dimensional and one-dimensional
components. There are differences in the implementation for the two component types. For this
reason, the as-coded details of the model will be described separately.
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6.4.3.1 Three-Dimensional Component

The discretized governing equations described in Section 2.2 are impacted by the presence
of a level through the void fraction axial donor celling as follows:

(q:l Vil 2 0 and no level exists in cell i

0] V.12 2 0and a level exists in cell i

d -
OTiv12 0,41 Vis1/2 < 0and no level exists in cell i + 1

‘1’i—+1 Vis12 < Oand alevel exists in cell i + 1

If an average property is required at a cell boundary, the above or below level void fraction is
used for interpolation if a level exists.

The donor celling for source connections to the vessel for flow from vessel cell i is impacted
in a similar fashion as follows:

jq’i if no level exists in cell i
0% = 0 if level position is below connection
o~ if level position is above connection
i

The donor celled property is interpolated between the above and below values as a level crosses
the source connection area.

The pressure drop from celi center to cell center in the momentum equation is also adjusted
to account for a level in the cell. The pressure difference is modified to reflect the fluid
conditions that exist at the cell boundary. In Figure 6.4-1, the hydrostatic head between cells ]
and j+1 is modified by adjusting the cell j pressure used in the momentum equation as follows:

Az |

Pj = Pj + (p[ - pv)(a* - ot')g(AzLj - —Z-J— (6.4-14)

This modification, together with the use of averaged void fractions as discussed above for the
cell boundary, gives both the correct static head between cells and the correct pressure gradient
and relative velocity at the cell boundary.

The interfacial heat transfer and shear are also impacted by a two-phase level. Above and
below level heat transfer coefficients are calculated and volume weighted using the level
position. A free surface convection component is added to account for free surface heat transfer.
Interfacial heat transfer is described in Section 6.5. The interfacial shear is evaluated at the
conditions present at the cell boundary when « level exists.
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When a level crosses a boundary, there is a discontinuity in the void fraction and phase
velocity at the boundary. To account for this, the phase velocities are modified when a level
crosses a cell boundary using the jump cenditions:

- oy
-j. +
at -a”
s, (6.4-15)
vy = Rt/ forv, >0
+ -
A
For a falling level, the modified old time vapor velocity becomes:
o (v,)._, = (a7 —Qf)v :
(V) =1 b (6.4-16)
a,

J

The liquid velocity at the boundary is adjusted using the above vapor velocity and the drift
flux correlation with parameters appropriate for droplet flow as described in Section 6.1.5. For
the falling level:

p?

025
(Vg)j-y = (Vy)jo1 = 1.41[AEE] (6.4-17)
The evaluation of a rising level is handled in the same manner. In this case, the vapor
velocity is adjusted using the liquid velocity modified using the jump condition and the drift flux
correlation with parameters appropriate for bubbly flow (Section 6.1.3).

6.4.3.2 One-Dimensional Component

The level model is available in a one-dimensional (1-D) component cell that is vertically
oriented. The level detection and calculation of level parameters are consistent with the three-
dimensional (3-D) component. The major difference between the implementation is that, unlike
the 3-D component, the 1-D component model does not affect the donor celling of void fraction
at cell boundaries. For the 1-D ¢ nponent, the level model impact is limited to the interfacial
heat transfer calculation within the cell. Above and below level heat transfer coefficients are
calculated and volume weighted using the level position. A free surface convection component
is added to account for free surface heat transfer. The absence of any special treatment for the
convected void fraction in the presence of a level can be accounted for through nodalization. The
1-D component will require a finer nodalization in the vicinity of a two-phase level. Assessment
of the use of the level model for 1-D components is provided in Section 7.11.
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6.4.4 Applicability

The applicability of the level model is controlled by the assumptions used in the model
development, in particular, the assumptions regarding the setting of the above and below void
fractions. It is assumed that these values can be assigned the values of adjacent cells. Implicit in
this assumption is that there is no significant change in void fraction for cells below or above the
level position. An adjustment is made for entrainment for the above level void fraction but there
is no provision for the existence of a void profile below the level. In situations where a
significant void profile exists below the two-phase level, the nodalization must be sufficient to
provide the necessary below level detail to avoid discontinuities in the level position. In addition
to the model assumptions, the model applicability depends on the applicability of the interfacial
shear and heat transfer models used to determine the void fraction.

6.4.5 Assessment

Assessment of the level model is provided by the PSTF level swell tests [6.4-2]. The PSTF
facility consists of a 4.27m tall vessel with an internal diameter of 1.19m. A blowdown pipe is
connected to the bottom of the vessel and could be fitted with different nozzles. In some tests,
the blowdown pipe contained a vertical section with its inlet in the upper portion of the vessel at
an elevation of 3.2m. In all cases, the vessel was partially filled with water, heated and
pressurized to 7.2 MPa. A rupture disk at the end on the blowdown pipe was broken, allowing
the system to depressurize.

For the cases where the blowdown pipe contained the vertical section, the break flow was
primarily steam flow and the system depressurized quickly. In these tests, the liquid in the vessel
flashed, causing the liquid level to rise initially and subsequently subside toward the end of the
depressurization. The level swell is generally well predicted for these tests. The primary cause
of the difference between the measured and calculated void fractions and the corresponding level
positions is the uncertainty in the cross sectional distribution of the vapor resulting from the
flashing of liquid during the rapid depressurization.

For cases where the vertical section was omitted, the system initiaily depressurized slowly as
the break flow was primarily liquid and two-phase flow. During this period, the level dropped
slowly. When the level uncovered the entrance to the blowdown pipe, the depressurization rate
increased. The increased depressurization rate caused increased flashing of the liquid and the
level drop subsided. The level movement is well predicted for these tests, indicating a good
prediction of the void fraction. In these tests, the slower depressurization results in less
uncertainty in the cross-sectional vapor distribution.

Visible in the TRACG level predictions are small discontinuities in the level position. These
discontinuities result from the change in below level void fraction that occurs when a level
crosses a cell boundary. Whenever a void profile exists below the level, the nodalization must
provide sufficient detail below the level to minimize these discontinuities. The impact on the
results for these tests is insignificant, indicating an acceptable nodalization.
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The above separate effects assessment of the level model is supplemented by integral system
testing and plant daia comparisons.

6.4.6 References

6.4-1  A.Rosen et. al,, Teploenergetica, 11, p 59, 1976.

6.4-2  J.A. Findlay, BWR Refill-Reflood Program Task 4.8 - Model Qualification Task
Plan, General Electric Company, GEAP-24898, August 1981.
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6.5 Interfacial Heat Transfer

Interfacial heat transfer models are needed for the closure of the two-phase equation system
solution (Section 3.1). Interfacial heat transfer rates are part of the vapor and liquid conservation
energy equations and determine the interfacial mass exchange rate Iy, which appears in the vapor
and liquid mass and energy conservation equations. This section describes models and

correlations incorporated into the TRACG interfacial heat transfer model, their technical bases
and limitations.

6.5.1 Background

The TRACG interfacial heat transfer model is based on the assumption that the liquid-vapor
interface is always at saturation temperature corresponding to the local partial steam pressure.
Energy exchange rate at the interface provides the necessary mass exchange to maintain the
interface at saturation temperature. The total heat exchange and mass transfer at the interface are
functions of the volume-averaged liquid-interface heat transfer rate qs; and vapor-interface heat

transfer rate q,;:

Qi = Ahy(T - Toy) 5 ay = Ay (T, - T,,,) (6.5-1)
where A, is the interfacial area per unit volume and h;, and h,, are liquid-interface and vapor-
interface convective heat transfer coefficients. Energy exchange at the vapor-liquid interface
leads to mass exchange at the interface I‘g due to evaporation (I‘g > 0) or condensation (Fg <0)
processes at the interface:

.+ Q..
P - Qs * 9y (6.5-2)

g hfg

Equations 6.5-1 and 6.5-2 represent the energy and mass exchange between phases at the
interface and appear in the mass and energy conservation equations (Section 3.1). According to
Equation 6.5-1, interfacial area A; and interfacial heat transfer coefficients h;; and h;, have to be
defined (based on the flow regime) to calculate energy and mass exchange at the interface and to
close the thermal-hydraulic system of equations.

The interfacial heat transfer model describad below is closely related to the interfacial shear
model (Section 6.1) and incorporates the same flow regime map (Section 5.1.1). The
entrainment model described in Section 5.1.2 is used to determine the fraction of the entiained
liquid.

6.5.2 Interfacial Area

The calculations of the interfacial heat transfer require the specification of the interfacial
area A; and heat transfer coefficients h;; and h;,. The experimental data will generally lead only
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to information about their product. The models for the interfacial area described in the following
sections are mostly based on the models proposed by Ishii [6.5-1], which were used [6.5-2, 6.5-3]
to determine the interfacial shear (Section 6.1). For this reason, the database that was used to
confirm the drift flux parameters for the interfacial shear model is applicable to the interfacial
heat transfer model (interfacial area calculations). For some flow regimes (bubbly-chumn flow,
droplet flow), the interfacial area is defined by a maximum stable particle size, which is a
function of a critical Weber number. In the calculation of the interfacial shear, only the ratio of
tne drag coefficient Cp, and critical Weber number We_ has to be correlated (Section 6.1), and

there is no need to calculate interfacial area A;. This is not the case in the interfacial heat transfer
calculations, where the value of the interfacial area A, has to be defined for all the flow regimes
(- uculate interfacial heat flux (Equation 6.5-1).

6.5.3 Bubbly/Churn Flow

6.5.3.1 Technical Basis and Assumptions

The interfacial area in bubbly flow regime depends on the number of bubbles and average
bubble diameter:

2
The number of bubbles Ny, is related to the void fraction:

60
Nb = e (6.5-4)
ndy,

Substituting Equation 6.5-4 into Equation 6.5-3, one obtains the expression for the interfacial
area:

A, =— (6.5-5)

The bubble diameter is calculated from critical Weber number:

P oWe
b 2
pivrb

A maximum critical Weber number for the stable spherical particles is typically 12-13 [6.5-
1, 6.5-4]. In reality, a spectrum of bubbles will exist with a critical Weber number of 13
representing the maximum bubble diameter. A value of half the maximum bubble size is chosen
for the average bubble diameter dy,
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NEDO-32176, Rev. 1

The relative phasic velocity is calculated similar to Section 6.1:

The same correlation for the cross-sectional average vapor drift velocity Vaj is used in the
interfacial heat transfer and interfacial shear models (Section 6.1):

025
f. k{i‘ﬁg‘—’} . where k = 1.53 (6.5-6)
g "

The heat transfer coefficient h;, j, between the continuous liquid phase and bubbly interface

is calculated based on modified Lee-Ryley model and the corresponding correlation for the
Nusselt number [6.5-2, 6.5-3, 6.5-5, 6.5-6, 6.5-8]:

v.d
Nu,y =2+074 \Rey ; Re, = —pifu- (6.5-7)
£

The original correlation is based on measurements of the evaporation rate of small droplets
[6.5-6]. The vapor properties in the original correlation are replaced with liquid properties and a
factor of Prl/3, which is a part of the original correlation, is omitted [6.5-5, 6.5-8]. This has no
significant impact, since Pr = | for water. Heat transfer coefficient h;,, corresponding to the

liquid side is given by:

Nu, .k,
higp = ""d—b'“' (6.5-8)

Correlation for the heat transfer coefficient between vapor and bubble interface is based on
the solution of the heat conduction equation for a spherical solid particle. For the fully developed
temperature profile, this solution leads to h;,, = 2n2k,/3d, [6.5-7). Due to relative motion
between the bubbles and liquid, intemnal circulation will occur. The empirical factor 2.7/,
[6.5-19] is applied to account for this circulation and the final form for the h; , is:

9 k I' 1) -]
h, , == =% 27-%| (6.5-9)
iv,b 3 db t u\J

6.5.3.2 Model as Coded

Bubbly chumn flow is realized when the critenia for the liquid continuous flow regime
O < Oy, — 0.1 are satisfied (Section 5.1). Calcuiation of the heat transfer factors (Ah);,, and
(Ah),, , 1s based on equations described in Section 6.5.3.1 with the following limitations. The
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minimum number of bubbles per unit volume is limited to 107. Limitation on bubble diameter is
0.0005m < dy, < 0.5Dy,.

6.5.3.3 Applicability

Because the calculation of the interfacial area is based on flow-regime, and is closely related
to interfacial shear model, the applicability of these calculations corresponds to the range of data
described in Sections 5 and 6.1. The original Lee-Ryley correlation, which provides the basis for
calculations of the heat transfer coefficient between the liquid and bubble interface, was
developed based on data on measured evaporation rates of small droplets, due to heat transfer
from hot air or superheated steam. Because this correlation has been developed for small
spherical particles, it is reasonable to apply it for small bubbles. Assessments presented in
Reference 6.5-8 and Section 6.5.8 provide the justification for this correlation.

While a detailed discussion on derivation of the heat transfer factor on the vapor side has
been presented in the previous section, it should be noted that, because of the small bubble
diameter and low heat capacity of the vapor, the vapor temperature is very close to saturation
temperature and the interfacial heat transfer model is insensitive to the value of the vapor side
heat transfer coefficient.

6.5.4 Annular Flow
6.5.4.1 Technical Basis and Assumptions

In this flow regime, interfacial heat transfer and mass exchange occur at the surface of the
liquid film on the walls. The interfacial area per unit volume in the annular film flow regime is a
function of the average film thickness 8. The volume fraction o, which is occupied by liquid
film, is:

a=1-a (6.5-10)
The average film thickness & and vapor-film interfacial area A;; per unit volume are given by

the film fraction o and hydraulic diameter Dy, Assuming a tubular cross-section, one obtains:

Dyi. [ 4
8==2{1-va); Ay = 5o (6.5-11)

4 .
Equation 6.5-11 predicts a finite interfacial area A, = 4 and a film thickness approaching
h
zero as the void fraction approaches one. In reality, at some point the film will break up and not

cover the entire surface. TRACG uses a model for the minimum stable film thickness to model
this breakup. The average film thickness & is limited by the minimum film thickness 8

& =max (8, 8}
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The expression for 8, is derived from the theu-y of minimum stable film flow [6.5-5] and
defined as:

Ma 2102 [ oo 2 W3

(6.5-12)

where the interfacial shear stress is approximated by:

2
Y
T = 0005 B—Vz—v—

The original correlation for the minimum film thickness [6.5-5) has the form:

The empirical factor C is set to 0.5 based on comparisons with the boiling trans.ton
correlation (Section 6.6.2).

The corresponding value for oy is:

o
mf‘m,.n=1—(1—2—[@)II:IHJZ

The film thickness & will decrease as oy decreases but remains constant after it reaches the
minimum thickness 8,;,. When ot < 04 o, the vapor-film interfacial area is defined as:

1

4 — a
Aif =B V1~ Umin | o | (6.5-13)
,mi

which is consistent with Equation 6.5-11 when oy = 0t i and provides the right trend (Aj; = 0
when o= 0).

Combining Equation 6.5-11 and Equation 6.5-13, one obtains:

(6.5-14)

I—;—,/I—a,' for oy > o (o0
h
A" = 4 0{ ]
!b—h'Vl—a{.mm a | for O <Of min

f.min |
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The heat transfer coefficient h;, ¢ between the vapor phase and film interface is calculated

according to Reference 6.5-8 and based on Theofanous’s model [6.5-9]. The original model has
the form:

St=002vYL/D (6.5-15)

As suggested in Reference 6.5-8, the modified version does not include the shape factor
VL/D and has the following form:

b
St = —il— = 002 (6.5-16)
p!Cplvv

ine heat transfer coefficient on the vapor side is obtained from Equation 6.5-16 by
substituti 'g corresponding vapor properties, which yields:

hiv,f =0.02 vaP,vvv (6.5-17)

For the liquid side, the heat transfer coefficient is given by the analytical solution of the heat
conduction equation across a thin liquid film, assuming a linear temperature profile [6.5-2):

k,
higs =25 (6.5-18)

The presence of noncondensibles affects the interfacial heat transfer calculations in several
ways. First, the saturation temperature T, in Equation 6.5-1 is calculated based on steam partial

pressure. Second, the heat transfer coefficient on the liquid side is multiplied by a factor C
reduce the overall heat transfer at the interface [6.5-19]:

ng 10

- (1-ajo.p,

/

3 2 0.1
C. = min {10, 0168 [-4“—"1-—1

6.5.4.2 Model as Coded

Calculation of the heat transfer factors (Ah);, ¢ and (Ah),, ¢ is based on equations described
in Section 6.5.4.1 with the following limitations for the interfacial heat transfer coefficients: h ¢
> hi frees Nivt > Ny free: Where the heat transfer coefficients at free surface hy/ free, hiy free are
defined according to Section 6.5.8.
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The maximum value of the heat transfer coefficient on the liquid side is based on the
constant Stanton number criteria (Section 6.54.1):

_8%sap
i

where vy is the film velocity derived from a simple force balance on a falling film, assuming
viscous flow and a linear velocity distribution in the film. The minimum values of apf and
(1-0t) Py ps (Cpeg factor) are limited to 10-8,

6.5.4.3 Applicability

The constant Stanton number criterion it frequently used to calculate the heat transfer
coefficients. A constant Stanton number apprcach was suggested by various investigators for
predicting the condensation r2tes on highly turt ulent subcooled liquid jets. A comprehensive
review of these studies is presented in Reference 6.5-9. Some of these models, such as
Theofanous’s model, include a correction factor The Theofancus model, which is based upon
the diffusion of turbulent eddies, covers a wiue range of Reynolds numbers: 4.5 x 103 < Re
< 5 x 105 and was originally suggested for the highly turbulent liquid jets. Because the
correction factor L/ID is based upon shape factor of the jet, this factor is ignored in TRACG
[6.5-8]. Assessments presented in Reference 6.5-8 and Section 6.5.8 provide the justification for
this correlation.

The heat transfer coefficient for the liquid side is based on the analytical solution of the heat
conduction equation for the thin liquid film. It should be noted that, because the film is very thin
(104 — 10-5m for typical BWR conditions) the heat capacity is low and the temperature will be
very close to saturation temperature. Consequently, the interfacial heat transfer factor model is
insensitive to the exact value of the heat transfer coefficient on the liquid side. Similarly, when
the wall is covered by a film, the vapor core will be close to thermal equilibrium with the
interface. Therefore, the vapor temperature is not sensitive to the exact value of the heat transfer
coefficient on the vapor side.

6.5.5 Droplet Flow

6.5.5.1 Technical Basis and Assumptions

In this regime, interfacial heat transfer and mass exchange occur at the vapor-to-droplet
interface. The interfacial arcea in the droplet flow regime depends on the number of droplets and
average droplet diameter. The volume fraction oy occupied by a droplet is:

y=1l-a
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The interfacial area in the droplet flow regime depends on the number of droplets and
average droplet diameter:

Ag = Ngndj (6.5-19)

The number of droplets N is related to the droplet fraction:

N, = (6.5-20)

3
ndy

Substituting Equation 6.5-20 into Equation 6.5-19, one obtains the expression for the interfacial
flow area:

6
Ay = Tdi (6.5-21)

Droplet diameter is calculated from the critical Weber number [6.5-1]. For low flow rates,
the relative vapor-liquid velocity is used:

V..

d =2V_V_c£. & s o il

d ¢ i rd -
PyV¥id

For large flow rates where the droplets are created by ~ntrainment from the film, the droplet
size will be determined by the initial relative velocity as they are entrained from the film on the
wall. Since the film velocity is much smaller than the vapor velocity and the void fraction is
high, the initial relative velocity can be approximated by the total flux (Section 6.1), and the
droplet diameter is defined as:

dd n (IWe2
PyJ

Combining these two expressions, the final equation for the droplet diameter is:

b (6.5-22
dyg = max(vz .2) (6.5-22)
Py rd*]
The relative velocity v4 is related to the vapor drift velocity ng by [6.5-4]:
v 0.25

v, = —B =141 {20L0 (6.5-23)
rd l — a pz
v
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A maximum critical Weber number for the droplets is typically 12-13 [6.5-1,6.54]. In
reality, a spectrum of droplets will exist with a critical Weker number of 13 representing the

maximum droplet diameter. A value of half the maximum droplet size is chosen for the average
droplet diameter d.

Similar to bubbly flow, the Lee-Ryley correlation [6.5-6] is used to calculate the interfacial
heat transfer coefficient at the vapor-to-droplet interface:

v .d
Nu, 4 =2+074/Rey Prl’?;  Rey = P-!-ELLQ (6.5-24)
.
Nu,_ .k,
hi\,_d - ;,d v
d

2

Equation 6.5-25 is similar to Equation 6.5-9 and is based on the analytical solution of the heat
conduction equation for a spherical solid particle. The empirical factor 2.7 is applied to account
for internal circulation (Section 6.5.3.1). In the presence of noncondensibles, the heat transfer
coefficient on the liquid side is modified as for the annular flow regime (Section 6.5.4.1).

6.5.5.2 Model as Coded

Calculation of the heat transfer factors (Ah),, 4 and (Ah);, 4 is based on equations described
in Section 6.5.5.1 and implemented with the following limitat'on for the droplet diameter:

6.5.5.3 Applicability

The Lee-Ryley correlation is based on measurements of evaporation of a water droplet for
the following range of variables: droplet diameter 0.006-0.03m, droplet Reynolds number
64-250. The Lee-Ryley correlation is very consistent with the correlation reported in Reference
6.5-20, where the heat transfer to spheres is considered over a wide range of conditions: sphere
diameter 0.013-0.04m, Reynolds number 20-2000. A comprehensive review of heat transfer
data for sphere is also presented in Reference 6.5-20. It is noted [6.5-6, 6.5-20] that the form

Nu = 2 + Be Re®S prl/3

has been firmly established by a number of authors for heat transfer to spherical particles under
forced convection conditions. All the available data in the range 20 < Re < 2000 has been best fit
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to obtain the resulting coefficient: B = 0.63 (heat transfer in air), B = 0.79 (heat transfer in
water). The correlation suggested in Reference 6.5-20, which covers heat transfer in air and
water and predicts the data with an error no greater than 10%, has the form:

Nu =2 +072 «Re® pr!/3

This correlation is almost identical to the Lee-Ryley correlation (the difference 1s within 4%).
Based on results presented in References 6.5-6 and 6.5-20, it can be concluded that Lee-Ryley
correlation is applicable over the wide range of conditions that would be present in the reactor
vessel and containment.

Because of the small droplet diameter, the liquid temperature is very close to saturation
temperature. Thus, the interfacial heat transfer model is relatively insensitive to the liquid side
heat transfer coefficient.

6.5.6 Annular/Droplet Flow

In the annular/droplet flow regime, liquid is distributed between the liquid film and droplets
based on the entrainment model (Section 5.1.2). The total vapor-liquid interfacial area is the sum
of the vapor-to-liquid film interfacial area and vapor-to-droplet interfacial area. The fraction of
the entrained liquid is defined by entrainment coefficient E. The volume fractions occupied by
liquid film oy and droplets oy are:

a; =(1-a) (1-E), ay =(l1-aE (6.5-26)

If the vapor continuous flow regime exists (0t > Q,y,), the heat transfer factors (Ah);, ¢4 and
(Ah),, fq are defined as:

(Ah); ¢g = (Ah);, ¢ +(Ah);, 4
(6.5-27)
(Ah)iv,fd = (Ah);, ¢ +(Ah), 4

where heat transfer factors for the film and droplet regimes are defined in Section 6.5.3.1 and
6.54.1.

In the presence of noncondensibles, the heat transfer coefficient on the liquid side is
modified as for the annular flow regime (Section 6.5.4.1).

6.5.7 Transition to Annular Flow

In the transition region (G, — 0.1 < & < O,,), linear interpolation for the heat transfer

factors is applied to provide smooth transition from the liquid continuous to vapor continuous
flow regime.

6.5-10 Models and Correlations
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6.5.8 Free Surface in Vertical Pipes or 3D Cells
6.5.8.1 Technical Basis and Assumptions

When a level is established in a vertical pipe or 3D cells, natural, or free, convection is
observed in the vicinity of the level. TRACG provides the capability to calculate heat and mass
exchange at the free surface. Free-convection heat-transfer coefficients can generally be
represented as a function of Grashof and Prandtl numbers for a variety of circumstances:

Nu = Nu(GrPr)

The correlation for average heat transfer coefficient from the horizontal plates [6.5-10] is
incorporated in TRACG to evaluate interfacial heat transfer at a free surface:

H;, = 45.04k, | T, - T, [03333; H,, = 4504k, | T, - T,|03333 (6.5-28)

sat

In the presence of noncondensibles, saturation temperature is calculated based on steam
partial pressure, and heat transfer coefficient in the liquid side is modified based on Sparrow
{6.5-11] and Uchida [6.5-12] results. The Sparrow results are applied when the mass fraction of
noncondensibles is less than 0.1, and Uchida results are applied when the mass fraction of
noncondensibles is greater than 0.1 (Figure 6.5-1).
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Figure 6.5-1. Sparrow-Uchida Degradation Factor
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6.5.8.2 Model as Coded

Calculations of the interfacial heat transfer at free surface are encoded as described in
Section 6.5.8.1.
6.5.8.3 Applicability

The correlation (Equation 6.5-28) has been derived for turbulent flow with GrPr > 10°. The

applicability is evaluated through the assessment.

6.5.9 Horizontal Stratified Flow ir a Pipe

6.5.9.1 Technical Basis and Assumptions

In a horizontal pipe stratified flow will exist if the void fraction is greater than a critical void
fraction given by a critical Froude number (Section 5.1.3).

For horizontal stratified flow the interfacial area per unit volume is approximated from the
void fraction by:

W el (6.5-29)
n D,

The interfacial heat transfer is calculated using the same correlations as for annular flow.

6.5.9.2 Model as Coded

The calculation of the interfacial heat transfer for horizontal stratified flow is encoded as
described in Section 6.5.9.1.

6.5.9.3 Applicability

The applicability of the interfacial heat transfer for horizontal stratified flow is assumed to
be the same as the applicability for annular flow, and evaluated through assessment.

6.5.10 Upper and Lower Limits for the Interfacial Heat Transfer

In order to avoid numerical difficulties, upper and lower limits have been implemented for
the interfacial heat transfer. A lower limit has been implemented to maintain some coupling
(mass and energy) between the liquid and vapor field for all conditions. The lower limits are
given by:

Aih,>20.103p,

Ai hl( >20+104 Py
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Upper limits have been implemented to prevent the partial differential equations from becoming
stiff:

Aihy<55+100p, a(l-a)
A; hi( <108 py a(l-a)

It is recognized that there is no physical basis for these limits: they have been implemented
strictly for numerical reasons. The limits, however, have been chosen such that there is no
impact on the heat transfer for all reasonable scenarios for BWRs.

6.5.11 Assessment and Application to BWR

Separate assessment of all the models and correlations incorporated into the interfacial heat
transfer model is not possible because of the limited range of test data. Test data for the separate
effects are described in the previous sections. The overall assessment of the TRACG interfacial
heat transfer model can be performed by selecting a set of steady-state and transient regimes with
a strong dependency on the interfacial heat transfer. This approach is typical and has been used
(for example) by TRAC-PF1 [6.5-8] developers by selecting the ECC injection to qualify the
interfacial heat transfer model. The assessments included examples of subcooled boiling and
film boiling where interfacial heat transfer effects were significant.
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6.6 Wall Heat Transfer

This section describes all models used in TRACG for the exchange of energy between the
fluid and the solid walls of each hydraulic volume. The basis for the correlations, the situations
to which they apply, and their implementation are discussed.

6.6.1 Background

Wall heat transfer encompasses many different regimes, inciuding (1) single-phase heat
transfer (liquid or gas, forced or natural circulation), (2) two-phase heat transfer (nucleate
boiling, film boiling, condensation) and (3) thermal radiation. Most of these are contained in
what is referred to as the boiling curve shown in Figure 6.6-1.

* The left most part of the curve represents single-phase convection to liquid in which the
fluid motion can result from an imposed pressure difference or can result from density
differences (natural convection).

Boiling curve
I |
|

Single- Nucleate | Transition Film boiling
phase boiling | boiling
liquid

HEAT FLUX

e T ———

A

R —

Tsar ToHF TMIN

WALL TEMPERATURE

Figure 6.6-1. Boiling Curve
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As the wall temperature rises sufficiently above the saturated conditions, nucleate boiling
occurs. Initially, the bulk liquid may still be subcooled. This regime is also called the
isolated bubble regime and is characterized by high heat transfer rates. Bulk saturated
nucleate boiling and forced convection vaporization are other boiling regimes.

The critical heat flux (CHF) occurs when the heat flux reaches a maximum prior to
degradation in heat transfer.

As the wall temperature increases past the point of the CHF, transition boiling occurs.
At low vapor content, this phenomenon is known as Departure from Nucleate Boiling
(DNB). In this regime, the local vapor generation is so great that the drag on the liquid
moving toward the surface prevents it from completely wetting the surface. As a result,
the heat transfer decreases. For BWRs, high quality CHF is more relevant. This
corresponds to the dryout of the liquid film at the wall, resulting in reduced heat transfer.
In an increasing heat flux experiment, transition boiling would not be encountered. The
local minimum at the end of the transition boiling regime is termed the minimum heat
flux or the minimum stable film boiling temperature.

When the entire boiling surface becomes blanketed with vapor, the regime is the film
boiling regime. The heat flux then begins to increase with increasing superheat, and
radiation effects become more important.

Convection to single-phase (super-heated) steam.

The heat transfer in each of these boiling regimes or the transition points between regimes
are predicted by correlations developed specifically for a particular regime. For a given set of
local thermal-hydraulic conditions, a unique wall heat transfer mode is assigned. In a similar
manner to the boiling curve, the heat transfer at the wall is divided into the following modes:

Single-phasc liquid convection mode
Subcooled ard nucleate boiling mode
Transition boiling mode

Film boiling mode

Single-phase vapor convection

Additionally, the following modes of heat transfer are considered:

Condensation
Thermal radiation
Quenching heat transfer

Each mode has a correlation to predict the amount of heat transfer. Sections 6.6.3 through
6.6.14 discuss each correlation along with its implementation and applicability. Section 6.6.2
discusses the logic selection and Section 6.6.15 assesses the correlations.

6.6-2
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6.6.2 Heat Transfer Selection Logic

The wall heat transfer coefficient depends on the fluid condition and the wall conditions
(Table 6.6-1 and Figure 6.6-2):

For single-phase liquid (a=0), convective heat transfer will exist up to the point of net vapor
generation for subcooled boiling (h, = h W)

For two-phase flow with void fractions below the transition to annular flow (Section §),
several heat transfer regimes can exist. For subcooled wall temperatures, liquid convection will
exist at the wall while condensation will take place at the bubble interface if T; <Tgy. For

superheated wall temperatures up to the point of boiling transition, either subcooled (x.<0) or
nucleate boiling (x>0) will exist dependent on the equilibrium quality. Nucleate boiling will
exist up to the point where boiling transition occurs (x, < x, and T,, < Teur dependent on the
boiling transition correlation). If boiling transition has occurred, transition boiling will exist if
the wall temperature is less than the minimum point on the boiling curve (Ty < Tpin) and
sufficient liquid is present for rewet (x, < x_); otherwise, film boiling will exist.

For two-phase flow conditions with void fractions above the transition to annular flow,
several heat transfer regimes can exist. For subcooled wall temperatures, film condensation will
occur. For superheated wall temperatures up to the point of boiling transition, forced convection
vaporization will exist. Forced convection vaporization will exist up to the point where boiling

Table 6.6-1
Selection Logic for Wall Heat Transfer
Wall Conditions
Fluid
Condition No Boiling Transition Boiling Transition
Flow Regime | T, < T, Tsat <Tw<Tcur | ToHF<Tw < Tmin | Tmin < Tw
a=0 Liquid Liquid Convection | N/A N/A
Convection
O<a<a,, Liquid Subcooled/ Transition Boiling | Film Boiling
Convection Nucleate Boiling
Oy < <1 Condensation | Forced Convection | Transition Boiling | Film Boiling
Vaporization
a=1 N/A Vapor Convection | Vapor Convection | Vapor
Convection
Models and Correlations 6.6-3
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Figure 6.6-2. Selection Logic for Wall Heat Transfer Coefficient

transition occurs (X, < x. and T, < Teyp dependent on the boiling transition correlation). If
boiling transition has occurred, transition boiling will exist if the wall temperature is less than the
minimum point on the boiling curve (T, <T,;.) and sufficient liquid is present for rewet
(Xe < X.); otherwise, film boiling or vapor convection will exist.

For single-phase vapor (a=1), convective heat transfer will exist for all wall temperatures
above the saturation temperature (T,, > Ty, ).

When the wall goes into boiling transition (x, > x. and T,, > Teyp dependent on the

boiling transition correlation), the heat transfer regime will change from nucleate boiling to film
boiling. Transition boiling will only be entered from the film boiling mode if two criteria are
met: (1) the wall temperature is sufficiently low (T, < T,,;,) and (2) there is sufficient liquid to

allow rewet (x, > x. and Ty, > Teyg).

6.6.3 Single-Phase Convection to Liquid

Liquid single-phase wall heat transfer is broken down into three different categories:
(1) laminar forced convection; (2) turbulent forced convection, and (3) natural convection.

6.6.3.1 Technical Basis and Assumptions

The heat transfer to liquid is given by the maximum heat transfer coefficient calculated by
the liquid laminar, natural convection, and turbulent heat transfer correlations:

h, = max {h[.turb‘ hy jam hi.free} (6.6-1)
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Laminar flow heat transfer is given by the Rohsenow-Choi equation [6.6-1):

k, )
¢,lam = 40 D, (6.6-2)

h

This represents a compromise between the analytical solutions for uniform wall heat flux
(Nu =4.364) and for constant surface temperature (Nu = 3.658). The solutions were developed
tor a fully developed parabolic profile and therefore are suitable for only laminar flow.

For turbulent flow, the heat transfer is given by the Dittus-Boelter correlation [6.6-2):

k, (G,D, Y8 (C, s, )"
[ \J | - / |
0023 =L | —L-h i 1 (6.6-3)

h, = |
£ turb Dh M, ‘ k; “J

For natural convection flows, both laminar and turbulent, the heat transfer is given by
[6.6-3):

(6.6-4)

6.6.3.2 Model as Coded

Calculations of the heat transfer coefficient to the liquid h, are based on equations described
in Section 6.6.3.1. The Chen correlation (Section 6.6.4.1) is used to calculate heat transfer
coefficient for the turbulent flow h, 4, The value of the Chen F-factor is set equal to one and
the microscopic term is set to zero. Under these conditions, the Chen correlation transforms into
Dittus-Boelter correlation

6.6.3.3 Applicability

As stated above, the Rohsenow-Choi correlation was derived analytically for laminar,
parabolic flow in a circular tube. The analytic solutions for noncircular cross-sectional
geometries are similar to Rohsenow-Choi for aspect ratios not greater than 3. For aspect ratios
greater than 3, Rohsenow-Choi will underpredict heat transfer: up to 50% for very large aspect
ratios. At low flow rates, natural convection forces may distort the parabolic profile assumed in
Rohsenow-Choi. This will likely cause Rohsenow-Choi to underpredict heat transfer. If
Equation 6.6-4 predicts a higher heat transfer coefficient, then TRACG will use that value.
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A large database exists for single-phase turbulent heat transfer. The Dittus-Boelter
correlation represents the data within £25% [6.6-4]. Figure 6.6-3 shows a comparison of Dittus-
Boelter with data [6.6-4). The correlation has been successfully and widely used for over 50
years for both nuclear and non-nuclear applications. It was originally developed for turbulent
flow in smooth tubes for applicaiion to automobile radiators. For moderate temperature
differences, the correlation is valid for forced flows within the following ranges [6.6-5):

0.7 <Pr< 160
Re > 6000
L/D > 60

For moderate to high temperature differences, Dittus-Boelter appears to overpredict heat
transfer for gases by 10 to 25% [6.6-6]. The correlation uses the bulk temperature of the fluid to
determine the thermodynamic properties. Some authors (6.6-7) recommend a property correction
for wide temperature differences. However, the correlation for many practical cases of interest
can be used without any property correction to yield reasonably accurate estimation of the single-
phase heat transfer coefficients in rod bundles [6.6-8].

In the development of the correlation, the entrance effect was neglected and is similarly
neglected in the application in the code. For turbulent flow, the effects of the entrance flow are
generally small. For flows over small lengths, the entrance region will have a more pronounced
effect and the correlation will underpredict the actual heat transfer.

10000
_ 03p, 04
- Nu=0.023 Re"*Pr’* ___
-«
2
£
H
100
10
1000 10000 100000 1000000

Figure 6.6-3. Dittus-Boelter Correlation Plotted Along with Data for Forced, Turbulent
Convection in Tubes
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Transition from laminar flow in pipes to turbulent flow in pipes is generally viewed to occur
at Re = 2300. Laminar flows can be maintained to Reynolds numbers an order of magnitude
larger than 2300 if the surfaces are smooth and there are no disturbances. Flows in the range
2300 < Re < 6000 often oscillate between laminar and turbulent flow. As a result the spread in
experimental data in this range is large and no known correlations exist in this transition region.
However, for practical applications, pipes will not be smooth or will be of a varying shape or
diameter. This will tend to cause laminar flows near or greater than Re = 2300 to become
turbulent. For this reason, a sens ble approach is to take the maximum of the laminar and
turbulent correlations.

The natural convection correlaticn used in TRACG was developed for use for turbulent
natural convection for values of GiP. greater than 10%. The form of this correlation, (GrPr)0-33,
was analytically derived by Bailey [6.6-12] using a turbulent integral analysis. Figure 6.6-4
shows that the correlation agrees well with data for GrPr greater than 107. As GrPr decreases,
the correlation will underpredict the data by an increasing amount. However, TRACG will pick
the largest heat transfer coefficients predicted by the turbulent, laminar and natural convection
correlations. Below GrPr = 4.1 x 104, the heat transfer coefficient used by TRACG will be
Nu = 4.0 because the value predicted by Equation 6.6-4 will be less than Nu = 4.0. The
correlation agrees with the data in Figure 6.6-3 above GrPr = 4.1 x 104 to approximately 65%.
This is the recommended value to be used in any sensitivity studies. It should be noted that
results of turbulent correlations at identical conditions can vary by 100% [6.6-9].

35

B 5 8 7 8 9 10 1 12
Log (GrPr)

Figure 6.6-4. Fishenden and Saunders Correlation (Equation. 6.6-4)
Plotted Against Natural Convection Data for Vertical Surfaces

Models and Correlations 6.6-7



NEDO-32176, Rev. 1

Equation 6.6-4 was developed for vertical flat plate natural convection. The error in
applying it to vertical cylinders is less than 5% [6.6-10] when

—[Lz 2 35 (Gr) 0% (6.6-5)

While there is no known experimental basis for applying this correlation to internal flow,
RELAP5/MOD2 [6.6-23] applied a similar correlation to internal flow with apparent success.
The form of the equation, (GrPr)?33, makes the heat transfer coefficient independent of the
chosen characteristic length.

For containment applications, natura! convection from non-vertical walls may be important.
Equation 6.6-4 is very similar to the correlation in Holman [6.6-4] for natural convection from
the upper surface of a horizontal heated plate or the lower surface of a cooled plate,
Nu = 0.15(GrPr)13. For the opposite situation of natural convection from the upper surface of a
cooled plate or the lower surface of a heated plate, Equation 6.6-4 will underpredict the heat
transfer coefficient by 8% at GrPr of 105 and will overpredict the heat transfer coefficient by
550% at GrPr of 10!! compared to the appropriate correlation in Holman [6.6-4]. The main
impact for containment response of the overprediction of this coefficient occurs in the heat
transfer from the diaphragm floor to the wetwell airspace. This causes an increase in the
containment pressure and is therefore, conservative.

6.6.4 Subcooled and Nucleate Boiling

For subcooled boiling and nucleate boiling, the heat transfer is given by Chen's correlation
[6.6-11]. An option is available to use the Forster-Zuber correlation for pool boiling in the IC
and PCC pools.

6.6.4.1 Technical Basis and Assumptions

Chen argued that the heat transfer coefficient for saturated convective boiling is equal to the
sum of the macroscopic (bulk convective) contribution hy,. and the microscopic (nucleate
boiling) contribution hy;.:

q"w.l =F hmac (Ty - Tl) + hmic (Ty - Ts(P)) (6.6-6)

where F is a factor that modifies the convective part to account for increased heat transfer due to
agitation —aused by vapor bubble formation.
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The macroscopic or convective portion is represented by the Dittus-Boelter correlation
(Equation 6.6-3). The microscopic contribution to the overall heat transfer coefficient is given by
a modified version of the Forster and Zuber {6.6-13] relation for the heat transfer coefficient for
nucleate pool boiling:

0.79 ~045 049
' . L‘, C / _ 1024 075 _
= 000122 —rmsotam (AP, ] 7S

01)5“ “he P,

tg
where S corrects the fully developed nucleate boiling prediction in h,,;. to account for the fact
that as the macroscopic convective effect increases in strength, nucleation is more strongly

suppressed

The factors F and S are given by Reference 6.6-14 as:

10 if x,, <010
23505, +0213)°7®  ify > 010

F= (6.6-8)

where

Inverse of the Lockhart - Martinelli parameter

- & )
= P\”( I“I F

sat
| (1+012Reqp )™ if Regp < 325
' (1 +042Re ”,“ By=1 if 325 € Rc.”, <509 (6.6-10)
i 0.1 if Repp 2509

G,D, 4e
Reqp = u' Fl%310~4 (6.6-11)

¥

During subcooled boiling, vaporization may occur at the heated surface before the mean
temperature of the cooling liquid reaches the saturation point. This phenomenon is caused by a
nonuniform temperature distribution in the liquid.
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In TRACG, each computational cell is assumed to have a uniform temperature distribution
and the volumetric vaporization rate is given by:

& +q
I, =- Qi * Sjy (6.6-12)
h
fg
where:
-~ A
qi; = hy, (Tm . T,)-‘—JL (6.6-13)
»~ A
Qv = hiv (Tsat : Tv)_\'ll (6.6-14)

This means that no vapor will be generated until the liquid reaches its saturation point and
the void fraction will not be correctly predicted during subcooled boiling, unless specific models
are introduced for subcooled boiling.

The Rouhani-Bowring model [6.6-15] for subcooled boiling energy distribution along with
the Saha-Zuber model [6.6-16] for subcooled boiling initiation, have been impl-mented into
TRACG. The models are summarized by the follo 2 equations:

9 = 9 + 9y _—

where q7 is the wall heat “lux which goes to heat up the liquid

qy ifh, <hy
" = (6.6-16)
¥ q., . (l+h‘-h’d £ _lifth>h
and q"gyqp i the liquid side heat flux which goes to vaporize the liquid.
The pumping factor is given by:
he - h
o Puby - By (6.617)

Pg Py

6.6-10 Models and Correlations



NEDO-32176, Rev. 1

The subcooled departure enthalpy is given by:

G
¢ =154 dw if Pe > 70000
PV, \
| ' (6.6-18)
1 9,

1h! - 00022 —n if Pe < 70000

Po = ——r— (6.6-19)

The expression for q; ; is then modified to:

Qi = Ah (T, - T, - A“q"map (€.6-20)

Hence, vapor can be generated even if the liquid temperature is below saturation.

TRACG also has an option to simulate pool boiling whereby F in Equation 6.6-6 is set to
zero and S is set to 1. This is used only in the IC and PCC pools. The correlation then becoines
the modified Forster-Zuber correlation. In this situation, TRACG takes the maximum value of
the Forster-Zuber correlation
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6.6.4.2 Model as Coded

Calculations of the heat transfer coefficient to the liquid h, are based on equations described
in Section 6.6.4.1. The suppression factor, S, should approach zero as o ~»1. To ensure the
right trend the following internal procedure is used. When void fraction exceeds 0.95, the
calculated suppression factor is modified according to the following equations:

y Q ore f = X°(3-X ) X =920%/(]
S = f, ®S, where f“ = XU(A .1 =20*(1 - q)
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For annular flow, the heat transfer coefficient is reduced if the film thickness is less than the
minimum film thickness (Section 6.5.4) and only a faction (Wy) of the wall is wetted. This is
accomplished by the following multiplier to the wall area in contact with the liquid.

hepuie = (1 = X2) + X, Wy

where x5, = 0 for bubbly/cnurn flow and x, = 1 for annular flow. x; is linearly interpolated from
0 to 1 ar the transition to annular flow.

6.6.4.3 Applicability

Tte original database for the Chen correlation covered the following ranges:

Pressure: 0.09 to 3.48 MPa
Mass Flow: 54 to 4070 kg/(m?2-s)
Quality: 0.0t00.7

The pressure range has been extended up to 6.9 MPu [6.6-17]. The specific experimental
geometries and conditions for the database are shown in Table 6.6-2. The resuits of the
comparison of the Chen correlation with previous correlations 1s shown in Table 6.6-3. The
Chen correlation has by far the lowes: average percentage deviations. A standard deviation of
11.0% is appropriate to use for sensitivity studies for convective boiling.

Table 6.6-2

Range of Conditions for Data Used
in Testing Correlations [6.6-17]

Liquid inlet
Pressure velocity Quality | Heat flux
X Fluid Geometr{. Flow | (Pax 105 (my/s) (Wt%) | (kW/m?)
Water Tube Up 0.55-2.76 | 0.06-1.45 15-71 88-630
Water Tuhe Up 2.9-348 0.24-4.5 3-50 205-2400
Water Tube Down | 1.1-2.1 0.24-0.82 2-14 44-158
Water Annulus Up 1 0.06-0.27 1-59 100-500
Methanol Tube Up 1 0.3-0.76 14 22-54
Cyclohexane | Tube Up 1 0.4-0.85 2-10 9.5-41
Pentane Tube Up 1 0.27-0.67 2-12 9.5-38
Heptane Tube Up 1 0.3-0.73 2-10 6.2-28
Benzene Tube Up H 0.3-0.73 2-9 12.5-41
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Table 6.6-3
Comparison of Correlations [6.6-17]

Average Percentage Deviations for Correlations

Dengler | Guerriei Schrock
and and Bennett and

Data Addoms Talty et al. Grossman | Chen
Dengler and Addoms (water) 30.5 62.3 20.0 20.3 14.7
Schrock and Grossman (water) 89.5 164 249 20.0 15.1
Sani (water) 269 70.3 26.5 48.6 8.5
Bennet et al. (water) 17.9 61.8 11.9 14.6 10.8
Guerrieri and Talty (methanol) 425 9.5 64.8 62.5 11.3
Guerrieri and Talty 39.8 11.1 65.9 50.7 13.6
(cyclohexane)
Guerrieri and Talty (benzene) 65.1 8.6 56.4 40.1 6.3
Guerrieri and Talty (heptane) 61.2 12.3 58.0 31.8 11.0
Guerrieri and Talty (pentane) 66.6 94 59.2 35.8 11.9
Combined average for all data 38.1 42.6 32.6 31.7 11.0

For situations such as the PCC and IC pool where the boiling is known to be pool boiling,
the Forster-Zuber correlation is used (Equation 6.6-6 with F =0 and S = 1). The Forster-Zuber
correlation was developed for pool boiling heat transfer and is one of the most frequently quoted
pool boiling correlations. The pressure range of the data used in the Forster-Zuber correlation
was | to 50 bar.

Figure 6.6-5 shows a comparison at 1.0 MPa of the Forster-Zuber correlation with two other
pool boiling correlations - - Rohsenow and Stephan-Atdeisalam [6.6-11]. The heat transfer
coefficient predicted by Forster-Zuber falls between the other two correlations over a majority of
the values of superheat. As the wall superheat approaches the value at the critical heat flux,
Forster-Zuber predicts less heat transfer than both of the other correlations.

Regarding subcooled boiling and differing geometries, Carey in his book [6.6-11] writes:
"First, because the subcooling of the liquid pool has virtuaily no effect on the resulting heat
transfer rate, the pool boiling correlations are generally regarded as being valid for both
subcooled and saturated nucleate beiling. Second, it has also been observed that a pool boiling
heat transfer correlation developed for one heated surface geometry in one specific orientation
often works reasonably well for other geometries and/or other orientations. Hence, although a
correlation was developed for a specific geometry and orientation, it may often be used, at least
as a good approximation, for others as well."
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Figure 6.6-5. Heat Transfer Coefficients Predicted by Three Pool
Boiling Correlations vs. Wall Superheat

6.6.5 Single-Phase Convection to Vapor

In a similar manner as liquid single-phase wall he"' transfer, single-phase convection to
vapor is broken down into three different categories: (1) laminar forced convection, (2) turbulent
forced convection, and (3) natural convection.

6.6.5.1 Technical Basis and Assumptions

The heat transfer is calculated using the maximum heat transfer coefficient calculated by the
laminar, turbulent or natural convection correlations:

h" .- {'1V.lam’hv.frec' hv.turb} (6.6-21)

The natural cor vection correlation is given by McAdams [6.6-18]:
k

& w19l thvgh“ ok I Cp.vhy (6.6-22)
e SRR A O |

v

6.6-14 Models and Correlations



NEDO-32176, Rev. 1

The Rohsenow-Choi equation (Equation 6.6-1) is used for laminar forced convection. The
Dittus-Boelter correlation (Equation 6.6-3) is used for the turbulent forced convection, Ry b
The vapor properties are used in Equations 6.6-1 and 6.6-3 instead of the liquid properties.
When T,, > T,, the heat transfer coefficient predicted by Dittus-Boelter is multiplied by a factor
JT, /T, to account for variation in vapor properties.

6.6.5.2 Model as Coded

Calculations of the hzat transfer coefficient to vapor are encoded as desciibed in Section
6.6.5.1.

6.6.5.3 Applicability

There is no fundamental Jifference between heat transfer to a single-phase vapor and heat
transfer to a single-phase liquid. Most correlations apply to both vapors and liquids. The Dittus-
Boelter correlation and the Rohsenow-Choi equation are exactly the same as that used in Section
6.6.3. The McAdams correlation (Equation 6.6-22) is almost identical to the Fishenden and
Saunders correlation (Equation 6.6-4). The heat transfer coefficient differs by the choice of
constants, 0.13 versus 0.12. The fact that there are two natural convection correlations, rather
than one, relates to historical, not technical, reasons of the way the code was developed. The
applicability and accuracy can be considered equal to what was presented in Section 6.6.3.3.

6.6.6 Boiiing Transition Criteria

Boiling curves generally exhibit a maximum or critical heat flux at the transition between
nucleste and transition boiling. The correlations presented in this section define the point where
a shift is made from the nucleate boiling correlations to the transition boiling correlations, or
vice-versa.

6.6.6.1 Technical Basis and Assumptions
There are four options for the boiling transition criteria:
(1) Modified Zuber and Biasi correlations
(2) CISE-GE and modified Zuber critical quality correlations
(3) Modified CISE-GE critical quality and modified Zuber correlations
(4) GEXL correlations

For Option 1, which is used for all cor = nents except the channel component, the critical
heat flux is given by the modified Zuber correlation in low and counter-current flow conditions,
while in high flow conditions, it is given by the Biasi correlation. The cutoff value for low and
high flow conditions is 100 kg/m2-s for upflow and 240 kg/m2-s for downflow.

Models and Correlations 6.6-15



NEDQ-32176, Rev. 1

The modified Zuber correlation [6.6-19, 6.6-20] is given by:

/4
0. | ogAp
q"cur = 011791 - ap hg == (6.6-23)
L e
r ]1/4[ ! g
172 o
+(1 - @) 0696F, [pc. k| SAPJ =
I P
where F; is a subcooled correction factor given by:
T-T, fT,<T
o i £ 4 $ "
Fs = {0 if Tl S Ts (6.60-24)
The Biasi correlation [6.6-27] is given by:
9"cur = max(q;.9,)
378 x 10
q = nQ6hP(l—x)
(]OODh) ('lo)
q1/4
__1883x10’ b (6.6-25)
@ = D 1"(G)'6 | (G)76
(100 h) (xo) (xo)
h, = ~1159 +0149p . ¢ 0019 4 SI9F
10 + P*
f, = 07249 + 0099P . ¢ 4%
where P is pressure in bars and:
04forD, 2 00l m
~ |06forD, < 00Im (6.6:26)

The temperature at critical heat flux, Teyg, is obtained by solving the following equation:
9"cHF = henen (Tenr ~ Toar) (6.627)

Onset of boiling transition will take place when the wall temperature is higher than Teyg.
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In Options 2 or 3, the departure from nucleate boiling is defined by the critical quality
instead of critical heat flux as in the Zuber and Biasi Correlations. The critical quality is given
by the CISE-GE or modified CISE-GE correlation shown below [6.6-15]:

AL
Bl
x, = C —B—:—LITI (6.6-28)

where:

)
e
A = 1055 - 0013 P"‘“”"LO ~ 0909 %
2758 x 10 10

2
B = 0457 + 1476 [%]— 0489 (—G—]
10 10°

c 124/ K for Option 3
- |(1.247F)Y?  for Option 2

in which:

Lg for Option 2
LB1 = (B, /P, ;)L  for Option 3

Py 7 = Heated perimeter of a 7x7 bundle
Fi = Relative rod power
Lg = the heated length over which the steam quality is greater than zero

During co-current flow, the heat transfer mode at the wall will change from nucleate boiling
mode to film boiling mode whenever the local equilibrium quality exceeds the critical quality.
The CISE-GE and the modified CISE-GE correlations are rarely used in TRACG.

The GEXL correlation, which is recommended for applications to BWR fuel bundles, is

applied for Option 4. The correlation is described in detail in Reference 6.6-21 and has been
approved by the NRC. A summary is included here.
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The correlation, expressed in the most general terms, is:
X, = XC(LB. DQ, G, P, R, LA, LH) (6.6-29)
where

X, = Bundle average cntical quality

e
o
i

Distance from the initiation of bulk boiling to the boiling transition point

o
=)
]

Thermal diameter (four times the ratio of total flow area to total rod perimeter,
including unheated rods when any are present)

G = Mass flux (kg/m2-s)
P =  System pressure (MPa)

~
H

A parameter which characterizes the local peaking pattern with respect to the
most limiting rod

Lyo = Annular length
Ly = Heated length

A more specific form of the GEXL correlation is:

26

X, = > A)x V() (6.6-30)
I=1

where A(l) is a set of constants which are fuel type specific.

6.6.6.2 Model as Coded

Calculations of the boiling transition criteria are based on equations described in Section
6.6.6.1. If Option 1 is chosen, then the Biasi correlation is used for high flow rate (G > G,) and
the Zuber correlation is used for low flow rates (G; < G). Linear interpolation for critical heat
flux is applied within the region G < G < G,. The cutoff values for G, and G, are:

G, = 100 kg/(m?s) for upflow and G, =240 kg/(m?s) for downflow
G, = 300 kg/(m?s) for upflow and G, = 440 kg/(m2s) for downflow

The Biasi correlation is modified for high void fraction to satisfy the trend qepg = 0, when
o - 1. When o > 0.9, the Biasi critical heat flux is multiplied by factor 0.1(1 - ).
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To obtain the critical flux temperature,
4CHF = hehen (Tenr = Toad)
is solved for Teyyp where hepen = hyic + hypae.

If options 2-4 are used, boiling transition is realized when two conditions are satisfied:

Xx>x,and T, > Tg}"{?_—" G=0 where T(z:,‘,'{t,’,"'G'O is the critizal heat flux temperature calculated

based on the Zuber correlation for the pool conditions (G = 0).

6.6.6.3 Applicability

The form of the modified Zuber equation for critical heat flux in pool boiling was developed
analytically in a number of different ways (with different constants) [6.6-37]). The Zuber
equation becomes the modified Zuber equation by multiplying by 0.9. The factor 0.9 was
recommended by Walkush [6.6-19] after he compared his counter-current critical heat flux data
with pool boiling critical heat flux data.

The constant in the similar equation developed in Reference 6.6-37 is 0.149, whereas Zuber's
constant was 0.131. Whalley reports that the equation works well for predicting critical heat flux
from long horizontal plates as long as two conditions are satisfied:

(1) Liquid is prevented from entering around the sides of the plate. This can be ensured by
adding sides to the flat plate.

(2) The test section should be reasonably large. If the test section dimensions become
small, then the number of vapor jets to be fitted in becomes important. The predicted
critical heat flux varies significantly when the length is less than three times the
distance between vapor jets. If the test section is reasonably large, then the impact of
liquid entering around the sides of the plate is small.

The Biasi correlation was developed for vertical upflow boiling of water in unifurmly heated
tubes. The equations were developed from a database with the following ranges of parameters
[6.6-11):

Data points: over 4500

Mass flow rate: 100 to 6000 kg/m2-s
Pressure: 0.27 to 14.0 MPa
Diameter: 0.003 10 0.0375 m
Quality at CHF: Pyl (p-pytol
Axial power uniform distribution
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The RMS error of this correlation against the database was reported to be 7.3%. The Biasi
correlation has been compared to other data banks [6.6-22]. Table 6.6-5 shows data which fall
into different error bounds for the data which is in the range of the experimental conditions listed
above. As explained previously, the correlation is only used for non-channel components for
mass flow rates greater than 300 or 440 kg/m?-s, depending on the flow direction.

Table 6.6-5
Biasi Correlation Compared to Chalk River Data Bank
Data Within the Error Bound (%)
Constant Dryout Quality Constant Inlet Subcooling No. of
+10% +20% +30% +10% +20% +30 % Data Points
Valid data  21.32 41.12 73.04 77.60 96.60 9991 9936

According to Reference 6.6-23, the correlation has also been compared to 128 data points
from a Harwell round-tube data bank. All the data essentially fell within +40% and -50% of the
correfation. On average, the correlation was 8% below the data and the standard deviation was
17%.

6.6.7 Minimum Stable Film Boiling Temperature

The boundary between the transition boiling regime and the film boiling regime corresponds
to a minimum in the boiling curve. The boundary point is defined by the minimum stable film
boiling temperature.

6.6.7.1 Technical Basis and Assumptions

The transition point from film boiling to transition boiling will occur only after the wall
temperature drops below the minimum stable film boiling temperature, T,,;,. If Option 1 from
Section 6.6.6 is chosen, then transition boiling is defined to begin when the wall temperature
drops below T,;,. For Options 2, 3 or 4, an additional condition has to be met before the wall
rewets. This condition requires that the local equilibrium quality has to be lower than 97% of the
critical quality described in Section 6.6.6. This ensures that there is sufficient liquid at the wall
to keep the wall covered by a liquid film, which helps to minimize oscillations. Qualification
against ATLAS test data [6.6-38] has shown that a factor of 0.97 fits the data.

Two options for calculating T, are incorporated in TRACG: (1) the Iloeje correlation
option and (2) the homogeneous nucleation correlation option.
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The Tloeje correlation [6.6-39] option is the recommended option. For this option, Tonia 18
given by:

Tmin - max(Tm'm. lloeje: Tmin. homogeneous nucleation) (6.6-32)

where Trin qi0eje 1S given by Equation. 6.6-34 and Ty, homogeneous nucleation 15 given by
Equation 6.6-36. For the homogeneous nucleation option, T, is given by:

Trnin = Trnin, homogeneous nucleation (6.6-33)

The Tloeje correlation is based on Berenson's minimum pool film boiling temperature
correlation and extended to provide the effects of mass flux and equilibrium quality. The
correlation is given by:

ATmin = Toin = Tsa
049 ¥
= 029ATggp (1 - 0295)(3'45[] +(737-107%¢) ] (b4}
where:
ATgep = 0427 Peheg | _gap ]Z/T o 174 1y 1° i
R kg [Pt * Py LSAPJ |_gApJ :

The mass flow rate, G, is limited to the range 54.4 < G < 135.9 kg/s-m2. The equilibrium
quality 1s limited to the range of 0.3 < x, £ 0.8.

For the homogeneous nucleation correlation [6.6-40], the minimum stable film temperature,
Tonins 18 given by

1/2
. PekCp
Tmin = TC * (Tc . Tt)(pwkwcp‘; (66’36)

where T, is the critical temperature for water.

6.6.7.2 Model as Coded

Calculations of the minimum stable film boiling temperature are based on equations
described in Section 6.6.7.1 with the following limitations for the mass flux G and equilibrium
flow quality x,:

54.25 kg/m2s < G < 135.63 kg/m?s
03<x,<08
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6.6.8 Transition Boiling

Transition boiling is characterized by a wall heat flux that decreases with increasing wall
superheat. Physically, this is caused by dryout of the liquid film over portions of the surface,
which adds to the thermal resistance.

6.6.8.1 Technical Basis and Assumptions

The heat transfer coefficient in the transition boiling mode is obtained by interpolating the
values of the heat transfer coefficient in the nucleate and film boiling mode as follows [6.6-3€]:

heg = Yhypg (Teygp) + (1= Vhgp (T,) (6.6-37)
where [6.6-35]
and:

hng(Tegrp) = Nucleate boiling heat transfer coefficient evaluated at Teyp

heg(T min) Film boiling heat transfer coefficient evaluated at T ;..

6.6.8.2 Model as Coded

Calculations of the heat transfer coefficients in the transition boiling cegion are based on
equations described in Section 6.6.8.1 and include several interpolation procedures to provide
smooth flow regime transition and smooth transition from wetted to unwetted wall. Calculs*.ons
of the heat transfer coefficients at the critical heat flux temperature are based on the nucleate
boiling correlation as described in Section 6.6.4. Calculation of the heat transfer coefficient at
Tinin 1s based on the film boiling heat transfer correlations as described in Sections 6.6.9 to
6.6.10.

6.6.8.3 Applicability

In order to operate in the transition boiling regime, the wall temperature of the passage must
be controlled in the physical system so that it remains in the transition boiling regime. This may
occur during reflood following a loss-of-coolant accident (LOCA) scenario. Compared with
nucleate boiling and film boiling, relatively fewer investigations of transition boiling have been
conducted. The data that do exist are relatively scarce and generally cover only narrow ranges of
conditions. The few correlations that have been developed for transition boiling are not well
established or accepted. Also, no steady-state transition boiling data for rod bundles are
available.
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Transition boiling has traditionally been interpreted as a combination of nucleate and film
boiling occurring alternately over the heated surface. The variation in the heat flux in the regime
is due to the varying fractions of time that the two boiling regimes exist at a given location. This
interpretation led to the assumption made that transition boiling could be represented by an
interpolation between nucleate boiling at the critical heat flux and film boiling at the minimum
stable film boiling temperature. Since transition boiling occurs for a relatively short transient
period on a fuel rod, such an interpolation is deemed to be acceptable and the model will be
insensitive to the value of the heat transfer coefficient.

The form of the interpolation in Equation 6.6-38 was selected for its simplicity and physical
basis. The exponent of 2 gave the best agreement with data [6.6-35].

The interpolation endpoints (CHF and the minimum film-boiling heat flux) and the
associated uncertainties have been discussed in detail in Sections 6.6.6 and 6.6.7. The CHF is
particularly well defined for fuel bundles. An appropriate and conservative uncertainty for
sensitivity studies in this short duration transient heat transfer regime is to add the uncertainties
of 11% (Chen) and 35% (Tien-Gonzalez, Section 6.6.10.3).

6.6.9 Film Boiling - Low Void Fraction

The assumption is made that film boiling can be adequately described as being in one of
three forms. At low void fractions, the flow wiii take on the so-called inverted annular flow
configuration where a thin vapor film covers the tube wall and a two phase mixture flows in the
center of the tube or channel. At high void fractions, the liquid is in the form of dispsrsed drops
in a vapor. The third form is a transition between the two regimes where the liquid is in the form
of slugs and drops. The convective heat transfer correlations are presented in this section for
inverted annular flow and in Section 6.6.10 for dispersed droplet flow.

6.6.9.1 Technical Basis and Assumptions

In the liquid continuous flow regime the heat transfer from the wall surface to the vapor-
liquid interface is largely by thermal radiation, depending on the wall temperature. The heat
transfer coefficient to liquid is based on radiation heat exchange between two parallel planes, one
at wall temperature and the other at saturation temperature:

o(r.4 . T4
hy, = €, (T: - Tls : (66-39)

where €, is the wall emissivity and © is the Stefan-Boltzmann constant.
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The heat transfer to vapor and from the vapor to the liquid is by convection and is given by
the modified Bromley correlation. In this flow regime, TRACG applies a large value for the
interfacial heat transfer from the vapor to the interface, such that the net resistance for convective
heat transfer between the wall and the liquid is:

1 1 |
o — (6'6'40)
hwv hiv hwv
where h,, or h, is given by Equation 6.6-41.
The (unmodified) Bromley correlation [6.6-24] is:
/4
h, = 062 ky g Py (P - Py) 8 6.6-41
b W ey 41 e

where Ly is the characteristic length. This length is determined using the Helmholtz instability
criteria [6.6-24]). The effect of the liquid velocity is thereby included in this derivation, and the
modified Bromley correlation is:

/ 4 4y
khe?p (P -0 8

h, = C (6.6-42)
! AT, -T) o
where ¢ in this equation is surface tension and:
( NG T
(A
C_—_ iq —-8——-2— > (6.6"43)
}|(3m3
2 s
. . V¢ 2n -1
and n is determined from -— = 311 (6.6-44)
Ym (3n-1)
n 3,4 R
8 (w2 VMo -0 KT, - TS
Ym T 28| 2 3,4 -6 (6.6-45)
2 "lvhfgpv
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6.6.9.2 Model as Coded

Calculations of the heat transfer coefficients for the film boiling at low void fraction
conditions are based on equations described in Section 6.6.9.1. For low void fractions, the
modified Bromley correlation determines the net conductive resistance across the thin vapor film
and the modified Bromley heat transfer coefficient is applied to the wall to liquid heat transfer
coefficient. For high void fractions close to the transition to annular flow, the modified Bromley
heat transfer coefficient is applied to the wall to vapor heat transfer coefficient. This is done to
allow a continuous transition to annular flow film boiling. This interpolation is done linearly
from a void fraction of 0.1 to 0.5. It should be noted that the impact of this implementation is
small, since T, = T, for this condition.

6.6.9.3 Applicability

Equation 6.6-39 represents the heat transfer from the wall surface to the vapor-liquid
interface and is a straightforward application of the Stefan-Boltzmann law. It is applicable for
situations where the optically thin assumption is valid.

The Bromley correlation is widely used for inverted annular-flow film boiling and was
developed from data for boiling in a horizontal tube. The modified Bromley correlation was
developed for vertical geometries and is derived from theoretical considerations and compared to
experimental data over a sufficiently wide range to verify the correlation. The range of
applicability as reported in NEDO-20566-1 [6.6-24] is for wall temperatures less than 1260°C
and pressures less than 8.3 MPa. Figure 6.6-12 [6.6-24] shows a plot of KWU reflood data
compared to the modified Bromley. The agreement is excellent in the film boiling regime.
Further comparison to data can be found in Reference 6.6-24. This methodology was
successfully applied in the approved code SAFER.

6.6.10 Film Boiling - High Void Fraction

In this flow regime, both radiation and convection play important roles in the heat transfer.
Radiation is treated in Section 6.6.12. This section covers convection heat transfer in the
dispersed droplet flow regime.

6.6.10.1 Technical Basis and Assumptions

Due to steam superheat, there will be a temperature difference between steam and the
interface between the steam and the droplets and, thus, a net heat transfer. A good correlation
[6.6-25] for convection heat transfer coefficient from the steam to droplets is:

B = Nuyk, Nynd, (6.6-46)
where N is the droplet number density given by:

6(1 - o)
3
ndd

Nd = (6.6-47)
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Figure 6.6-12. Comparison of Modified Bromley with Data During Reflood Test
and the droplet Nusselt number is given by (Section 6.5.5)

d v S
Nuy = 2 + 074 {__g_flv_g_]o Prvl/3 (6.6-48)

v

The presence of droplets in a steam atmosphere has two effects on the convection wall-to-steam
heat transfer: (1) the bulk steam temperature will be lowered toward the saturation temperature,
thus increasing the heat transfer, and (2) the temperature profile of the steam will be changed,
causing a steeper temperature gradient close to the wall. This effect will also enhance the heat
transfer. Sun, Gonzalez and Tien [6.6-26] solved the continuity and energy equation for the
temperature profile of the steam. If a parabolic velocity profile for the steam is assumed, the
Nusselt number is given by:

2XIl(X)
Nu, = 8 (6.6-49)
I(X) - =5 1,(X)
X
where:
X = P;L‘- ﬁh" (6.6-50)

K, By,
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However, Equation 6.6-49 was derived from the assumption that the temperature profile of
the steam is determined from a balance between heat transfer from the wall and heat transfer to
the droplets. Hence, the terms d/dz were neglected in the continuity and energy equations. This is
valid only for large droplet concentrations. For zero droplet concentration, the single-phase
Nusselt number for a tube is calculated as described in Section 6.6.5. For laminar flow a value of
4.0 is obtained, whereas the limiting value of Equation 6.6-49 is 6.0.

For large droplet concentrations, an asymptotic approximation to Equation 6.6-49 is:

Nu, =2X -] for x = e (6.6-51)

An expression having this behavior and having the appropriate limit for x — 0 (ot = 1) is
given by:

2
e 2X -1+ by * D (6.6-52)
v © D, Nu, + 1+2X '
where
D
h
Nus - k_ hg, single phase (6.6-53)

v

Equation 6.6-52 is known as the modified Tien-Gonzalez correlation.

6.6.10.2 Model as Coded

Calculations of the heat transfer coefficients for the film boiling at high void fraction
conditions are based on equations described in Section 6.6.10.1. Droplet diameter and number of
droplets are input parameters and have been defined during interfacial heat transfer calculations
(see Section 6.5.5) for the heat transfer coefficients. A interpolation procedure is included to
provide smooth changes to the modified Bromley correlation:

hv = (1 - Xz) hMB + X2 hSGT

where MB designates modified Bromley and SGT designates Sun-Gonzalez-Tien. Values for X2
are zero for low void fractions and one for dispersed flow. x, is interpolated linearly from 0 to 1
over the transition region to dispersed annular flow.

6.6.10.3 Applicability

The Tien-Gonzalez correlation was developed especially for convection heat transfer in rod
bundles under emergency cooling conditions. The modified Tien-Gonzalez correlation was
developed to yield correct heat transfer behavior as the droplet concentration approached zero.
This correlation was successfully used in the CORECOOL code [6.6-28]. Figure 6.6-13 shows
peak cladding temperatures as predicted by CORECOOL of ECCS experiments for full-scale fuel
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elements in the BWR-FLECHT tests [6.6-29]. The agreement of the CORECOOL prediction
with the measured peak cooling temperature is very good. Since in this flow regime the heat
transfer is by both radiation and convection, it is important to isolate one effect so that
“compensating errors” can be ruled out as the reason for good prediction. Figure 6.6-14 shows the
CORECOOL prediction of the same experiment with no water droplets. The symbols indicate
different rod locations, moving inward from the corner position. Except for the peripheral rods,
where a considerable amount of conduction/convection existed across the narrow gap to the cold
channel, the cooling of the rods was primarily by thermal radiation. The agreement is good.

CORECOOL has a bias and standard deviation of:

u=28K
o=63K

when compared to peak cladding temperature (PCT) data from GE and AB Atomenergi CSHT
(Core Spray Heat Transfer) experiments. Approximately half of the heat transfer is from
convection and half is from radiation. Conservatively assuming that all of the uncertainty can be
attributed to the convection model, then the error in the heat transfer coefficient (Equation 6.6-52)
is approximately 35%, based on a temperature difference of 900 K.

1200 p=
e CORELDOL
(o]
: 5
(0]
00 -
» O
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10 oo

TIME foec)

Figure 6.6-13. Peak Cladding Temperature for a BWR Fuel Element
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Figure 6.6-14. "'Radiation Only" Experiment

6.6.11 Condensation Heat Transfer in the Presence of Noncondensible Gases

Condensation heat transfer will occur when the wall temperature is less than the saturation
temperature and the flow regime is vapor continuous.

6.6.11.1 Technical Basis and Assumptions

Steam Condensation in Tubes

A modified version of the Vierow-Schrock (V-S) condensation correlation [6.6-30] has been
used in TRACG. The correlation is based on a two-part correction to a reference local heat
transfer coefficient termed the "Nusselt” heat transfer coefficient. This reference value is
calculated by dividing the condensate thermal conductivity by the local liquid film thickness:

h condensation = f1 T2 Nyef

(6.6-54)
href =k /8
The local condensate film thickness is defined as [6.6-31]:
- /3
£ 7 Re
IR . J or 5= | PiRe (6.6-55)
8Py (Py = Py) 4gp,Ap
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for laminar condensate film flow (Re) < 1000) where

Re, = % (6.6-56)

For turbulent condensate film flow, Burmeister [6.6-32] presents

372
R 1135213 o1 _ £
Rer - 0003 | B Pr k(T - T,)2 (6.6-57)
4 h u5/3
fghe
Re-arranging and differentiating yields:
1/ 3 2/ 3
: k (T, - T,
dRe23) = 0052 | £ g 5" "w) gy (6.6-58)
hfgu
A simple energy balance ields:
h
I(z) = h(z) (T, - T, )2 (6.6-59)
fg
Combining Equations 6.6-56 and 6.6-59 and differentiating
4h
d(Re,) = e (T, - T, )z (6.6-60)
Now, combining Equations 6.6-58 and 6.6-60
1/3,.213
2Re;"? = 0052 -8—’:1——" a (6.661)
£ fg

Using Equations 6.6-54 and 6.6-61 and solving for 8 gives the turbulent film thickness

R /3

8= 513 —L— or §=323 “’ (6.6-62)
pig Re, pel

for Re, > 2000.

As stated above, the two-part correction takes the form:

Reondensation = f1 T2 yef (6.6-63)
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where f) is a factor greater than unity, which accounts for increased heat transfer due to shearing
(thinning) of the condensate film layer. The factor, fy, is less than unity and accounts for the
decrease in heat transfer resuiting from the presence of noncondensibles.

The factor f) is given by:

fi=1+288x105Rey,! 18 for Re < 1000 (6.6-64)

with the limit of f; < 3 and

fi=1 for Re; > 2000

The factor f; is correlated in terms of the density ratio for air by:

10 -100x,;, for x,, < 0.066

f = 110 -0938x, % 0066 < x,, <049
TS W 049 <x, < 1.0 (6.6-65)
P,

Incorporating the film thickness into Equation 6.6-54, the reference (or Nusselt) condensation
heat transfer coefficient becomes:

1/3
P, Ap
Bnussen = L1k [M 12 ch ] for Re, < 1000 (6.6-66)
¢ {
1/3
9;28 Re,
Bnusselr = 00195k, ——u—z—- for Re, > 2000 (6.6-67)
¢

A cubic spline interpolation is used for 1000 < Re, < 2000.

The Vierow-Schrock correlation has been included in this description for historical reasons.
It has been supplanted by a more recent correlation which has a wider data base and is
recommended by the developers at U.C. Berkeley. This correlation, referred to as the K-S-P
(Kuhn-Schrock-Peterson) correlation [6.6-33, 6.6-30), is the default and recommended correlation
and was also developed at UC Berkeley for condensation in the presence of noncondensibles
inside tubes. The correlation takes the same form as Equations 6.6-54 and 6.6-63. However, f |18
split up into two parts:

fl a f1 shear fl other (6.6-68)
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where
-4 . 4T
fiother =1+ 183% 107" Re, where again (Rc, = TJ (6.6-69)
and fl shear 18:
f o (6.6-70)
I shear = F, ‘

8, is equivalent to 8 from Equation 6.6-55 and is the film thickness without shear. 8, is the film
thickness with shear [6.6-33]. With interfacial shear the predicted film thickness, 8, is given
implicitly by:

8,2 pet.8,2
= I'Lg’pf(Pf - Pg) g + t2|,)1 :
f f (6.6-71)
T, = 5 1ap, V3
where i =2 RPg Vg (6.6-72)
- ~0.2
fp = 0046Re (6.6-73)
leading to the interfacial shear prediction
20023 Bm | oo 18
! Pg D, g
(6.6-74)
The f, degradation function has been correlated in the form
b
for both air and helium. For air x becomes x,;, where
X, = Cait (6.6-75)
air -~ ek
Pm
and
- 0708 '
6L 10 2.3?91;mr s Xgip < 01005 (6.6-76)
' W0-x Xair = 01005
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For helium x becomes xy;, where

Xy = LHe (6.6-77)
Pm
and
,
10-3581 x4, xyy, < 0010005
f2,He = ) (6.6-78)

10-209 x{#77, 0010005< xyy, < 0099895

10§’ 0099895< xy, <10

Given the appropriate value for f, (see Section 6.6.11.2) the Kuhn-Schrock-Petersen correlation is
formulated as

h=fif2 Bnussere =T, T T2 Bussel

or (6.6-79)

k
h=f, (1+183x107 Re, | 5

Steam Condensation in Containment

The formulation of the local condensate film thickness in Equation 6.6-55 was derived for
flat plates and is therefore suitable for use for steam condensation in the containment. The default
application for condensation is to use the K-S-P correlation (Equation 6.6-79) with the 51 shaar
factor set equal to 1, or 8, = §,. This is appropriate, since velocities in the containment will be
small compared to the tubes and the f| .., factor was developed specifically for tubes. The fy
factors will remain the same.

Another option is to use the "Uchida" correlation for condensation in the containment. The
"Uchida” correlation is:

- i B
h = 380( ai ) ats (6.6-81)
Xair m°K

At X4 = 0 Equation 6.6-81 is undefined. As a result, TRACG takes the minimum of the heat
transfer coefficients predicted by Equation 6.6-81 and the K-S-P correlation with f} g.qr = 1.
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An option to use the Vierow-Schrock correlation with the f; factor set equal to 1 is also
available.

6.6.11.2 Model as Coded

The f; degradation functions for both the V-S and K-S-P correlations are correlated by
piecewise functions where the independent variable x is a density ratio. Only air and helium have
been considered in developing these correlations.

6.6.11.3 Applicability
Steam Condensation in Tubes

The Vierow-Schrock correlation was developed for condensation of steam inside a tube in
the presence of noncondensible gas. Subsequent experiments have shown that the Vierow-
Schrock correlation is accurate over the range of conditions of the Vierow experiment, but needs
some care in extrapolation beyond that range. The standard deviation of the correlation with the
data is approximately 30% [6.6-33]. The ranges and physical dimensions of the experiment were:

Inlet pressure: 0.03 - 0.45 MPa
Inlet temperature 343 -419K
Inlet steam flow rate 0.0022 - 0.0083 kg/s
Inlet air mass fraction 0-0.14
Local air mass fraction 0-~1
Tube dimensions

Length 1.8 m

Outside diameter 254 mm

Tube thickness 1.65 mm

The limit of f; < 3 was added to the model due to the rapid increase in f; that occurs when
the mixture Re exceeds the conditions of the Vierow experiment. Even with this limit, the V-8
correlation still overpredicts the Kuhn heat transfer data by more than 100% at high mixture Re
inside of tubes. However, as shown in Figure 6.6-16, the K-S-P correlation agrees well with the
(unmodified) Vierow-Schrock correlation over the range of data in the Vierow experiment.

Although the V-S correlation overpredicts the heat transfer coefficients overall, it predicts
more degradation from noncondensible gases (lower heat transfer coefficients) than does the
K-S-P correlation, as shown in Figure 6.6-17. It is the f, factor which causes the overprediction
of the modified Vierow-Schrock correlation.

The K-S-P correlation has a standard deviation of 7.4% when compared to the pure steam
data and a standard deviation of 17.6% when compared to the 70 steam-air tests of Kuhn. The

Kuhn experiment benefited from the experience of previous researchers and, as a result, provided
the best set of data.

6.6-34 Models and Correlations



NEDO-32176, Rev. |

4
1
| | |
3 A
| TA
2 . aj %
Ohk.s.p ‘
4O hyIEROW-SCHROCK b
10000 ! -
(4
N BTN (005, |
8 6 LA W -
; 5 T [ &
&’ 3 t Ly
w
¥ |
g T b 4
&
2 { &
| L
€ 1000
- 8
§ 7 wiy .
6
5 IQ .
4 ! }
. l
' [ 1ol°
s t 4 A
L]
100 e
100 | 3 4 587 1000 2 3 4 567 10000 2 3 4

heXP, VIEROWW/MZK

Figure 6.6-16. Heat Transfer Coefficients Predicted by K-S-P and Vierow-
Schrock Correlations versus Vierow's Experimental Data

Steam Condensation in Containment

The TRACG correlation is in good agreement with correlations designed for vertical plate
condensation. Most of the condensation in the containment will be similar to this situation. Thus
TRACG should provide a good estimate of the condensation heat transfer coefficient. If the
containment contains significant amounts of horizontal surface area, care should be taken to
model this area with a nonhorizontal equivalent area since no condensation heat transfer will be
predicted using g cos(0°) = 0.
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6.6.12
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Figure 6.6-17. Comparison of the V-§ and K-S-P Predictions of Heat
Transfer Degradation Due to the Presence of Air

Thermal Radiation

During a BWR loss-of-coolant accident (LOCA), radiation heat transfer may account for a
significant amount of the total heat transfer in the fuel bundle. An analytical model for
calculating radiation heat transfer in a BWR fuel bundle was established and implemented into
TRACG. The model considers surface-to-surface radiation and the interaction between radiation
and the two-phase mixture in the bundle. The surface-to-surface radiation model contains a first-
order anisotropic transport correction, and the interaction with the two-phase mixture consists of
absorption and emission.

6.6.12.1 Radiation Heat Transfer Model - Technical Basis and Assumptions
The radiation heat transfer model [6.6-44] is based on the following assumptions:

6.6-36

All surfaces are gray.
All surfaces have uniform temperatures.
All surfaces emit radiation diffusely.

The two-phase fluid between surfaces has uniform temperature, and it absorbs and emits
radiation.
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® The semi-gray radiation model is applied for the two-phase mixture (i.e., absorption is
based on the wall temperature, while emission is based on the temperatire of the two-
phase mixture).

* A first-order anisotropic transport correction is applied for surface reflections.
For large and/or curved surfaces, there is generally a tendency for radiation to be reflected
backwards towards the origin of the incident radiation. Hence, the assumption that a
fraction, W, of the incident radiation is reflected backwards toward the origin, whereas the
rest, 1-y, is reflected uniformly in all directions, is a significant improvement over the
assumption of isotropic reflection.

The radiosity of surface i, Bj can be expressed as the sum of the emitted and reflected
radiation (Figure 6.6-20):

B, = ¢S, + (1-¢)H, (6.6-93)
where:

S, = oT¢ (6.6-94)

Hy = IH, (6.6-95)

J

and Hjj is the incident radiation of surface i coming from surface j.

Isotropic radiosity

f:e,S, +(l-€.)(l—u,)§l~l”

// H =IH,
el

*» . . . .
Anisotropic radiosity

Surface 1

S B,”,‘-—-(l—s,)uiH‘,,
W H’l

Figure 6.6-20. Radiation Heat Transfer at a Surface
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The isotropic part of the radiosity of surface i, Bf, is given by:
1
and the anisotropic part, BG‘ which is reflected back to surface j, is:
Bg = W (1-g)H; {6.6-97)

The incident radiation from the direction of surface j is the sum of the radiation leaving
surface ) in the direction of surface i reduced by the transmissivity of the medium plus what is
emitted by the medium:

ot 1 A .
After simple algebraic manipulations, the following expression is obtained:
A I |
BiJ = (aij B + bij BJ- + ¢ )Fij (6.6-99)
where:
XX 1.1
M B |
a. = (6.6-100)
by = ] (6.6-101)
o Xi €mij Smij + X Tji Emii Spyii) 6.6-10)
7 = ¢ (2 * 8 Ry (6.6-104)
Emij = Epj + €y (6.6-105)
. Ehij + Eyij
S, = oT,* (6.6-107)
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s, = ¢T}* (6.6-108)
€, = -—a’—-[l- '“'“‘"RU] 6.6-109
lij'a,+av . e

a r g N
S A

vi a[ + av (6.6'1 ‘O)
i) a,; S, + a Sj

8y = S, + Sj (6.6-111)
# &y, S, + a | Sj- £

avij - S! + SJ ( 6-1 )

a,; and a, are the vapor and liquid absorption coefficients, respectively. For absorption, these
coefficients are evaluated at the temperature of the surface, while the temperature of the vapor is
used for emission from the vapor.

Combining Equations 6.6-94, 6.6-96, 6.6-97 and 6.6-99, the following expression is
obtained:

l- M
1 z I I ,
J

This is a system of linear equations, which can be solved for B!

The hear flux of surface i, is the difference between the radiosity and incident radiation:

q; = B; - H, (6.6-114)
Combining Equations 6.6-93, 6.6-96 and 6.6-114 yields:

I
2 El Sl “-},ll(l-sl )] - Bl 1
q| " ]1-g. l'“j (66 115)

The energy absorbed and emitted by vapor is given by the following equations:

a..
Quey = & & A; (B! + BY)(1-7,) —2— (6.6-116)
i

avij + Ay
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and:
€..S

vij@ v
emltv ‘lY- ? A mij Eyij + €4 Fij (6.6-117)

Similar expressions can be written for the absorption and emission for the liquid. Energy
conservation can be shown by:

.z Qi = Qabse *+ Qabs,yv - Qemit,v *~ emit e (6.6-118)
i

| after simple algebraic manipulations.

Net heat fluxes for surface i to either vapor or liquid can be derived from Equations
| 6.6-116 and 6.6-117, as follows:

i I A

Q. {(FUBI +BY1-1 ’)—_—L_ae., W Fuevusv} (6.6-119)
(F B! BA)( )___a_lU__ E. 6.6-120

Q¢ = ij2i * =T ag; +ay; elust’ (6.6-120)

6.6.12.2 Model as Coded

The equations for the isotropic radiosities as given by Equation 6.6-113 constitute a
system of linear equations and are solved by direct inversion.

The view factors and the beain lengths are dependent on the geometry only and are given
by the general expressions [6.6-48]:

J I cos cosB

o dAdA;
T : 6-121
By = A, o
and
cos B, cosB
I, I —L—J4A A,
R, = - (6.6-122)
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where R is the distance between two points on surface i and j, and B and B are the angles between
the line R and the normals to surface i and j respectively. For elongated surfaces, as radiation in
the axial direction is neglected, Equations 6.6-121 and 6.6-122 reduce to (6.6-47):

J j cosBicosBj
S, °S; T R
Fj = 5 (6.6-123)

and

——g——idS 48,
5 (6.6-124)

j J cosBjcosBj
5,7,

RU

where R is the distance between two points along the perimeter of surface i and j, and B; and B; are
the angles between the line R and the normals to perimeter i and j, respectively. Equations
6.6-111 and 6.6-112 are integrated directly by numerical integration.

The interaction of the thermal radiation with steam and droplets is based on the semi-grey
radiation model, and the assumption that the medium is optically thin. For the droplets it can be
shown [6.6-26] that, when the medium is optically thin, scattering can be neglected and the
absorption coefficient will be given by [6.6-26):

a, = LIl — (6.6-125)

The absorptior coefficient for the steam is a function of the temperature and pressure
[6.6-47]. A good polynomial fit is given by:

a, = P-10°(52-10* - 9.107T + 56-10'°12 - 121013713 (6.6-126)

v

6.6.12.3 Applicability

The range of parameters in which the assumptions are valid include low pressures and high
temperatures. This is the range where core spray heat transfer apply for BWR LOCA conditions.
The radiation heat transfer model is identical to the radiation heat transfer model in CORECOOL
[6.6-26], and has been extensively tested as part of the SAFER/CORECOOL models.
CORECOOL was found to accurately predict core spray heat transfer and peak cladding
temperatures for the following ranges:

0.1<P<7.0MPa
Tau<T<1420K

Models and Correlations 6.6-41



NEDQ-32176, Rev. 1

Peak cladding temperatures were predicted with an average error of U = 28K and standard
deviation of s,.; = 63K.

6.6.13 Quenching Heat Transfer

Experimental studies simulating the reflood stage of a postulated loss-of-coolant accident
for a BWR indicate that cladding temperature history can reasonably be characterized by the
boiling curve with rewet being controlled by the transition boiling model (Sections 6.6.6-6.6.8).
However, an optional model for conduction controlled quenching exists in TRACG, although it is
currently not active. For completeness, a brief description of the model is given below.

6.6.13.1 Technical Basis and Assumptions

The reflood initialization consists of a search to locate quench fronts. Rather than assume
that the core is dry at the beginning of reflood, which may not be the case, a pattern search of each
average rod is made for the combined condition of clad surface temperature less than the quench
front temperature and sufficient liquid available to form a film on the rod. Two quench fronts per
rod are accounted for: (1) a falling film from the top and (2) a bottom quench front.

The motion of a quench front on a hot surface 1s a complex function of axial conduction,
radial convection both ahead and behind the fron', internal heat generation, and heat transfer.
Since axial conduction of heat from ahead of the front to the quenched side occurs on a length
scale of a centimeter or less, and typical fuel rods are several meters long, analytical methods have
been developed to approximate quench front motion without resorting to costly two-dimensional
conduction solutions [6.6-48, 6.6-49]. A correlation is used for the quench front velocity Vg'

k 05

*——(Bi (1 + 0.40Bi) | (6.6-127)

e
i

q Pw Cow dy

(6.6-128)

(6.6-129)

(6.6-130)

(6.6-131)
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and:
hq = Heat transfer coefficiert just behind the quench front
To = Quench front temperature
T, = Wall temperature just ahead of the quench front
dyw = Wall thickness

There is considerable ambiguity as to the proper definition of the quench front tempe rature
[6.6-45]. The value used in TRACG is:

T, = T, +100K (6.6-132)

(4]

The value of the heat transfer coefficient behind the quench front is the maximum of either
the heat transfer coefficient just behind the quench front, h}, or 6000 W/m2K. The latter value is
based on an order of magnitude analysis of the FLECHT results [6.6-50):

h, = max (n,, 6300) (6.6-133)

The volumetric heat removal rate due to the advancement of tne quench front is:
Qy = Py Cpy Vg Ty - Ty (6.6-134)

6.6.13.2 Model as Coded
The model has been encoded as described by Equations 6.6-127 - 6.6-134 with the following
limitations:

* An upper limit on the quench front velocity of 0.1 m/sec. is apnlied.

¢ For reflooding, if the downstream heat transfer coefficient is larger than the quench front
heat transfer coefficient (Equation 6.6-133), then the larger of the two is used for the
quench front heat transfer coefficient.

* For reflooding, a multiplier is applied to the quench front velocity for high void fractions
forcing the quench front velocity to 0.0 as the void fraction approaches 1.0. The

o
03 for0.7<a<1.0.

multiplier is given by: 1.0 for a < 0.7 and

6.6.13.3 Applicability

The quench front model is primarily applicable to film front quenching and reflood
quenching for conditions, where the heat transfer coefficient ahead of the quench front is small
compared to the quench front heat transfer coefficient. For conditions where a significant
precursory cooling exists, the quench front model will underpredict the quench front velocity.
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l 6.6.14 Metal-Water Reaction

At high temperatures, the zirconium used for the fuel rod cladding and the fuel channel box
will react chiemically with the steam:

Zr + 2H,0 - Z0, +2H, + Q (6.6-135)

€.6.14.1 Technical Basis and Assumptions
The reaction rate is a function of the temperature and is given by Cathcart [6.6-51]:

ds _ 321710 o 2007 10°

T = - exp(- =) (6.6-136)
where s is the thickness of the oxide layer.
The heat generation rate is given by:
Q = 645MJ/ kg, (6.6-137)

6.6.14.2 Model as Coded
The metal-water reaction is calculated by direct integration of Equation 6.6-136.

6.6.14.3 Applicability

The metal-water reaction rate is calculated by the Cathcart correlation [6.6-51] assuming that
the reaction rate is limited by diffusion through the Zirconium-oxide layer. For severe conditions
with large hydrogen generation, the reaction rate can be limited by vapor diffusion through a
hydrogen film at the surface. This process is not modeled and will lead to an overprediction of
the reaction rate for this condition.

6.6.15 Assessment and Application to BWR

The technical basis for the wall heat transfer correlations and their applicability for use in
TRACG was discussed in Subsections 6.6.3 through 6.6.11. Those subsections discussed the
ranges of applicability of the specific correlations and also compared the correlations to other data
or other correlations. This section (6.6.15) discusses the performance of TRACG in situations
where the wall heat transfer correlations are used.

A comparison has been made of heat transfer coefficients directly evaluated from the specific
correlations to ihose calculated by TRACG for single-phase water fiow in a pipe. From low to
high flow the correlation changes from natural convection to turbulen: fiow. In both regimes the
calculated heat transfer agrees well with the heat transfer coefficient calzulated by TRACG. This
provides assurance that the correlations have been correctly implemented into TRACG.

Comparisous of TRACG predictions of nucleate boiling have been made. Coniparisons of
the void traction predicted by TRACG to the data are in good agreement with the data. This
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provides an assessment of the split of energy from the wall that goes into vapor generation versus
heating up the bulk subcooled liquid. A comparison of heat transfer coefficients evaluated
directly from the correlations has been made with those made by TRACG for a heated pipe. At
the bottom of the pipe, the heat transfer is by turbulent single phase heat transfer. As more heat is
added to the liquid, it transitions into subcooled and then saturated nucleate boiling. The
independent calculations of the correlations (based on ASME physical properties) agree well with
the TRACG generated coefficients.

The ability of TRACG to predict boiling transition in a BWR fuel bundle has been shown.
The flow rates for the tests were selected such that the bundle had dryout-rewet behavior. The
tests show that TRACG accurately predicts transient critical power behavior. The calculated
ACPR valuss compare well with the experimental values as do the calculated time to the onset of
boiling transition for transient tests.

The ability of TRACG to predict correct heat transfer for conditions of low void fraction film
boiling has been shown. TRACG was used to predict the system response of a test facility during
refill-reflood transients of a large break LOCA. TRACG predicts the overall system performance
well.

TRACG was also used to predict film boiling at high void fraction in another test facility.

TRACG's ability to predict the thermal hydraulic response of the GIRAFFE test facility has
been investigated. The GIRAFFE test facility is an integral system effects test for the SBWR
design and the pressure response is dominated by condensation in tubes and, to a lesser extent, the
contamment. Results obtained from TRACG analyses of the GIRAFFE system response tests
compare favorably with the test results. Steady-state performance tests for the PCC heat
exchanger unit were also conducted at GIRAFFE. The primary result obtained was information
on the degradation in heat transfer due to the presence of noncondensible gases. TRACG
predictions of the results were in reasonable agreement with the data. TRACG generally
predicted less heat transfer than the results showed.

Applicability of the wall heat transfer correlations for BWRs has been investigated for
various reactor and containment regions.

Wall Heat Transfer Regimes: There are specific correlations for all wall heat transfer
regimes encountered in the core, the drywell, and the wetwell air space.

Hydraulic Diameter: The correlations are valid for the desired range of hydraulic diameter
for the core region. For containment volumes, the correlations are valid with the use of the
equivalent hydraulic diameter concept, but with larger uncertainty.

Mass Flux/Reynolds Number: The wall heat transfer correlations are validated over the
range of mass flux and Re data encountered in the core. In the wetwell airspace and drywell, the
range of mass fluxes and Re are well covered.
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Pressure: The correlations applicable for the drywell and wetwell air space were developed
within the pressure ranges of these compartments.

Void Fraction: The void fraction ranges are covered in all the regions.
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6.7 Turbulen? »nd Molecular Mixing Models

Single- and two- phase fluid mixing models have been formulated to account for mixing due
to molecular ana rurtulent diffusion. The formulation focuses on describing the local mixing
velocity j* separateiy, first for turbulent diffusion and then for molecular diffusion.

During turbulent flow, volumes of fluids are exchanged laterally among adjacent locations
leading to transport of mass, momentum and energy. These mixing effects alter local axial mass
flux, quality, void fraction and enthalpy distributions.

A mixing model has been incorporated to account for this turbulent flow behavior. The
model accounts for exchange of mass, momentum, and energy laterally. This exchange is caused
by turbulent shear and eddy interchange. It is able to account for the void profile, pressure drop
characteristics, and enthalpy distribution more accurately than a model which ignores these
phenomena.

Typical applications may include turbulent mixing phenomena in the upper plenum,
containment, and molecular diffusion/convection for boron mixing.

6.7.1 Technical Basis and Assumptions

As a part of the two-phase turbulent mixing mode! development, an extensive study of
existing literature has been made. The study identified fundamental measurements for
phenomena such as jet and plume mixing, two-phase recirculation flow, and subchannel mixing.
From these measurements, information has been obtained on local mixing velocities dependent
on local thermodynamic and flow conditions [6.7-1,6.7-2].

6.7.2 Applicability

The mixing model described in the previous section is relatively simple, but has produced
good results for a number of applications. The predictions were generally within 0.1 of the
measurements. Calculations made without the mixing term showed a larger variation between
the central and peripheral regions, with less favorable agreement with the data. In both cases, the
geometry was cylindrical with diameters from 1 to 2m. The pressure ranged from 4.6 to 6.4
MPa.

The model is based on data that includes low pressure conditions, and has been assessed
against subchannel and plume mixing data over a range of pressures. The main limitation in the
model is the use of a length scale which is not well defined. Because the length scale is typically
the cell size, the results will be dependent on the nodalization, and empirical confirmation is
needed at different scales.

The main applications where a mixing model is needed is for ECCS mixing in the upper
plenum, for the distribution of noncondensible gases in the drywell, and for thermal stratification
in the suppression pool.
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For the upper plenum, a specific model has been developed based on the tracking of spray
trajectories and submerged jet mixing. This model is described in Section 7.8.2.

The mixing model described in this section is not currently being used for containment
applications. In th> drywell, flows are calculated by application of the momentum equation
(Section 3.1), with the mixing terms set to zero. Thus, the flows are dependent only on wall
friction and buoyancy. The calculated noncond=nsible distributions provide a measure of the
adequacy of the model. Comparisons with the data obtained in the PANDA facility at the Paul
Scherrer Institute show that the trends are reasonably predicted. In this context, the mixing
model is only being used for sensitivity studies. An alternate bounding approach will address the
effects of the noncondensible distribution on containment performance.

Stratification in the suppression pool is being modeled empirically with TRACG. In this
model, the portion of the pool below the lowest source of thermal energy is assumed to be
stratified. The portion above the source will be well mixed. These phenomena are not sensitive
to the mixing model used. The validity of the TRACG model has been demonstrated by
comparison against a variety of large-scale data.
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7.0 Component Models

Descriptions of the various component models included in TRACG are given in this section.
A physical description of each component is presented with a typical noding diagram showing
the conventions used to model the component. Mathematical models, including finite-difference
approximations, are given only for those aspects of the component that are not covered in the
basic hydrodynamics and heat-transfer descriptions. User options, restrictions on the use of the
component, and input/output information are also given. Specialized models for pumps, jet
pumps, fuel channels, steam separators, and heat exchangers are described. Models for the steam
dryer and the upper plenum regions of the vessel are also described. The terminology in
Section 7 is consistent with the nomenclature defined in Sections 3 and 6. Symbols specific to a
particular model are defined in the individual subsections.

7.1 Pipe

The pipe (PIPE) component models the flow in a one-dimensional (1-D) duct or pipe. The
pipe component can be used alone in a simulation or it can be used as a connector between
components to model a reactor system. Capability is provided to model area changes, wall heat
sources, and heat transfer across the inner and outer wall surfaces. A wide selection of pipe
materials is available to represent the wall material in the wall conduction calculation.

Figure 7.1-1 shows a typical noding diagram for a pipe containing a Venturi tube and an
abrupt area change. The numbers within the pipe indicate cell numbers, and those above indicate
cell boundary numbers. The geometry is specified by providing a volume and length for each
cell and a flow area, hydraulic diameter and loss coefficient at each cell boundary. The junction
variables, JUN1 and JUN2, provide reference numbers for connecting a pipe to other
components. The numerical methods used to treat the thermal-hydraulics in the pipe are
described in Section 8.

Input options are available to allow for wall heat transfer and to select correlations for CHF.
Wall heat transfer can be omitted by setting the number of heat-transfer nodes (NODES) to zero.
Generalized heat-transfer capability allows the user to specify heat exchange between any pipe
cell and any other component fluid cell or wall node in the model. The generalized heat-transfer
option is activated through the IHTS and IWT input parameters. The CHF calculation can be
bypassed by setting the input parameter, ICHF, to a negative value.

Calculation of pressure drop due to wall friction losses for the pipe component described in
Section 6.2.1 requires a wall roughness input by the user. An abrupt area change can be modeled
by input of additional pressure loss factors. Because of central differencing, any irreversible
losses must be modeled with an appropriate pressure loss factor.

Component Models 7.1-1
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Pipe components may be connected to any other component. However, computational
expense increases rapidly with the number of component junctions and the users are cautioned to
minimize the number of components used in their models. In addition, 1-D cells of grossly
different length should not be placed together, as this can cause computational difficulties,
particularly when area changes also occur

Qutput for a pipe consists of mass flow rate in and out of the pipe, mass flux in and out of
the pipe, and nodal values of pressure, void fraction, liquid and vapor velocities, saturation
temperature, liquid and vapor temperatures, liquid and vapor density, cell-to-cell pressure drop,
choking, and CCFL indicators. If wall heat transfer is included, information on the heat-transfer
regime, liquid and vapor HTC on inner and outer surfaces, surface heat fluxes to liquid and vapor
on the inner wall surface, heat sources and wall temperatures for each radial node are printed for
each axial cell
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7.2 Pump

The pump (PUMP) component is represented by a 1-D component with N cells (N > 1)
Figure 7.2-1 shows a typical noding diagram for the pump component. The pump momentum is
modeled as a source, called SMOM. SMOM is required to act between Cells 1 and 2; therefore,
IL1s necessary to construct the cell noding such that the cell numbers increase in the normal flow
direction

Normal flow direction )

SMOM

Figure 7.2-1. PUMP Noding

7.2.1 Pump Governing Equations

The pump component combines the PIPE component with pump correlations. The pump
model is identical to the 1-D pipe model except that the momentum equations at the SMOM face
are rewritten as.

1
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APp is the pressure rise through the pump evaluated from the pump correlation. The steady-state
solution of Equation 7.2-1 is:

Al"p = P, - P, +gcosb p_Ax (7.2-4)

which is the desired result. Friction does not enter explicitly into the pump motion equation
Therefore, additive friction is not allowed at the SMOM face.

The pump model describes the interaction of the system fluid with a centrifugal pump. The
model caiculates the pressure differential across the pump and its angular velocity as a function
of the fluid flow rate and the fluid properties. The model can treat any centrifugal pump and
allows for inclusion of head degradation caused by two-phase effects.

Pump characteristic curves describe the pump head and torque response as a function of
fluid volumetric flow rate and pump speed. Homologous curves (one curve segment represents a
family of curves) are used for this description because of their simplicity. These curves describe,
in a compact manner, all operating states of the pump obtained by combining positive or negative
impeller velocities with positive or negative flow rates.

To account for two-phase effects on pump performance, the pump curves are divided into
two separate regimes. Data indicate that two-phase pump performance in the vapor fraction
range of 20 to 80% is degraded significantly in comparison with its performance at vapor
fractions outside of this range. One set of curves describes the pump performance for single-
phase fluid (void fraction 0.0 or 1.0), and another set describes it for two-phase fluid. The pump
head at any vapor fraction is calculated from the relationship:

H=H|-m(0.)(H|-H2) (7.2-5)
where
H = Total pump head
H; = Pump head from the single-phase homologous curves
Hy = Pump head from the fully degraded homologous curves
m = Pump degradation multiplier
o = Vapor fraction

The two-phase hydraulic torque is treated similarly. The following definitions are used in the
subsequent development:

H = Pumphead = APp/p
Q = Pump volumetric flow rate
Q = Pump impeller angular velocity

~
L]
L)
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where AP, is the pump differential pressure and p is the pump inlet density. To allow one set of
curves to Ee used for a variety of pumps, the following normalized quantities are used:

H
h= H, (7.2-6)

-l |
q Qr (7.2-7)

Q
w= Q, (7.2-8)

where the subscript, r, denotes the rated condition. The pump similarity relations [7.2-1) show:

b
- = «{-3-) (1.2-9)

For small w, this correlation is not satisfactory and the following combination of variables is
used:

h w

The first correlation is used in the range O < Ig/wl < 1 and the second is used in the range of

0 = iw/gl < 1. The four resulting curve segments, as well as the curve selection logic used in
TRACG, are shown in Table 7.2-1.

The dimensionless hydraulic torque is defined by:

-‘Iée' 7.2-11
P Te/pr et

where

-
n

Hydraulic torque
Rated torque
Pump inlet density
Rated density

R
B onon
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The single-phase torque, T, is dependeni on the fluid density and is calculated from:

T = BT, [-pﬁ] (1.2-12)
T

The density ratio multiplier 1s needed to correct for the density difference between the
pumped fluid and the rated condition. For two-phase conditions, the impeller torque is calculated
from:

T =T - N (T, - T,) (7.2-13)

-]
"

Total impeller torque

Impeller torque from the single-phase mologous curves
Impeller torque from the fully degraded homologous curves
Torque degradation multiplier

=3
n

T,
N(a)

The homologous, normalized, torque curve segments for f are correlated in the same manner
as the head curve segments shown in Table 7.2-1.

In addition to the homologous head and torque curves, the head and torque degradation
| multipliers defined in Equations 7.2-5 and 7.2-13 are needed. These functions are usually
nonzero only in the vapor fracticn range where the pump head and torque are either partially or

fully degraded.

The pump model can either specify the pump angular velocity or the motor torque while its
motor is energized. When the torque is specified, the time rate of change for the pump motor
assembly is proportional to the sum of the moments acting on it, and is calculated from:

1%:2 T, =Ty -(T+ T +T,) (7.2-14)
i

where

I = Pump motor assembly moment of inertia
T = Impeller torque

Ty = Torque caused by fraction (constant)
Bearing and windage torque

Applied motor torque

g =g
3 T
Hou
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We assume that T, is:

Q4
T, =C=% (7.2-15)
&

where C is an input constant and €, is the rated impeller angular velocity. Ts is multiplied
by CV/|€Q| so that it also changes sign if the speed reverses. The impeller torque is evaluated using
the homologous torque curves and Equation 7.2-13; it is a function of the fluid density and flow
rate as well as the pump angular velocity. T, is defined through the control system. It is initially
set to zero and retains that value unless the control system changes it to a nonzero value. For
time step (n+1), Equation 7.2-14 is calculated implicitly and is substituted into Equations 7.2-1
and 7.2-2, which are solved together with the thermal-hydraulic equations as described in
Section 3 for the new fluid velocities. The new pump speed is then obtained by backsubstitution.

The pump work, which is added to the fluid energy equation, is calculated as:

The wall heat transfer, wall friction, CHF calculation, and implicit hydrodynamics options
are the same for the pump component as for the pipe component. In addition, the following
options are specified: pump type, motor action, reverse speed, two-phase, and pump curve. The
input variables, IPMPTR and NPMPTX, specify the trip identifier for the pump trip initiation and
the number of pairs of points in the pump-speed table (SPTBL), respectively. If IPMPTR = 0,
no pump trip action occurs (a constant speed pump).

If the pump motor is energized, its angular velocity is assumed to be the constant value
specified. If the motor is not energized, a pump coastdown calculation is performed using the
specified initial pump speed.

There are three pump options available (IPMPTY = 1, 2, or 3). For pump option 1
(IPMPTY = 1), the pump speed variation is specified by input. Pump option 2 (IPMPTY =2) is
similar to option | except the pump speed 1s calculated after a trip has occurred. Pump option 3
(IPMPTY = 3) allows the motor torque to be calculated by the control system and the pump

speed.

If the reverse speed option is turned off (IRP = 0), the pump is allowed to rotate in the
forward direction only. For this case, if negative rotation is calculated (after trip with pump
Option 2), its speed will be set to zero.

If the two-phase option is tumed on (IPM = 1), the degraded pump head and torque are
caiculated from Equations 7.2-5 and 7.2-13. If the two-phase option is turned off (IPM = 0), only
the single-phase head and torque homologous curves are used.

There are several restrictions and limitations in the pump component. Because there is no
pump motor torque-versus-speed model, the pump speed is assumed to be input if the motor is
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energized. Pump noding is restricted such that the pump momentum source is located between
Cells 1 and 2 of the pump model. Finally, the head degradation multiplier, M(ct), and the torque
degradation multiplier, N(at), are assumed to apply to all operating states of the pump

7.2.2 Pump Head and Torque Homologous Curves

The user may specify pump homologous curves in the input or alternatively use the built-in
pump curves. The built-in pump curves are based on the MOD-1 Semiscale system pump
[7.2-2 -~ 7.2-4]. The single-phase head (HSP), fully degraded two-phase head (HTP), head
degradation multiplier (M), single-phase torque (TSP), fully degraded two-phase torque (TTP),
and torquc degradation multiplier (N) curves are provided in Figures 7.2-2 through 7.2-7,
respectively. Where applicable, the curves are numbered corresponding to the conditions
provided in Table 7.2-1. Because these homologous curves are dimensionless, they can describe
a variety of pumps by specifying the desired rated density, head, torque, flow, and angular
velocities as input

7.2.3 References

7.2-1 V.L. Streeter and E.B. Wylie, Hydraulic Transients, New York: McGraw-Hill Book
Company, Inc., pp. 151-160, 1967

D.J. Olsen, Experiment Data Report for Single- and Two-Phase Steady State Tests of
the 1-1/2-Loop MOD-1 Semiscale System Pump, ANCR-1150, May 1974

G.G. Loomis, Intact Loop Pump Performance During the Semiscale MOD-]
Isothermal Test Series, ANCR-1240, October 1975

D.J. Olsen, Single- and Two-Phase Performance Characteristics of the MOD-1
Semiscale Pump Under Steady State and Transient Fluid Conditions, ANCR-1165,
October 1974
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Definitions of the Four Curve Segments that Describe

the Homologous Pump Curves

Curve Segment Selection Criteria Correlation

1 lgywl<€1 and w>0 h 9q
- = fl (W)
we

4 <

Ig/wi< 1 and w <0 _?7:&(%)
w‘-
. h

3 Iw/gl<1 and q<0 _3____1:3(&_)
q° q

2 Iw/gl<1 and q>0 _b’_d, )
g% - 'Y

Static State w=0 and q=0 h=0
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Figure 7.2-2. Single-Phase Homologous Head
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Figure 7.2-3. Fully Degraded Homologous Head Curves
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Figure 7.2-4. Head Degradation Multiplier
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Figure 7.2-5. Single-Phase Homologous Torque Curves
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Figure 7.2-6. Fully Degraded Homologous Torque Curves
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-

% &
v

Fr = —- (7.9-9)
gD,

In the above equations, the heat exchanger geometry is specified by the following
parameters

Dy, = Shell hydraulic diameter

D, = Individual tube outer diameter

Dg = Distance between tube bank baffles

The method for handling condensation requires that all the energy be taken out of the liquid

phase; condensation then occurs due to interfacial heat transfer. This being the case, the liquid
and vapor coefficients must be adjusted accordingly:

(T -~ Ty )
sat W (7.9-10
~ d 'I )

i
\ &

FRACLh, + (1 - FRACL)h

)

0.0 (7.9-11)

where h, and h, are the heat transfer coefficients. FRACL is the fraction of the heat transfer
tubes that is covered by liquid. This is determined by user input of two tables: (1) shell liquid
level versus shell void fraction and (2) FRACL versus liquid level.

7.9.3 References

7.9-1 T. Fujii, H. Vehara, and C. Kurato, Laminar Filmwise Condensation of Flowing
Vapour on a Horizontal Cylinder, International Journal of Heat and Mass
Transactions, 15, pp. 235-246, 1972

7.9-2 D.Q. Kemn, Process Heat Transfer, New York: McGraw-Hill Book Company, 1950.
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7.9.2 Heat Transfer Correlations

Correlations appropriate to flow condensation on horizontal and vertical tube banks [7.9-1]
have been introduced. In addition, a correlation for single-phase (liquid) convection across tube
banks [7.9-2] has been implemented in order to better describe the behavior in the liquid-filled
regions of the heat exchanger. These correlations are presently available in the code for heat
| exchangers only--models for convection and condensation described in Section 6.6 are used for
other components. The correlations used are:

For condensing flow on horizontal tube banks,

\1/4
k 2 0.276
h, = X; =L Re}/?|1 + =22 (7.9-2)
oD [ x,“FrH,]
For condensing flow on vertical tube banks,
1/4
k.Rel/? he k.3 2g
hy = Xp ~i— 40943 | 2 e (7.9-3)
t plDB(Tsat —Tw)_|
For liquid crossflow across tube banks,
» . \0SS (¢ /3
k, (Dyp,v p,Hs .
. =L | ZhPe ! 9.4
h, = 0.36 Dl[ v ] [ k, ] (7.9-4)

X5, Hy, Ry Rey (liquid film Reynolds number ) and Fr (Froude number) are dimensionless
parameters defined as:

173
X; = 09 (l + Rfﬂfj (7.9-5)
kl(Tsat - Tw)
H, = —%——— (7.9-6)
J Hrhg
orn, V2
R, = |ZLEL 7.9-7)
: [pg “gI (
Re, = 9.%\_‘)4 (7.9-8)
¢
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0.0 if liquid level 2 drain cooler height
Ope = {1.0if liquid level < drain cooler height - 0.05m (7.9-1)
20.0 x (drain cooler height - liquid level) otherwise

The § ¢cm for linear interpolation of the donor celled void fraction provides a gradual change in
Op as the drain cooler 1 1 is uncovered.

The validity of the ape modeling is dependent on an accurate user specification of the shell
liquid level versus void fraction and the applicability of the above and below void fraction
assumptions. If the assumpiions or input requirements are not appropriate for a particular
application, the user has the option to use other components to model the shell side of the heat
exchanger in more detail. The generalized component-to-component heat transfer 1s then used to
model the heat transfer between the tubes and shell.

Another change to the hydrodynamic equations was forced by the normally high inlet steam
velocities found in the main condenser. Momentum flux was eliminated at the drain cooler inlet
interface. This was done to prevent V*VV induced pressurization of the first cell in the drain
cooler.

Some special features of tees that are used as heat exchangers are:

* Side arm input is simplified--the pipe arrays do not have to be input for the side arm.
* Heat transfer from the walls of the shell is not modeled (NODES = 0).

* The shiell must consist of only one cell, but the drain cooler may contain as many cells as
required. The side-arm always connects to the first cell (shell).

The heat transfer pipe may contain as many cells as needed. U-tubes may be represented
by appropriate assignment of the heat transfer connections.

condensate
inlet

| |

Condensate |~

outlet .
P — Drain

cooler

[

{
o

Feedwater
inlet ——% -

Feedwater

- Tube ‘b‘an; et

Figure 7.9-1. Model of Feedwater Heater Using a HEAT Component
(modified TEE) and PIPE Component for the Tube Bank
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7.9 Heat Exchanger

The modeling of heat exchangers (heaters or condensers) can be accomplished using a
combination of standard TRACG components without the use of the specialized heat exchanger
component. A pipe component is typically used to simulate the tube bank. Multiple pipes with
the associated manifold tees can also be used to represent the tubes if additional detail is
required. The nodalization within the simulated tube(s) is flexible and as such can be customized
for a particular application. The shell side of the heat exchanger can be simulated using either
the vessel component, which allows multi-dimensional flow or the one-dimensional tee
component. In either case, the level of modeling detail can be specified to miatch the individual
application. The heat transfer between the tube and shell utilizes the generalized component-to-
component heat transfer capability of TRACG. This feature allows for heat transfer from the
wall of any one-dimensional component cell to the fluid in any other component cell, including
the vessel component. The correlations used to evaluate the wall heat transfer are described in
Section 6.6.

The modeling flexibility using a combination of standard TRACG components makes this
the recommended approach for most applications. However, for some appiications, the use of a
simplified heat exchanger component may oe desirable. The heat exchanger zomponent allows
the user to simulate typical heat exchangers with a minimum number of cells. > accomplish
this, the model requires that the details of the shell side geometry be provided as a function of
shell average void fraction. The user-supplied tables of shell liquid level versus void fraction and
fraction of tubes covered by liquid versus liquid level provide the basis for determining the
detailed shell internal conditions. The heat exchanger component is recommended only if the
assumptions and input requirements of the component are appropriate for a particular
application.

7.9.1 Model Assumptions

The heat exchanger is based on the tee component and includes changes to the heat transfer
correlation package and special treatment of the momentum and mass flow in the primary tube.
A typical heat exchanger component is shown in Figure 7.9-1. Included in the figure is a pipe
component that represents the heat transfer tubes within the heater. The combination of the heat
exchanger and pipe represents a typical tube-in-shell heat exchanger, with attached drain-cooler
region. The steam enters the shell (Cell 1), condenses, enters the drain cooler (Cell 2) as single-
phase liquid (normally), undergoes further cooling and, finally, exits the heat exchanger. The
side arm is included and aitached to the steam shell cell, since high-pressure saturated liquid
(from turbine separators or higher-pressure feedwater heaters) is frequently input to the heater
shells in a separate flow path. Typical shell void fractions are about 0.5, while the drain cooler
normally receives only liquid from the cell. The user must specify the drain cooler inlet height
and a table of shell liquid level versus void fraction. The assumption 1s made that only liquid is
present below the position of the liquid level and only vapor is present above the level. With this
assumption, the donor cell void fraction ¢ty for flow from the shell to the drain cooler is:
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nodal enthalpy and w,,, is the entrainment by the jet within a given node. The energy source at
the upper tie plate is obtained by calculating W h, + ZW, h; 4., which is the sum of the energy
of the injected fluid and the entrained fluid, and distributing it according to the assumed function.

In case the jet overshoots the centerline, the amount of liquid overshooting the central line is
added to the central node.

7.8.3 References
7.8-1 M. Van Dyke, Perturbation Method in Fluid Mechanics, Academic Press, 1964,

7.8-2 W. Schneider, Flow Induced by Jets and Plumes, Journal of Fluid Mechanics,
Volume 108, pp. 55-65.

7.8-3 S.A. Sandoz and W.A. Sutherland, Core Spray Performance, HTD-Vol. 7, pp. 107-
114, the 19th National Heat Transfer Conference, Orlando, Florida, July 1980.

7.8-4 G.N. Abramovich, Theory of Turbulent Jets, MIT Press, 1967.
7.8-5 Single Nozzle Spray Analysis, NP 1344, EPRI Research Project, 1377-3.

7.8-6 ].B. Riester, R.A. Bajura and S.H. Schwatz, Effects of Water Temperature and Salt
Concentration on the Characteristics of Horicontal Buoyant Submerged Jets, Journal
of Heat Transfer, Volume 102, p. 557, August 1980.
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7.8.2.2.4 Jet Trajectory

The jet trajectory is now determined by the transformation of s.y coordinates to Pz,
coordinates, where B and y are measured from the nozzle plane:

5 (7.8-38)
ds
& (7.8-39)
ds

with the initial condition s=0, B=0, and z=zy;, the nozzle elevation.

Integration of the conservation equations is carried out until the Jet hits the upper tie piate
(y=0). At that location, the mass and energy source for TRACG are calculated. The B
coordinates of the outer and inner edge of the jet are calculated to give the jet width.

. (7.8-40)
" siny

where b is the normal jet width given by

d _ (7.8-41)
ds

and k is the assumed spread rate. Within this jet width, the assumed profiles for velocity and
enthalpy now give the mass distribution at the upper tie plate.

| 7.8.2.2.5 Jet Distribution

The jet formed by several nozzles all aimed at a particular angle are assumed to form a ring
jet enveloped between the extreme trajectories. The assumed velocity distribution now gives the
mass distribution at the upper tie plate.

| 7.8.2.2.6 Ambient Fluid Interaction

The submerged jet interacts with the ambient fluid in which it is discharged. The interaction
can be obtained if one writes the jet conservation equations along and normal to the jet trajectory.
For the purposes of calculation, the jet is assumed to be in a stagnant environment. The ambient
fluid, Licwever, is treated with a line sink along the jet trajectory.

7.8.2.2.7 Source Calculation

For the ambient fluid, the jet forms a line sink. Thus, the jet entrainment is calculated for a
TRACG node and used as a mass sink. At the upper tie plate, the assumed distribution is applied
to the total mass flow rate W, + IW,, where W is the injected mass and I W,,, is the
entrained mass. The energy sink and source are calculated as Wepy hpode. Where hpode is the
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Energy:

-é‘;[v,n (Pm-P.) (hy -heo)bA, +v, h_ (p, -p.)bA,] (7.8-35)

+ %[v_, p. (h,-h.)bA, +v, h_p_bA,] = dQh_

The above set of non-linear ordinary differential equations in Wy, hy,, b, W can be solved by
numerical integration.

| 7.8.2.2.3 Initial Region

At the nozzle exit, the velocity and enthalpy profiles are uniform. Shear layers originating at
the edges of the nozzle consume the inner core of uniform properties. These regions are difficult
to evaluate because, to some extent, pressure gradients aiso exist in them. In the traditional
analysis, assumptions are made regarding the growth of boundary layer in the initial region that
gives the location at which the initial region terminates. Beyond the initial region, there is a
transition region after which the fully developed region prevails. In the fully developed region,
self-similar profiles for velocity and enthalpy are obtained given by the profiles of the previous
section. It is a common observation in heated jets [7.8-4] that the constant velocity core vanishes
first and then the constant enthalpy core. This is due to the turbulent mixing length for
momentum exchange being larger then the energy exchange. The mixing length for energy
exchange is roughly the square root of the Prandti r.: *her times that of momentum exchange.
The initial region is thus defined as the point where the constant enthalpy core disappears. This
can be determined from the above set of equations by setting hy, = h,, the initial subcooled
enthalpy. For the purposes of computation, the buoyancy terms are ignored in the initial region.
Thus, the y momentum is ignored completely giving the conservation equations in the form:

Momentum:

PoVolb = vl (Po-Pu)bA) + vpZpLbA, (7.8-36)
Energy:

PoVohob = v (o -pu) b(hg -ho)Ay (7.8-37)

+V hee (Po " Pe)bAs+ v P (hy-ho )b Ag
+Vm h., p.‘,bA6

These sets of equations give the value v, and b at the location where the constant enthalpy
core disappears. Assuming a spread raie of b=k[3, then the length of the initial region can be
determined when b is calculated.
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Energy:
1 1

d ‘
= vm(pm-p,,)(hm-h,)b{nwdy

, (i 7
+ 5| Vi (P =P b b 0 ay”
L 0 |

- -

+ = vothy-ho)p. bJo fay’
0

- -

l ]
d ‘
+—| v p.h_blfdy" | =dQn_
ds ! 0
L

-

where

e
1"
o=

Denoting these integrals as Ay, Ay, A3 Ay, As, Ag, and A7, one gets:

Mass:

d

a-;-[v,,, (P -P.bA, +v, p_ bA] = dQ

Momentum s:

dr , " ‘
E["m (P -P.IDA, +v,7 p_bA,] = (p, -p.)gsinyA,
Momentum y:

d g
-&‘f‘["mz (Pm “Pe)DA| +V© po bAz] = (Pm - Pe )8COSYA 3
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7.8.2.2.2 Solution Procedure

The solution to the above set is sought by assuming known velocity, density and enthalpy
profiles of the form:

2P il (7.8-24)
Pu P b
—n ) (1.8-25)
¥y b
h-h y

= s0(d) (7.8-26)
BT R

Substituting these in the above momentum equations gives

Mass:

4 | 1

| VP ~p oI nfdy" + v, p_bf fay* 1= dQ (7.8-27)
0 0

Momentum s:

1 WTCRRTN prr 8-

% | Vm (pm-pn)b{)nf dy +v, pwb{)f dy (7 R-28)

1
= (P, -p.) gsiny [ dy”

0
Momentum y:
dy 2 l 2 4* 2 ‘2 . 7.8-29
T | Vm (pm-p,,)b{)nf dy +v, pnb{)f dy ( )

1

= (P -Pu) g cosy 1 dy”
0
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Momentum:

d b b

- Jpviay | = [(p-p.)edy (7.8-18)
X 0 0

Energy:

sl als ]

—! Jpvhdy |=n_ =|[pvay (7.8-19)
dx A dx 2 J

Writing this in a system of coordinates along and normal to the trajectory we have

Mass:
b
dif - 7.8-20
—1)pvdy | = dQ (7.8-20)
ds | J
Momentum s:
b b
ad; [o vzdy]= [(p-p..) g sinydy (7.8-21)
0 j 0
Momentum y:
b b
2‘4._’[] 2 ]!- [ | (7.8-22)
T (1pvidy [ = J(p-p.) gcosydy |
5
Energy:
_d_ ;P vhdy]l=h .Sl__ }’dey] (7.8-23)
ds |, J =ds| |
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If the level of the liquid rises above the nozzles, the injected liquid forms a submerged jet.
The transition between submerged jet and spray is modeled as a linear interpolation in the
model. This is done to avoid discontinuities.

2 <z - Lldy Spray Distribution
2y >z +1L1dy Jet Distribution

Here z; is the two-phase mixture level, zy is the nozzle elevation, and dy is the nozzle
diameter. In between these two, a linear interpolation in distribution is obtained. Thus:

zp -z +1.1dy +S Zy -2 +1.1dy (7.8-16)
oA Oy
22dy 22dy

§ = jet

If a two-phase level is not calculated, a similar criterion is arrived at using the void fraction.
The transition is fixed at & = 0.75 at the sparger elevation.

| 7.8.2.2 Submerged Jet Model

If the liquid level in the upper plenum rises above the sparger level, the injected liquid from
the nozzles forms a submerged jet. The submerged jet model is analyzed by utilizing the basic
conservation equations of motion written in an orthogonal system of coordinates along and
normal to the trajectory. These are integrated over the jet width using an assumed velocity
profile. A jet spread rate is also assumed. The location at which the jet from a set of nozzles
terminates on the upper tie plate is then calculated. Knowing the jet width, the angle at which it
hits the tie plate and the profiles of velocity and enthalpy, one can calculate the distribution due
to a set of spray nozzles. The source S due to different sets is then linearly superimposed.

I The method of analysis closely follows that outlined by Abromovich [7.8-4]. The integral
methods are reasonably accurate and very fast compared to the differential methods, and are
deemed to be sufficiently accurate for this analysis.

I 7.8.2.2.1 Basic Conservation Equations

The basic conservation equations of mass continuity, momentum and energy for a
| submerged jet are in (steady-state) integral form [7.8-6).

Mass:

d b

I- Ip vdy | = dQ (7.8-17)
*1 o
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7.8.2.1.3 Spray Distribution

The above distribution (Equation 7.8-10) has to satisfy the total spray rate plus the
condensed liquid. Thus:

4m my. | dy
—m bl AN B (7.8-11)
Iz(l-c—cos(be W+WC

7.8.2.1.4 Heat Transfer

Tests indicate that spray drops reach saturation temperature within five to six nozzle
diameters. Thus, in the analysis spray drops are assumed to reach saturation temperature in the
first node, since the TRACG node is generally much larger than the nozzle diameter. It is also
assumed that sufficient steam is available for the droplets to reach saturation temperature. ‘

7.8.2.1.5 Source Calculation

The steam condensed can be calculated by bringing the total injected liquid from inlet
enthalpy to saturation. Thus:

W (h! _hlo)

W =
hfl

(7.8-12)

This is treated as a vapor sink at the node where spray is injected. The total mass of injected
liquid plus the condensed mass is now distributed at the upper tie plate by Equation
7.8-10. Then the source for a particular TRACG node i from a set of spray nozzles j above the
tie plate or a two-phase level between r coordinate given by r; and Ti4] 18

Tisl "
n
S;j = j‘ A (l +cos(—6y—))dr (7.8-13)

5

The sources from various ring jets are now combined:

S, = Zsu (7.8-14)

In case the spray overshoots the centerline, a reflection with respect to the central plane gives
the distribution. Mathematically,

S, =8, +8; (7.8-15)

1

The distribution of spray beyond the centerline is symmetrically reflected and added. In case
of a solid wall, like in the sector test hardware, the distributions beyond the centerline are added
and 1nput in the central node.
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The initial conditions are:

V=V, fors=0

y=6-0,/2 for the outer trajectory
V=0, for the middle trajectory
y =0 +0¢,6/2 for the inner trajectory

It is assumed implicitly here that the injected liquid shatters in the form of uniform sized
droplets at a short distant from the nozzle exit.

The above ordinary differential equations are integrated along the trajectory to give the
velocity and trajectory angle at every spatial location. However, in order to determine the

location at which the trajectory terminates on the upper tie plate, the following equations are
solved:

dz ;

- = Sin 78'8
ds v ( )
... S (1.8-9)
ds

with the initial condition that

z=12y fors=0,and zy is the elevation of the nozzle.
B=0 fors=0

The trajectory is thus started at the nozzle exit. A combined solution of the equations
defined by Equations 7.8-6 to 7.8-9 gives the location of the trajectory above the tie plate. Each
trajectory is terminated when y=0. The P coordinate at the upper tie plate or two-phase level
determines the spray width. Between the spray extremities, the mass flux is assumed to be
Gaussian distributed. Since Gaussian distribution extends to infinity, for the purpose of
calculation this was replaced with a cosine fit given by:

_9_ = ‘,!' (] +COS(H')) (78'10)
qm & b

where y is the Jocation along the mid trajectory and b the corresponding spray width, q is the

spray flow rate at a location. The boundary conditions of q=qp, at y=0 and q=0 at y=b are
automatically satisfied.
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distributed sources and sinks, which, when summed together, gives the total mass of the injected
liquid. Turbulence can be modeled by a simple mixing length hypothesis. This is appropriate
due to the uncertainty of the more sophisticated models in two-phase flows, and the coarse

nodalization. Descriptions of the spray, jet and the gross motion of the upper plenum pool are
described in the following section.

7.8.2.1 Spray Model

If the liquid level in the upper plenum falls below the spray level, the injected liquid from
the nozzles form a spray. Spray systems are complex to analyze, but single sprays have been
studied extensively in the literature both by experimental and analytical techniques. Most
analytical studies confine themselves to the study of individual spray drops of a uniform size. In
a real spray, particles vary in size and either an average diameter or Sauter Mean Diameter
(SMD) are used to describe the spray characteristics [7.8-5]. Heat transfer to spray drops is
analyzed based on conduction heat transfer. There are also some studies following a field
approach where droplets are assumed to form a continuum with the ambient liquid. Preliminary
work undertaken with this approach proved to be very inconvenient because of a need to describe
the jet growth and the prediction of a distorted trajectory. Consequently, this approach was
abandoned in favor of the droplet approach.

| 7.82.1.1 Droplet Size

In the referenced literature, several empirical correlations are available for describing the

I mean droplet size [7.8-5). Since these empirical correlations are fitted to specific nozzle

geometries, a more general correlation based on the critical Weber Number criterion is used in
TRACG:

k-
We = Py d (7.8-5)
S

7.8.2.1.2 Spray Trajectory

The spray trajectory is determined by the paths of droplets emanating at the extremities of
the distribution. If the nozzle inclination to the horizontal is 80, and the initial sprav cone angle,
®9, then the outer, middle and inner extremity droplets are aimed at 0, -90/2,6,,
and 0, +0, /2, respectively, to the horizontal. The spray emanating from all nozzles aimed at
a particular angle 6 is combined to form a ring spray source.

The relevant equations of motion of a droplet in terms of coordinates parallel to the
irajectory and normal to it are:

3lv P
= -gsiny 'CDZ'—_ LA 2 (7.8-6)

' g‘-y— = -gcosy (7.8-7)
ds
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coordin»tes. The jets and sprays cannot be described adequately by this system of coordinates.
In thi-  ase, the analysis carried out in this work resembles that of singular perturbation analysis
in Boundary Layer theory [7.8-1] that is so well developed. In that analysis, a fine grid is
adopted for the boundary layer scaled by the local boundary layer thickness, and a coarse grid 1s
adopted for the external flow scaled by the main geometric dimensions. The two flows are then
matched asymptotically at their boundaries. In the present analysis, a similar approach is
undertaken.

In the present model, the entrainment of vapor by the spray is neglected. The effect of this
may be an underprediction of the spray penetration for high pressure. In the submerged regime
where the liquid phase is continuous, the gross motion of the liquid in the upper plenum is
modeled taking into account turbulence mixing (Section 6.7) and jet entrainment [7.8-2]. After
calculating the submerged jet regime, the entrainment of the ambient liquid due to the injected jet
is calculated for each TRACG node. The upper plenum liquid motion 1s then calculated with the
jet entrainment treated as a line sink.

The spray nozzles are mounted on a sparger pipe, located at the periphery of the upper
plenum, usually in two or three sets each aimed at a particular angle so as to more evenly
distribute the liquid spray over the core. It is assumed in the model that the injected liquid from
any one set of nozzles will coalesce downstrearn of the nozzles and form a sheet or ring jet. Any
interaction between the different ring jets formed by nozzle sets aimed at different angles is
assumed to be negligible in the present model.

In the spray regime, the motion of droplets in the upper plenum is predicted. An empirical
correlation for the mean droplet size is utilized. Depending on the initial spray velocity, the
trajectories of mean, outer and innermost droplets are calculated for each nozzle. Between the
outer and inner extremities of the spray, Gaussian distribution for the flux profile is utilized.
With this profile and the calculated spray width, the source distribution at the upper tie plate or
the two-phase level is calculated as a function of radius from the center. From this distribution,
the mass source for each TRACG node at the upper tie plate or the two-phase level is calculated.
The spray reaches saturation temperature in a short distance from the nozzle exit, usually a few

| nozzle diameters [7.8-3]; therefore, the spray is assumed to be saturated at the time it reaches the
upper tie plate or the two-phase level.

In the submerged jet regime, the basic conservation equations of mass, momentum and

' energy are written in an integral form [7.8-4] in an orthogonal system of coordinates coinciding

with the jet trajectory and normal to it. The jet spread rate is assumed to be the same as an

undeflected jet. The properties of the jet such as entrainment, velocity and enthalpy distribution

and the jet trajectory are also simultaneously calculated. The location at which the jet terminates
at the upper tie plate and the mass source distribution at the tie plate is calculated.

The motion generated in the ambient fluid 1s mainly due to the entrainment effects of the
injected liquid. As described, the ambient upper plenum is analyzed using the entrainment as a
line sink. Where the jet terminates on the upper tie plate, the calculated jet mass distribution is
added as a source distribution. Thus, the effects of the injected jet are treated by a system of
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Figure 7.8-5. Dryer Efficiency Summary

7.8.2 Upper Plenum Model

One of the means of mitigating the severity of a postulated LOCA in a BWR is to inject
subcooled water through the Emergency Core Cooling System (ECCS). Depending on the
design, the emergency core cooling systems can include both the High Pressure Core Spray
System (HPCS) and the Low Pressure Core Spray System (LPCS). This section describes a
model for the HPCS and the LPCS, which are injected into the upper plenum.

At the time of core spray initiation, the core spray nozzles could be submerged in a two-
phase mixture, in which case the injected liquid forms a submerged jet. If the two-phase mixture
is below the nozzle elevation, then a spray forms downstream of the nozzles. The physical
processes underlying spray and jet formation are different and are thus formulated separately.

For a realistic system transient calculation by TRACG, there is a practical upper limit for the
system nodalization. The upper plenum, being a three-dimensional component in the system,
would be nodalized rather coarsely in comparison with the size of the nozzles. For an accurate
calculation of the jets and sprays, one needs a fine mesh size along the trajectory of the jet and
normal to it. Prediction of the gross motion in the plenum requires cylindrical noding
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The range of dryer inlet moisture over which the dryer efficiency degrades is a user input
l constant. The default value of AB is 0.05 in TRACG.

The dryer inlet moisture is determined from the donor void fraction assuming homogeneous
flow at the dryer face and is given by:

B, =1- g (7.8-3)
o+ (1-a) Pe
P,

where p; and p,, are the donor liquid and vapor densities, respectively.

Finally, the critical dryer inlet moisture is given as a linear function of the vapor velocity at
the dryer face and is given by:

Bi,crit = 10 [f°”'vd < Vvd.l]

v - Yy

e vd vd, ¢ )

By orie = 10— S0l [for Vg ¢ < Vog < Vvd.u] (7.8-4)
vd,u vd, ¢

Bi.crit =00 [for Vvdu < Vvd]

where
Ve¢ = Vapor velocity at dryer face
vyg¢ = Lower dryer vapor velocity (Figure 7.8-5)
Vydu = Upper dryer vapor velocity (Figure 7.8-5)

The lower dryer vapor velocity is the dryer inlet vapor velocity below which the dryer
efficiency is 100% regardless of dryer inlet moisture. The upper dryer vapor velocity is the dryer
irlet vapor velocity above which the dryer efficiency is less than 100% regardless of dryer inlet
moisture. The dryer efficiency relationships are summarized in Figure 7.8-5.

The lower and upper dryer velocity are estimated from data [7.7-3] as 0.25 and 1.2 mv/s,
respectively. Dryer performance tests were performed at normal operating presure with flow
rates covering from 25 kg/sec to 51 kg/sec per separator.
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2p, AP
Kep » =200 (7.8-1)
&)
Asp
where
Py = Vapor density
W, = Steam flow through the dryer
Asp = Dryer flow area
APgpy = Pressure drop in the dryer

The separation of moisture from the steam flow in the dryer is simulated by imposing a large
liquid resistance in the axial direction at the cell boundary between the steam dome and the dryer.

The separation efficiency of the dryer depends on the vapor velocity and the moisture
content of the steam flow entering the dryer (Figure 7.8-5). For a given inlet vapor velocity,
there corresponds a critical dryer inlet quality. Good moisture separation is achieved if the dryer
inlet quality is below the critical value. If the inlet moisture is above the critical value, the dryer
capacity is exceeded and the moisture would pass through the dryer.

The dryer efficiency is computed by comparing the dryer inlet moisture to a critical dryer
inlet moisture. The dryer efficiency is 100% if the dryer inlet moisture is below the critical dryer
inlet moisture and is zero if the dryer inlet moisture exceeds the critical inlet moisture by a user-
defined amount, ABy. The dryer efficiency is linearly interpolated between these two extremes
based on the dryer inlet moisture. The dryer efficiency is given by:

Np =10 for Bl < Bi‘cm

Bi.cn'l u ﬁi

Np =00 for B; > B, e + B4
where
NMp = Dryer efficiency
B, = Dryer inlet moisture
Bicrit = Critical dryer inlet moisture
ABy = Range of dryer inlet moisture over which efficiency degrades from 100% to 0%
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Figure 7.8-4. Sample Geometry for Double-Sided Heat Slab

The user specifies the inside surface area, thickness, and material type for the double slab
associated with each vessel cell. If the double slab area for a particular cell is input as zero, no
double slab is assumed to exist for that cell. The double slab material properties (density,
specific heat, and thermal conductivity) are evaluated separately for each conduction heat transfer
node within a double slab, these properties being evaluated at the mean temperature for each
node. The number of conduction heat transfer nodes within the double slabs is specified by the
user, and the same value is used for all double slabs.

7.8.1 Steam Dr -

The steam dryer is structured as an integral part of the pressure vessel. The characteristics of
the steam dryer to be modeled are the dryer pressure drop and further separation of moisture in
the steam flow from the steam separator.

The pressure drop is simulated by a flow resistance to the steam flow at the cell boundary
between the steam dome and dryer. By imposing the appropriate loss factor on the vapor phase
in the axial direction, the pressure drop in the dryer is correctly determined. The loss factor Kgpy
for the dryer is d=fined as:
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The reactor core region in the vessel is specified by the upper, lower, and radial core
positional parameters (ICRU, ICRL, and ICRR). These parameters define, respectively, the
upper, lower, and radial boundaries of the cylindrical core region. The example provided in
Figure 7.8-3 shows a possible configuration in which ICRU = 4, ICRL = 2, and ICRR = 3. Each
mesh cell stack in the core region contains a channel component to simulate the fuel bundles in
that core region. The flow into this core bypass region is calculated based on the leakage flow
model described in Section 7.5.1. The bypass fluid properties associated with each channel are
used in the kinetics calculations described in Section 9.

A very important aspect of this three-dimensional vessel component is that it results in a
multidimensional hydraulic model of regions within a BWR vessel in which multidimensional
effects may be important. For example, an important aspect of BWR LOCA analysis is the
emergency core coolant spray (ECCS) into the upper plenum. The noding diagram in Figure
7.8-3 results in a model in which the radial distribution of ECCS water in the upper plenum is
represented by three vessel radial rings. The solution to the conservation equations in that region
plus the coupled solutions for the conservation equations in the core bypass, channels, separators,
and in ECC spray connections results in a radial distribution of ECC water in the upper plenum.

Heat slabs of arbitrary masses and volumes can be defined in any mesh cell (including core
regions) to model that heat capacity of structures within the vessel. A heat transfer coefficient is
compnited for each slab using the local fluid conditions. The temperature calculation is based on
a lumped-parameter model (Section 4).

In addition to the lumped-parameter heat model, a double-sided heat slab model is available
to permit accurate modeling of heat conduction through cylindrical structures found within a
BWR vessel. The double-sided heat slab (double slab) model will allow the user to model heat
conduction through a surface separating two different vesse! radial or axial regions. Double slabs
may also be used to model the release of stored energy from the reactor vessel wall. In this case,
the outside surface of the double slab will not connect to a vessel region but will use boundary
conditions specified by the user.

Two double-sided heat slabs may be associated with each fluid cell on each vessel axial
level. These double slabs are considered to lie on the outside radial surface and upper axial
surface of their associated fluid cell, as shown in Figure 7.8-4. In this figure, the outside surface
of the double-sided heat slab associated with fluid Cell 2 is actually in contact with fluid Cell 6.
A double-sided slab on the axial surface of Cell 2 would be in contact with fluid Cell 2 in the
level above. Heat transfer coefficients for both sides of a double-sided heat slab are
calculated,using the appropriate old-time fluid conditions from the fluid cells on each side of the
heat slab. The liquid and vapor temperatures from the appropriate fluid cells are used in
calculating the heat flux on each surface of the double slab. If the double slab lies on the outside
surface of the vessel, the external heat transfer coefficients and fluid temperatures are set equal to
values supplied by the user. Energy source terms are included in the energy equation for the fluid
cells on each side of the double slab to account for energy transfer from the slab.
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Figure 7.8-1 Boundaries of a Three-Dimensional Mesh Celi.
(The face-numbering convention is also shown.
Faces, 1, 2, and 3 are in the 8, z, and R directions,
respectively.)

Plumbing connections from other components to the vessel are made on the faces of the
mesh cells. Any number of connections may be made to the vessel; in fact, any mesh cell in the
vessel can have one component or more connected to it. Five input parameters are used to
describe a connection: ISRL, ISRC, ISRF, JUNS and ZJUN. The parameter ISRL defines the
axial level in which the connection is made; ISRC is the mesh-cell number, as defined above:
l and ISRF is the face number, as defined in Figure 7.8-1. If ISRF is positive, the connection is
made on the face shown in the figure with the direction of positive flow into the cell. The
parameter JUNS is the system function number used to identify this function. The parameter
ZJUN specifies the axial location of the connection expressed as a fraction of the level height
' Internal and external connections are allowed. The user is cautioned against connecting to the
vessel any component with a flow area that differs greatly from the flow area of the mesh-cell
face to which it is connected because this can cause anomalous pressure gradients. Such a
situation can be avoided by proper adjustment of the vessel geometry coordinate spacings and/or
the use of taper or expansion sections on one-dimensional components prior to the vessel
connections
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7.8 Vessel

The vessel (VSSL) component employs a three-dimensional, two-fluid, thermal-hydraulic
model in cylindrical coordinates to describe the vessel flow. For modeling a BWR reactor
vessel, a regular cylindrical mesh, with variable mesh spacings in all three directions,
encompasses the downcomer, core bypass, and upper and lower plenums of the vessel. The user

describes the mesh by specifying the radial, angular, and axial coordinate of the mesh-cell
boundaries:

Ri l = .NRSX
6, j=1,.NTSX
and

2 k=1,.NASX

where NRSX is the number of rings, NTSX is the number of angular segments, and NASX is the
number of axial levels. The point (R;, 8;. z)) is a vertex in the coordinate mesh. Mesh cells are
constructed and identified by an axial level number and a cell number. For each axial level, the
cell number is determined by counting the cells radially outward starting with the first angular

I segment and the innermost ring of cells (Figure 7.8-1). Figure 7.8-1 shows th: relative face-
numbering convention for an individual cell that is used in connecting other conmponents to the
vessel.

NOTE: Only three faces must be identified per mesh cell because the other faczs will be defined
by neighboring cells.

All fluid flow areas (on cell faces) and all fluid volumes are dimensioned so that the internal
structure within the vessel can be modeled. Flow areas and fluid volumes are computed based on
the geometric mesh spacings and scaled according to factors supplied as input. The scaled
volumes and flow area are then used in the fluid-dynamics and heat-transfer calculations. Flow
restrictions and the volume occupied by the structure within each mesh cell are modeled through
use of these scale factors. For example, the downcomer walls are modeled by setting the
appropriate flow area scale factors to zero. Flow restrictions such as the top and bottom core

| support plates require scale factors between zero and one.
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Figure 7.7-2. Schematic of the Separator Model
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Figure 7.7-1. Typical Types of Steam Separators
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7.7.4 Assessment

Full-scale performance test data for two-stage and three-stage steam separators are reported
in References 7.7-3 through 7.7-5. These tests were performed at full scale conditions and
provided carryunder, carryover and pressure drop data for a wide range of inlet conditions.

The steam separators are designed to have the best performance under normal operating
conditions, in the range of 10% inlet quality for two-stage and 12% inlet quality for three-stage
se. rators. Both carryunder and carryover are at their minimum values around the normal
operating conditions for two-stage and three-stage separators.

Table 7.7-1
Summary of Parameters Used in the Separator Model

2-Stage Separator 3-Stage Separator
Parameter Ist 2nd ist 2nd 3rd
AA 110. 20. 110. 20. 20.
BB 0.5 0.25 0.5 0.25 0.55
cC 0.0004 Not used 0.0004 Not used Not used
DD 0.009 Not used 0.11 Not used Not used

7.7.5 References

7.7-1  Crane Company, Flow of Fluids Through Valves, Fittings, and Pipe, Technical
Paper No. 410, Crane Company, New York.

7.7-2  H. Schlichting, Boundary Layer Theory, McGraw-Hill, New York.

7.7-3  R.H. Moen, et. al., Advances in Boiling Water Reactor Steam Separator Systems,
ASME 69-WA/NE-5, November 1969,

7.7-4 E.L. Burley, Performance of Internal Steam Separator System in Boiling Water
Reactors, ASME 69-WA/NE-24, November 1969.

7.7-5 S. Wolf, and R.H. Moen, Advances in Steam-Water Separators for Boiling Water
Reactors, ASME 73-WA/PWR-4, November 1973.
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pool surrounding the separators. The amount entrained is proportional to the drag force which is
proportional to the square of the downward water velocity (or water flow). It is assumed that the
second part is proportional to the square of the total water flow discharged from the second and
higher stages, i.e.:

[N T
(Wg.cu )lotal r [‘Vg,cu]l "’CCI Z Wf cu i I
,.i=2 J
where
N 2 for 2-stage separator

nn

3 for 3-stage separator

and CC is a proportional constants to be determined from data.

The total water that is carried over consists of two parts. The first part is the water flow
through the last stage. The second part is the water flow entrained by the upward steam flow
discharged from the second and higher stages through the discharge passage. Similarly, the
second part is assumed to be proportional to the square of the total steam flow discharged from
higher stages, i.e.:

(W co )mm = [Wr.col, +DD{i (wg.co)i}

i=2
where DD is a proportionality constant determined from data.

The carryunder and carryover are defined as follows:

CU [ g.cu ] total

Total Downward Water Flow
CO = [wf 0 ] total
" Total Upward Steam Flow

Full scale performance test data for two-stage and three-stage steam separators are reported
in References 7.7-3 to 7.7-5. In calculating these test conditions, it was determined that the
parameters AA, BB, CC and DD with values summarized in Table 7.7-1 would yield good
predictions.
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Assuming homogeneous flow in the discharge passage, the mean void fraction is:

wg.cu
ey =
wg,cu +wf.cu(pg / Pf)
the mean discharge density is:

Pm,D = OeyPyg "’(l _acu)pf
and the mean discharge velocity is:

o ol
Pm,DAD

In summary, for given nozzle inlet conditions (P;, x;, and W) the unknowns (v,, Va1, C, 1,
l P,, and P, are calculated by solving Equations 7.7-5 to 7.7-10 simuitaneously.

Similar equations can be written for the second and third stages. It is assumed that P is
uniform axially (i.e., the vapor core pressure drop in the axial direction is small); therefore, the
axial momentum equations can be neglected in the calculations. For these stages, the unknowns
are reduced 10 Vg, Vap, C, 1y, and Py, and the equations are the conservation of liquid mass, vapor
mass, and angular momentum, the pressure drop across the water layer, and the pressure drop in
the discharge passage.

The right-hand sides of Equations 7.7-5, 7.7-6, and 7.7-7 represent the water flow, vapor
flow, and angular momentum, respectively, entering the separating barrel. For the second and
third stages, these terms are modified as follows:

(Water flow);,, = [wf~°°]pm.ous stage

(Steam flow);, = [wg.co]

previous stage

1 ]
(Angular momentum);, =LJ‘; Vi ’ZMdTPVa)J

previous stage

7.7.3 Carryunder and Carryover

The total vapor flow that is carried under consists of two parts. The first part is the steam
flow through the first discharge passage with exit below the surface of the water pool
surrounding the separators. The second part is the steam entrained by the total downward water
flow which is discharged from second and higher stages with exit above the surface of the water
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For the discharge passage [7.7-2),
0.079

F Re025

The steam and water flows discharged through the discharge passage are calculated as
follows:
.l’w
Woou = r apgV, 2mrdr
Irw
Wiew=) (1=a)pgv, 2nrdr

2
Wi cu = TPg Vs [(r&% "rrz)‘a(rw "'rr) ]

Forr, <1y,

b_f;_),z
I r
w

W] —

: 1
qu = X,W; = znpgvag (5 -

. , 1y T |2
Wi e = (1= %) w; - 2rpgv,, [3‘ b}‘:v‘)'r

The steam and water flows leaving the present stage and entering the next stage are:

W o (steam flow)in - W

WI

£ 60 (water flow)in - Wy

The total discharge flow is:

WD = W, ., + W,
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The left-hand side of Equation 7.7-10 can be integrated as follows:

Forrp<r,:

[ (3ieejon[fr ]

f

2
+Py (6 =) =[pr +a(pe - py)|c? e r—wr,) (77-11)
| 1 .3
forrg2r,
I'r,, (%vi o P)dA [L", dA]-l )
(rz irz) {(%ngsg . P(,)(rf2 - r3)+§;l;— b(pf - pg)vf8 (‘? ¥ 'r3)} 3 .
w ‘

(2 i ?) {% Vi [(pf +a(pg = pg )% =) = 28 (pg = pg) 1 (o - rf)]

+B, (12 =)= [p; +a(p; - o, )| (i

Tw

1 2 l'w' r&"rfz)
+—2—a(pf—Pg)C 3L, log(-;;—]— 5
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For turbulent flow over a flat plate (Reference 7.7-2),

0455
L 258
('08 Rel.)
where Ry is defined as:

pv H,v
ReL - o (__VQ:!l)

The term (Hp v/vy¢) represents the linear distance that a water particle will travel inside the
separator barrel.

The radial pressure drop across the water layer due to centrifugal force is:
w fw Vlz
dP = p=~ gt
Po If d
or
= 2( 1 1 1 a { L 1

AR R [pf + a(pf - pg)]C (— - _r_,)+5 a(pf - pg)C (—“’-— - ——] (7.7-9)
The pressure drop in the discharge passage is:
[* [Ev2+Plda ’J"* aa]

% 18 * T

H
= %pM.DV%) (1 + 4CF(——QD +Ep ) + CK} (7.7-10)
D

-

+ (P, +Pshg,pg = Pphyag)

where py; p and vp are the mean discharge density and velocity to be defined. Hp and D, are
the length of the separator barrel and hydraulic diameter of the discharge passage, h, is the
distance from pickoff ring to discharge exit. Ejp, is the equivalent L/D coefficient at the pickoff
ring, and Cy is the total loss coefficient in the discharge passage.
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Assuming that the flow through the swirl vane passage is homogeneous, the pressure and
velocity entering the separating barrel are related to the conditions at the standpipe as follows:

Wi = PmiViAi = PmiVanAn

1 1
R +35 Pmi¥ = Pa+3 Pmi (Vin + vh) (14 Cnoz)

and

v
~A0. = tan @
Vin

where 0 is the angle between the swirl vane and a horizontal plane, and Cyqz is the contraction
' loss coefficient (Reference 7.7-1) defined as:

A
CNOZ = 05 (] s ‘K?‘)

Ay is the exit flow area of the swirl vane passages and A is the standpipe flow area.

F, and F, in Equations 7.7-7 and 7.7-8 are the axial and tangential components of the
frictional force on the swirling water layer:

v
Fﬂ:Ffo_
L

where vy, is the tangential velocity on the wall,

latag
gy TP
Vru

and v, is the resultant swirling velocity on the wall,

2 2
Vw = VIW + Vaf
Fy is the resultant frictional force,

1 N
Fr =5 prCpvq, (2mr, ) Hp
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The integrated equation is as follows:

%“pmivm"m ('3/ "l?)

-

N 1 s 1D 2
-zﬂvagC 4pﬁrf +§:(pf--pg)rf

-

-

«'»21:\/“(:_9f +a(pf “Pg)]é(rm _rfsn)

- 21:v‘fCrwa(pf - pg)g(rilz - rf3/2)+ Fe,

Axial Momentum
2 a A P RN e 1™ 8 !
mfPo+ | (pmivi, + P, ) 2nrdr = ; (pvZ + P)2mrdr + F, (7.7-8)
Th
The integrated equation is as follows:

mﬁpo(pmivgn + Pn)"(rvzz = rﬁ)
2 2 2 't}
L (pgvag + l:'o)"'."t2 +§"b(pf e pg)vlga
+2n0 [(pf +a(pf—pg 2 1)

—a‘pf "Dg)rw(rw‘rf)]"'Fa
1
+2n[% Py (e -rfz)’—fr—; (Pf +3(F’f * Pz))cz (50 =)’
] 2 Tw iz _a |
+Z a(pf - pg)C 2ry, log 'r'f" }:(rw-rf) J
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assumed to be uniform radially and axially. The pressure at the separator wall (Py) is

related to P, by centrifugal force across the water layer.

7.7.2 Model Formulations

For the first stage of the separator, a total of six unknowns are introduced in this model: v

ag*

vafs C, 15, P, and Py, The required equations are formulated from conservation of water mass,
vapor mass, axial momentum, and angular momentum for the fluid entering and leaving the
separating barrel, from centrifugal pressure drop across the water layer, and from pressure drop in
the discharge passage. The above unknowns can then be solved for given conditions of pressure

P;, total flow rate W,, and quality x; at the nozzle inlet.

The mass and momentum conservation equations for flows entering the separating barrel at
the swirl vane exit and leaving the separating barrel at the pickoff ring are as follows:

Water Mass

rw
(l-— xi) W, = Io Pfva(l—0o) 27mrdr
1 1¢
= 2P Vag (3 T )rfz

[(1 s 1
+ 2MPg Vaf {_k—;a)f?v ~rf)=ary(ry, - ff)J
Vapor Mass

Tw
W, =J; PgVa O 2mrdr
1 1y
= 2MPgVag ('2*—3 o b)rfz

2
+ MPgVaf @ (rw - rf)
Angular Momentum

Tw

Ty .
_“ Vinl (Zmdrpmivm) = J;)

Th

vt (2rrdrpy, ) + Eyry,

7.7-4

(7.7-5)

(7.7-6)

(7.7-7)
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* Itis assumed that the tangential velocity in each region is proportional to a quantity C
which is related to the vortex strength or angular momentum. For the radial distribution
of tangential velocity, it would be reasonable to expect a tangential velocity profile with
zero at the vapor core center, a peak value at the interface between the two regions, and
a somewhat lower velocity in the water layer region due to wall effects. In the
following, it is assumed that there is solid rotation in the vapor core region and the
tangential velocity decays with 1/4/t in the water layer region, as follows:

O<r<rg @ vy = r3(;2 in vapor core (7.7-1)
If
=
Ip<r<e, . = :]-; in water layer (7.7-2)

At the interface where r = ry, the tangential velocity is C/-J;f— .

*  The radial distributions of void fraction in eaci: region are affected mainly by the vortex
strength and the inlet quality. For higher vortex strength and inlet quality, it is expected
that the void fraction profile in the vapor core region would get closer to 1.0. For
higher vortex strength and lower inlet quality, it is expected that the void fraction
profile in the water layer region would get closer to 0.0. With these expected
characteristics, the void fraction profiles in each region are assumed to have the
following functional forms:

r
O<r<ry : aa=1-b-— in vapor core
J o po (1.7-3)

I .
If <I<ty, : azaL-rl-lJ in water layer

(7.7-4)
and
[ 5P
a=AA{. 8CTwJ| xiz
[ 5P
b=BB|L sCrwJ (1-x,)?

where x; is the inlet quality, AA and BB are parameters to be determined from data.

* Since the vapor density is relatively small, it is reasonable to expect the pressure
vanation in the vapor core to be small. In the model, the vapor core pressure (P,) is
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W flow rate

X quality
Greek Symbols

o void fraction

P density

PM.D mean discharge density

n constant=3.14159...

1l viscosity

0 swirl vane angle
Subscripts

a axial

cu carryunder

co carryover

D discharge

f water layer

g vapor

1 inlet

m mixture

n swirl vane exit

t tangential

w separator barrel

7.7.1 Technical Basis and Assumptions

Under normal operating conditions, the steam-water mixture enters the separator from the
standpipe, and passes through a set of stationary swirl vanes into the separating barrel. The swirl
vanes are physically similar to a set of stationary turbine blades with blade tip angle of 6 to the
horizontal at the blade channel exit. These vanes produce a high rotational velocity component
in the fluid flowing through the separating barrel. The resultant centrifugal force separates the
steam-water mixture into a water layer on the wall and a steam vortex core. Figure 7.7-1 shows
two typical types of steam separators used in General Electric BWRs. Figure 7.7-2 depicts the
geometries and flows in the separator model. In this model, consideration is focused on the
conservation of mass and momentum in the water layer region and vapor core region. Integral
formulations are used for the conservation equations. The following assumptions are made at the

axial locations near the pickoff ring:

* A mean (or uniform) axial velocity is assurned in each flow region, i.e.:
O<r<rg @ vy=vu, Uniform in vapor core
<r<ry .

where 1y is the inner radius of the water layer. Velocity slip conditions exist at the

interface and at the wall.

7.7-2

Va = Vaf» Uniform in water layer
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7.7 Steam Separator

The performance characteristics of the steam separator are measured in terms of the pressure
drop across the separator, carryover, which is the amount of liquid entrained in the steam leaving
the separator, and carryunder, which is the amount of steam entrained into the liquic leaving the
separator. These quantities have important effects on plant transient performance. The separator
pressure drop is one of the resistances for the flow circulating through the reactor core. The
carryover affects the steam dryer pressure drop and dryer efficiency. The carryunder affects the
water subcooling in the downcomer and at the reactor core inlet. Core inlet subcooling, i turn,
affects the thermal-hydraulic performance of the fuel bundles, and the moderator-to-fuel ratio in
the core. The following sections describe the assumptions and formulation of a mechanistic
based model for internal steam separators in BWRs.

Nomenclature
a void profile function in water layer (Equation 7.7-4)
A area
AA constant parameter used in void profile function “a”
Aq standpipe flow area
AN exit flow area of the swirl vane passage
b void profile function in vapor core (Equation 7.7-3)
BB constant parameter used in void profile function “b”
& proportional constant used in E<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>