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INTRODUCTION

this gap.

The approach taken in preparaticon of this document has been guided by the
following process;:

1. Review the coding of different models.
2. ldentify the source of models and formulations used in the coding.

3. Identify the data base used in the derivation of models or
correlations.

4. Provide & thorough seguence of equations leading to the programmed
equations

5. Ident .fy and explain any limitations, modifications, interpu stions,
or other treatments imposed in the coding.

6. Comment on the implementation of each model in the coding; in
particular, on the numerical procedures in tha greparation of inputs
and numerical treatments of the calculation results when they are
used in the main equations.

7. ldentify errors, inconsistencies, or other shortcomings.

Due to Timitations in time and resources, this report does not include
any systematic assessment of the individual models. Only some specific mode)
assessments that were found in earlier publications have been included in a
few cases. The absence of soma necessary assessments is also pointed out in
several places. Although general assessment of TRAC-B versions with the use
of system data (see Reference 1-5) have indicated good predictive
capabilities, it is probable that a systematic assessment of individual
models, followed by subseguent refinements in the code, would enhance the
accuracy of TRAC-BF1/MOD]1 for actual BWR transient analysis.

Adoption of the title "Quality Assurance Report" for thir document has
been avoided on the grounds that the identified inconsistencies and the
systematic assessment of the models must be performed before such a report can
be produced. The structure of *his report has bgen coordinated as {gr as
possible with similar documenta}ion for TRAC-PF1'® and RELAPS/MOD2.'" The
initial work on detailed documentation of TRAC-BF1/MOD]1 models bogan early in
FY-1987, and was intended to focus on the interfacial package and »~me other
features that users had found influence reactor analysis calculations musc
significantly, itwever, the focus and extent of this documentation was later
changed to achieve the above mentioned coordination.

A basic outline for the contents of the documentation of these codes was

suggested by the Safety Code Development Group, Nuclear Technclojy and
Engineering Division, LANL. This outline was slightly modified by inputs from

1-3 NUREG/CR-439]1
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INTRODUCTION

the INEL and the NRC and was finalized in July 1987." The adopted outline

was 10 a large extent oriented towards TRAC-PH] features. for this reason,
some of the main chapter headings are not quite relevant to a description of
TRAC-BF1, and there are some additional features in the latter code that would
require separate sections of their own, On this account, Sections 3 and 5 in
this report are very brief because there 15 no centralized determination of
flow regime in TRAC-BF] (subject of Section 3) and the different aspects of
fluid mass conservation (subject of Section &) are no different than those
described in the interfacial heat transfer section (4.1) or wall heat transfer
section (4.2), The same argument appiies to many other sections, yet for
consistency, LANL S suggested outline (s preserved. Brief comments under some
of the headings are included to lead the reader to where the relevant details
are found in the report.

Cpordination of documentation allowed exchanging write-ups of some
identical features in TRAC BF1/7MOD] and TRAC-PFI. On this basis, the contents
of Section 2 (Field Fquations) is to a large extent a reproduction of the same
chapter in Reference 1-3. However, many changes and alterations have been
incluged to describe the field equ.tions, which are different in detail in
IRAC-BF] from those in TRAC-PF1. Several other sections from Reference 1-3
are used in the same manner. Fach of these sections s identified
appropriately with an acknowladgment of the source,

This report includes, also, some isolated sections from different TRAC-B
manuals and completion reports, which were found to give an adequate
description of the specific models. These insertions are identified with
appropriate references.

1.1 REFERENCES

1-1. J. Spore et al., TRaC-BD21: An Advanced Best Estimate Computer Program
for Boiling Water Reactor loss-of -Coolant Analysis, NUREG/CR-2178,
October 1981

1-2. D. D, Taylor et al., TRAC-BD1/MOD!: An Advanced Best Estimate Computer
Program for Boiling Water Reactor Transient Analysis, Velunss | through
4, NUREG/CR 3633, LGG-2294, Apri) 1984,

[-3, 0. R. Liles et al., TRAC-PFI/MOD1: An Advaenced Best Estimate Computer
Program for Pressurized Water React.» Thermal -Hydraulic Analysis,
NURLG/CR-3858, [A-10157-M5, July 1986

1-4. W. H. Rettig and N. L. Wade, Lds., TRAC-BF1/M0D]: An Advanced Best-
Fstimate Computer Program for Boiling Water Jeactor Accident Analysis,
Volume 2: User's Guide, NURFG/CR-4356, EGG-2626, June 1992.

a. T.0D. Knight, "Models and Correlations Document, An Qutline," Memorandum, Los
Alamos National Laboratory, July 28, 1987,
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Fruro Frewo EQUATIONS

2. FIELD EQUATIONS

The wain purpose o, the TRAC-BF1/MODI code 15 to solve a coupled set of
field equations describing the thermal hydraulic behavior of the fluid coolant
in the BWR system, the flow of energy in the fuel and the structural
components of the reactor, and the generation of the nuclear power in the
reactor core. The following subsections bricfly describe those field
egquations. The most difficult part of the solution is to solve the therma)
hydraulic behavior of the fluid and the coupling to the fuei/structural heat
transter through the heat transfer coefficients (HICs): the code devotes most
of the programming and moct of the omputer time Lo solyving this part of the
problem. This area 15 more complex btecause there are more coupled field
equations assoctiated with describing the fluid (more independent variables),
nore phenomend to be considered, and the HICs are very dependent on the fluid
properties and velocities. On the other hand, the ficld equations describing
the energy field in the solid sivuctures and the nuclear reaction are much
simpler and involve fewer variables, although this statement is not intended
to indicate that these fields are not as important as the thermal-hydraulic
model to the overall solution of the problem,

We present the field equations here almost solely to provide a basis for
understanding the required closure relations incorporated into TRAC-Br 1/MOD],
although the eguations help to express the coupling among the different parts
of the overall code. Also, the discussion of the fluid field equations
provides an indication of averaging processes and the time levels at which the
variables are evaluated.

2.1 Frury Frewp EuuaTiOns

TRAC-BF1/MOD] uses a two fluid model for fluid flow in both the one- and
three-dimensional components. These equations were derived at LANL and were
coded into a developmental version of the TRAC-PF] code, which was the code
from which TRAC PF1/MOD] was developed (see Section 1).

There have been two additinnal terms added to the original equations of
mution (momentum equations), wnich represent the virtual mass feorce and a
pressure furce due to the void fraciion gradient between adiacent cells in the
horizontal direction,

Z2.1.1 Nowenclature

Before presenting the fluid field equations, we need to define certain
terminology. In our nomenclature, the term gas 'mplies a general mixture of
water vapor and the noncondensable gas, The subscript g will denote a
property or parameler applying to the gas mixture; the subscript v indicates a
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Figure 2.1-1. Void gradient gravity head term schematic,

&, - min |8, e 088 y (2.1-52)

[ b et e P A . 4

5 o &1 - 0.5(x + &) |

where the time step associated with horizontal stratification force is
determined by analyzing the flow between the two adjacent cells as if they
were the two legs of a manometer. The stability limit for explicit
integration of the manometer equations 1s given by

) T T — , _ —
(& g &[]l - 0.5(a + &)]}"

(2.1-53)

The time step used by the code is one-fourth of the stab’lity limit,
Final.y, the stratification force varies with the orientation of the flow path
s0 that the final form of the horizontal stratification or void gradient force
term i1s

W, « (p ) 9 A2la - &) sin @ . (2.1-54)

tquations (2.1-28) through-(2-34), combined with the necessary
thermodynamic and constitutive equations, form a coupled system of
nonlinear equations. Equations (2-26) and (2-29) are solved directly to

obitain t{”’ and V:" as dependent variables. After substituting these

equations .or velocity into Equations (2.1-30) through (2.1-34), the resulting
system is solved for the independent variables
)

s | . nst 3 Nl

Py By 4 Ty 4 and &
with a standard Newton iteration, including all coupling between cells., In
praciice, the linearized equations solved during this iteration can be reduced
easily to a tridiagonal system involving only total pressures. The final six
ctabilizing equations (Equations (2.1-35) through (2.1-42)] also are simple

2.1-1% NUREG/CR-4381
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F
Wy Mo | Yoo For Voo Hoel 1 3
at | ar ro0 r wo Az p, or
Momentum Equation Azimuthal (6) Component
Ve v e Ve Noo Vo Voo | Heo 1
i) L r a0 r oA Pyr R
Q“ww Vea) 1V, = Vel Swa%l*Vma~ (2.1-57)
Py apy l

TRAC-BF 1 /MOD] uses a staggered-mesh scheme in which the velocities V are
defined at the mesh-cell surfaces as opposed to the volume properties of
pressure p, gas volume fraction a, temperature T, internal energy e, and
density p, which arc defined at the mesh-cell center. The scalar field
equations (mass and energy) apply to a given mesh cell, whereas the momentum
equations apply at the interfaces between mesh cells, a staggered mesh, in the
three component directions,

The difference scheme for each of the momentum equations is lengthy
because of the cross-derivative terms. Therefore, to illustrate the
procedure, we describe only the gas z-direction momentum finite-difference
equation for a typical mesh-cell interface, together with the gas mass and
enerqgy equations for a typical mesh cell, The gas component momentum
gquations in the r and r directions along with the all of the liquid equations
are similar in form. The superscript n indicates a current-time quantity; the
superscript n+l, a new-time quantity. The functional dependence (r,8,2)
points to the cell center, By incrementing r or 8 or z by +1, one moves to
the adjacent cell in the direction based on which coordinate is incremented
and on the sign of the increment. The functional dependencies (r-1/2,08,2) and
(r+1/2,0,2) point to the inside and outside radial faces of the cell,
respectively; (r,0-1/2,2) and (r,08+1/2,2), the right and left azimuthal faces
of the cell (based on a perspective of looking radially out of the cell),
respectively; (r,8,2-1/2) and (r,8,2+41/2), the Lottom and top axial faces of
the cell, respectively. lue subscript g (for gas) is dropped unless it is
needed for clarity, The three-dimensional finite-difference equations do not
contain stabilizer steps and are simple generalizations of the one-dimensional
basic equations.

2.1.6.1 Gas Momentum Fquation in the z Direction. Using these
conventions, the finite-difference oas-momentum equation in the z direction is
where 4t is the time-step size,

2.1-17 NUREG/CR-4391
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V,(r,8,2+1/2)

V. ( B+1/2 1 2) V { “ 1/2 1/2 Vg(r’e 1'1'1,/2) if Va(r‘ﬂ,ld/Z) 20
AP %S v / J r.6-1 241/ . )
) | ' ' Al r,841,241/2)

V(r.,8,2+41/2) if Vg(r,8,241/2 < 0

(2.1-68)

in the r and 6 directions do not contain the
direction difference.

Note that the V., uifferences
flow-area we1qh§1ng of the z-

2.1.6.2 Combineu-Gas Mass Equation. The convective terms in the
finite-difference relations for the scalar field equations are in conservative
form. The finite-difference form of the combined-gas mass equation is

Ast el o n | n,,ns LTLG
oy ] [FA .10 d’pg o )!.”2 ~ FA, 40 (a PeV g2 ) -
'\ n+t ! LT 5 BNl
‘ (an‘ ) /2 FAcane (“ "ﬂvﬂr )r 172 Fhgasa (d Pg¥ g8 )0.1/2
rn n+1 | " o1
Fhg 12 (@'Pggn o, | + A& T« SHT (2.1-69)

where vol is the hydrodynamic cell volume, FA is the flow area at the

mesh-ce.| edge, and SM, is the gas source term for all one-dimensional
components connected to the cell

2.1.6.3 Combined-Gas Energy Equation. The combined-gas energy equation

i) el 1+l s BN

) I N I n q N+t
“ P& & Pe€y l'&ﬁ] FA 241 ’(d'pn“ ),.x

9
'R 4

n no.ondt [‘,‘v.rnn-? - nnnﬁ.l
FA, .4, ,(a P€y Vg ): TR FA, 170 (€ Fe8 Vg )r — FA, 1. f(. Pge, v, )r b
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n B | n,, N+ + " ,
Fhg.1 2 (a‘ poe v - FAg.1/2 (a"p:e, Vy ) | - p™ (™ - o)

9 e )edxz 8-1/2

’ r'”Nb y P4 N THe e P
BET'I [ (FAdV“ 1)z"/2 ” (FAdV“ 1)1-1/2 . (FAJ\V’ 1)r-‘llz ) (FAJ‘VG ")r-1/2
c(FAY) (mwvg’“)em] v & (o v g s M) (2.1-70)

The diffe 2ncing of the other scalar equations (the total mass and energy
equations, ihe noncondensable-gas mass equation, and the liquid-solute mass
equation) is similar.

2.1.6.4 Source Terms. All of the field equations in the three-
dimensional VESSEL can have additional source terms to allow piping to be
connected anywhere ir the three-dimensional mesh. The source terms in the
mass and energy equations follow below. The subscripts 10 and VESSEL indicate
that gquantities are obtained from the attached 1D components and the VESSEL,
respectively; the subscript D represents the donor based on the velocity g;
and the summation is over all one-dimensional components connected to a given
vessel cell.

Overall Mass-Continuity Source Term

X

sm )_‘; (apy)o (Vg FA),

k=

.+ [(1 - a) plp (v m)w (2.1-71)

Combined Gas Mass Continuity Source Term

LS
SH;._ ‘ Z (apg)g (V:"FA) (2]‘72)
k<

1D

Overal)l Energy Source Term

¥
n

SE, = Y [(1 - a)pe d; (Ve FA), + (apge,)p (Vg 'FA),

k=1

+1 N+l

(- a) (v FA) (2.1-73)

FA)

1 n,n
' Pyessel '{“hvg 1

0]

Combined Gas Eneray Source Term

NUREG/CR-4391 2.1-22
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The finite-difference equations thus formed for the VESSEL component are
semi-implicit, because the pressuie gradient terms in the vapor and liquid
momentum equations are treated at the new time. A Courant stadility
criterion,

(2.1-77)

1§ necessary.

If hardware structure exists in the mesh cell, the hydrody.iamic FA and
vol are reduced from their geometric mesh-cell values. Thus, FA may be less
than or equal to the geometric mesh-cell area, and vol may be less than or
equal to the geometric mesh-cell volume. When FA is zero, a:l fluxes across
that plane, as well as the individual velocities of each phase, are
suppressed. This procedure allows large obstacles, such as the downcomer
walls, to be modeled properly. The user specifies the flow and volume
restrictions, (There are no constraints in the code to restrict FA and vol to
be lTess than or equal to the geometric values, although the code user should
adhere to such constraints.)

The number of independent variables is limited to V,, Ver Ty T,y @, and p
by using the thermal equations of state,

P * Pe(paTy) (2.1-78)
o, = AP T,) (2.1-79)
By = Py(BynT) (2.1-80)

the caloric eguations of state,

e, = &(p.7,) (2.1-81)
e, =e.(p,T) (2.1-81)
e, = &,(p:T.) (2.1-83)

and the definitions for Pgr €5, and p (Equations (2.1-14), (2.1-15), and

NUREG/CR-4391 2.1-24
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situations and places are
. Water packing
. Counter-current flow limiting (CCFL)

. Choking

. First face in separator component side arm

. Location of turbine blades in turbine component
. Turbine separator

. Pump impeller

. Leak pair:

. TEE component joininag cell,

Most of these situations will be discussed in subsequent sections of this
report. The water packing modifications will be discussed here, since the
modifications to the regular momentum solution are the same in the
one-dimensional and three-dimensional component models.

2.1.7.2 Water Packing. The water-packing logic in the code is triggered
under certain conditions (but not all conditions) when the code attempts
during a time step to overfill (pack) a liquid-full finite-difference mesh
cell or to over-extract (stretcn) liquid from a Tiquid-full cell. The
physical analog to water packing is a water hammer; when cold ':ater surges
down a dead-end pipe filled with steam, a large pressure spike occurs when the
last steam collapses and the water fills the pipe. Because of the low
compressibility of liquid water, the spike has a very short duration.

In any Eulerian finite-difference scheme, the boundary of a mesh cell
behaves like the dead end of a pipe in a water hammer. This is especially
true when condensation is present, Consider a one-dimensional mesh cell with
pure liquid entering from the left and pure vapor flowing in from the right to
condense on the liquid. It is not possible for a standard finite-difference
momentum equation to produce a liquid mass flow out of the right cell face
that exactly balances the flow in the left cell face at the instant when the
cell fills with liquid. In fact, when strong condensation is present, the
momentum equation generally will predict a liquid velocity into the cell on
the right face. This circumstance produces a numerical dead end for the
liquid. Unlike the water hammer, the final solution is not to halt the flow
but to push the ligquid on through the right cell face. As with a hammer, this
is accomplished with an abrupt increase in pressure.

The simpiest way to remove these packing spikes is to run with a higher

time-step size. The large time-step size helps, because the change in
momentum in a time step :s the product of the time-step size and the change in
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the pressure. At larger time steps, the same change in momentum can be
accompliched with a proportionaliy smaller change in pressure.

During the calculation of a reactor transient, it is often not possible
to force the time step to high enough values to solve the packing problem. In
TRAC-BF1/M0D], we have adopted a method for mitigating water-packing, which is
similar in spirit to shock-fitting techniques. Logic has been installed that
detects pressure excursions caused by water packing. When they occur, it is
clear that the finite-difference momentum equation is producing invalid
results. Therefore, we modify the equation at those locations and times to
obtain a better solution. A standard motion equation at a cell edge can be
written as

Vi =¥ i s s b o< pi) (2.1-84)

Additional force terms are incorporated in the term a, and b includes the
time-step size and inverse of mesh length and density. If packing is detected
in cell 1, the equation is modified to the form

Vi = Ve v @+ blep™ - ply) (2.1-85)

The constant ¢ multiplying pf'] is taken to be a large number (10%) so that

only small changes in the pressure of the j™ cell are required to obtain the
appropriate velouity for the liquid outflow. To prevent excessively large
vapor velocities, the value of the coefficient b in the vapor equation is set
equal to the corresponding coefficient in the liquid equation.

In a given cell of a component (either one- or three-dimensional), the
code does not consider the water-packing logic if the cell void fraction is
greater than 0.15, if the liquid in the cell 1s superheated, or if the net
mass flow is out of the cell. Also, the code cannot make adjustments at a
cell interface or test acrosg that interface if the associated fluw area is
less than or equal to 107" m°. Further, the code does not consider adjacent
cells in which the void fraction is less than 0.1. The code predicts the
change in the current cell pressure to give a new pressure; if the predicted

pressure change is negative, the code transfers to logic to detect stretching.

If the pressure rise 15 greater than or equal to 0. then the new pressure is
compared to & maximum value P which is computed as

o

D, max;pf\ p;ﬁ ¢ max[pf p, s 0.02 p'} (2.1-86)

Ll |

where p: equails the pressures in all adjacent cells. If the new pressure is

greater than P ., the momentum equation for the face meeting the void
fraction tests 1s modified, as shown in Equation (2.1-85).

The void-fraction tests ensu~e that the water-packing logic will not
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smooth out & true water-hammer-type phenomenon in the calculation, while the
pressure checks prevent the logic from being triggered too often. If, through
the tests, more than one interface of a given cell permits the water-packing
correction, the code applies the correction only at the interface across which
the void fraction difference is highest. The code does not permit the
wator-packing correction at the interface opposite a FILL component if the
velocities at both interfaces have the same sign or at the interface at which
the PUMP compunent source is applied.

The stretching logic is similar, although the code looks for a pressure
drop in the current cell *hat reduces its pressure to less than

P

min

where
P max (1., A", P) (2.1-87)
pn saturation pressure based on T," - 5K (2.1-88)
p min (P, A7) - max (2" - £ 0.02 P)) (2.1-89)

with the additional constraint that the prujected pressure must be less than
the saturation pressure corresponding to the current liguid temperature

minus 5 K. The final constraint for stretching is that the test pressure
cannot be below the lower pressure limit for the equation of state (see
Appendix A). For a stretch, the code dues not make an adjustment at a given
interface if the void fraction on the other side of the interface is less than
or equal to 0.1, if the liguid velocity at the interface is into the cell in
which the stretch is detected, or if the PUMP component source is applied at
the interface.

The first criteria ensures that the test pressure will not be lower than
the lower pressure limit for the equation of state, while the second criterion
ensures that the test pressure will be no lower than the estimated saturation
pressure in the cell based on th: liquid temperature minus § K.

The scarch over a'l adjacent cells and the use of the maximum pressure
difference between adjacent cells in cetermining P and P . = attempts to
determine if the pressure in the cell sticks out relative to the cells around
F
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HeAaT CONDUCTION

. 2.2

Because the nuclear reaction in the core of a PWR generates energy inside
the fuel, which moves to the primary fluid and crosses the steam-generator
tubes to the secondary fluid, the code must calculate the heat conduction in
the fuel and the steam-generator tubes to simulate correctly the heat transfer
processes involved in thermal energy transport. Also, the passive solid
structures, such as piping walls, vessel walls, and the internal vessel
structures, represent significant metal masses that either can store or
release large amounts of thermal energy, depending upon the reactor coolant
temperature. Therefore, the code needs to model these additional structures,
also,

Heat ConpucTION IN SOLID MATERIALS

Because the heat flux in a solid material is a vector quantity, the
following general equation describes the heat conduction process in an
arbitrary geometry:

d(pc.T
AT 9. g =g (2.2-1)
at

where p is the local density of the solid; €y the specific heat at constant
pressure of the material; T, the local temperature; g, the heat flux; q''"',

. the local volumetric heat generation rate; and t, time. In practice, the
product pc  is assumed to be constant for purposes of taking the time
derivative.

The heat flux g can be expressed in terms of the temperature gradient by
Fourier's law of conduction:

G- &V (2.2-2)

where k is the thermal conductivity of the material. Therevore,
Equation (2.2-1) becomes
al - il
pe,— = V(kVI) + ¢°"" . (2.2-3)
P at

Writing this equation for one ur two dimensions in Cartesian and
cylindrical coordinates is a straightforward task described in Section 9. The
code solves the one-dimensional conduction equation implicitly, although the
solution of the two-dimensional cylindrical conduction equations for the fuel
rod modeling is implicit in the radial direction and explicit in the axiai
direction. This explicit solution of the axial conduction in the fuel rod
introduces an additional time-step limit for the code, which generally is
important only when the axial increments in the conduction mesh become small.

We will not discuss here tie finite-difference forms of these equaticnz,
. because they shed Tittle Yight on the main purpose of this document.

™
A ]
'

b—

NURFG/CR-4391






B O A E———— SR TE TSRS, BlITEETEETITERTETE i, uiue———_——=

FLow REGIME Map

3. FLCW REGIME MAP

The two-fiuid model used in TRAC-BF1/MOD] requires using some auxiliary
relations for the source terms in the basic six equations. The auxiliary
relations that express the rates of exchange of mass, momentum, and energy
between each pnase and its surroundings take on di’ferent forms for different
flow patterns. As an example, two-phase flow patterns affect the rate of
vapor generation in direct contact with the walls, and this term is important
in determining mass exchange between liguid and vapor. Both the exc’inge of
energy and momentum at the interface between vapor and liquid depend on the
interfacial area per unit volume and the topology of the two-phase flow. For
these reasons, it is important to identify the flow regime ir each hydraulic
cell before proceeding with the solution of the flow equations for that cell,

3.1 Basis ror Frow Recime Map 1~ TRAC-BF1/MOD1

The interfacial package and wall heat transfer routines of TRAC-BF1 use a
relatively simple flow regime map, which consists basically of two distinct
patterns--ligquid-continuous at low void fractions and vapor-continuous at high
void fractions--with a transition zone in between. The liquid-continuous
regime applies to the single-phase 1ig'*d flow, buubly/churn, and inverted
annular flows. The vapor-continuous v, ime applies to the dispersed droplet
flow and single-phase vapor flow. The transition regime involves
annuler-droplet and film flow situations, depending on the void fraction and
other flow variables.

fhe criterion for transition from the liquid-continuous zone is defined
in terms of a transition void fraction , that is a function of flow
conditions and channel geometry., The cv1§er|on for transition to dispersed
droplet flow 1s a void fraction that is 25% above a,

This flow regime map is based on Andersen and Chu's wor™.” ° It is a
modified flow regime map that was orug»na]l% suggested by IShll “ In his
derivations of the drift-flux model, Ish\i suggested two simpie flow regime
transition criteria that, in his words, “"are based on the relative n~tion
between phases and are consistent with the concept of drift-flux model".

Andersen and Chu modified Ishii’s criteria for transition between the
different regime and stated its basis in the following terms;

. fransition betweer bubbly/churn and annular flow takes place when
the liquid in the film (ar entrained droplets) can be lifted
relative to the Tiquid velocity in the bubbly/churn flow regime.
This criterion is mathematically expressed as a relationship between
void fraclion, a, the distribution parameter, C , and the density
ratio of liquid and vapor.

. Transition between annular flow and dispersed droplet flow is given

3-1 NUREG/CR-4391
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features of the flow regime determination logic in different subroutines of
TRRC-BF1/MOD] are the following (see Reference 3-1):

. Bubbly/churn flow for a < a .
. Annuiar flow for a, . <@ < a,,. + 0.25, and
. Dispersed droplet flow for « > a, .. + 0.25.
where
) N ,
& n ,1 + 4li - 0.1% (3,:)
1 \(ILL‘ ‘Y
in which
v ‘J', (3-2)
\‘!9
Cs = 1
Y AR (3-3)
Y

The C_, factor is calcuiated differently in different routines, as will be
discus<ed in the naxt section. Further remarks regarding the actual coding of
the flow regime transition criteria are discussed in the sections for the
models where the critevia are applied,

3.5 VARIATIONS IN APPLICATION

7~
1

Calculations of C_, are done identically in the interfacial heat transfer
and 1n the wall heat transfer models, while a dirferent formula is used in the
interfacial shear model,

3.5.1 Bubbly/Churn to Annular Transition in Interfacial Heat Transfer

In interfacial and wall heat transfgr calculations, the C_ in Equation
(3-3) is calculated by using Nikuradse's " correlation for peak-to-average
velocity ratio in single-phase flow (see References 3-1 and 3-2). This
correlation gives
C 1.393 - 0.0155 1log (Re) (3-4)

«

(%)
f
w
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where .

Re . (3-5)

As may be seen, Equation (3-4) is a weak function of the Reynolds number;
this makes the flow transition criterion almost independent of flow velocity
and hydraulic diameter,

3.5,2 Bubbly/Churn to Annular Transition in Interfacia) Shear.

In the interfacial shear model, C_, is calculated with the following
equation

£y

€, = 1.0 + 0.2 |~ \éu; (3-6)

A

fhis is a slightly modified version of the C; correlation suggested by
Rouhani.> > The original correlation was based on a wide range of
experimental data from void measurements in different geometries, including
several rod bundles. Equation (3-6), which is derived from two-phase flow
data, gives better agreement of the overall computation results with data when
compared to the same computations performed with Nikuradse’s single-phase
velocity ratio.

[t may be observed that, according to Equation {(3-6), C_ has a stronger
dependence on flow velocity and hydraulic diameter than is indicated by
tquation (3-4). This difference in (, calculations leads to noticeably
different trends of void fraction at the transition from bubbly/churn to
annular flow regimes. Equation (3-4), which is used in interfacial heat
transfer, makes a,  aimost independeni of mass velocity, while Equation (3-
6), which is used in the interfacial shear model, shows a considerable
variation of mass velocity with e, ., or vice-versa.

3.6 ASSESSMENT

No isolated assessment of the flow regime maps in TRAC-BF1/MOD]1 has yet
peen performed.

3.7 ScaLing CONSIDERATIONS

The rationale used for caloulating void fraction at transition between .
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INTERFACIAL HEAT TRANSFER

4. CuLosure RELATIONS REQUIRED BY
FLurp-EnNerGY FrewLp EQUATIONS

Closure relations required by the fluid-energy field equations are
described in the following sections.

4.1 INTERrFACIAL HEAT TRANSFER

Interfacial heat transfer calculation is a necessary part of the two-
flutd equation system solution. The particular focus of the models used for
these calculations is to obtain the variable products (hA),, and (hA), ., which
are the liquid and vapor heat transfer coefficient times interfacial era.
respectively. As in the case of interfacial friction in TRAC-BF1/MOD1, the
interfacial heat transfer variables are dependent on flow regime and local
void fraction.

The interfacial heat transfer calculations, for both one- and
three-dimensicnal components, are performed in the HEATIF subroutine of TRAC-
BF1/MOD1. This <ection describes the correlations used in HEATIF, their
bas‘s, and their relationship to the interfacial friction model.

4.1.7 Background

The interfacial heat transfer model of TRAC-BF1/MODI is closely related
to the interfacial fractnon model described in Sectwon 6.1, and it is based on
the derivations of Ishii®'"' and Andersen and Chu®'’ , which are discussed

in that section. The data base for the working correlations, regarding drift
flux paramerers and interfacial area, are basically the same as for
interfacial Fristion  Due tn the logical relation of these two models and

identical derivations, some of the equations derived in Section 6.1 are
reproduced here with only a reference to their derivaticn. £Etach equation that
is used in the coding is marked with an asterisk (*), followed by the variable
name used for the left-hand side of that equation in the coding.

4.1.2 Components of the Interfacial Heat and Mass Transfer

The basic assumptions in the calculations of interfacial heat and mass
transfer are:

. The interface is always at saturation temperature corvespanding to
the local pressure

* Stoam and water exchange energy with the interface at a rate which
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defines any necessary mass exchange for maintaining the interface at
saturation temperature.

The toial rate of heat exchange at the interface is
g, = (BA) (T = T,) + (hA) (T, - T)) (4.1-1)

5

and the net mass transf.. rate in a hydraulic celi is

= Tt ¢ 37—~ (4.1-2)
"k

where T . 15 the rate of mass exchange produced at the channel walls,

According to Equation (4.1-1), the comoonents of interfacial heat
transfer are the interfacial area and the heat transfer coefficients between
each phase and the interface. The temperature differences are obtained from
the heat balance for each pha e,

4.1.3 Filow Regime Transitions

As in the case of interfacial friction, the interfacial heat transfer
model recognrizes three different flow regimes--namely bubbly/churn, annular
(transition), and dispersed droplet flows. This scheme of flow patterns and
the criteria for trausitions betweepn them are according to the works of
[shii®"" and Andersen and Chu.* '** Different correlations for the
interfacial area and heat transfer coefficients are used in different flow
regimes. The transitions between different flow regimes are defined in terms
of void fraction:

. Bubbly/churn flow for a « a, ..,
. Annular flow for e, <o <@a, . + 0.25, and
. Dispersed droplet flow for ¢ > a, . + 0.25,
where
' 4y 1 4 :
@, ll I i 0.15 *. ACA (8.1-3)
Y 1 &, Y
Y hi. * GAMMA  (4.1-4)
N Py
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¢, = L, € 1 *, €0 (4.1-5)
¥
€, = 1.393 - C.0155 Jog (Re) *, COINF (4.1-6)
6D,
Re - *, RE (4.1-7)
My

A few points may be observed corsidering the actual coding of these
equations, Firstly, Re in Equation (4.1-6) i< replaced by 1 + Re to make sure
that the logarithm is always positive. Then, C_ 15 limited to a lower bound
of 1.0; and, finally, C  is limited to an upper bound of 1.3333, which is the
experimentalls observed maximum valuve of this variabie (see Reference 4.1-1).

Note that the transition void fraction, a, ., 15 calculated in a manner
similar to that of the interfacial friction case. However, in this model, C,_
is calculated according to Nikuradse’'s" '™ equation for the maximum-to-average
velocity ratio in single-phase flow. This is different than the equalion used
in the case of interfacial friction. As a result, transitions between
different flow regimes are at different void fractions for interfacial shear
and interfacial heat transfer models. For heat transfer, ¢, . changes very
slightly with pressure, mass velocity, or hydraulic diameter. But, in the
shear model, a . shows a strong dependence on these variables. An example of
the different trends of etran in the shear and heat transfer models is given
in Figure 4.1-1.

In the transition region, where o, < a < @, + 0.25, an interpolation
variable, X2, 1s used for interpolating'?rift flux variables between bubbly
and dispersed droplet conditions. This variable, which depends on void
fraction, 1s calculated according to the following:

¥2 = §,(3%, 255) * X2 (4.1-8)

where

. * X2 (4.1-9)

&y
2
R
-]
e

Note that Equation (4.1-%) is different than the simple relation used for
the same variable in FRCIF (Section 6.1). The advantage of this formulation
is in providing a smooth changeover o1 variables at both ends of the
transition region, as the derivative of X2 with respect to §, (or e¢) vanishes

at ¢ = a,, . and at e = (a, . + 0.25). For consistency, it is advisable to
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Figure 4.1-1. Comparison of flow regime boundaries between bubbly/churn and
annular patterns in the interfacial shear and heat transfer models for a
hydraulic diameter of 0.0145 m,

implement Equation (4.1-8) in the interfacial shear model,

4.1.4 Dsta Base For Interfacial Heat Transfer

The phenomena related to the interfacial heat transfer, such as the
extent of interfacial area in each flow regime or the local rates of phasic
heat transfer at the interface, are not measurable; thus, there are no data
available for a direct comparison with theories or correlations. The
different formulas presented in this chapter, particularly those concerning
the interfacial areas, are derived on tneoretical basis, using the same
ar~uments that were employed in the case of interfacial friction., For this
reason, as far as the interfacial areas are concerned, the data base that was
used to confirm the drift flux parameters for the interfacial shear model
(Section G.1) is applicable to the interfacial heat tran:fer model as well.
The heat transfer correlations for different flow geometries are based on data
from reasurements performed on heat transfer between similar solid geometries
and a fluid. In some cases, additional numerical multipliers are introduced
to take into account the difference between ricid and fluid particles. These
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multipliers are identified following the equations where they are introduced.
The data base for some of the heat transfer correlations that are not yet a
part of the classical literature in this field are given in Tabls 4.1-1,

4.1.%5 Entrainment

In the interfacial heat transfer model, a contribution of droplet
entrainment to the interface 1s a considered in all flow r . mes, including
bubbly/churr flow. The extent of entrainment changes with ..asic velocities
and void fraction. The entrainment calculation in this model is done
according to the same procedure that is described for the interfacial friction
model [Equations (6.1.43) thiough (6.1.50) in Section 6.1.8]. These equatiocas

are

£ e (X -0.03) 1 + (% +0.)3"" * ENT (4.1-10)
where

Y, 10‘(J;)?‘(U')’?“Ref”5 * XE (4.1-11)

& ; ' .9/3“’.“
ki ]t *, XJGS  (4.1-12)
4 (%)

Gt n | 9% * DS (4.1-13)
]
el v

Re, e ! * REL (4.1-14)

b

As in the interfacial shear model, the calculated entrainment is modified
n two occasions--when X. < 0,03 and when there are some wetted walls and some
dry walls in the same ceﬁl. These modifications are

Ent = 0.1 , if X, < 0.C7 * ENT (4.1-15)

and
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Table 4.1-1. Data base for heat transfer correlations.

. Data Description . lee-Ryley Cook et al.
Test apparatus Horizontal glass fiber Vertical
in a horizontal duct rectangular
channel
Dimensions:
Cross section (m) 0.025 x 0.02% 0.381 « 0.038
Length (m) 0.229
Heigeht (m) - 0 965
Droplet diameler (um) 230 - 1176
Droplet Reynolds number 64 - 250
Pressure (Mpa) 0.1 - 0.2 Slightly above
atmospheric
Steam superheat (°C) 2.8 - 3.9
Inlet steam velocity {(m/s) 2.68 - 11.95%
Inlet mass flow rate (kg/s)
Water - 0.8 - 1.78
Steam - 0.066 - 0,104
Inlet temperature (°C)
Water 73 - 94
Steam 130 - 141
Ent =€+ (1 -E)(1 -W,) . * ENT (4.1-16)

Here acain, as in FRCIF, W, = WA, /WA is the fraction of the channel
walls that «~e in contact with a liquid £i¥m. 1f all the walls are wet, Ent =
E: if all the walls are dry, Ent = 100%, which means all the liquid phase is
entrained as droplets.

Note that in the coding of HEATIF, no void-dependent restriction is
imposed on entrainment. While in FRCIF (for interfacial friction), the
calculated entrainment was modified by using the void-dependent x° multiplier
[see Equations (6.1.51) and (6.1.61)]. As & result, there is no entrainment
in the bubbly/churn flow regime for interfacial friction, while some
entrainment is considered in the same flow regime for interfacial heat
transfer. Although this appears to be a discrepancy between the two models,
its effect on the results is not expected to be considerable, as the
entrainment may only have a minute contribution to the interface in

NUREG/CR-4391 4.1-6
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bubbly/churn flow,
4.1.6 Inter cial Area

The relationship between interfacial area and relative phasic velocity in
different flow regimes is discussed in Section 6.1.6. The resulting equations
from that section are employed here for the interfacial heat transfer.
However, for heat transfer, one should consider the entire interfacial contact
arex, (In the case of friction, only the projected area of the particles had
to e considered.) This has . particular bearing in bubbly and droplet flows,
but it makes no difference in the case of annular (or film) flow.

8.1.6.]1 Interfacial Area in Bubbly/Churn Flow. tquation (6.1.33) of
Section 6.1.6 is employed, with a critical Weber number of We. = 6.5 for
bubbly flow, to calculate the average bubble size, interfacial area, and the
number of bubbles per unit volume (see Reference 4.1-3). These calculations
begin with determining the relative phasic velocity in each flow regime. In
bubbly/churn flow,

53 | o
R . . +, VROB (4.1-17)
] a | or

[Note that in the interfacial shear model, an exac: equivalent of Equation
(4.1-17) is used for bubbly/churn flow in pipes, while Equation (6.1.40), with
a (1 a) divider., is used for rodded bundles.]

Substititing V. with V__ from Equation (4.1-17) and using We = 6.5 (see
Reference 4.1-2) yields the inversed bubble diameter as

LG * DIAB (4.1-18)

d 6.50

1

This inversed diameter is limited to 10°' m' in the coding, and an

average bubble diameter is calculated, using the largest of d, or 107,

(Normally, d. is very large compared to 107", and d,, turns out to be a small

[+
number. )

iy = e * DIAB (4.1-19)
Max [dp, 107

This bubble diameter is checked against three criteria and adjusted, if
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necessary, in order to keep its value within physically meaningful bounds.
The limiting values are a minimum diameter of 0.0005 m, an upper limit of 0.5
D,, and a void-dependent maximum average diameter of

\1/3
*, DIABMY (4.1-20)

This maxipum diameter is based on assuming a limit of 10" bubbles per
unit volume (m”). Hence,

if d, < 0.0005, then d,, is reset to 0.0005;
if d > 0.5 D,, then d,b is reset to 0.5 0,, and
if d , (or 0.5°0,) > d,,, then d,, is reset to . .

The final d,_ is used to calculate the interfacial area of bubbles per unit
volume of the hydraulic cell

e * AREAB (4.1-21)

This final d,, is also used to obtain a corresponding number of average
bubbles per unit volume

ba
N * CNB (4.1-22)
nd

b

Variations o with void fraction for three different mass velocities at a
pressure of 7 0 YPa are shown in Figure 4.1-2. There is no effect of mass
velocity on the interfacial area of the bubbles, as might be expected, since
the bubble diameter is not affected by this variable.

4.1,6.2 Interfacial Area in Annular Droplet Flow. The interfacial area
in this flow regime may include contributicas from a liquid film on the walls
and from droplets in the gaseous core. Each of these areas is used with a
different heat transfer coefficient that is relevant to its regime.

The interfacial area per unit cell volume for the droplets is calculated
in a manner analogous to that of the bubbles.

6(1
{ a,) *  AREAD (4.1-23)

id > et 5
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goap-o.zs
Veon = 104 = *, VROD (4.1-26)
Py
or
[ 2 0.333
g & = [SEEE 1 g9 *, VROD (4.1-27)
P | WAy

Equation (4.1-27) is used only if the following condition is satisfied:

* XJCD (4.1-28)

Equations (4.1-26) through (4.1-28) are based on Ishii’s work*'" and

represent V. = v, /(1 - &) for dispersed liquid flow. Figure 4.1-3 shows
typical variations of the droplet interface area per unit volume as a function
of void fraction. In comparison with the interface area per volums for Lhe
bubbles, the droplet interface has a much stronger dependence on the mass
velocity, and peaks at higher void fractions, where the entrainment is at its
maximum.

Note that although V__, should be identical for interfacial heat and
interfacial shear calculatxons, Equations (6.1.55) through (6.1.59), which are
used for ca1<u7at1n? this variable in the shear model, are somewhat different
as they include a « > multiplier and some dependence on Re Since those
equations are the result of a more recent development, it ﬁvght be advisable
to change V__, calculations in HEATIF to match those in FRCIF.

In the HEATIF couing, & number of limitations are imposed on D, to make
sure its ca -ulated value is within physically meaningful limits. *he droplet
diameter is vound between a minimum Timit of 0.2 mm and a maximum limit that
is the least of 0.25 D,, or a droplet digmeter calculated for the given void
and the assumption of 10 dropiets per m’ of the vapor phase, which yields

I 0.333
I L * DIADMX (4.1-29)
a, max ‘ & b
{ (10%% + 1)
Contribution of the liguid fi,., to the interfacial area is described in

the following.
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Figure 4.1-4, Variations of the interfacial area per unit volume in film flow
(p = 6.8] MPa; mass velocities in kg#mz-s).

the square root) is Teft out in the coding. The impact of this omission is an
underestimation of the Nusselt number by & maximum of about 50% for very low
water temperatures (around 50 K) and an overestimation of the same variable by
about 5% in the extreme cases. The liguid-to-interface heat transfer rates
calculated on the basis of these Nusselt numbers will be off by the same
fractions.

This correlation is based on data from measured r.les of evaporation on

the surface of small droplets, due te heat transfer from hot air or
superheated steam,

A summary of Lee-Ryley’s test conditions is given in Table
4.1-1,

tquation (4.1-35) is used to obtain the heat transier coefficient in the
following form:
Nulhkl

i

| “. HIL (4.1-36)
&,

For the heat transfer between the vapor-phase and bubble surface, the
following correlation is empioyed:
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5\(' 3
9{41 (4.1-55)

vl

St - 0.0922 (MRe,,)"*

where L is the length (height) of the channel,

N, ' ‘2
A - s f?f] e -1y | 2 (4.1-56)
Pe | Py
v o (4.1-57)
f’(_

The numerical constant 0.077] that is used ip fquation (4.1-51) was
obtained from experimental data by Cook et al.*’ The data were obtained
from measured rates of steam condensation in countercurrent flow inside a
vertical test section with rectangular cross sectian. A summary of the test
conditions of Cook et al. was given 1 Table 4.1-1,

It should be noted that, in implementing fquation (4.1-55) in the code,
the height dimension, L, has been replaced by =D,, which is the periphery of
the channel. The coarrect application of the original equation would require a
lengthy logic to reevaluate the effective height of the channel for the
film-to-interface heat transfer calculatiun, regardless of nodalization
changes and changes in the actual zone of film flow, from one time-step to the
next., Without such loaic, the calculation results would be unnecessarily
sensitive to the nodalization changes and the course of the transient.

Having established the local heat transfer coefficients for vapor and
liquid in the film flow regime, the total rates of heat transfer for the cell
volume are given by

(hA) Vol Ah,, * HAILF (4.1-58)
LA 3]

(hA) o = Vol AN, . *, HAIVF (4.1-59)

The overall liguid-to-interface heat transfer in the cell volume is then
obtained by adding the contributions from the droplet and the film components

(hA) (hA) ., + (hA),,, « HAIL (4.1-60)

1ty

. and, similarly, for vapor-to-interface

4.1-17 NUREG/CR-439)
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Max 110, (1 - a)p,p, *, CNCGZ (4.1-68)

‘gl
p\. A pg ‘). o » ¥ ROS (‘ 1 1 L 69)

p, 15 the local density of the noncondensable gas that is a component in the
' total vapor density, Py

The logic for correction of heat transfer due to noncondensable gas was
introduced in TRAC-P*"™ at LANL. It has not been possible to find the
original source of these equations in the technical literature. Furthermore,
pone may argue that the presance of noncondensable gas should affect the
vapor-side heat transfer, (hA)w‘. rather than the liquid-side h~at transfer,
as 15 done in the coding. However, this may be a more c¢ffective way of
adequately reducing the overall heat transfer across the interface.

4.1.9 Effect of Horizontally Stratified Liquid Interface

| In situations where vapor and liguid are separated due to gravity (at
| very low axial phasic velocities; the interfacial contact area may be limited
to the quiescent liquid surface and the heat exchange may be restricted,
regardless of void fraction in that volume. The existence of such a separated
Tiguid level in a volume is detected independently by the level tracking model |
in the code. In these situations, when the void fraction abuve the liquid
level 15 » 0,999, interfacial heat transfer in the steam volume above the
level is ignoved, the (hA) . and (hA) . terms are proportioned to the liquid
height in the volume, and the contribu‘ion of the heat exchange over the
Tigui* level 15 added to these components.

Calculation of the inlerfacial heat transfen ﬁnmponents across the liquid
level is based on a correlation given by Holman®'""" fo» free natural
convection in air above a horizontal surface. The original form of this
correlation, given in British units, is
h. = 0.22(4M)' . (4.1-70)

LA

This correlation was converted to S.1. units and modified by Chu® to
take into account the heat conductivity of vapor instead of air, for which the
correlation was suggested, by using the ratio of the two conductivities. The
result is

. a. Private communication, K. H, Chu, General Electric Company, San Jose, (A,
October 7, 1987
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§4.1.10.3 Calculation of Initial Variables. The interfacial heat
transfer subroutine HEATIF computes the two cell.-centered interfacial heat
transfer coefficients and the cell-centered interfacial area using a
combination of cell-centered variables, edge-centered variables, and mixed
variables that are products of cell-centered and edge-centered variables, All
but one of the cell -centered variables, as computed by the numerical solution
scheme, can be used directly to calculate several thermodynamic and transport
properties, such as density and viscosity; cell geometry (1.e., cell volume
and length): and stratified level parameters. The void fraction used in the
calculation of the interfacial heat transfer parameters is the cell-centered
value but 15 subject to modification, as discussed below, The other variables
that are input to subroutine HEATIF are variables whose values are computed by
the numerical solution scheme at the cell edges or are variables that are
products of cell-centered and edge-centered variables.

The values of these variables are computed for each cell by subroutines
ITIE and TF3E before subroutine HEATIF is called to determine the interfacial
heat transfer parameters for cells in the one- and three-dimensional
components, respectively, The variables whose value at the cell center must
be computed from edge-centered values include hydraulic diameter, phasic
velocities, and phasic mass fluxes, Because the calculation of the unknown
coll-centered variables is somewhat different in the one-dimensional and
three-dimensional components, they will be discussed separately.

4.1.10.3.1 Computation of Cell-Centered Variables for
One-Dimensional Components--As stated above, the void fraction (which is a
cell-centered variable) 15 modified from the value computed by the numerical
solution scheme in several special circumstances, These circumstances are (a)
presence of stratified mixture level, (b) presence of subcoonled vapor at high
void fraction, (c¢) presence of superheated liguid at low void fraction, and
(d) presence of subcooled boiling in the cell, The code first sets the void
fractions to be used in the computation of the interfacial heat transfer
parameters equal to the cell-centered void fraction

@ - @ (4.1-80)

]
where

a » void fraction to be used in computation of interfacial heat
transfer parameters in cell j, and

a - void fraction in cell j computed by numerical solution scheme.

1

Next, the code tests the above-level void fraction variable to determine
the presence of a highly stratified, two-phase mixture level in the cell, If
a highly stratified mixture level is present, the void fraction to be used in
the calculation of the interfacial parameters is set equal to the below-level

NUREG/CR-4391 §.1-22
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void fraction

@ @, fa,>0.7999 (4.1-81)
where
e, - above-level void fraction in cell j, and
LI below-tevel void-fraction in cell J.

The above-level void fraction e, , will be identically zero if no two-phase
mixture level exists in the cell’.

The next modification 15 made if the cell-centered void fraction is less
than 0.5 and the liquid temperature is above the local saturation temperature.
The void fract on to be used in the calculation of the interfacial heat
transfer parancters is the maximum of the previously selected void fraction
and a void fraction based on the amount of liguid superheat

@ = Max [a;, 0.001 (7, - T.)] (4.1-82)
where
1, liquid temperature in cell j, and
Iy saturation temperature in cell j.

This modification is an attempt to limit the amount of superheat in the
l1quid phase at low void fraction by increasing the interfacial heat transfer
area if superhcat exists. The coefficient 0.00]1 was chosen from experience,

The next modification is made if the cell-centered void fraction is less
than 0.5 and saturated or subcooled ligquid and subcooled boiling are prasent
in the cell.

The amount of vapor that will be created by subcooled boiling during the
time step is estimated from

QEVAP, « DELT

" W Vel t po 14.1-83)
1 v)
where
LY = change in void fraction due to subcooled boiling in cell
QEVAP, . subcooled boiling power in cell j
DELT = time step
4.1-23 NUREG/CR-4391
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saturation temperature in cell J, and

S = vapor temperature in cell j.

The void fraction used in the computation of the interfacial heat
transfer parameters is computed from the liquid fraction as

@ =1. ~ @& . (4.1-87)

This final modification attempts to 1imit the amount of vapor subcooling
at high void fractions. The factor 0.0001 in the expression for the liquid
fraction was chosen based on experience with the interfacial heat transfer
model at high void fraction. This completes the computation of the void
fraction for use by subroutine HEATIF.

The edge-centered properties whose values must be computed at the cell
center for use in subroutine HEATIF are the hydraulic diameter, the phasic
velocities, and the phasic mass fluxes. The computation of these parameters
depends upon whether a highly stratified, two-phase mixture level exists in
the cell [see Equation (4.1-81)]. If no two-phase level exists in the cell or
if the above level void fraction does not satisfy the criterion, then the
cell-centered parameters are computed by

"Il’ HO, = 0.5 [HD, 15 + HD,.y 5] (4.1-88)

and the average ligquid and mixture mass velocities are calculated by

Gt (1 a,)p’Al'( (4.1-89)

J

for the liquid, and
(P)HJ a“p” VV s (l “,)"t,V:'. (41‘90)

for the mixture, In these equations,

== Ay W * A W] TF W0t Wy 2 0

(4,1-91)

i' . Nin HVVJ ,.;,{. lvvv.! N 1 i‘f VVJ \,-?_AVV 172 < 0

/ J

and
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e VL 4 0 A;d/a'V(;d/J if V‘,A/Z'Vl,dza 2 0
Vi 4 (4.1-92)
M’n[%Vlj 1/?"'Vl;-‘,’?‘i '.f VL) 1/’?’Vl,ch? % 0

where

Vol
A‘ .bx! ) (4.1-93)

]

The linear phasic velocities are calzulated with the following relations;

Vi, = Nax [0.1 m/s, |VL)) (4.1-94)

J

Vv, Hax!O,l m/'s, IVVIJ . (4.1-95)

The cell -centered hydraulic diameter is computed as the average of the
edge-centered hydraulic diameters at the two edges of the cell. The
cell-centered phasic velocities depend upon whether the velocities at the two
ends of the cell are in the same direction or not. If the velocities are in
the same direction, then a simple edge flow area weighted average is computed,
where the cell centered flow area is computed as the ratio of the cell volume
to the cell length. 1f the velocities at the two ends of the -c1] are in
opposite directions, the velocity that has the lowest absolute value is
multiplied by the ratio of the flow area at the low numbered edge of the cell
to the cell-centered flow area.

Note that the method used to compute the phase velocity wnen the
velocities at the two edges of the cel)l are in opposite directions is
inconsistent with the method used when the edge velocities are in the same
direction. Ffor total accuracy, the method for the case of opposite directions
should be changed to

i 1 , y 1
L = Win [Aar Wianls Ajva Wiapl] 5 (4.1-95)
for VL, 4,0Vl € 0
and
NUREG/CR-4391 4.1-26
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sum of the three average velocities in the individual directions, i.e.,

i Hax!O.] m/'s, Ug.”.-V ¢ Vo in'¥

2,1)k &Lk .

' ' 12| ‘1
VR (4.1-106)

fhis algorithm is used for both the liquid and vapor velocities.
The cell-centered mass fluxes are then computed as

Gy e = (1 = oy ¥e, i (4.1-107)

L “;lplquvg_l,k ¢ ("l

m, 1k

(4.1-108)

1k

where @&, is the cell-centered void fraction to be used in the calculation of
the interfacial heat transfer parameters.

4,1.11 Mass Exchange Across the Interface

Calculations of the heat and mass exchanges across the interface,
according to fquations (4.1.1) and (4.1-2), are performed in the TFIE and TF3E
subroutines of TRAC-BF1/MOD] for one- and three-dimensional components,
respectively.

4.1.12 Summary and Conclusions

The interfacial heat transfer calculation in TRAC-BF1/MOD] is based on a
mechanistic model that calculates the interfucial contact areas for vapor and
1iguid in different flow regimes and applies appropriate heat transfer
correlations for heat exchange between each phase and the interface over those
areas. The flow regime map for this model consists mainly of two distinct
regions, bubbly/churn and dispersed droplets, with a transition zone, called
annular-droplet, between them.

The boundary between bubbly/churn and annular-droplet flows is identified
with a transition void fraction, e, . which is calculated as a function of
the flow, pressure, and system variables. The dependence of a,, on these
variables in this model is much weaker compared to e, in the interfacial
shear model. The transition from annular-droplet to ful]y dispersed droplets
is set arbitrarily at a void fraction of 0.25 + e, .. This is the same as in
the interfacial shear model.

Calculation of the interfacial area for each flow pattern is according to
the drift fiux formulas suggested by Ishii,*’ ' with some variations according
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to Andersen et a1.*’ “3  Yhere are some minor differences in the

correlations used for bubble drift velocity in fue)l bundles and for droplet
drift velocity in general between this model and the interfacial shear model.
The ‘=nact of these differences hat not been evaluated. There are also some
other minor differences between these two models that may need to be
harmonized in the fulure.

Calculations of the heat transfer coefricients are based on published
correlations for overal)l heat transfer obtained from studies of heat transfer
on 5011d geometries of different kinds. [In some cases, such as in heat
transfer between a bubble ar droplet and the interface, modifications have
been made to include the effects of local circulation inside the fluid
particle,

Finally, the effects of noncondensable gas and horizontal stratification
of ligquid 6 a volume on the condensation heat transfer have been considered.
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WALL HEAT TRANSFER

4.2 WaLL HeAT TRANSFER

Wall heat transfer in TRAC-BI 1/MOD]1 involves all processes of enerqy
gxcnange between the fluid and the solid walls of each hydraulic volume, The
calculation results from wall heat transfer provide the Q_ and Q, terms that
are used in the energy balance equations for the mixture “Bd vapor The main
part of wall heat transfer calculations in TRAC-BF1/MOD1 is performed by the
HICOR subroutine. This subroutine was originally developed as a part of
TRAC P02 at los Alamos National laboratory, but it includes a number of
modifications that were introduced in the course of TRAC-BWR development at
the INEL.

HTCOR is called within nine different subroutines in TRAC-BF1/MOD]; and,
in turn, MTCOR calls a few other subroutines for some specific calculations
that will be discussed later, This section describes the correlations used in
HTCOR and its related subroutines, their basis, and the situations in which
they apply. In the following sections, each equation that 15 actually used in
the coding is marked with an asterisk (*), followed by the variable name used
in the code for the left-hand side of that equation,

4.2.1 Background

Numerous experimental studies have shown that the mechanism of heat
transfer from a solid wall to a mass of water and steam varies as the
temperature difference between the wall and the bulk of fluid passes trough
some certain limits, The intensity of heat transfer, known as heat flux,
shows dranat .« variations with changes in the temperature difference be‘ween
the wall and fluid. The diagram showing these variations is known as the
botling curve, an example of which 15 shown in Figure 4.2-1.

In general, the boiling curve displays the following modes of heat
transfer:

. Forced or natural convection to single-phase (sub-cooled) liquid

. Nucleate boiling, up to the point of departure from nucleate boiling
(ONB), or critical heat flux (CHF), at which the heat flux passes a
maximum and begins to drop

. Transition boiling, with reduced heat flux, as intensive evaporation
prevents adequate contact between the wall and liguid

. Film boiling, where thermal radiation from the wall to the two-phase
mixture begins to enhance the hoat transter

. Forced or natural convection 1o single-phase (super-heated) steam.

4.2-1 NUREG/CR- 4391
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Figure 4.2-1. TRAC-BF1/MOD] boiling curve

The true shape of the boiling curve in each case will depend on the channel
geometry, mass velocity and fluid properties

Wall heat transfer may also involve cooling of the filuid through the
walls, Heat transfer from the fluid to a solid wall may involve one of the
following processes:

. Forced or natural convection in single-phase water
. Condensation of vapor or two-phase mixture
. forced or natural convection in single-phase vapor,

The overall structure of the wall heat transfer model in TRAC-BF]1/MOD1 1s
based on the processes involved in the boiling curve and flow cooling.
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4.2.2 Different Modes Of Heat Transfer In HTCOR

The wall heat transfer calculations in TRAC-BF1/MOD1 include all phaces
of the boiling curve and fluid cooling processes. In order to apply proper
correlations for heat transfer coefficients in different situations, each
phase 1s identified with a mode number that will direct the path of
calculations to ihe right correlation. The mode numbers and their
interpretations are given in Table 4.2-1.

Table 4.2-1. Modes of heat transfer in subroutine HTCOR.

Mode No. . €@t transfer calculation form
0 Vapor condensation (if « > 0.5)
] Convection to single-phase liguid
2 Nucleate boiling (both subcooled and quality boiling)
3 Transition boiling (both subcooled and quality boiling)
4 Film boiling
5 Convection to single-phase vapor
6 Not used for any mode
7 Convection to two-phase mixture with no detajrlea JHF

calculation

tach of these modes comprises a number of subsets, representing different
flow or system conditions, which require application of specific heat transfer
correlations. Example of these subsets are single-phase convection in laminar
or turbulent flows, each one to be calculated with a different correlation,
The subsets of each mode are identified by a combination of the mode number
and some decimal points, such as 1.0 for convection in laminar flow and 1,1
for ratural convection,

4.2.3 Effect Of Flow Regimes On Wall Heat Transfer

Two-phase flow patterns affect the rate of vapor generation in direct
contact with the walls, and this term is important in determining mass
exchange between liquid and vapor. Variations in two-phase flow regimes are
considered in nucleate boiling and in transition boiling modes, as the steam
quality and void fraction experience their widest range of variations in these

4.2-3 NUREG/CR-4391
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two modes of heat transfer,

4.2.3.1 Flow Regime Transitions. As in the cases of interfacial shear
and interfacial heat transfer, three flow patterns are considered--namely,
bubbly/churn, annular (transition), and dispersed droplet. The transitions
between these flow regimes are defined in terms of void fra(tiop. This scheme
of flow pattern definition is based on the derivations of Ishii**" and
Andersen and Chu" * ° with a slight modification., The transition range is
expanded from 10% in void to 25% in void (for a more smooth change). The
prevailing range of the different flow regimes are:

. Bubbly/churn flow for a < @,

o< @ + 0.25, and

tran 1rEn

. Annular flow for «

. Jispersed droplet flow for a » a + 0.25

tran
where
(4 4
&0 1o |‘ 0.1% *, ACA (4.2-1)
229 Y
’ Pe *. GAMMA (4.2-2)
N
¢, - 1
¢, &, =~ « ¥, (0 (4.2-3)
' ¥
. 1.393 - 0.0155 Jog (Re) *, COINF (4,2-4)
GH 4
Re i “« RE (4.2-5)
by

A few points may be observed considering the actual coding of these
equations, First, Re in Equation (4.2 5) is replaced by 1 + Re to make sure
that the logarithm is always positive. Then, C_ is Timited to a lower bound
of 1.0; and, finally, C_ is limited to an upper bound of 1.3333, which is the
experimentally observed maximum value of this variable (see Referonce 4.2-1).

Note that the transition void fraction, o is calculated in a manner

tran®
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that i¢ identical to that of the interfacial heat transfer and similar to that
of the interfacial friction case. As explained in Sections 6 and 4.1, there
15 a difference between Equation (4.2-4) and the formula used for cclculating

in the interfacial shear model., As a result, transitions between different
f’ou regimes are at different vold fractions for wall heat transfer and
interfacial shear. An evample of the difference in transition from
bubbly/churn to annular flow is given in Section 6,

4.2.4 Determ! ation Of Heat Transfer Mode

Withi, su'routine HTCOR, a decision is made ‘hat determines the heat
transfer mode chat will be used for the following time interval, This mode
selection logic 18 shown in Figure 4.2-2,

First, certain conditions of the fluid are calculated. These include the
velocities, slip, mass flux, and equilibrium qualit . The s)lip is set equal
to one for countercurrent flow or when either phase velocity 15 zero.

4.2.4.1 Mode Selection in the Containment. Three modes can be chosen
for a heat transfer surface in the containment; subcooled convection (mode 1),
forced convec*ion to vapor (mode 5), and film condensation from two-phase
fluid (mode 0). Subcooled convection is chosen if the surface is below the
water level. If the surface is above tie water level, forced convection to
vapor 18 chosen when the surface temperature is greater than or equal to
saturation temperature. Film condensation from two-phase is chosen when the
surface temperature is less than saturation temperature.

4.2.4.2 Mode 7--Simplified Boiling Curve. For each heat transfer
surface, either the full-selection logic (modes O through 5) or the simplitied
bo1ling curve (mode 7) will always be used as preselected by the user, For
surfaces where an accurate prediction of transition boiling is required, the
full-selection logic should be chosen. The full-selection logic is
recommended for fuel elements and heated siructures that arve likely to develop
critical heat fluxes, llsing the simplified boiling curve will result in
faster calculations and is recommended for the heat transfer calculations from
surfaces s:ch as piping or unheated structures,

4.2.4.3 Mode 5--Convection to Vapor. The forced convection to vapor
correlations {mode %) are selected whenever the fluid contains little or no
liquid and the wall temperature is greater than the saturation temperature,
Under these conditions, wall condensation cannot occur,

4.2.4.4 Mode 4--Film Boiling. The first way in which the film boiling
correlations (mode 4) are selected is if the wall temperature is greater than
minimum stable film boiling temperature. If the wall temperature is less than
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If film boiling is eliminated as a possibility by one of the above tests,
either transition boiling or nucleate boiling is selected by testing the old
wall temperature against the wall temperature at critical heat flux.

4.2.4.10 Mode 3--Transition Boiling. if, after eliminating film boiling
from consideration, the wall temperature is greater than or equal to the wall
temperature at critical heat flux, the transition boiling correlations are
selected,

4.2.4.)1 Mode 2--Nucleate Boiling (Path 2). If, after eliminating film
boiling from consideration, the wall temperg%u;e is less thar the wall
temperature at critical heat flux, the Chen™“ " nucleate boil .ag correlations
are ~lected.

4.2.5 Mode 0--Vapor Condensation

Figure 4.2-3 shows the Togic used to select among four models that are
used in the vapor condensation regime of %urface heat trensfer. The four
models that arezpossihle are the Nusselt*““ horizontal tube equation, the
Dittus-Boelter*? ® correlation, the McAdams®®™® turbulent natural convection
model, and the Chen“®"® forced-convection model.

4.2.5.1 Mode 0.2—-N?sselt Horizontal Tube Equation. As shown in
“igure 4.2-3, the Nusselt"** horizontal tube equation is always used to get
21 initial value for the liquid and vapor heat transfer coefficients

an kd 1
Hy = 0,725 | DeTta7e *, HL (4.2-6)
| WO (T - 1) |
H, = 0.0 . “ WV (4.2-7)

v

If the quality is less than 0.71, these coefficients will be used unless
adjusted for a high void fraction, as discussed in Sections 4.2.5.4 and
4.2.5.5.

4.2.5.2 Mode 0.4, Dittus-Boelter, McAdams, or Modified Kays. At higher
qualities (greater than 0.71), the liquid film becomes thin and H, from the
Nusselt equation above is linearly decreased from its value calcuﬁated at
X = 0.71 to zero at X = 0,999, For these high qualities, HV is obtained by
interpolation between zero at X = 0.7]1 and the maximym of the
Dittus-Boelter,* ¢ McAdams,**™® and modified Kays** ' correlations at

X = 0.992. The equations for the three correlations are

4.2-9 NUREG/CR-4391
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The highest of the three heat transfer coefficients is then chosen as H, ..
... and H, . ., the 1iquid heat transfer coefficient calculated from
Seciion 4.§,}.1, 4.5.2.2, or §4.5.2.3, as appropriate, are then used to
calculate a modified liquid heat transfer coefficient

(1 ~ @)Hyye + Oy g fOr T, <7, 25
* HL (4.2-23
He =11 - al1, - 1) «(?, - 1) : ( :
T = ore b _‘H' old for TR . 7! < 5
g , , _

The second equation for the modified H, is a linear interpolation between the
first equation at T, - T, =« S and H,,, at T, - T = 0.

The vapor heat transfer coefficient, H , from Section 4.2.5.1, 4,2.5.2,
or 4.2.5.3 is unmodified,.

4.2.5.5 Void Fraction Range Corrections., The correlations used in
Section 4.2.5.4 above are applied when the void fraction is in the range 0.75
< & < 0.99. Above and below this range, the heat transfer coefficients are
modified to match correlations uses fvr 0.99 < a < 0,998 and for 0.5 < a <
0.75.  The modifications to the 1 quid-to-wall heat iransfer coefficient are

0.999 - a

‘ i

0.009

H for 0.95 <« a < 0.999

L, old?

H, =4 1.OH, g for 0.75 < a < 0.99

t

g (078 - =

t,old . P
0.25

M ., for 0.50 < @< 0.75

forc

5-0.5 ]l 0.999 - «
0.28

0.009

* HL (4.2-24)

The wall-to-vapor heat transfer coefficient, H calculated in Sections
4.2.5.1, 4.2.5.2, and 4.2.5.3 above, is used in the range 0.5 < a < 0.99. The
equations of Section 4.2.5.2 are used to calculate the vapor-to-wall heat
transfer coefficient, H, .., that would be used in the range a > 0.999. The
resulting heat transfer coefficient, H , 1is

H, (o for 0.50 < « < 0.99
. | *, HV, (4.2-25)
‘ 1'9_-39_?.”_‘3‘& Lo 8099, for 0.99 < a < 0,999
0.009 “'* "0.009 )"
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H

e for a< 0,99
Hy = l9;239 c]H'Wui for 0.99 < o <« 0,999 . *, HL, (4.2-27)
0.009 '

| 0, for a » 0.99%

4.2.6.3 Vapor Heat Transfer Coefficients. For void fractions, ¢ < 0.9,
the heat transfer to the vapor is neglected by setting H = 0 and only the
heat transfer to the liquid is considered. Ffor void fractions, a > 0.999, the
vapor heat transfer coefficient is taken to be the highest of the turbulent
flow, natural convection, and laminar flow heat transfer coefficients for
vapor. For void fractions, 0,99 < a < 0.999, the coefficient is varied
linearly between zern at & = 0.99 and the highest of the turbuient flow,
natural convection, and laminar flow heat transfer coefficients for ;he vapor
at a = 0.999. The three correlations (Dittus- Boelter,**” McAdams , * and
modified Kays" “ ") are defined by Equations (4.2-8), (4.2-9), and (4.2-10).

The highest of the three heat tvansfer coefficients is then chosen as
H [f the void fraction < 0.99, zera is used for the value of H, with no
fuffﬁev modifications. 1f the void fraction » 0.99, H, is decreased Tinearly

with void fraction until reaching H _ at a vmd fraction of 0,999

HV‘M)_. for a < 0.99 .

e -0.99 JH .\ for 0.99 < a < 0.999 *, HV, (4.2-28)
0.009 | "

0, for a > 0,999

H

4.2.7 Mode 2--Nucleate Boiling

Figure 4.2-5 shows the logic used to select among models that are used in
the nucleate boiling regime of surface heat transfer. It also shows the order
of the various tests and calculations that need to be performed.

4,2.7.1 Chen Correlatien for Nucleate Boiliy Figure 4.2-6 shows the
logic used in the module to calculate the Chen” model for nucleate boiling.
The Chen correlation s comgosed of two parts; a forced convection term and a
nucleate boiling term that contains a suppression factor, S.

As described in section 4.2.6.1) the quality and void fractions are
tested to determine whether the Chen“?" forced convection heat transfer
coefficient will be calculated. If the veoid fraction is great%r than 0.5 or
the quality is less than 10, the unmodified Dittus-Boelter® correlation
will be used to obtain a turbulent flow heat transfer coefficient. If the .

NUREG/CR-438] 4.2-16



Figure 4.2-5. Mo

MODE =2 |
\ {

(\ Nucleate boilling / ‘j
{Chen corr) i

=
