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## ABSTRACT

The TRAC-BWR code development program at the Idaho National Engineering Laboratory has developed versions of the Transient Reactor Analysis Code (TRAC) for the U.S. Nuclear Regulatory Commission and the public. The TRAC-BF1/MOD1 version of the computer code provides a best-estimate analysis capability for analyzing the full range of postulated accidents in boiling water reactor (BWR) systems and related factlities. This version provides a consistent and unified analysis capability for analyzing all areas of a large- or small-break loss-of-coolant accident (LOCA), beginning with the blowdown phase and continuing through heatup, reflood with quenching, and, finally, the refill phase of the accident. Also provided is a basic capability for the analysis of operational transients up to and including anticipated transients without scram (ATWS). The TRAC-BF1/MOD1 version produces results consistent with previous versions. Assessment calculations using the two TRAC-BFI versions show overall improvements in agreement with data and computation times as compared to earlier versions of the TRAC-BWR series of computer codes.
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## SUMMA.RY

The TRAC-BWR Code Development Program at the Idaho National Engineering Laboratory (INEL) is developing versions of TRAC (Transient Reactor Analysis Code) to provide the U.S. Nuclear Regulatory Commission (NRC), and the public, a best-estimate capability for the analysis of postulated accidents and transients in boiling water reactor (BWR) systems and related experimental facilities. The first publicly released version of the code, TRAC-BD1, provided a basic capability for the analysis of design basis 10s5-0f-coolant accidents (DBLOCAS). The second publicly released version of the code, TRAC BD1/MOD1, was developed to provide an analysis capability for operational transients, including anticipated transients without scram (ATWS), as well as to provide an improved analysis capability for both large- and small-break LOCAs. The third release, TRAC-BF1, is a further improvement, particular $y$ in the areas of computational speed and space-dependent (one-dimensional) neutron kinetics modeling capability. The fourth release, TRAC-BF1/MOD1, again improves the calculational speed, provides an improved steam separator-dryer model, and corrects many errors or omissions.

The code provides a consistent and unified analysis capability for an entire accident sequence. For a large break LOCA, this includes the blowdown phase, heatup, reflood with quenching, and, finally, the refill phase of the LOCA accident sequence. For an ATWS event initiated by the closure of the main steam isolation valve, the sequence includes the initiating event, the reactor power excursion caused by void collapse and terminated by reactivity feedback, periodic power excursion caused by cycling of the safety relief valves, and ultimate reactor shutdown though the injection of soluble boron poison.

Unique features of the code include (a) a full nonhomogeneous, nonequilibrium, two-fluid, thermal-hydraulic model of two-phase flow in all portions of a BWR system, includ: 3 a three-dimensional thermal-hydraulic treatment of a BWR vessel; (b) detailed modeling of a BWR fuel bundle, including a thermal radiation heat transfer model for radiative heat transfer between multiple fuel rod groups, liquid and vapor phases, and the fuel channel wall, with quench front tracking on all fuel rod surfaces and inside and outside of the fuel channel wall for both bottom flooding and falling film quench fronts; (c) detailed models of BWR hardware, such as jet pumps and separator-dryers; and (d) a countercurrent flow limiting model for BWR-like geometries.

Other features of the code include a nonhomogeneous, thermal equilibrium critical flow model and flow-regime-dependent constitutive relations for the interchanges of mass, energy, and momentum between the fluid phases and between the phases and structur .

TRAC-BD1/MOD1 contained several upgrades and component enhancements.

These include:

- Balance of plant component models, such as turbines, feedwater heaters, and steam condensers
- A simple lumped parameter containment model
- A comprehensive control system model
- Reactivity feedback model, including the effect of soluble boron
- Boron transjort model
- Noncondensable gas transport model, including the effects of noncondensable gas on heat transfer
- Mechanistic separator-dryer model
- Two-phase level tracking model
- Generalized component-to-component heat and mass transfer models
- Moving mesh quench front tracking model for fuel rods and both inside and outside surfaces of fuel channel wall
- Improved constitutive relations for heat, mass, and momentum transfer between the fluid phases and between the fluid phases and structure
- A free-format input processor with extensive error checking.

New features of TRAC-BFI/MOD1 not available in the previousiy released version of the code include:

- Courant-limit-violating (fast-running) numerical solution for all one-dimensional hydraulic components
- Implicit steam separator/dryer model
- Implicit turbine model
* Improved interfacial package
- Condensation model for stratified vertical flow for realistic prediction of condensation in such cases
- One-dimensional neutron kinetic model (for space-dependent variations of power in ATWS-type transients)
- Improved control system solution logic
- Preload processor
- Conversion to ANSI standard FORTRAN 77.

From the very beginning of the TRAC-3F1/MOD1 development, adherence to a strict quality control program ensured that a well-documented, working version of the code would be available at all times. All changes to the code, however small, are given a program change label that appears on the modified FORTRAN statements and on all documentation that accompanies the changes. This ensures that all changes are traceable to documents that describe the basis for the change and the model developer making the change. A set of test cases was developed and executed after each successive working version of the code was assembled to ensure that recent changes did not affect changes or models inserted into previous versions of the code.

After the final working version of TRAC-BF1/MOD1 was assembled, a series of developmental assessment test cases was executed. These test cases provided insight into the code simulation capabilities for various separate effects hydrodynamic tests, separate effects heat transfer tests, and integral system effects tests. Cn the whole, agreement between the TRAC-BF1/MOD1 simulation of the various problems and heasured test data is exccllent.

The TRAC-BF1/MOD1 code is described by three documents: TRAC-BF1/MOD1: An Advanced Best-Est imate Computer Program for Boiling Water Reactor Accident Analysis, Volumes 1 and 2, and TRAC-BF1/MOD1 Models and Correlations. Volume 1: Model Description describes the thermal-hydraulic models, numerical 'ethods, and component models available. Volume 2: User's Guide describes the input and output of the TRAC-BF1/MOD1 code and provides guidelines for use of the code modeling of BWR systems. TRAC-BF1/MOD1 Models and Correlations is designed for those users wishing a detailed mathematical description of each of the models and correlations available in TRAC-BF1/MOD1. This document reflects the as-coded configuration of the descriptive information provided in Volume 1 .
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## NOMENCLATURE

Most of the symbols used in equations are described within the text where they first appear. Since different sets of symbols are used in describing some models in TRAC-BF1/MODI, this nomenclature is divided into different sections corresponding to different models in the text. The first section is a general set that applies to all the original TRAC-BD1/MOD1 models, as well as to the courant limit violating numerics, interfacial heat transfer, and interfacial friction discussions.

## Part I: General Nomenclature

| A | area |
| :---: | :---: |
| a | absorptivity |
| $a_{\text {ME }}$ | homogeneous equilibrium sound speed |
| B | radiosity |
| C | shear coefficient or reactivity coefficient |
| 1 | coefficient of modified relative velocity in interfacial shear term |
| $C_{p}$ | heat capacity at constant pressure |
| $C_{v}$ | heat capacity at constant volume |
| CNB | number of bubbles per unit volume |
| $C_{0}$ | distribution parameter in drift-flux model or liquid velocity coefficient in interfacial shear term |
| $C_{1}$ | vapor velociiy coefficient in interfacial shear term |
| $c$ | specific heat or nozzle efficiency constant |
| $C_{B}$ | boron mass per unit mass of liquid |
| D | diameter or diffusion coefficient |
| DZ | hydrodynamic cell height |
| D2L | height of two-phase level above bottom of cell |
| $\mathrm{D}_{8}$ | baffle separation distance |

```
DH}\quad\mathrm{ hydraulic diameter
dy incremental volume
Dt tube diameter
A_ bubble or droplet hydraulic diameter
e specific internal energy
E entratmment fraction
F friction factor (Darcy)
Fr Froude number
f friction factor (Fanning)
fi interfactal friction force per untt volume
G mass flux
Gr Grashof number
g acceleration of gravity
H incident radfation heat flux
H enthalpy flow rate
h. heat tramsfer coefficient or mixture specific enthalpy
hfg
3) volumetric flux
j volumetric flux
K absorption coefficient, number of subintervals for integration
    of point kinetics equations, or degrees Kelvin
k therma? conductivity, form loss coefficient, or neutron
    multiplication factor
    Boltzman's constant
    virtual mass coefficient
    length along flow path
M mass flow rate
m
    mass
```



```
U energy flow rate
u' turbulent velocity variation
V velocity (mean)
Vol volume
vgj drift velocity in drift flux model
VC velocity of continuous phase
V velocity of dispersed phase
V Lev two-phase level velocity
vm mixture mean velocity
V
v specific volume
We Weber number
Wf weighting factor
    wave number
    quality or mass fraction
    flow quality or fraction of node that transfers heat to the
    lower outer cell, which it overlaps
    axial distance
    vector of mass and energy inventories inside containment
    components
ZQF quench front axial location
z axial coordinate in reactor vessel or core
a volume fraction
\beta volume coefficient of expansion; }\sqrt{}{\frac{(k\rho\mp@subsup{C}{p}{}\mp@subsup{)}{\ell}{}}{(k\rhoc)}}\mathrm{ (Section 2.2)
T interfacial mass transfer rate or mass generation rate
\Gamma
```

```
TNC noncondensable (air) mass source
P density
e emissivity or fast fission factor
\zeta surface roughness divided bv hydraulic radius
$ neutron flux
\phi
0 turbine rotor angular velocity
a surface tension
v. average number of neutrons emitted per fission viscosity, or
    anisotropic reflection factor
I
    neutron cross section
    \sigmasB
    t t ansmissivity
    x fission neutron spectrum
    x LT Lockhart-Martinelli factor
    \psi importance or adjuint function
```


## Subscripts

| a | cir property |
| :--- | :--- |
| B | boron |
| b | bubtole property or bearing windage |
| C | continuous phase property |
| CHF | critical heat fiux |
| c | critical state of water |
| d | energy source |
| e | effective |



| st | steam property |
| :--- | :--- |
| TM | fuel temperature |
| tp | two-phase |
| turb | turbine |
| u | upper node property |
| v | vapor property |
| VD | void |
| v | wapor property |
| W | wall to gas |
| wg | zirconill to liquid property |
| We | single-phase |
| $Z r$ | fast neutron group |
| $1 \phi$ | fast thermal neutron group |
| 1 | thermal neutron group |
| $1 \sim 2$ |  |

## Superscripts

```
+ property in cell above a two-phase level
[- property in cell below a two phase level
```

Other
$\bar{A} \quad$ a bar above a symbol indicates a vector quantity or a mean value

Part II: Nomenclature for One-Dimensional Neutron Kinetics

```
a
A option dependent parameter
D boron cuncentration (ppm)
B boron mass density ( }\textrm{kg}/\mp@subsup{\textrm{m}}{}{3}\mathrm{ )
Cf control fraction (-)
D diffusion coefficient (1/cm)
f relative insertion of control rod
P power density (w/\mp@subsup{\textrm{cm}}{}{3})
R weight factor
T temperature (K)
u user-input value
V,Vo? volume (m
W. vessel relative weight factor
X neutron cross section (1/cm)
P fluid density
v number of neutrons emitted during fission macroscopic neutron
cross section
Subscripts
\begin{tabular}{ll}
1 & fast neutron group \\
2 & thermal neutron group \\
a & absorption \\
i & CHANNEL :ell index \\
j & VESSEL level index \\
jei & VESSEL ?evel relevant to cell i \\
1 & liquid \\
\(r\) & removal
\end{tabular}
```

| c | friction coefficient |
| :---: | :---: |
| DISS | frictional energy dissipation |
| DX | spatial increment corresponding to computational grid |
| E | integrated internal energy flux |
|  | $=\int_{t}^{t+\Delta t} d t \int_{\text {surface }}[\alpha p e \bar{V} d(F A)], j$ |
| $f$ | form or friction loss coefficient |
| FA | flow area ( $\mathrm{m}^{2}$ ) |
| k | virtual mass coefficient |
| m | integrated mass flux |
|  | $=\int_{t}^{t+\Delta t} d t \int_{\text {surtace }}[a p \bar{V} \bar{d}(F A)(\mathrm{kg})$ |
| NSTAGE | total nu of turbine stages |
| $Q$ | heating rate per unit volume ( $\mathrm{j} / \mathrm{m}^{3}-\mathrm{s}$ ) |
| $r$ | Individual turbine stage pressure ratio $=\left(\frac{p_{2}}{p_{1}}\right) \frac{1}{\text { NSTAGE }}$ |
| X | spat fal coordinate (m) |
| W | mechanical energy extraction per unit mass of working fluid ( $\mathrm{J} / \mathrm{kg}$ ) |
| W | power input to turbine rotor (W) |
| WFL. | wall friction coefficient on liquid computed in TRAC |
| WFV | wall friction coefficient on vapor computed in TRAC |
| ap | volume fraction of phase P |
| $\nabla$ | divergence operator |


| $\Delta$ | incremental value |
| :--- | :--- |
| $Y$ | specific heat ratio $=C_{p} / C_{v}$ |
| $\Gamma$ | volumetric mass source due to interphase transfer $\left(\mathrm{kg} / \mathrm{m}^{3}-\mathrm{s}\right)$ |
| $\eta$ | turbine stage efficiency |
| $\rho p$ | mass density of phase $p\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ |
| $\bar{V} \& Z$ | $(\bar{V}, \Delta) Z$ |

## Subscripts

a
b
$b_{1}$
$b_{2} \quad$ property at exit to turbine membrane (Junction $b$, Figure 3.11-2)
property associated with junction c (Figure 3.11-2)
critical (choked) flow
continuous phase
property associated with junction d (Figure 3.11-2)
D
DC donor cell value
$9 \quad$ vapor property
i
ig
k
$k+1 / 2$
$\ell$
m
p
property associated with junction a (Figure 3.11-2) property associated with junction b (Figure 3.11-2)
property at entrance to turbine membrane (Junction b, Figure 3.11-2)
crit

C
d
dispersed phase
vapor-liquid interfacial property
transport property btiween saturated interface and vapor
value at center of $k$ th spatial node
value at junction between $k t h$ and $(k+1)$ st spatial nodes
liquid property
homogeneous mixture property
phase indicator ("g" for vapor phase, " $\ell$ " for liquid phase)

NOZ
turt

VIT
wg
We

## Superscripts

## n

Overbars
$\bar{V} \quad$ vector quantity
$\vec{V} \quad$ explicit estimate for value of $V$ at end of current time step

# TRAC-BF1/MOD1: An Advanced Best-Estimate Computer Program for Boiling Water Reactor Accident Analysis Volume 1: Model Description 

## 1. INTRODUCTION

The TRAC-BWR Code Development Program at the Idaho National Engineering Laboratory (INEL) is a program developing versions of the Transient Reactor Analysts code (TRAC) to provide the U. S. Nuclear Regulatory Commission (NRC) and the public with a best-estimate capability for the analysis of accidents and transients in boiling water reactor (BWR) systems and related experimental facilities. This effort began in October 1979 and resultec in the first publicly released version of the code, TRAC-BD1, which was sent to the National Energy Software Center in February 1981. The mission of this first version of the code was to provide a best-estimate capability for the analysis of design basis loss-of-coolant accidents (LOCAS) in BWRs. The code provided a unified and consistent treatmient of the design basis LOCAs sequence beginning with the blowdown phase, through heatup, then reflood with quenching, and finally ending with the refill phase of the LOCAs scenario. New models developed for TRAC-BD1 in order to accomplish its mission included (a) a full two flutd nonequilibrium, nonhomogeneous thermat-hydraulic model of two-phase flow in all parts of the BWR system, including a three-dimensional treatment of the BWR pressure vessel: (b) a detailed model of a BWR fuel bundle, which includes the following models: a radiation heat transfer model for thermal radiation between multiple fuel rod groups, the fnner surface of the channel wall, and the liquid and steam phases in the channel; a leakage path model; and a quench front tracking capability for both falling films and bottom flooding quench fronts on all rod groups and the inner surface of the channel wall; (c) simplified models of BWR hardware components, such as the jet pump and separator-dryer; (d) a countercurrent flow limiting model for BWR jeometries; (e) a nonhomogeneous critical flow model; and (f) flow regime-dependent constitutive $r$, ations for the transfer of mass, energy, and momentum between the liquid afid steam phases in two-phase flow and between each phase and structure.

The mission of the secosid publicly releared version of the code, TRAC-BD1/M001, ${ }^{1-2,3,4,5}$ was expanded to inciude not only large- and smal1-break LOCAs but also operational transients and anticipated transients without scram (ATWS) for which point reactor kinetics is applicable. Models developed to support the broadening of the scope of the mission of the TRAC-BWR codes included:

- Balance of plant models, such as turbine, feedwater heaters, and condenser
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- A simple lumped parameter containment model
- Reactivity feedback model for use in the point reactor kinetics mode?
- Soluble beron transport model
- Nolcondensable gas transport mudel
- Two-phase level tracking model
- control systems model
- Generalized component-to-component heat and mass transfer models
- Improved constitutiv models for the transfer of mass, energy and momentum between t' two phases and between the phases and structure.

User convenience features, such as free-format input and extensive error checking of the input data, were also included in TRAC-BD1/MOD1.

The mission of TRAC-BF1/MOD1 is the same as for TRAC-BD1/MOD1, but the new capabilities bui't irto this code make it more suitable for that mission. The new models and capabilities in TRAC-BF1/MOD1 include:

- Miterial Courant-limit-violating numerical solution for all onedimensional hydraulic components
- Implicit steam separator/dryer model
- Implicit turbine model
- Improved interfacial heat transfer
- Improved interfacial shear model
- A condensation model for stratified vertical flow
- One-dimensional neutr $n$ kinetics model
- Improved control system logic and solution method

In addition to these code improvements, a preload processor has been written for TRAC-BF1, its graphic routines have been improved for adaptation to the Nuclear Plant Analyzer (NPA) at the INEL, and more than $95 \%$ of the coding has been converted to ANSI Standard FORTRAN 77.

TRAC-BF1/MOD1 can be applied to any BWR accident analysis or thermal-hydraulic test facility, including tiose requiring reactivity feedback effects, control system simulation, and/or a balance-of-plant model.
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TRAC-BF1/MOD1 has been applied to experimental facilities ranging from simple pipe blowdowns, such as the Edwards pipe tests, to integral LOCA tests, such as the two-loop test apparatus (TLTA) factlity, and even to multidimensional test facilities such as the slab core test facility (SCTF). BWR small-break LOCAs have also been simulated with TRAC-BD1. The BWR fuel bunde model is quite versatile and has been used to simulate not only BWR fuel bundes within a BWR reuctor vessel but alsu stand-alone- single-bundle experiments in which advanced bundle hydraulics and heat treasior models are required.

### 1.1 BACKgROUND

The Reactor Safety Code Development Group a+ the Los Alamos National Labocatory (LANL) has been working toward development of the TRAC code to provide a modeling techntque for analysts of loss-of-coolant transtents in pressurized water reactors (PWRs). Several PWR versions of TRAC have been released, including TRAC-P1, TRAC-P1A, TRAC-PD2, and TRAC-PF1/MOD1 and MOD2. These codes employ a full two-fluid thermal-hydraulic model in the three-dimenstonal vessel component model and a five-equation drift flux model in the one-dimensional components. The base code from which TRAC-BWR codes have been developed was an interim version of TRAC-PF1. The base version contains a full two-fluid thermal-hydraulic model in both one- and three-dimensicnal component models.

The TRAC-PWR code versions present the user with several problems when trying to analyze transients in BWRs. The mair. difficulty is accurately simulating the BUR core durtng system transtents. The reactor core of a PWR is contained in an open lattice of fuel elements, while the fuel elements in a BWR are contained within individual channel boxes. The presence of the channel wall introduces many thermal-rydraulic phenomena that must be considered for analysis of BWR transtents that are efther not present or not important for analysis of LOCAs in PWRs.

The first major phenomenon introduced by the presence of the channel wall is radiation lieat transfer. Small water gaps exist between the fuel channel boxes that flll with emergency core cooling system (ECCS) liquid during reflood and cool the channel walls. The colder channel wall provides a heat sink for thermal radiation. Radiation heat transfer is al₹o present in PWRs, but the magnitude of the radiation heat flux is small, since there is no coid structure within the PWR core. Another ir-nrtant effect of the channel wall is to divide the fluid in the core regions into two separate fluid streams [the two-phase fluid within the fuel channe]s, which is heated by contact with the he. fuel rods, and the fluid in 2 bypass (or gap) region between fuel bundles, which is heated hy heat conuuction through the channel walls.] The PWR versions of TRAC cann easily address these geometry and heat transfer aspects of a BWR core.

Another important phenomen on that results from the geometric arrangement of the BWR reactor core is cour ercurrent "low limiting or flooding. E.CS liquid is injected directly into the upper plenum of a BWR and drains down
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into the bypass region thr igh the upper core support plate and into the fuel bundles through the upper tie plates. Countercurrent flow limiting can also occur at the side entry orifice at the bottom of the fuel bundle. This phenomenon is very dependent on flow geometry and can only be modeled at this time by experimentally derived empirical correlations. Such correlations and the methodology for their application are not available in any $\boldsymbol{N} R$ versions of the TRAC code.

Fluid in a BWR is circulates through the reactor core by use of jet pumps. Jet pumps could only be modeled by nonphysical (negative) form loss coefficfents due to the nonconservative form of the momentum equations used in the PWR versions of TRAC.

### 1.2 TRAC-BD1/MLD1 AND TRAC-BF1/MOD1 MODELS AND CAPABILITIES

One set of changes to the LANL code was implemented in TRAC-BD1/MOD1. Mosi changes and additions to the base code obtained from LANL were made by the Thermal-Hydraultc Code Development Branch at the INEL. The major modeling change was development of the BWR fuel bundle model, using the CHAN component. This component is a one むtmensional flow component developed from the PIPE component by the addition of fuel rod convective heat transfer and a thermal radiation heat transfer model. Multiple fuel rod groups are used within each CHAN to model the local fuel rod temperature variation due to power peaking within the fuel bundle. The thermal radiation model includes radiation between fuel rod groups, the channel wall, and any liquid and vapor in the fuel bundle. A leakage path model for leakage flow between the fuel bundle and the core bypass region is also included. A moving mesh quench front tracking capability for both falling films and bottom flooding quench fronts on all rod groups and the inner and outer surfaces of the channel wall has also been developed. Figure $1-1$ shows a typical nodalization of a BUR system and how the CHAN component addresses the modeling concerns discussed in the previous section. The TRAC vessel is divided into three radial rings, representing the hot, average, and low power regions of the BWR core, while the outer radial ring represents the vessel downcomer, CHAN components are connected axially across the core region in each of the radial rings. Each CHAN may contain multiple fuel rods for modeling local (within fuel bundle) radial temperature distributions, while the various power regions of the core are represented by several radial rings. Fluid flow in the bypass is computed using the normal three-dimensional solution algorithm, and fluid conditions within each CHAN are computed using the one-dimensional solution algorithm. Heat conduction through the channel wall provides a heat transfer path from the interior of the CHAN to the bypass fluid. The CHAN component allows the nodalization in the VESSEL to be relatively coarse (three radial, two azimuthal, and two axial subdivisions, or a total of 12 mesh cells) in the core bypass region, while any reasonable number of axial cells may be used within each CHAN component to resolve the axial profiles of power, temperature, and void fraction.

A nonhomogeneous, thermal equilibrium critical flow model 'as developed


Figure 1-1. TRAC boiling water reactor nodalization (vessel half-section).
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and implemented into the momentum solution of TRAC-BD1/MOD1. This critical flow model allows longer mesh cells to be used near a break; thus, large time steps can be used, reducing computational costs of BuR blowdown computations.

A methodology for use of countercurrent flow limiting correlations in the numerical solution of the momentum equations is also included in TRAC-ED1/MOD1. Several correlattons have been $4 n \mathrm{Cl}$ luded $4 n$ the code for simulation of countercurrent flow liniting at BWR fuel bundle upper tie plates and side entry orifices.

TRAC-BD1/MOD1 fncorporates a user-convenient jet pump component, JETP, for simulation of jet pumps in a BWR system (see Figure 1-1). This model provides corrections to the nonconservative momentum equations for accurate culculation of mixing losses in the throat of the jet pump. Data requirements of this component have been reduced substantially for user convenience.

A boiling transition model appropriate for high-quality CHF applications typical of BWR conditions has been implemented. This model is necessary to predict the time to CHF for BUR conditions.

A multiple pipe-to-vessel connection capability has been developed that allows the user to connect more than one one-dimensional component to the same three-dimenstonal VESSEL CEll. Previous verstons of TRAC only allowed for a single conhection betwean one-dimensional components and vessel cells. This multiple connection capability allows coarser noding in the VESSEL component, reducing the computational cost of BWR analysis.

Many other changes in the areas of user-convenience or improved modeling capabilities have also been made. Some of these improvements are discussed below. The latest ANS decay heat standard has been incorporated into the code to improve the accuracy of the decay heat calculat funs.

An improved VALVE model has been developed for accurate simulation of the automatic depressurization system (ADS) and main steam isolation valves (MSiV) in the BWR system.

Generalized heat slab and pipe wall heat transfer models have been developed that allow accurate compitation of stored energy and energy release rates from the BWR pressure vessel and its internal structures.

Finally, many user-convenience features were implemented into the TRAC-BD1 code to make it easier for the user 10 set up, run, and examine the computed results of a TRAC simulation. Some of these features include free-format input, extensive error and range checking of the input stream, more readable printed output, improved graphics, and improved traceback capabilities to assist witt. diagnosing a code abort.

Additional improvements have been implemented in the TRAC-BF1/MOD1 release of the code. The Courant-limit-violating numerical solutior, which is based on the Two-Step method (fast numeries) developed by Mahaffy ${ }^{1.6}$ at LANL, dllows the code users to run slow transtents with large time steps. This cuts
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the computation time and cost considerably. The inclusion of implicit steam separator/dryer and implicit turbine models was a necessary step in making the fast numertes applfcable to all one-dimenstonal components.

The one-dimensional neutron kinetics model is a more realistic way of representing axial power variations during a BWR transient. This is constdered parttcularly important in ATWS calculatfons, where the use of a point kinetic model is considered inadequate.

The new condensation model for stratified vertical flow is particularly useful in realistic prediction of interfacial heat exchange in a volume with stagnant or moving stratified liquid level. The old general interfacial heat transfer model would grossly overpredict the rate of condensation in such situations.

The improved controi system logic relieves the code user from the burden of carefully numbering all the control blocks according to the flow of signals. The user may now number the control blocks in any arbitrary order in the inputs, and the code automatically establishes the correct order to treating them according to their function and the paths of signals. Furthermore, in order to avoid inaccuracies due to large time steps allowed in the hydraulics solution, the new control logic selects its own time step and solves interconnected control blocks implicitly.

The preload processor checks TRAC-BF1/MOD1 inputs and loads only the subroutines needed for solving that problem, thereby adjusting the computer memory requirement to the size and nature of the problem. This has been shown to improve turnaround time on a time-shared computer and has given savings in computation cost.

Converston to ANSI Standard FORTRAN provides increased portability and is particularly useful in implementation of TRAC-BF1/MOD1 on a Cray ${ }^{\text {a }}$ or on an IBM system.

### 1.3 Quality Assurance Program

From the beginning, development of the TRAC-BWR code has proceeded toward a unique quality control program that ensures a well-documented working version of the code is available at all times. Any change to the code, however small, is given a unique program change label that appears on each FORTRAN change statement and is used for all documentation associated with that change to the code. Testing of all changes is performed by execution of test cases designed by the code developers during model development and
a. Mention of specific products and/or manufacturers in this document implies neither endorsement or preference nor disapproval by the U.S. Government, any of its agencies, or EG\&G Idaho, Inc., of the use of a spectfic product for any purpose.
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execution of the same test cases by the code architect after insertion of the changes into an official code version. The results of the test cases are toscribed in model design reports and acceptance reports, respectively, which d/: or arenced by the program change label asrigned to the change. This procer a provides traceability of all code changes to documents that describe the tix of the change, the person making the change, a complete list of wit e. changed, changes to input and output of the code, and the results of asccut:on of test cases.

When source ccde FORTRAN is modified, the modifications are implemented using an automated editing routine. This routine contains job control that identiffes each 7 ine in the source code with a unique designation. Subsequent changes are implemented based on the relative position within the source. UPDATE is the edifing routine used for UNICOS-based versions of the code. The editing and modifications done on an individual user's local system will depend on the software available at that site.
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## 2. PHYSICAL AND MATHEMATICAL MODELS

The governing conservation equations solved in TRAC-BF1/MOD1 and the numerical methods employed are described in the following sections. The hydrodynantes, heat transfer, and numertcal and reactor kinettes model are described.

### 2.1 Hydrooumamics Model.

The hydrodynamics model employed in both the one- and three-dimensional flow components is a two-fluid formulation for two-phase flow. Conservation equations for mass, energy, and momentum are formulated for both phases. Six inuependent conservation equations can be formulated for single-component one-dimensional two-phase flow. For single-component three-dimensional two-phase flow, there are ten such equations.

TRAC-BF1/MOD1 also incorporates the capability to modei two-component flows in which the second component is assumed to be noncondensable gas (air). The noncondensable gas is assumed to be perfectly mixed with the vapor phase of the princtpal component (water), and the two gases are assumed to constitute a Gibbs-Dalton mixture. In this case, an additional conservation equation for noncondensable gas mass is added to the above-mentioned conservation equations for mass, energy, and momentum of the principal component. The transport of soluble boron is treated similarly.

The hydrodynamic equations are described in Subsection 2.1.1. To achieve closure of the equations, a large number of constitutive relations must be used. For example, the interfacial shear force must be formulated in terms of the independent hydrodynamic variables. The constitutive relations are described in Subsection 2.1.2.

The conservation equations presented here are included for mathematical completeness. These equations are repeated in Section 2,1 of the models and correlations document associated with this code manual. ${ }^{2.1: 1}$ The equations in Reference 1 are mathematically identical to these but contain minor notation differences, which represent the as-coded formulation.

### 2.1.1 Fluid Flow Equations

The differential field equations ${ }^{2 \cdot 2 \cdot 3,4}$ for the two-fluid hydrodynamic flow model are
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$$
\begin{equation*}
\frac{\partial p_{i v}}{\partial t}+\nabla \cdot\left(\alpha_{0} p_{\mathrm{V}} \bar{V}_{g}+\alpha_{\ell} \rho_{\ell} \bar{V}_{\ell}\right)=0 \tag{2.1-1}
\end{equation*}
$$

Vapor Mass Equation

$$
\begin{equation*}
\frac{\partial\left(\alpha_{0} p_{g}\right)}{\partial t}+\nabla \cdot\left(\alpha_{g} p_{\mathrm{p}} \bar{v}_{\mathrm{g}}\right)=\Gamma_{9} \tag{2.1-2}
\end{equation*}
$$

Noncondensable (Air) Mass Equation

$$
\begin{equation*}
\frac{\partial(\alpha \rho)_{N C}}{\partial t}+\nabla \cdot\left(\alpha \rho_{N C} \bar{V}_{g}\right)=\Gamma_{N C} \tag{2.1-3}
\end{equation*}
$$

Boron Mass Equation

$$
\begin{equation*}
\frac{\partial\left(\alpha_{t} \rho_{t} c_{\mathrm{B}}\right)}{\partial t}+\nabla \cdot\left(\alpha_{t} \bar{V}_{t} c_{b}\right)=\Gamma_{\mathrm{B}} \tag{2.2-4}
\end{equation*}
$$

Vapor Equation of Motion

$$
\begin{align*}
& \frac{\partial \bar{V}_{g}}{\partial t}+k_{v m}\left(\frac{P_{c}}{\alpha_{g} P_{g}}\right) \frac{\partial}{\partial t}\left(\bar{V}_{g}-\bar{V}_{\ell}\right)+\bar{V}_{g} \cdot \nabla \bar{V}_{g} \\
& =-\frac{f_{i}}{\alpha_{g} P_{g}}-\frac{1}{P_{g}} \nabla P-\frac{C_{* g}}{\alpha_{g} P_{g}} \bar{V}_{g}\left|\bar{V}_{g}\right|+\bar{g}-k_{v n} \frac{P_{c}}{\alpha_{g} P_{g}} \bar{V}_{D} \cdot \nabla\left(\bar{V}_{g}-\bar{V}_{\ell}\right) . \tag{2.2-5}
\end{align*}
$$

Liquid Equation of Motion

$$
\begin{align*}
& \frac{\partial \bar{V}_{\ell}}{\partial t}+k_{v m}\left(\frac{\rho_{c}}{\alpha_{\ell} P_{\ell}}\right) \frac{\partial}{\partial t}\left(\bar{V}_{\ell}-\bar{V}_{g}\right)+\bar{V}_{\ell} \cdot \nabla \bar{V}_{\ell} \\
& =\frac{f_{i}}{\alpha_{\ell} P_{\ell}}-\frac{1}{P_{\ell}} \nabla p-\frac{C_{v \ell}}{\alpha_{\ell} P_{\ell}} \bar{V}_{\ell}\left|\bar{V}_{\ell}\right|+\bar{g}-k_{v m} \frac{P_{c}}{\alpha_{\ell} P_{\ell}} \bar{V}_{0} \cdot \nabla\left(\bar{V}_{\ell}-\bar{V}_{g}\right) \tag{2.2-6}
\end{align*}
$$

Mixture Energy Equasion

## Hydrodynamics Modzl

$$
\begin{align*}
& \frac{\partial\left(\alpha_{\ell} \rho_{\ell} e_{\ell}+\alpha_{g} p_{g} e_{g}\right)}{\partial t}+\nabla \cdot\left(\alpha_{\ell} p_{\ell} e_{\ell} \bar{V}_{\ell}+\alpha_{g} p_{g} e_{g} \bar{V}_{g}\right) \\
& =p \nabla \cdot\left(\alpha_{\ell} \bar{V}_{\ell}+\alpha_{g} \bar{V}_{g}\right)+Q_{v g}+Q_{v t}+Q_{d g}+Q_{d \ell} . \tag{2.1-7}
\end{align*}
$$

Vapor Energy Equation

$$
\begin{equation*}
\frac{\partial\left(\alpha_{g} \rho_{g} e_{g}\right)}{\partial t}+\nabla \cdot\left(\alpha_{g} \rho_{g} e_{g} \bar{V}_{g}\right)=-P \frac{\partial \alpha}{\partial t}-p \nabla \cdot \alpha \bar{V}_{g}+Q_{w g}+Q_{i g}+\Gamma_{g} h_{s g}+Q_{d g} \tag{2.1-8}
\end{equation*}
$$

In the above equations, $k_{v m}$ is the virtual mass coefficient, and the subscripts $C$ and $D$ refer to the continuous and dispersed phases, respectively.

An equivalent second set of equations may be obtained by substitution of liquid mass and energy equations for the mixture equations above. For one-dimensional flow, the first set of differential equations is solved for void fractions at or near the single-phase limits (0.0 and 1.0$)$, while the second set is solved for void fractions in the strict two-phase region $(0.001<$ $a<0.999)$. In this case, the velocity vector reduces to a single component so the conservation equations are six in number.

For three-dimensional flow, the velocity vector is characterized by three components, $V_{F}, V_{\theta}$, and $V_{2}$, implying that a set of ten scalar equations will be solved. In the three-dimensional case, the mixture equations for mass and energy conservation are always solved, regardless of void fraction.

Closure of this system of equations requires specification of the thermodynamic equaiions of state for each phase (see Appendix A), the interfacial shear coefficient $\left(C_{j}\right)$, the interfacial heat transfer rates $\left(Q_{i g}\right.$ and $\left.Q_{i \ell}\right)$, the interfacial mass transfer rates ( $\Gamma_{9}$ and $\left.\Gamma_{\ell}\right)$, and the wall shear coefficients ( $C_{w s}$ and $C_{w e}$ ). Constitutive relations to obtain closure are described in Subsection 2.1 .2 . Jump conditions at the interface are also used to reduce the number of unknowns. These conditions are summarized below.

## Interfacial Mass Continuity

$$
\Gamma_{g}=-\Gamma_{\ell} .
$$

Interfacial Energy Continuity

$$
\begin{equation*}
\Gamma_{g}=\frac{-Q_{i \varepsilon}-Q_{i t}}{h_{\mathrm{sg}}-h_{\mathrm{s} \ell}} \tag{2.1-10}
\end{equation*}
$$

where
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$$
Q_{i g}=\frac{h_{i \theta} A_{i}\left(T_{\mathrm{s}}-T_{\mathrm{g}}\right)}{\left.V_{0}\right)}
$$

and

$$
\begin{equation*}
Q_{i e}=\frac{h_{i t} A_{i}\left(T_{s}-T_{e}\right)}{V_{0 l}} \tag{2.1-12}
\end{equation*}
$$

### 2.1.2 Constitutive Relations

The field equations require certain auxiliary or constitutive equations to effect closure. It has been mentioned that thermodynamic equations of state for each phase are required. These are discussed in Appendfx A. In addttion, the liquid and vapor wall shear, interfacial shear, wall heat transfer, interfacial heat transfer, and net vaporization rate are necessary.

The wall heat transfers, $Q_{u g}$ and $Q_{w f}$, are accounted for in the standard way. The surface areas represent an actual astimate of the total wall surface area wetted by each phase, whereas $h_{v e}$ and $h_{\mu g}$ are based on heat-transfer correlations from the literature. In many two-phase flow situations, the walls are total'y wetted by the liquid phase, in which case wall heat transfer to the vapor is zero.

The flashing rate $\Gamma$ is determined from a simplified thermal energy jump condition [see Equation (2.1-10)]. In both the vapor-continuity equation and the vapor-thermal energy equation, the potentials ( $T_{s}=T_{g}$ ) and ( $T_{8}=T_{f}$ ) are evaluated at the new time level, whereas $h_{i g} A_{i}$ and $h_{i e} A_{i}$ are evaluated at the old time (see Subsection 2,3.7).
2.1.2.1 Wall Shear and Additive Form Loss. The wall shear coefficients, $C_{v g}$ and $C_{v e}$ in Equations (2.1-5) and (2.1-6), are defined as

$$
\begin{align*}
& C_{* g}=-\frac{\left.\frac{\partial P}{\partial x}\right|_{*}}{P_{g}\left(V_{g}\right)^{2}}  \tag{2,1-13}\\
& C_{* t}=\frac{\left.\frac{\partial P}{\partial x}\right|_{*}}{P_{\ell}\left(V_{\ell}\right)^{2}}
\end{align*}
$$

where $\partial P /\left.\partial x\right|_{x}$ is the static pressure gradient due to wall friction alone. This term is calculated by using the Hancox two-phase wall chear multiplier $2,1-5$ $\left(\phi_{, 2 x}\right)$ as a multiplter on the single phase ftquid wall friction factor (fptann) obtained from the Pfann ${ }^{2.1: 6}$ correlation. The resulting wall friction termins

$$
\left.\frac{\partial P}{\partial x}\right|_{N}=2 p_{t} V_{t}^{2}\left(\frac{f_{p \tan }}{D_{H}}\right)
$$

The Hancox multiplier is given by

$$
\begin{equation*}
\phi_{\text {han }}^{2}=\left[1+R x_{t}^{0.5}\left(1-x_{t}\right)^{0.25}\right]\left\{1+\left[\left(\frac{P_{t}}{P_{v}}\right)\left(\frac{\mu_{2}}{\mu_{t}}\right)^{0.2}-1 x_{t}\right\}\right. \tag{2.1-16}
\end{equation*}
$$

where

$$
\begin{equation*}
R=3.1\left(1-\frac{P}{P_{c}}\right) \exp ^{-n} .25656 . \tag{2.1-17}
\end{equation*}
$$

It should be noted that the constant in the exponent of Equation (2.1-15) differs from the value given in Reference 2.1-5. A units conversion error was discovered in the value given in Reference $2.1-5$, and the value presented in Equation (2.1-15) is correct for S.I, units.

The Pfann correlation used in TRAC covers both the laminar and turbulent flow regimes and includes the effect of surface roughness e. Since this correlation is a single-valued function, it does not require an iterative solution. The correlation is

$$
f_{16}=\left\{\begin{array}{l}
\frac{64}{\operatorname{Re}} \text { for } \operatorname{Re} \leq 2300 \\
\left(\frac{0.28}{\log \operatorname{Re}-0.82}\right)^{2} \text { for } 2300<\operatorname{Re} \leq \frac{60}{\xi^{1.111}}  \tag{2.1-18}\\
\left(\frac{0.25}{\left(3.393-0.805 g_{1}\right) g_{1}-2.477-\log \xi}\right]^{2} \text { for } \frac{60}{\xi^{1.111}}<\operatorname{Re}<424 \frac{0.87-\log \xi}{\xi} \\
\left(\frac{0.25}{0.87-\log \xi}\right)^{2} \text { for } 424 \frac{0.87-\log \xi}{\xi} \leq \operatorname{Re}
\end{array}\right.
$$
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where

$$
\begin{align*}
& R e=\frac{P_{\mathrm{R}} V_{\mathrm{m}} D_{\mathrm{H}}}{\mu_{\mathrm{H}}}  \tag{2.1-19}\\
& g_{1}=\log \left[\frac{\operatorname{Re} \xi}{0.87-\log \xi}\right]
\end{align*}
$$

ihe basic finite-difference scheme properly calculates classical Bourda losses at an expansion but overpredicts the losses at a contraction. The user can specify an additional constant hydraulic loss coetfictent in any of the coordinate directions. The user-supplied form loss coefficients (k) are defined in accordance with conventional usage or, for single-phase flow,

$$
\begin{equation*}
\Delta_{k}=\frac{1}{2} k \rho V^{2} \tag{2.1-21}
\end{equation*}
$$

where $\Delta P_{k}$ is the form loss pressure drop between two adjoining cells.
Forward and reverse form loss coefficients $k_{\text {, }}$ and $k_{R}$ are inpyt for each cell boundary in one-diaensional components. In the vessel component, separate values of $k$. and $k_{g}$ are input for the $r, z$, and $\theta$ faces of each cell. In Subroutine FRCW, each additive loss coefficient is converted to a friction factor and added to the wall friction factor calculated internally, using the Pfann correlation. The Fanning definition of friction factor (f) is used for this conversion, shown as

$$
\begin{equation*}
\Delta \rho_{\mathrm{f}}=2 f \frac{L}{D_{H}} \rho V^{2} \tag{2.1-22}
\end{equation*}
$$

Combining Equations (2.1-21) and (2.1-22) yields

$$
\begin{equation*}
f_{A D D}=0.25 k \frac{D_{H}}{l} \tag{2.1-23}
\end{equation*}
$$

where $f_{A D D}$ is the additive friction factor.
The value of $k$ to be used in Equation (2.1-23) is determined by the direction of the mixture mass flux $G_{m}$, or

$$
k= \begin{cases}k_{f} & \text { if } G_{m} \geq 0  \tag{2.1-24}\\ k_{k} & \text { if } G_{m}<0\end{cases}
$$

The homogeneous two-phase friction multiplier is used as a multiplier on the a stive form loss friction. This multiplier is given by

$$
\begin{equation*}
\Phi_{\text {rom }}^{2}=\frac{P_{l}}{P_{m}} \tag{2.1-25}
\end{equation*}
$$

where $p_{f}$ and $p_{m}$ are liquid and homogeneous mixture density, respectively, Using the two-phase multipliers defined above, the total two-phase Fanning frtct4on factor is given sy

$$
\begin{equation*}
f_{\text {TOT }}=\phi_{\text {HAN }}^{2} f_{p \operatorname{tarn}}+\phi_{\text {HON }}^{2} f_{A 0 D} \tag{2.1-26}
\end{equation*}
$$

where $f_{p r a n n}$ is the single-phase liquid friction factor obtained from the Pfann correlation.

The as-coded formulations for wall shear and additive losses are given in Reference 1 , Section 6.2 .
2.1.2.2 Interfacial Shear Model. The interfacial shear models in TRAC-BF1/MOD1, are based upon the drift flux correlations by ishif. Anderson, and Chu. ${ }^{2.1-7,8,9}$ These correlations assume that the drift flux parameters adequately approximate the two-fluid system under transtent conditions, although the data bases have been collected under steady-state, adiabatic conditions.

The interfacial shear model is capable of distinguishing between three flow regimes: bubbly/churn flow, annular/dispersed flow, and dispersed droplet flow. Countercurrent as well as cocurrent flow is possible in each of the flow regimes. The flow regime transitions are determined by the value of the average void fraction, which is calculated from an empirically derived function of phase-dependent density, geometry, ar lass flux. The as-coded mathematical description is provided in Reference 1, e-ction 6.1.5. In all regimes, two parameters are determined: the interfacial drag coefficient, which correlates the shear between the phases, and the interfacial area, which correlates the surface area on which the shear acts.
2.1.2.2.1 Bubbly/Churn Flow--The interfacial shear coefficients and interfacial area in bubbly/churn flow are correlated with the phase-dependent velocities and densities, void fraction, and the Webe: Number. The Weber Number defines a critical value of velocity, which determines whether or not the bubble deforms for a given surface tension. The as-coded mathematical description is provided in Reference 1, Section 6.1.7.
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### 2.1.2.2.2 Annular/Dispersed Flow--In annular flow, the flow is

 modelled as a vapor core surrounded by a smooth liquid region along the walls. Therefore, interfactal area is correlated with only the channel geometry and the void fraction. The interfacial shear coefficients are correlated with the phase-dependent velocities and densities and void fraction. Additionally, entrainment is possible in annular/dispersed flow. The as-coded mathematical description is provided in Reference 1. Section 6.1.7.
### 2.1.2.2.3 Dispersed Droplet Flow--Dispersed droplet flow is very

 similar to bubbly/churn flow except that in dispersed flow there are bubbles of liquid in the vapor phase. As in bubbly flow, the inte:faclal shear coefficients and interfacial area in dispersed urcplet flow are correlated with the phase-dependent velocities and densities, void fraction, and the Weber Number. However, entrainment is possible in dispersed droplet flow. The as coded mathematical description is provided in Reference 1, Section 6.1.7.2.1.2.2.4 Entrainment--Direct entrainment of liquid droplets into the vapor stream is possible in both the annular/dispersed, and dispersed droplet flow regtmes. Entra4ment is correlated (by Ish44. ${ }^{2.1 \%}$ ) with the vapor volumetric flux density, channel geometry, and the liquid Reynolds number. Tie entrainment correlation in TRAC-BF1/MOD1 is modified compared to the origindl formulation of Ishit. These modifications account for the presence of both wet and dry walls in the same hydrodynamic section of the model. The as-coded mathematical description is provided in Reference 1, Section 6.1.9.2.

### 2.1.2.2.5 Counter-Current Flow Limiting-- The counter-current flow

 1 imit (CCFL) calculation is performed in hydrodynamic junctions that are flagged by the user. The CCFL model is of the Kutateladze type and based upon BWR geometric data taken by Sun. ${ }^{2,10}$ More information is given in Volume 1 , Section 2.1.3.2. The as-coded mathematical description is provided in Reference 1. Section 7.3.
### 2.1.2.3 Interfacial Heat Transfer. HCATIF is the subroutine that

 calculates the interfacial heat transfer. The purpose of the subroutine is to obtain the variables (hA), and (hA) ig: e., for the liquid and vapor heat transfer coefficient times interfacial area, respectively. The model assumes that there is an interface that is always at the local saturation temperature and that steam and water are exchanging energy with the interface at a total rate of$$
\begin{equation*}
q_{i}=(h A)_{i e}\left(T_{2}-T_{s}\right)+(h A)_{i g}\left(T_{g}-T_{s}\right) \tag{2.1-27}
\end{equation*}
$$

The net mass transfer rate is then

$$
\begin{equation*}
\Gamma=\frac{q_{i}}{h_{\mathrm{sg}}-h_{\mathrm{se}}}+\Gamma_{\text {wall }} \tag{2.1-28}
\end{equation*}
$$

where the wall term comes from nucleate boiling, as explained later.

A simple flow-regime map ${ }^{2 \cdot 1-11}$ helps to define wt th correlation for $h, A$, or hA to use. This flow-regime map, developed for vertical pipe flow, is the sifiplest prescription that provides a rattonal means for defining the constitutive equations. Figure 2.1-1 shows the flow-regime map used in TRAC-BF1/MOD1. The flow regimes are classified according to void fraction and mass flow. The map is used to determine the flow regime that exists in a given computational cell independent of the flutd cell ortentation. Ance the flow regime in a cell is determined, the constitutive relations for that flow regime are used to determine the interfacial area and interfacial heat transfer coefficients for the cell. Figure 2.1-2 shows the logic flow paths for the calculation. The as-coded mathematical description is provided in Reference 1 , Section 4.1.


Fiģre 2.1-1. Flow regime map.
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Figure 2.1-2. Flow chart for interfacial HTC.
2.1.2.3.1 Bubbly or Bubbly-Slug Flow Regime-- If the void fraction is s0.75, bubbly or bubbly-slug flow interfacial correlations are evaluated. The Interfacial surface arey in bubbly flow is calculated in conjunction with a critical bubble Weber number, $W e_{\mathrm{b}}$. $A$ value of $W e_{\mathrm{b}}=7.5$ is used in the present code version. This value was chosen based on comparisons between TRAC predictions and experimental results for low subcooling (shear-dominated) downcomer tests performed by Creare Inc. ${ }^{2.1-12}$ The expressions relating interfacial surface area to $\mathrm{We}_{\mathrm{b}}$ are

$$
\begin{align*}
& W e_{\mathrm{b}}=\rho_{\ell} V_{\mathrm{R}}^{2} \frac{D_{\mathrm{B}}}{a} \\
& D_{\mathrm{B}}=W e_{\mathrm{b}} \frac{a}{\rho_{l}} V_{\mathrm{R}}^{2} \tag{2.1-3v}
\end{align*}
$$

where $D_{b}$ is the bubble diameter. The code minimum for $V_{R}$ is 1.0 , and the value of the bubble diameter obtained from Equation (2.1-30) is 1 imited to be less than the hydraulic diameter of the mesh cell and $>0.001 \mathrm{~m}$. For this diameter, assuming a uniform bubble distribution within the mesh-cell volume, the bubble density is

$$
\begin{equation*}
C N B=\frac{6 a}{\pi Q_{b}^{3}} \tag{2.1-31}
\end{equation*}
$$

and the interfacial area in fluid volume $V_{0}$ is

$$
\begin{equation*}
A_{\mathrm{B}}=C N B \pi \rho_{\mathrm{B}}^{2} V V_{0}=\frac{6 \alpha_{\mathrm{b}} V o l p_{e} V_{\mathrm{R}}^{2}}{-N e_{\mathrm{b}}} \tag{2.1-32}
\end{equation*}
$$

If the relative velocity is small, the interfacial area can become small enough to allow significant disequilibrium to occur. In this case, another surface area based on a minimum number density (CNB $=10^{10}$ bubbles $/ \mathrm{m}^{3}$ ) is computed from Equations $(2.1-31)$ and $(2.1-32)$. The result is

$$
\begin{equation*}
A_{b}=4.836 \mathrm{a}_{\mathrm{b}}^{2 / 3} 10^{10 / 3} \mathrm{Vol} . \tag{2.1-33}
\end{equation*}
$$

The maximum area from Equations (2.1-32) and (2.1-33) is used for the interfacial heat transfer area.

The void fraction $a_{b}$ in the above equations may differ from the cell void fraction whei the latter is $>0.3$. If the cell-average mass flux is $<2000$ $\mathrm{kg} / \mathrm{m}^{2}-\mathrm{s}$ and the void fraction is between 0.3 and 0.5 , the flow enters the bubbly-slug regime. In this flow regime, the vapor is divided between vapor
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slugs and small bubbles dispersed in the liquid. The void fraction in the vapor slugs ( $a_{8}$ ) increases inearly from 0.0 at an overall void fraction of 0.3 to a value of 8.3 at an overall vold fraction of 0.5 . The void fraction th the bubbles is the difference between the overall vold fraction and $a_{5}$, If the mass flux $>2700 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$, all vapor is ascumed to exist in bubble form., Linear interpolation in mass flux is used in the range 2000 to $2700 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$, as Indicated in Figure $2.1-3$. For mass flux $\approx 2000 \mathrm{~kg} / \mathrm{m}^{2} \cdot \mathrm{~s}$, the amount of vold in the bubbly region is reduced, and the amount in the slug region is increased as the overall void fraction increases from 0.3 to 0.5 . At a void fraction of $0.5,60 \%$ of the va,or is in the slugs and $40 \%$ in the bubbies.


Figure 2.1-3. Bubbly slug voil fraction versus cell average void fraction.

The bubbly flow liquid side interfacial Nusselt number is the larger of the value given by an approximate formulation of the Plesset Zwick bubble growth model, ${ }^{2}$.

$$
\begin{equation*}
N u_{\ell}=\frac{12}{\pi}(D T L) \rho_{\ell} \frac{C_{\mathrm{pl}}}{\left[\rho_{\mathrm{s}}\left(h_{\mathrm{sg}}-h_{\mathrm{s} \mathrm{\ell}}\right]\right.} \tag{2.1-34}
\end{equation*}
$$

and a sphere convection cuefficient ${ }^{2.1-15}$

$$
\begin{equation*}
N U_{\ell}=2.0+0.74 R e_{b}^{0.5} \tag{2.1-35}
\end{equation*}
$$

where

$$
\begin{align*}
& R e_{\mathrm{b}}=\mathrm{Pe}_{\mathrm{R}} \frac{D_{\mathrm{b}}}{H_{\mathrm{e}}}  \tag{2.1-36}\\
& \text { DTL }=\operatorname{Max}\left[\left(T_{\mathrm{e}}-T_{\mathrm{s}}\right), 1.0\right] .
\end{align*}
$$

In the bubbly-slug flow regime, the interiacial area and interfacial heat transfer coefficients are the sum of the contributions from the vapor slugs and the small bubbles. The contribution for the small bubbles is computed usting the formula for the bubbly flow regime [Equations (2.1-29) through (2.1-33)]. The contribution from the vapor slug portion of bubbly-slug flow is computed using the formula

$$
\begin{equation*}
A_{s}=\alpha_{s} \frac{V_{0 l}}{D_{H}} \tag{2.1-38}
\end{equation*}
$$

to approximate the interfacial area of the slugs and

$$
\begin{equation*}
N u_{2}=0.02 R e_{2} P r_{2} \tag{2.1-39}
\end{equation*}
$$

to compute the slug portion liquid-to-interface heat transfer coefficient. The vapor slug heat transfer coefficient is set to a value of $1.0 \times 10^{6}$. The total heat flow to the vapor from the interface per degree of temperature difference ( $T$ gor $\left.-T_{v}\right)$ is choson to be the greater of $h_{i g}\left(A_{s}+A_{p}\right)$ and $1.0 \times 10^{7}\left(W / K-m^{3}\right) \times$ Vol, where $V^{1}{ }^{1}$ is the cell volume. The reason for the large lower bound is to ensure that the vapor temperature stays close to the saturation value.

The as-coded mathematical desciption for interfactal area in jubtiy/churn flow is provided in Reference 1, Section 4.1.7.1. The as-coded mathematical description for interfacial heat transfer coefficients in bubbly/churn flow is provided in Reference 1, Section 4.1.8.1
2.1.2.3.2 Drop or Annular Mist Flow Regime ..The void fraction, $\alpha_{d}$, used in the drop regime is constrained to lie between 0.999999 and 0.75 . Since the liquid in a cell can be both in entrained drops and in a liquid wall film, a modified Ishifi, 1-16 entrainment correlation is used to partition the liquid and is expressed as

$$
\begin{equation*}
E=\frac{n}{\left[1+(0.1+n)^{2}\right]^{1 / 2}} \tag{2.1-40}
\end{equation*}
$$

where

$$
\begin{equation*}
n=1 \times 10^{-6}\left(U_{9}^{* 10} D^{* 5} R e_{l}\right)^{1 / 4} \tag{2.1-41}
\end{equation*}
$$
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$$
\begin{align*}
& u_{g}^{*}=\frac{\alpha V_{g}}{\left[\frac{\operatorname{ag} \Delta \phi\left(\frac{\rho_{g}}{\Delta p}\right)^{2 / 3}}{\rho_{g}^{2}}\right]^{1 / 4}}  \tag{2.1-42}\\
& \operatorname{Re}_{\mathrm{L}}=\operatorname{Max}\left[370, \frac{(1-\alpha) \rho_{\ell} V_{\ell} D_{H}}{H_{\ell}}\right]  \tag{2.1-43}\\
& D_{*}=\left[\left(\frac{g \Delta p}{a}\right)^{1 / 2}\right.
\end{align*}
$$

The entrainosint fraction is modified by the fraction of the wall that is wetred, $K A_{\text {eqI }}$, and shown as

$$
\begin{equation*}
E^{\prime}=E+(1-E) W A_{\text {CRI }} \tag{2.1-45}
\end{equation*}
$$

where

$$
\begin{align*}
& E^{\prime} \quad=\text { modified entrainment fraction } \\
& W A_{C R T}=W A_{1} / W A_{10 T} . \tag{2.1-46}
\end{align*}
$$

$W A_{\text {tor }}$ is the total of the rod and wall surface areas for the cell. WA is the sum of the rod and wall areas in the cell that are not in the film bolling or steam cooling mode. If WA, is greater than zero, the minimum film thickniess is calculated so that $W A_{\text {, }}$ can be reduced if there is insufficient water to cover all the wetted surface. The minimum film thickness is calculated from the laminar film dquation ${ }^{2,1-17}$ as

$$
\begin{equation*}
\delta=\left(\frac{3 \mu_{\ell} G_{\ell}}{g p_{l}^{2}}\right)^{1 / s} \tag{2.1-47}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{f}=V_{0} l_{e} V_{t} / W A_{f}  \tag{2.1-48}\\
& V_{0} I_{+}=(1-a)\left(1-E^{\prime}\right) V_{0}=\text { (volume of liquid in the film) } \tag{2.1-49}
\end{align*}
$$

Vol is the cell volume. The new wall area covered with liquid film is
$W A_{f}=m\left\{n\left\{W A_{f}, V O I_{4} / 8\right\}\right.$
If the entrainment fraction is $>0.75$, the wetted wall area is further modified as

$$
\begin{equation*}
W A^{\prime}+=2 W A_{f}(1.02-E)(3.7) . \tag{2.1-51}
\end{equation*}
$$

The film heat transfer coefficient between both liquid and vapor and the interface is calculated from the Nusselt number expression
$\mathrm{Nu}=0.02 \operatorname{RePr}$
If the liquid is subcooled. Equation $(2.1-52)$ reduces to

$$
\begin{equation*}
(h A)_{i t}=0.02\left(W A^{\prime}\right) \rho_{t} V_{k} C_{p t} \tag{2.1-53}
\end{equation*}
$$

for the liquid. If the liquid is not subcooled, a calculation of the total wall heat flux to the liquid is performed and divided by ( $T_{f}$. $T_{s}$ ) to obtain a new (ha), for the film. If this wall value for (hA) exceeds the previously comouted interfacial value, it is used for the liquid intarfacial heat transfer ca* zulzionn to minimize further superheating of the liquid.

The droplet hnte, facial area is obtained in a manner analogous to that used to compute the bubble interfacial area in Equations (2.1-45) through (2.148). The result is

$$
\begin{equation*}
A_{d}=\frac{6 E\left(1-\alpha_{d}\right)\left(V_{0} 1\right) p_{g} V_{R}^{2}}{d W e_{d}} \tag{2.1-54}
\end{equation*}
$$

where a critical Weber number equal to 4.0 for the drops is used. This value of the Weber number is appropriate for accelerating drops. For those cases where sensitivity to He , was tested, the results were not influenced strangly by $W e_{d}$ in the range $2 \leq W e_{d} \leq 12$. The liquid side heat-transfer coefficient is simply

$$
\begin{equation*}
h_{i \ell}=\frac{C k_{l}}{D_{\mathrm{d}}} \tag{2.1-55}
\end{equation*}
$$

where $C$, a constant, ha been chosen to force the droplets to equilibrium under a variety of flow conditions. The constant $C=11,300$ implies a thermal boundary layer in the drops that is about a thousandth of the drop dtameter.

The WCS ${ }^{2,1-18}$ model is used to compute the vapor-to-droplet heat transfer
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$$
\begin{equation*}
(h a)_{19}=1.32\left(\frac{P_{c}}{P}\right)^{1.1} P_{g}\left(\frac{V_{g} \alpha}{\alpha_{n E}}\right)^{2} V 01\left(1-\alpha_{n t}\right)^{2 / 3} \frac{k_{g}}{\omega_{n}} \tag{2.1-56}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{\mathrm{H}}=\operatorname{Min}\left[D_{H}, 0.03\right] \\
& \sigma_{\mathrm{nE}}=\frac{\frac{1}{\frac{1+p_{g}(1-X)}{p_{\ell} X}}}{x}=\frac{\frac{1}{1+p_{\ell}(1-\alpha)}}{p_{\mathrm{v}} s \alpha} \tag{2.1-58}
\end{align*}
$$

The droplet and film values for hA are added together to obtain the final values for both liquid and vapor.

The as-coded mathematical description for interfacial area in droplet flow is provided in Reference 1, Section 4.1.7.2. The as-coded mathematical description for interfacial heat transfer coefficients in droplet flow is provided in Reference 1, Section 4.1.8.2.
2.1.2.3.3 Annular Film Flow--The interfacial area is determined by first determining the thickness of the annular film. The film thickness is the maximum of the actual filin thickness implied by void fraction and a minimum thickness implied by a force balance on the creeping film. These data are used to calcuiate the interfactal area per unit volume from the channei geometry.

The vapor interfacial heat transfer coeffisient is determined from the well-known Dittus-Boelter correlation in tis turulent regime. In the laminar regire, the coefficient is adapted from the ciassicai solution where $\mathrm{Nu}=$ 4.364. The liquid heat transfer coefficient is determined from the Megahed correlation. The as-coded mathematical description for interfacial area in film flow is provided in Reference 1, Section 4.1.7.3. The as-coded mathematical description for interfacial heat transfer coefficients in film flow is provided in Reference 1, Section 4.1.8.3.
2.1.2.3.4 Transition Regime--If the cell void fraction is between 0.5 and 0.75 , a spline interpolation between the values of hA for annular mist flow $(\alpha=0.75)$ and bubbly-siug flow $(\alpha=0.5)$ is used to obtain both the
liquid and vapor hA.
The as-coded mathematical description for interpolation in the transition regime is provided in Reference 1, Section 4.1.8.4.
$2.1 .2,3.5$ Hinal Adjustments --1f the vapor is subcooled, (hA) ig is increased to help remove the superheat by using

$$
\begin{equation*}
(h a)_{i g}=(h A)_{i g} e^{D T V} \tag{2.1-60}
\end{equation*}
$$

where

$$
\begin{equation*}
\text { DTV }=T_{5}-T_{0} . \tag{2.1-61}
\end{equation*}
$$

DTV is 1 imited to be <>, 0 and $\geq 0.0$.
The liquid side hA is compared with $(1000)(\mathrm{V} 01) / \Delta x$, and the larger of the two values is chosen. Thus, the minimum allowed value for (ha) it is arbitrarily set to 1000 times the cell flow area. Additional liquid side adjustments are made if the liquid is subcooled. A modified Unal ${ }^{2}$ correlation is calculated

$$
\begin{equation*}
\left.(h A)_{i t, b}=3 \alpha V_{0}\right] c \phi \frac{h_{\mathrm{so}}-h_{\mathrm{st}}}{p *} \tag{2.1-62}
\end{equation*}
$$

where

$$
\begin{align*}
& c=\left\{\begin{array}{l}
\frac{0.23 \times 10^{10}}{p^{1.418}} \text { for } P \geq 1.0 \mathrm{MPa} \\
61.0-0.0000649\left(P-1.7 \times 10^{5}\right) \text { for } P<1.0 \mathrm{MPa}
\end{array}\right.  \tag{2.1-63}\\
& \phi=\left[\operatorname{Max}\left(\frac{\left|V_{l}\right|}{0.61}, 1 .\right)\right]^{0.47} \tag{2.1-64}
\end{align*}
$$

and

$$
\begin{equation*}
\rho^{*}=\frac{P_{\ell}-P_{g}}{P_{t} P_{g}} . \tag{2.1-65}
\end{equation*}
$$

The Unal correlation value of $(h A)_{i e}$ is used for void fractions between 0.0 and 0.5 , while the drop-annular value is used $>0.75$. A spline
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interpolation between the Unal and drop-annelar values is used in the transition range of void fractions $(0.5 \leq a \leq 0.75)$.

Relative velocity weighting is also performes on the liquid side ha if the liquid is subcooled. The weight factor, WVR, is the ratio of two relative velocity estimates
$W V R=V R E L / V_{0}$
where

$$
\begin{equation*}
V_{91}=2\left(\frac{\operatorname{og} \Delta \phi}{\rho_{y}^{2}}\right)^{1 / 4} \tag{2.1-67}
\end{equation*}
$$

$$
\begin{equation*}
V R E L=\left(1-\alpha C_{0}\right) V_{g}-(1-\alpha) C_{0} V_{t} . \tag{2.1-68}
\end{equation*}
$$

Below a void fraction of $0.5, C_{0}$ is assumed to be $C_{o b}$, where $C_{o b}$ is computed as

$$
\begin{equation*}
C_{\mathrm{ob}}=1+0.2\left[\frac{P_{e}\left(g_{c} D_{H}\right)^{1 / 2}}{\left|G_{\ell}\right|+\left|G_{V}\right|}\right]^{1 / 2}\left(1-e^{-18 a}\right) . \tag{2.1-69}
\end{equation*}
$$

Above a void fraction of $0.75, C_{0}$ is assumed to be 1.0 . Spline interpolation is used to obtain $C_{0}$ in the transition range.

A reduction in the liquid side hA for subcooled liquid is also performed if noncondensable gas (air) is present. In this case, (hA) ie is multiplied by

$$
\begin{equation*}
C_{\text {NDM }}=0.168\left[\frac{\alpha\left(P_{g}-P_{4 C}\right)^{210.1}}{(1-\alpha) P_{g} P_{l}}\right]^{20} \tag{2.1-70}
\end{equation*}
$$

With (hA) and (hA) ie as calculated from the above considerations, Equation (2.1-28) is next multiplied by the time step size to obtain the predictry net interfacial mass transfer $\Delta m$. If $\Delta m$ is positive (flashing case) and $>90 \%$ of the cell liquid mass, $m_{\ell}$, or if $\Delta m_{i}$ is negative (condensing case) and $\left|\Delta m_{i}\right|$ is $>90 \%$ of the cell vapor mass, $m_{g}$, both $(h A)_{\text {ig }}$ and ( $\left.h A\right)_{i \ell}$ are reduced by the factor

$$
\frac{0.9\left(M_{e} \text { or } m_{g}\right)}{\left|\Delta m_{i}\right|}
$$

to improve stability of the numerical scheme.

Finally, the coefficients (hA) and (hA) ig are constrained to ile within the limits (Vol) and $\left(1.0 \times 10^{9}\right)$ (Vol).

The as-coded mathematical description for adjustments and 1 imits imposed on the interfacial heat transfer coefficient is provided in Reference 1, Sections 4,1.9-11.

### 2.1.3 Flow L. : Models

A critical flow model and a countercurrent flow limitation (CCFL) model have been implemented into TRAC-BF1/MOD1 to improve the available modeling flexibility. These models are tdentifted $4 \pi$ TRAC as flow 1 itnit models. For the critical flow model, the limitation is on a hybrid mixture velocity and is based on a two-phase homogeneous equilibrium sound speed. For the CCFL model, the limitation is on the liquid downflow rate for a given vapor upflow rate and is based on an experfmentally determined CCFL correlation. The numerics associated with implementation of these flow limit models are described in subsection 2.3.4. The models employed in TRAC-BF1/MOD1 for the critical or choked flow velocity and CCFL are described in Subsections 2.1.3.1 and 2.1.3.2, respectivety.

A critical flow model was found to be advantageous to the user, since it eliminates the need for a fine spatial noding near the choking plane where large spatial gradients can occur. For semf-implicit numerics avatlable in TRAC, such a noding scheme would be very expensive to execute. Also, if a critical flow model is not available, the user must anticipate the choking locations before setting up the model or performing the calculation since fina noding would be required at this location. For these reasons, a special critical flow model was developed and implemented.
2.1.3.1 Critical Flow Model. In previous versions of TRAC-BF1, the criteria for choked flow were determined by a characteristic analysis of the partial differential equations governing the flow. Ideally, such an approach is correct. However, it has been found empirically $y^{2,1 \cdot 20}$ that a simplified, approximate criterion

$$
\begin{equation*}
\frac{\alpha_{8} \rho_{i} V_{g}+\alpha_{i} \rho_{\mathrm{g}} V_{f}}{\alpha_{9} \rho_{f}+\alpha_{f} \rho_{g}}= \pm a_{n E} \tag{2.1-71}
\end{equation*}
$$

may be used in place of the detailed characteristic analysis and still obtain good code/data comparisons. Accordingly, this criterion is used in TRAC-BF1/MOD1 to determine whether the flow is choked.

The homogeneous equilibrium sound speed ( $\mathrm{a}_{\mathrm{HE}}$ ) depends on the oid fraction of the flow just upstream of the choking point. For very low void fractions ( $a$ $<0.01), a_{H E}$ is the larger of (a) the liquid velocity at the point where flashing begil.s and (b) the two-phase value of the homogeneous equilibrium sound speed. For moderate and high void fractions $(a \geq 0.01), a_{\text {HE }}$ is simply

## Hydrodynamics Model.

the two-phase value of the homogeneous equilibrium sound speed, (b).
The itquid velocity (a) is estimated by assuming single-phase ilquid flow up to the point where flashing begins. Choking is assumed to occur as a result of initiation of liquid flashing. 2.20 This takes place when the fluid pressure drops sufficiently far below the saturation pressure corresponding to the 1 fquid temperature. This saturation pressure undershoot is computed from a modified Burnell subcooled choking model ${ }^{2,1-21,22}$

$$
\begin{equation*}
\Delta P_{\text {under shoot }}=0.284 P_{\mathrm{s}}\left(\frac{\mathrm{a}}{a_{\text {REf }}}\right) \tag{2.1-72}
\end{equation*}
$$

where $o_{\text {REF }}$ is the surface tension at 200 psia pressure. Using the above expression for the pressure undershoot, the critical subcooled liquid velocity is $($ auted from the Bernoulli equation. The two-phase homogeneous equilibrium sound speed (b) above is computed from

$$
\begin{equation*}
a_{H E}=\left(\frac{\partial P}{\partial \rho}\right)_{s}^{1 / 2} \tag{2.1-73}
\end{equation*}
$$

The as-coded mathematical description for the critical flow model is provided in Reference 1, Section 7.2.
2.1.3.2 CCFL Model. Countercurrent flow limiting, also called flooding, determines the amount of 1 qquid that can penetrate the flow restrictions and determines spatial distribution of the ECC liquid injected into the reactor vessel. The distribution of ECC fluid determines the cooling effectiveness of the ECC systems. If limiting occurs at the upper tie plate of a BWR fuel bundle, the amount of liquid that can penetrate into the bundle is reduced. If limiting occurs at the lower core support plate or the side entry orifices, reffiling of the lower plenum will be delayed. The 1 imiting at the side entry orifice can be particularly important because it prevents water from leaving the bottom of the bundle.

Countercurrent flow 1 imiting is a complicated hydrodynamic phenomenon and is thought to arise as a result of the interfacial friction between the liquid and vapor phases. ${ }^{2.1 \cdot 2 s}$ The limiting in a BWR has been found from experiments using both air-water and steam-water and prototypic hardware to be described by a Kutateladze-type correlation of the form

$$
\begin{equation*}
K_{9}^{1 / 2}+m K_{l}^{1 / 2}=K^{1 / 2} \tag{2.1-74}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{g}=\frac{\alpha_{g} v_{g}\left(p_{g}\right)^{1 / 2}}{\left[\sigma_{g}\left(p_{\ell}-p_{g}\right)\right]^{1 / 4}}  \tag{2.1-75}\\
& K_{\ell}=\frac{\alpha_{\ell} v_{\ell}\left(p_{l}\right)^{1 / 2}}{\left[\sigma_{g}\left(p_{\ell}-p_{g}\right)\right]^{1 / 4}} \tag{2.1-76}
\end{align*}
$$

and $m$ and $K$ are constants that depend on the geometry.
This correlation specifies the aximum downflow liquid velocity in countercurrent flow through flow restrictions that can be obtained for a given upward vapor velocity. Thus, countercurrent flow limiting (flooding)
represents an upper limit in the liquid penet ation rate in countercurrent flow that is analogotts to choking, which determines the upper $14 m \mathrm{ft}$ of the discharge flow rate in cocurrent flow from a source of fluid at high pressure.

The constants in the flooding correlation, Equation (2.1-76), depend on the geometry of the simulated restriction. Two sets of constants are available in TRAC to stmulate the upper tie plate of a BWR $7 \times 7$ or $8 \times 8$ fuel assembly and to simulate the side entry orifice in the fuel support piece (see Reference 2.1-26). For an upper tie plate, the constants are $m=1.0$ and $K=4.2$. These constants were chosen on the basis of the correlations discussed in Reference 2.1-25. For a side entry orifice, the data are well represented by $m=0.59$ and

$$
\begin{equation*}
K=\left[f\left(P_{N}^{*}\right)\right]^{2} \tag{2.1-77}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(P_{N}^{*}\right)=2.14 \quad 0.008 P_{N}^{*} \tag{2.1-78}
\end{equation*}
$$

and


The as-coded mathematical description for the CCFL model is provided in Reference 1, Section 7.3.
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### 2.1.4 Level Tracking Model

In the normal TRAC solution of the fluid flow equations, the mean cell void fraction is assumed to exist uniformly throughout each hydrodynamic fluid cell. If there exists in the cell a thase boundary, or llquid level, the numerical solution to the fluid flow equations results in an artificially high diffusion or vapor in one direction and liquid in the other.

To m4n4mize this artiftctal diffuston, it is mecessary to accurately predict the existence of two-phase levels that may occur in vertically oriented hydrofynamic cells and to take proper account for this in the numerical solution of the flow equations. The TRAC-BF1/MOO1 two-phase levei tracking model was developed for this purpose. This model provides the capability of maintaining the sharp void fraction discontinuity across a two-phase level that may occur in vertical components.

The TRAC level tracking model consists of two parts:

1. Detection of two-phase let els plus calculation of their nositions, velocities, and void fractions above and below the phase boundaries
2. Appropriate modification to the equations governing the flow when a two-phase level is present.

Part 2 above is discussed in Subsection 2,3.4. Part 1 may be further divided into two sections: (a) detection of two-phase levels and (b) calculation of the parameters necessary to describe the propagation of fluid above and below the phase boundaries.

The as-coded mathematical description for the level tracking model is provided in Reference 1, Section 6.3.
2.1.4.1 Level Detection. The first step in detecting a two-phase level is the determination of the type of vertical void profile existing around a particular cell. The level detection logic required for a normal (increasing in the vertical direction) void profile is not the same as the logic required for an inverted (decreasing in the axial direction) void profile. Once the type of void profile has been established, the model must determine if the conditions in the cell indicate the existence of a two-phase level. Although different logic is used depending on the void profile, the use of cell average void fraction differences to initiate the level calculations is common to all conditions. Generally, a level is assumod to exist in cell j if

$$
\begin{equation*}
\left(\alpha_{j+1}-\alpha_{j}\right) \text { or }\left(\alpha_{j}-\alpha_{j-1}\right)>\text { ALPCUT } \tag{2.1-80}
\end{equation*}
$$

provided that no level exists in cell $(j+1)$ or cell $(j-1)$. Here, ALPCUT is a predetermined cutoff value.
2.1.4.2 Calculation of Level Parameters. The parameters necessary to
describe a two-phase level re the position and velocity of the laval and the void fractions above and below the level. Figre 2.1-4 shows a simplified diagram of a tw - phi ... level established in a normal void profile situation.

For a normal void profile $\left(\alpha_{j+1} \geq \alpha_{j} \geq \alpha_{j-1}\right)$, the two-phase level parameters in cell $j$ can be obtained from the conditions in the vessel cells above and below cell $j$. The position of the ?evel in cell $j$ can be described by the equation

$$
\begin{equation*}
D Z L_{j}=D Z_{j}\left(\frac{\alpha_{j}-\alpha_{j}}{\alpha_{j}-\alpha_{j}}\right) \tag{2.1-81}
\end{equation*}
$$

where $a^{*}$ and $a^{*}$ are the void fractions above and below the level. For normal void profile conditions, the void frastion below the level $a^{+}$, is assumed to be equal to the void fraction in the ce, 1 below, i.e.,

$$
\begin{equation*}
\alpha_{j}=\alpha_{i-1} \tag{2.1-82}
\end{equation*}
$$

1. e absence of entrainment of liquid from below the level, the void fraction above the level, $a+$, is assumed to be equal to the void fraction in the cell above

$$
\begin{equation*}
\alpha_{j}^{+}=\alpha_{j, 1} \tag{2.1-83}
\end{equation*}
$$
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Igure 2.1-4. Two-phase level with normal void profile.
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Entrainment would tend to lower the void fraction given by Equation (2.1-83).
The mass flux of entrained liquid ( $G_{\text {(ent }}$ ) is calculated from the correlation of A. Rosen $2.1-26$ as

$$
\begin{equation*}
G_{\text {lent }}=\left[3 \times 10^{-5}\left(C K^{0 .=} \quad 530\left(K^{2.1}\right)\left(\frac{P_{\ell}-P_{g}}{P_{g}}\right)^{0.5}\right] J_{g} P_{g}\right. \tag{2.1-84}
\end{equation*}
$$

where

$$
\begin{align*}
& C K=2 \text { DMAX }\left[\frac{J_{g}}{\text { VCRIT }\left(\frac{a}{g\left(p_{\ell}-p_{g}\right.}\right)^{0.5}}\right]  \tag{2.1-85}\\
& \text { VCRIT }=2\left(\frac{O g\left(p_{l}-p_{g}\right)}{p_{g}^{2}}\right)^{0.25}  \tag{2.1-86}\\
& \text { DMAX }=0.3375 \frac{p_{g} V_{g}^{2}}{g\left(p_{l}-p_{g}\right)} . \tag{2.1-87}
\end{align*}
$$

In these expressions, all fluid properties are for the cell in question, and $J_{s}$ and $V_{o}$ are for the upper cell boundary. For positive liquid velocity at the top of the cell, the liquid mass flux may also he represented as

$$
\begin{equation*}
f_{\text {lent }}=\left(1-\alpha_{j}^{+}\right) p_{\ell} V_{\ell} \tag{2.1-88}
\end{equation*}
$$

from which the above-level void fraction, $\boldsymbol{\alpha}_{j}^{*}$, is computed to be

$$
\begin{equation*}
\alpha_{j}=1-\frac{G_{\text {tent }}}{P_{\ell} V_{l}}=f(\alpha) \tag{2.1-89}
\end{equation*}
$$

For negative liquid velocity at the top of the cell, the entrainment is assumed to be zero and $\alpha_{j}$ is assumed equal to the void fraction in the cell above [see Equation (2.1-83)].

The level velocity, VLEVJ, is calculated as the time derivative of the level position

$$
\begin{equation*}
V L E V=\frac{D Z_{j}\left(\frac{\Delta \alpha_{j}}{\Delta t}\right)-D Z L_{j}\left(\frac{\Delta \alpha_{j}^{+}}{\Delta t}\right)-\left(D Z_{j}-D Z L_{j}\right)\left(\frac{\Delta \alpha_{j}^{+}}{\Delta t}\right)}{\alpha_{j}-\alpha_{j}^{+}} \tag{2.1-90}
\end{equation*}
$$

For a normal void profile, the two phase level can be completely described by Equations (2.1-81) to (2.1-90).

However, if the two-phase level is in a cell below a void profile inversion $\left(\alpha_{j+1}<\alpha_{j}\right)$ or flow area reduction, Equations (2.1-83) and (2.1-89) cannot be used to determine the void fraction above the level without modification. In this situation, it is assumed that

$$
\begin{equation*}
J_{g}=0.999 \mathrm{~V}_{\mathrm{g}} \tag{2.1-21}
\end{equation*}
$$

and the two-phase level can be described by Equations (2.1-81), (2.1-82), (2.189), and (2.1-90). For a two-phase level occurring above a void fraction Inversion $\left(\alpha_{0}<\alpha_{-1}\right)$ or flow area reduction, the void fraction below the level is evaluated using the drift flux model

$$
\begin{equation*}
\alpha_{j}=\frac{J_{9}}{c_{0} J+V_{9 j}} \tag{2.1-92}
\end{equation*}
$$

where $C_{0}$ and $V_{g i}$ are determined assuming bubbly/churn flow. ${ }^{2,1-8}$
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### 2.2 Heat Transfer Model

Three fundamental heat-transfer mechanisms are modeled by the TRACBF1/MOD1 code They include the interfacial heat transfer between the vapor and liquid phases, conduction within structural components, and heat transfer between the structures and the fluid. Interfacial heat transfer has been addressed in development of the fluid-dynamics equations. The remaining two mechanisms are discussed below.

The thermal history of the structural reactor materials is obtained from a solution of the heat-conduction equation. The energy exchange between the structures and the fluid is modeled using Newton's law of cooling. The coupling algorithm is semi-implicit. For each new time step (Figure 2.2-1), the fluid-dynamics equations are solved based on previous values for the wall heat-transfer coefficient ( $h$ ) and surface wall temperatures ( $T_{\text {wall }}$ ). The expression can be written as

$$
\begin{equation*}
q_{x}^{n+1}=h^{n}\left(T_{x}^{n}-T_{t}^{n+1}\right) . \tag{2.2-1}
\end{equation*}
$$

Once the fluid-dynamics equations are solved, the wall temperature distributions are deduced from the conduction equation.

### 2.2.1 Heat-Conduction Models

For simplicity as well as computing efficiency, the conduction models are separated according to their geometric function. They include conduction within cylindrical walls, slabs, core rods, and flat channel walls. The first model analyzes heat conduction within the pipe walls of loop components and of internal vessel components (control guide tubes and vessel wal?). The second model is used to represent vessel internal structures that cannot be characterized by a cylindrical conduction model. The third model is used to represent the heat transfer in a fuel rod. The fourth model is used to represent heat conduction within the walls of the BWR fuel bundle, or channel. These walls are assumed to be flat, rather than cylindrical. Each of these four models is discussed in detail.

In addition, the TRAC-BF1/MOD1 model for the zirconium-steam oxidation reaction is discussed, together with its effect on outer fuel rod cladding radius and internal heat generat ion rate us d in the conduction equations for the fuel rods. This section is repeated as coded in Sections 9.0 through 9.3 of the models and correlations document associated with this code manual.
2.2.1.1 cylindrical Wall Heat Conduction. The temperature distribution within the walls of a component is determined by Subroutine CYLHT. A solution is obtained from a finite difference approximation to the one-dimensional conduction equation
heat Transfer Model


Figure 2.2-1. Semi-implicit coupling between hydrodynamics and structural heat transfer.

$$
\begin{equation*}
\rho c_{p} \frac{\partial T}{\partial t}=\frac{1}{r} \frac{\partial}{\partial r}\left(r k \frac{\partial T}{\partial r}\right)+q^{\prime \prime \prime} \tag{2,2-2}
\end{equation*}
$$

The finite difference equations are derived by applying an integral method ${ }^{2.2-2}$ to the elemental volumes shown in Figure 2.2-2. The general form for the ith volume ( $1<i<\pi$ ) is

$$
\frac{r_{i-1 / 2} k_{i-1 / 2}}{\Delta r_{i-1}} T_{i-1}^{n+1}-\left\{\frac{r_{i-1 / 2} k_{i-1 / 2}}{\Delta r_{i-1}}+\frac{r_{i+1 / 2} k_{i+1 / 2}}{\Delta r_{i}}+\frac{1}{2 \Delta t}\left[\left(r_{i} \Delta r_{i-1}-\frac{\Delta r_{i-1}^{2}}{4}\right)\left(\rho c_{p}\right)_{i-1 / 2}\right.\right.
$$
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Figure 2.2-2. Cylindrical wall geometry.
where

$$
\begin{equation*}
T_{i}^{n}=T\left(t^{H}, r_{i}\right) . \tag{2.2-4}
\end{equation*}
$$

The boundary conditions applied to the inner ( $i=1$ ) and outer ( $i=N$ ) surfaces are
Applying this boundary condition to the inner surface $(i=1)$, the above finite difference equation becomes

## Heat Transfer Model.

$$
\begin{equation*}
-\left.k \frac{\partial T}{\partial r}\right|_{i=1, *}=h_{e}\left(T_{2}-T_{i}\right)+h_{g}\left(T_{g}-T_{i}\right)-Q_{r_{i}} \tag{2.2-5}
\end{equation*}
$$

$$
-\left[\frac{r_{3 / 2} k_{3 / 2}}{\Delta r_{1}}+\frac{1}{2}\left(r_{1} \Delta r_{1}+\frac{\Delta r_{1}^{2}}{4}\right) \frac{\left(\rho c_{p}\right)_{3 / 2}}{\Delta t}+f_{s s} r_{1}\left(h_{e}+h_{\mathrm{s}}\right)\right] T_{1}^{n+1}+\frac{r_{3 / 2} k_{3 / 2}}{\Delta r_{1}} T_{2}^{n+1}
$$

$$
\frac{1}{2}\left(r_{i} \Delta r_{i}-\frac{\Delta r_{1}^{2}}{4}\right)\left[\frac{\left(\rho c_{p}\right)_{3 / 2}}{\Delta t} T_{i}^{n}+q^{\prime \prime \prime}\right]+r_{1}\left[h_{2}\left(f_{t} T_{1}^{n}-T_{e}^{n+1}\right)+n_{s}\left(f_{t} T_{1}^{N}-T_{s}^{n+1}\right)\right]+q_{(2.2-6)}
$$

In this equation, $f$ and $f$ are implicitness parameters. Because of the semi-impl cit coupling with the fluid equations, $f_{s s}$ and $f_{t}$ take on the values of 0 and 1, respectively, for transient calculations. This ensures that both sets of equations use identical surface heat fluxes as boundary conditions for aach time step. When a steady-state solution is required, however, large time steps are desirable. Therefore, the conduction equation is written in a fully implicit form and $f_{s s}=1$ and $f_{t}=0$.

NOTE: The above formulation conveniently positions nodal points on material interfaces. Material properties are evaluated between nodes.

The resulting linear equations are solved in a sequential fashion in the axial (z) direction. For each axial position, a solution is achieved using Gaussian elimination. A lumped parameter solution is available if the number of nodes is one (NODES $=1$ ). For this option, the wall temperature is obtained from

$$
\begin{aligned}
& T^{n+1}=\left\{\frac{1}{2}\left(2 \Delta r+\frac{\Delta r^{2}}{R_{i}}\right)\left(\frac{p c_{p}}{\Delta t} T^{n}+q^{\prime \cdots}\right)+n_{e_{1}}\left(T_{\ell}^{n+1}-f_{t} T^{n}\right)+h_{g_{i}}\left(T_{g_{i}}^{n+1}-f_{\mathrm{t}} T^{n}\right)\right. \\
& \left.-\left(1+\frac{\Delta r}{R_{i}}\right)\left[n_{e_{0}}\left(f_{\mathrm{t}} T^{n}-T_{e_{0}}^{n+1}\right)+n_{g_{0}}\left(f_{\mathrm{t}} T^{n}-T_{g_{0}}^{n+1}\right)\right\}\right\}
\end{aligned}
$$

## Heat Transfer Model

$$
\begin{equation*}
\left\{\frac{\vdots}{2}\left(2 \Delta t+\frac{\Delta r^{2}}{R_{i}}\right)\left(\frac{\rho c_{p}}{\Delta t}\right)+f_{s s}\left[h_{\ell_{i}}+h_{s_{i}}+\left(1+\frac{\Delta r}{R_{i}}\right)\left(h_{\ell_{0}}+h_{s_{0}}\right)\right],\right. \tag{2.2-7}
\end{equation*}
$$

The subscripts $i$ and o refer to the inner and outer radii, respectively.
NOTE: The present coding does not allow for radiation heat-transfer boundary conditions when NODES $=1$.

The boundary condition at the inside surface is inferred from the hydraulic conditions inside the component. The outer boundary condition is normally constant, with user-specified values for the heat transfer coefficient and fluid temperatures. Alternately, the user may utilize a generalized heat transfer capability whereby the outer surface of any one-dimensional component may be thermally coupled to the fluid inside any other component (including the vessel) in the model.

TRAC-BF1/MOD1 also be used to model the conduction heat transfer with the preceding cylindrical conduction solution within any double-sided heat slab surface within the vessel. Examples of such heat structures are the core barrel, which sees fluid conditions in both the downcomer and the core bypass, and the vessel wall, which sees ambient fluid conditions as well as downcomer fluid conditions (see Subsection 3.8)
2.2.1.2 Slab Heat Conduction. Conduction within vessel structures such as downcomer walls and support plates is modeled in Subroutine SLABHT. A $l$ umped parameter solution is available. Through input, the user must supply the slab mass, $m$, surface area, $A$, and material properties, $c_{p}$ and $k$, for heat slabs in each fluid-dynamic volume. The lumped parameter temperature is obtained from

$$
T^{n+1}=\frac{\frac{\rho C_{p}}{\Delta t} \bar{x} T^{n}-h_{l}\left(f_{t} T^{n}-T_{l}^{n+1}\right)-h_{g}\left(f_{t} T^{n}-T_{9}^{n+1}\right)}{\frac{\rho C_{p}}{\Delta t} \bar{x}+f_{s s}\left(h_{l}+h_{g}\right)}
$$

where $\bar{x}$ is an effective slab thickness ( $m / 2 p A$ ). The steady-state ( $f_{s s}$ ) and transient ( $f_{t}$ ) flags were discussed in the previous section.
2.2.1.3 Fuel Rod Conduction. Subroutine RODHT analyzes the conduction of reactor rods on a rod-by-rod basis. The formulation can model diverse rod geometries. Both nuclear and electrically heated rods can be analyzed. The effects of internal heat generation, gap conduction, metal-water reaction, and variable rod properties are included. The numerical procedures are capable of modeling the entire LOCA scenario in a consistent and mechanistic fashion. The model can also resolve large axial ( $z$ ) gradients characteristic of the reflood phase.
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The rod conduction solution is obtained for each rod group within each fuel bundle component specified by the user. The number of rod groups required to reprevent the radiation heat transfer within the bundle is optional. However, for each rod group, a conduction solution is obtained and coupling of the rod heat transfer with the hydraulics is modeled with Newton's law of cooling. Power distributions from bundle to bundle, from rod to rod, and from node to node with in the rod are modeled.

The fuel rod conduction solution method is similar to that described in the cylindrical geometry section. The major differences pertain to treatment of boundary conditions, user selection of composite matertal structure, and provision for spatial and time-dependent interral heat generation.

The fuel rod conduction model has two significant features not found in the previous code versions. First, axial conduction is included in the finite difference equations. Second, the nodes arc defined as centered at materia? boundaries, and the code calculates and stores special interface material properties that are used in the conduction solution.. Referring to Figure 2.2-3, the finite-difference equation for conduction at an interior node ( $i, j$ ) is identical to that fund in References $2.2-3$ and $2 . \hat{2}-4$ except that axial conduction is included and written as

$$
\begin{align*}
& \frac{1}{2}\left(z_{u}+\Delta_{2}\right)\left[\frac{1}{4}\left(r+r_{+}\right)^{2}-\frac{1}{4}\left(r+r_{-}\right)^{2}\right] \rho C_{p} \frac{T^{n+1}-T^{n}}{\Delta t} \\
& =[\text { Volumetric source Terms }]+[\text { Normal Radia] Conduction Terms }] \tag{2.2-9}
\end{align*}
$$

$$
+\left[\frac{1}{4}\left(r+r_{+}\right)^{2}-\frac{1}{4}\left(r-r_{-}\right)^{2}\left[\frac{1}{2}\left(k_{u}+k\right) \frac{T_{u}^{n}-T^{n+1}}{\Delta z_{u}}+\frac{1}{2}\left(k_{\ell}+k\right) \frac{T_{\ell}^{n}-T^{n+1}}{\Delta_{\ell}}\right]\right.
$$
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Figure 2.2-3. Nodalization for fuel rod heat conduction.
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At the top and bottom of the heated length, the axial conduction terms are modified; while at the rod axis, material interfaces, and rod surface, the radial conduction terms are modified 'as specified in References 2.2-3 and 2.2-4). NOTE: For each row of nodes across a rod, these finite-difference equations form a tridiagonal system of linear equations in terms of the new-time node temperatures

$$
T_{-}^{n+1}, T_{n+1}^{n+1} \text {, and } T_{\text {. }}^{n+1}
$$

These linear systems are solved row by row (ascending the rod) for each rod group. Because the axial conduction terms are explicit, involving old-time temperatures

$$
T_{1}^{n} \text { and } T_{v}^{n}
$$

this row-by-row scheme may be used instead of solving for the tempe ature field for the whole rod at once, which would require inverting a large (a)though sparse) matrix (perhaps $200 \times 200$ or more).

The gap between the fuel and cladding of fuel rods is treated by explicit noding on fuel and cladding surfaces with a heat-transfer coefficient between these nodes. Stored energy and internal heat generation in the gap regiun are neglected. The finite difference equation for the outermost fuel pellet node is

$$
\begin{align*}
& \frac{\propto_{p}}{\Delta t}\left(T^{n+1}-T^{n}\right)=\frac{1}{2} \frac{(r+r)(k+k)}{\left[r-\frac{1}{4}(r-r)\right](r-r)^{2}}\left(T^{n+1}-T^{n+1}\right) \\
& +\frac{r h_{\text {gap }}}{\frac{1}{2}\left[r-\frac{1}{4}(r-r)\right](r-r)}\left(T^{n+1}-T^{n+1}\right) \\
& + \text { (axial conduction terms) + (volumetric heat source) } \tag{2.2-10}
\end{align*}
$$

For the innermost cladding node, the finite difference equation is

$$
\frac{\rho C_{p}}{\Delta t}\left(T^{n+1}-T^{n}\right)=\frac{1}{2} \frac{\left(r_{+}+r\right)\left(k_{+}+k\right)}{\left[r-\frac{1}{4}\left(r_{+}-r\right)\left(r_{+}-r\right)^{2}\right.}\left(T^{n+1}-T^{n+1}\right)
$$

## Heat Transfer Model

```
\(+\frac{r h_{g a p}}{\frac{1}{2}\left[r+\frac{1}{4}\left(r_{+}-r\right)\right]\left(r_{+}-r\right)}\left(T^{n+1}-T^{n+1}\right)\)
+ (axial conduction terms) + (volumetric heat sources)
+ (metal water reaction source).
```

The equation used for the outside of the cladding is similar to Equation $(2.2-10)$ (outside surface node of the fuel region) except that the radiative heat flux and metal-water reaction are included. This equation is

$$
\begin{aligned}
& \frac{\rho \mathcal{C}_{p}}{\Delta t}\left(T^{n+1}-T^{n}\right)=\frac{1}{2} \frac{(r+r)\left(k+k_{-}\right)}{\left[r-\frac{1}{4}\left(r-r_{-}\right)\right]\left(r-r_{-}\right)^{2}}\left(T_{-}^{n+1}-T^{n+1}\right) \\
& +\frac{r\left[n_{\ell}\left(T_{i}-T^{n+1}\right)+n_{v}\left(T_{v}-T^{n+1}\right)\right]}{\frac{1}{2}\left[r-\frac{1}{4}\left(r-r_{-}\right)(r-r)\right.}
\end{aligned}
$$

+ (axial conduction, metal-water reaction, and radiation terms).
2.2.1.4 CHAN Wall Heat Conduction. The walls of CHAN components are modeled as flat plates rather than cylinders. In addition, axial conduction is included in the difference equations when the reflood model is activated. For the nodalization conventions used in Figure 2.2-4, the finite-difference form of the conduction equations used in TRAC-BF1/MOD1 are

1. For an inside surface node

$$
\begin{align*}
& \Delta \Delta x \frac{\left.\rho{C_{p}}_{\Delta t}^{\Delta t}\left(T^{n+1}-T^{n}\right)=\Delta h_{i, v}\left(T_{i, v}^{n+1}-T^{n+1}\right)+h_{i, l}\left(T_{i, \ell}^{n+1}-T^{n+1}\right)\right]+\Delta z k \cdot \frac{T_{+}^{n+1}-T^{n+1}}{\Delta x_{p}}}{+\Delta x\left[k_{u} \frac{T_{u}^{n}-T^{n+1}}{\Delta z_{u}}+k_{\ell} \frac{T_{\ell}^{n}-T^{n+1}}{\Delta z_{l}}\right]+\Delta z q_{r a d}+\Delta z \Delta x q^{\prime \prime \prime} .}
\end{align*}
$$



Figure 2.2-4. Notalization for CHAN wall heat conduction.

Here, $T_{i, v}$ and $T_{i, e}$ refer to the vapor and liquid fluid temperatures, respectively, at the inner wall surface. $h_{i, v}$ and $h_{i, i}$ are the corresponding heat transfer coefficients.
2. For an outside surface node
$\Delta z \Delta x \frac{\rho_{p}}{\Delta t}\left(T^{n+1}-T^{n}\right)=\Delta z\left[h_{0, v}\left(T_{0, v}^{n+1}-T^{n+1}\right)+h_{0, \ell}\left(T_{i, \ell}^{n+1}-T^{n+1}\right)\right]+\Delta z k \frac{T_{-}^{n+1}-T^{n+1}}{\Delta x_{m}}$
$\left.+\Delta x\left[k_{u} \frac{T_{u}^{n}-T^{n+1}}{\Delta z_{u}}+k_{l} \frac{T_{\ell}^{n}-T^{n+1}}{\Delta z_{l}}\right]+\Delta z \Delta x q^{\prime \prime}\right]$.
3. For an interior node
$\Delta z \Delta x \frac{p C_{p}}{\Delta t}\left(T^{n+1}-T^{n}\right)=\Delta z k \frac{\left(T^{n+1}-T^{n+1}\right)}{\Delta x_{m}}+\Delta z k \cdot \frac{\left(T^{n+1}-T^{n+1}\right)}{\Delta x_{p}}$

## Heat Transfer Model.

$$
\begin{equation*}
+\Delta x\left[k_{u} \frac{T_{u}^{n}-T^{n+1}}{\Delta z_{u}}+k_{l} \frac{T_{l}^{n}-T^{n+1}}{\Delta z_{l}}\right]+\Delta z \Delta x q^{\prime \prime} \cdot \tag{2.2-15}
\end{equation*}
$$

It will be noted that the RHS of the above equations includes terms for surface convection, axial and transverse conduction, surface radiation, and internal heat generation. The four conductivities used in these equations ( $k_{e}, k_{u}, k_{+}, k_{.}$) are linear averages between the conductivity of the central node and the appropriate outer node.

The channel wall surface boundary conditions are determined from the same heat transfer correlations package as is used for other components.
2.3 1.5 Metal-Water Reaction. When sufficiently high temperatures are reached ov zircaloy in a steam environment, an exothermic reaction may occur that will influence the peak cladding temperatures ittained. The zirconium-steam reaction equation is

$$
\begin{equation*}
\mathrm{Zr}+2 \mathrm{H}_{2} \mathrm{O}-2 \mathrm{ZrO}_{2}+2 \mathrm{H}_{2}+\text { Heat . } \tag{2.2-16}
\end{equation*}
$$

In the presence of sufficient steam, the reaction rate expression of Reference $2.2-5$ is written as

$$
\begin{equation*}
\frac{d r}{d t}=\frac{1.126 \times 10^{-6}}{R_{0}-r} \exp -\left(\frac{18062}{T}\right) \tag{2.2-17}
\end{equation*}
$$

where

$$
\begin{aligned}
& r=\text { reacting surface radius }(\mathrm{m}) \\
& R_{0}=\text { cladding outer radius }(\mathrm{m}) \\
& T=\text { cladding surface temperature }
\end{aligned}
$$

and is assumed to be valid.
The method outlined in Reference $2.2-6$ is used to calculate the zirconium-oxide penetration depth and associated heat source. The mass of zirconium per unit cladding length ( $m_{2 r}$ ) consumed by the reaction in one time step is

$$
\begin{equation*}
m_{2 r}=\pi \rho_{2 r}\left[\left(r^{n}\right)^{2}-\left(r^{n+1}\right)^{2}\right] . \tag{2.2-18}
\end{equation*}
$$

Equation (2.2-17) is used to calculate $r^{n+1}$, yielding
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$$
\begin{equation*}
r^{n+1}=R_{0}-\left[\left(r^{n}\right)^{2}+2.252 \times 10^{-6} \Delta \pm \exp -\left(\frac{18062}{T}\right)\right]^{1 / 2} \tag{2.2-19}
\end{equation*}
$$

The heat source $\left(q_{\max }\right)$ added to the conduction equations, assuming a one-region cladding, is

$$
\begin{equation*}
q_{\operatorname{tax}}^{\cdots \prime}=6.513 \times 10^{6} m_{z r}\left[\Delta t\left(R_{0}^{2}-R_{i}^{2}\right)\right]^{-1} \tag{2.2-20}
\end{equation*}
$$

where $R_{i}$ is the inner cladding radius and $6.513 \times 10^{6} \mathrm{~J} / \mathrm{kg}$ corresponds to the energy release per kilogram of zirconium oxidized.

### 2.2.2 Wall-to-Fluid Energy Transfer

The wall-to-fluid transfer coefficients are obts, ned from a generalized boiling curve constructed within Subroutine HTCOR. The heat transfer coefficient (HTC) correlations in HTCOR are used by al1 TRAC-BF1/MOD1 primary loop components under all conditions. Figure $2.2-5$ shows four regimes on the boiling curve. The single-phase vapor (Mode 5) and condensation (Mode 0) regimes are not shown in this figure. Mode 7 is a simplified representation of all six regimes. The total convective flux from a surface is

$$
\begin{equation*}
q=h_{\ell}\left(T_{\ell}-T_{\mathrm{s}}\right)+h_{\mathrm{v}}\left(T_{\mathrm{v}}-T_{\mathrm{s}}\right) \tag{2.2-61}
\end{equation*}
$$

The individual correlations for $h_{\ell}$ and $h_{v}$ used for each heat-transfer regime, as well as the logic to decide which regime is appropriate, are discussed below.

The as-coded mathematical description for each of the wall heat transfer modes is provided in Reference 1, Section 4.2.
2.2.2.1 Wall-to-Fluid HTC Selection Logic. The HTC , elestion logic is outlined in the flow chart shown in Figure 2.2-6. The numbers on the left side of the figure cormespond to the following steps. If the condition for a given step is not satisfied, the next step is examined.

Step 1. Initialize HTCOR by calculating absolute velocities, slip, mass flux, and equilibrium qualities. Slip is set to one for countercurren: flow and when either phase velocity is zero.

Step 2. On surfaces where the heat flux is not expected to exceed the critical heat flux (CHF) or surfaces where an accurate prediction of boiling transition is not required, users can set ICHF to 0 and use a cimplified boiling curve to save computer time (Mode 7)
heat Transfer Model

Boiling curve


Figure 2.2-5. TRAC-BF1/MOD1 boiling curve.

Step 3. If $T_{\text {, }}>T_{\text {s }}$ and $X>10$, wall condensation cannot occur. Heat transfer to single-phase vapor is assumed (Mode 5).

Step 4. $T_{\text {min }}$ is calculated.
Step 5. If $T_{\sim}>T_{\min }$, film boiling correlations are evaluated (Mode 4).
Step 6. If $T_{v} \leq T_{s}$, condensation mode (Mode 0 ) is assumed for $a>0.05$; convection to single-phase liquid (Mode 1) is assumed for $a \leq 0.05$.

Step 7. If $T_{k}<T_{e}$, convection to single-phase liquid (Mode 1) is assumed.
Step 8. If a $\geq 0.999$, steam cooling (Mode 5) is assumed. Nucleate bolling with negligible liquid is thereby prevented.

Step 9. Evaluate the nucleate boiling correlation.
Step 10. A negative ICHF indicates that the user does not want to calculate a boiling transition; therefore, CHF correlations need not be evaluated.


Figure 2.2-6. Heat transfer mode selection logic.
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Figure 2.2-6. (continued)

Step 11. The boiling length is initialized to zero. When cell quality exceeds zero, the length of the cell is added to the boiling length if the user has chosen to use a critical quitity correlation (ICHF $=2$ or 3 ).

Step 12. When a user specifies that only a local CHF condition be evaluated (ICHF $=1$ ), critical quality is not considered. However, if the user chooses a critical quality evaluation, bolling transition can occur either when the local quality exceeds the critical value or when the wall temperature exceeds the value of $T_{C H F}$ implied by $Q_{C H F}$.
Step 13. The mass flux must be $>200 \mathrm{~kg} / \mathrm{m}_{2}-s$ and the boiling length must be larger than 1 m in order to correctiy apply the critical quality correlatichs. It departure frot nucleate boiling has already occurred (i.e., Mode $\geq 3$ ), the critical quality is reduced by $5 \%$ to add a hysterests effect. When the local equilibrium quality, $X$, is greater than the critical quality, the logic bypasses transition boiling and assumes fiim boiling conditions.

Step 14. The surface in question cannot rewet without remaining in transition boiling for at least one time step.

Step 15. When the temperature is below $T_{\text {chf }}$, nucleate boiling is allowed.
Step 16. Before leaving the subroutine, some smoothing of $h_{l}$ and $h_{v}$ is performed. If the void fraction is below $0.15, h_{v}$ is linearly interpolated to zero at $a=0$. The heat flux reduction caused by the $h_{v}$ decrease necessitates an $h_{e}$ increase.
2.2.2.2 HTC Correlations. In this section, the flow chart and applicable correlations for each heat transfer mode are discussed.
2.2.2.2.1 Condensation (Mode 0)--Figure 2.2-7 shows the flow chart for condensation. Below a quality of 0.71 , use the Nusselt horizontal tube equation $n^{2.2-7}$ shown as

$$
\begin{equation*}
h_{l}=H C O N D=0.725\left[\frac{\rho_{l}^{2} g h_{t g} K^{3}}{H_{\ell} D_{H}\left(T_{s}-T_{*}\right)}\right]^{1 / 4} \tag{2.2-22}
\end{equation*}
$$

At higher qualities, the liquid film becomes thin and $h_{2}$ is interpolated to zero at $X=1.0 . h_{v}$ is interpolated to the maximum of the Dittus-Boelter ${ }^{2.2 \cdot 8}$ forced convection equastion

$$
\begin{equation*}
h_{v}=H D B=0.023 R e_{v}^{0.8} P r_{v}^{1 / 3} \frac{k_{v}}{D_{H}} . \tag{2.2-23}
\end{equation*}
$$

NOTE: The power on the Prandtl number has been decreased from the original value of 0.4 .


Figure 2.2-7. Film condensation flow chart.

$$
\begin{align*}
& \quad \text { McAdams } \\
& h_{v}=2 \cdot 9 \text { natural convection equation is } \\
& h_{v}= 0.13(\text { GrPr })_{v}^{1 / 3} \frac{k_{v}}{D_{H}}
\end{align*}
$$

where

$$
\begin{align*}
R e_{v} & =\rho_{v} V_{v} \frac{D_{H}}{\mu_{v}}  \tag{2.2-25}\\
P r_{v} & =\mu_{v} \frac{C_{D_{v}}}{k_{v}}  \tag{2.2-26}\\
G r_{v} & =\rho^{2} g\left|T_{w}-T_{v}\right| \frac{D_{R}^{3}}{\mu_{v}^{2} T_{v}}
\end{align*}
$$

where $1 / T_{V}$ approximates the coefficient of thermal expansion.
If air is part of the gas, the hoat transfer is reduced using the Russion jet data expression by Isachenko ${ }^{2}$

$$
\begin{equation*}
I S A=0.168\left[\frac{\alpha\left(p_{\mathrm{v}}-p_{\mathrm{a}}\right)^{2}}{(1-\alpha) p_{\mathrm{a}} p_{\ell}}\right]^{0.1} \tag{2.2-28}
\end{equation*}
$$

2.2.2.2.2 Single-Phase Liquid (Mode 1)--The maximum of the Dittus-Boelter turbulent flow [Equation (2.2-22)], the McAdams natural convection [Equation $(2.2-23)]$, and the Rohsenow and Choi ${ }^{2.2+11}$ laminar flow

$$
\begin{equation*}
h_{t}=H L A M=\frac{4 K_{t}}{D_{H}} \tag{2.2-29}
\end{equation*}
$$

is used for single-phase liquid flow. The coefficient of thermal expansion and other properties are liquid values. Figure 2.2-8 illustrates the logic flow path.
2.2.2.2.3 Nucleate Boiling (Mode 2)-Use the CHEN correlation ${ }^{2.2-12}$ The CHEN correlation is composed of two parts; a forced convection term and a nucleate bolling term that contains a suppression factor
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Figure 2.2-8. Single-phase liquid flow chart.

$$
\begin{equation*}
h_{e}=h_{\text {fore }}+\operatorname{Min}\left[1,\left(\frac{T_{N}-T_{s}}{T_{\mathrm{s}}-T_{e}}\right)\right] h_{\text {nucb }} \tag{2.2-30}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{\text {forc }}=\operatorname{Max} \text { [Equation (2.2-29), Dittus-Boelter correlation] } \tag{2.2-31}
\end{equation*}
$$

with liquid properties and Pr raised to the 0.4 power. In computing $h_{2}$ from Equation (2.2-23), the Reynolds number has peen multiplied by $F^{1.25}$. $F^{2}$ (the Reynolds number factor) can be expressed ${ }^{2}$

$$
F= \begin{cases}1.0, & \text { for } x_{I I}^{-1} \leq 0.10  \tag{2.2-32}\\ 2.35\left(x_{\pi T}^{-1}+0.213\right)^{0.736}, & \text { for } x_{11}^{-1}>0.10\end{cases}
$$

where $x_{\text {TT }}$ (the Lockhart-Ma tinelli factor) is

$$
\begin{equation*}
x_{T T}^{-1}=\left(\frac{X}{1-X}\right)^{0.5}\left(\frac{P_{2}}{P_{g}}\right)^{0.5}\left(\frac{H_{9}}{H_{2}}\right)^{0.1} \tag{2.2-33}
\end{equation*}
$$

The value of $x_{T 1}$ is restricted to a value < 100.0 .
The nucleate boiling term is given by

$$
\begin{equation*}
r_{\text {-vcb }}=0.00122\left(\frac{k_{l}^{0.79} C_{p l}^{0.45} P_{l}^{0.49}}{\sigma^{0.5} H_{e}^{0.29} h_{\ell g}^{0.2} P_{g}^{0.24}}\right)\left(T_{\mathrm{w}}-T_{\mathrm{s}}\right)^{0.24}\left(P_{\mathrm{sw}}-P\right)^{0.75} \mathrm{~S} \tag{2.2-34}
\end{equation*}
$$

where $P_{s w}$ is the saturation pressure corresponding to the wall temperature. The suppression factor, $5,{ }^{2.2-14}$ can be expressed as

$$
S= \begin{cases}{\left[1+0.12\left(R e_{t p}\right)^{1.14}\right]^{-1},} & \text { for } R e_{t p}<32.5  \tag{2.2-35}\\ {\left[1+0.42\left(R e_{t p}\right)^{0.78}\right]^{-1},} & \text { for } 32.5 \leq R e_{t p} \leq 70.0\end{cases}
$$

where

$$
\begin{equation*}
R e_{t p}=\frac{10^{-4}\left|V_{e}\right| \rho_{e} \alpha_{e} D_{H} F^{1.25}}{H_{e}} \tag{2.2-36}
\end{equation*}
$$

The value of $\mathrm{Re}_{\text {tp }}$ is restricted to be $<70.0$.
The pronerties are evaluated at the liquid and vapor temperatures; $X$ is the equilibrium quality and $V_{l}$ is the liquid velocity parallel to the surface. Because the nucleate boiling contribution to the CHEN correlation was developed for saturated conditions, $h_{\text {pucb }}$ is multiplied by a temperature ratio to adjust the HTC to the actual $T_{e}$. Since $T R A C-B F 1 / M O D 1$ can tolerate superheated 1 iquids, the adjustment factor is restricted to a maximum of 1.0 . That is, the adjustment is made for subcooled liquid only.

The above discussion applies to the first boxed statements in the flow chart for the nucleate boiling heat transfer calculation (Figure 2.2-9). For
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Figure 2.2-9. Nucleate boiling flow chart.
a quality less than a cutoff value $(0.95)$, the vapor HTC is set equal to zero. For $X>0.96$, linear interpolation in $X$ is used between the current values of $h_{\text {e }}$ and $h_{v}$ and the values that are calculated for single-phase vapor (Mode 5). This linear interpolation ensures that the boiling curve is smooth between heat transfer regimes.

For $X<0.96$, the possibility of net vapor generation is considered even though the liquid may be subcooled. Accurate estimates of the axial core void profile are needed for reactor transients without scram because core power is very sensitive $i)$ void changes. Estimates of the bulk enthalpy needed are suggested by the mechanistic model proposed by Lahey.

The enthalpy needed to produce net vapor ${ }^{2 \cdot 2 \cdot 15}$ is expressed as

$$
H L D=\left\{\begin{array}{l}
h_{f}-\frac{S t C_{p}}{0.0065}, \text { for } P e>7000  \tag{2.2-37}\\
h_{f}-\frac{N u C_{p}}{455}, \text { for Pe } \leq 7000
\end{array}\right.
$$

where the Peclet, Stanton, and modified Nusselt numbers (Pe, St, and $\mathrm{Nu}^{\prime}$. respectively) are given by

$$
\begin{align*}
& P e=G D_{H} \frac{C_{P}}{k} \\
& S t=\frac{N u^{\prime}}{P_{\varepsilon}}  \tag{2.2-39}\\
& N u^{\prime}=\frac{q D_{H}}{k} . \tag{2.2-40}
\end{align*}
$$

The parameter HLQD is be minimun of the actual liquid enthalpy and the saturated liquid enthalpy. When the net vapor generation enthalpy, HLD, is greater than HLQD, no bubbles are generated and the generation flux, QEVAP, used in the energy equation is zero. Otherwise,

$$
\begin{equation*}
Q E V A P=q(O F) \tag{2.2-41}
\end{equation*}
$$

where
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$$
\begin{equation*}
Q F=\frac{H D L Q-H L D}{h_{\mathrm{f}}-H L D} . \tag{2.2-42}
\end{equation*}
$$

2.2.2.2.4 Transition Boiling (Mode 3)--Transition boiling may be considered as a combination of nucleate and film boiling. A given spot on the wall surface is wet part of the time and dry during the remainder of the time. Therefore, contributions to both the liquid and vapor HTis exist for all conditions.

The liquid HTC contains two terms. The first is obtained using a quadratic interpolation factor (F) between the CHF and the minimum stable film boiling points ${ }^{2,2+14}$

$$
\begin{equation*}
\Gamma=\frac{\left(T_{*}-T_{\min }\right)^{2}}{\left(T_{\mathrm{chf}}-T_{\min }\right)^{2}} \tag{2.2-43}
\end{equation*}
$$

where $T_{C H F}$ is the wall temperature at CHF conditions and $T_{\text {min }}$ is the temperature at the minimum stable film boiling point (the intersection of the transition and film boiling points). This point is found from the homogeneous nucleation or Shumway correlations, as discussed in Subsection 2.2.2.9. The second liquid term comes from the film boiling mode that uses the Bromley ${ }^{2.2 .16}$ correlation

$$
\begin{equation*}
\text { HBRO }=0.62\left[\frac{\rho_{v} k_{v}^{3}\left(p_{q}-\rho_{g}\right) g_{c} h_{\mathrm{fq}}^{\prime}}{\mu_{v}\left(T_{v}-T_{s}\right) \lambda}\right]^{1 / 4} \tag{2.2-44}
\end{equation*}
$$

where the characteristic length, $\lambda$, is

$$
\begin{equation*}
\lambda=2 \pi\left[\frac{u}{g\left(p_{l}-p_{V}\right)}\right]^{30.5} \tag{c}
\end{equation*}
$$

The modified latent heat of vaporization $\left(h_{\mathrm{fg}}^{\prime}\right)$ is $\mathrm{s}^{2.2 \cdot 17}$

$$
\begin{equation*}
h_{f g}^{\prime}=h_{f g}+0.5 C_{p_{g}}\left(T_{v}-T_{\mathrm{s}}\right) . \tag{2.2-46}
\end{equation*}
$$

In the final expression for $h_{\ell}$, the Bromley correlation is void fraction weighted. Thus the transition boiling liquid heat transfer coefficient is

The vapor heat transfer coefficient is the maximum of the Dougali-Rohsenow ${ }^{2 \cdot 2-18}$ and the natural convection correlation given by Equation (2.2-24) times (1-5). The Dougall-Rohsenow correlation is the same as the Dittus-Boelter Equation (2.2-23) except that the Reynolds number is a volumetric flow type Reynolds number written as

$$
\begin{equation*}
R e_{v}=P_{v}\left(\alpha\left|V_{v}\right|+(1-\alpha)\left|V_{t}\right|\right) \frac{D_{k}}{\mu_{v}} \tag{2.2-48}
\end{equation*}
$$

The logic flow chart given in Figure 2.2-10 shows at the end that $h_{\ell}$ goes to HBRO and $h_{\mathrm{v}}$ goes to HDR as the void fraction goes to 1 . Wall void generation flux is set to $F$ times the nucleate bolling heat flux.
2.2.2.2.5 Film Boiling (Mode 4)--The liquid and vapor heat transfer coefficients in film boiling are

$$
\begin{equation*}
h_{\ell}=(1-\alpha) H B R O \tag{2.2-49}
\end{equation*}
$$

$$
\begin{equation*}
h_{v}=\operatorname{Max} \text { (HDR, HLAM, HNC) } \tag{2.2-50}
\end{equation*}
$$

where the vapor thermal conductivity in the Dougall-Rohsenow equation has been evaluated at the film temperature in order to obtain a larger $h_{v}$. Figure 2.211 shows the flow chart for Mode 4.
2.2.2.2.6 Singie-rhase Vapor (Mode 5)--Figure 2.2-12 shows what happens when the quality is above 1.0 and the surface temperature is above saturation. The liquid heat transfer coefficient is zero, and the vapor value is set to the maximum of the laminar turbulent or natural convection result. If the void fraction is $<0.99$, the Dougall-Rohsenow correlatio.1 is used in the turbulent equation; otherwise, the Dittus-Boelter correlation is used. When the void fraction is between 0.99 and 0.999 , an interpolation is made between the two correlations in the turbulent regime.
2.2.2.2.7 Simple Boiling Curve (Mode 7)--The seventh heat transfer mode is specifically for nonreactor core structures or for situations , ere accurate values of CHF are not destred. This simpiifted logic allows nucleate boiling up to a wall superheat of 25 K if the quality is not greater than one and the void fraction is not $>0.999$. This logic is shown on the left side of Figure 2.2-13. At very dry steam conditions, $h_{\ell}$ is set to zero and $h_{v}$ is the maximum of the natural convection, 1 aminar flow, and Dittus-Bcelter correlations given by Equations $(2.2-24),(2.2-29)$, and (2.2-23), respectively. For nucleate bolling, the CHEN correlation is used; and
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Figure 2.2-10. Transition boiling flow chart.


Figure 2.2-11. Film boiling flow chart.
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Figire 2.2-12. Single-phase vapor flow chart.


Figure 2.2-13. simple boiling curve flow chart.
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transition bolling uses the Loomis-Shumway ${ }^{2 \cdot 2 \cdot-19}$ correlation

$$
h_{l}=4 T B=2000(1-\pi)\left(\left[65.36+8.804 \times 10^{-5}(p)\right)\right.
$$

$$
\begin{equation*}
\left[11.3+1.59 \times 10^{-5}(P) \ln (\Delta)\right] \tag{2.2-51}
\end{equation*}
$$

The upper right side of figure 2.2-13 diagrams the condensation $\operatorname{logic}$. Mode 7 through 7.5 follow closely Mode 0 through Mode 5; Modes 7.8 and 7.9 have been added for heat exchangers tiat have horizonta? and vert tcal tubes, respectively. The equations used for horizuntal and vertical tubes are related such that differences disappear as the steam flow increases. The equation is

$$
\begin{equation*}
N u=F L N u_{1}+(1-F L) N u_{2} \frac{T_{s}-T_{v}}{T_{L}-T_{v}} \tag{2.2-52}
\end{equation*}
$$

where FL is the fraction of tube surface beneath the water pool. Nu, is the Nusselt number ${ }^{2.2: 20}$ below the pool surface.

$$
\begin{equation*}
N u_{1}=0.36 R e_{\ell}^{0.55} P r_{t}^{1 / 3} \tag{2.2-53}
\end{equation*}
$$

$\mathrm{Nu}_{2}$ is the Nusselt number in the steam region. For horizontal tubes ${ }^{2.2-21}$

$$
\begin{equation*}
N u_{2}=X F\left[1+\frac{0.276}{X F^{6} F r H F}\right]^{1 / 4} R e^{1 / 2} \tag{2.2-54}
\end{equation*}
$$

where

$$
\begin{align*}
& X F=\frac{0.9\left[1+\frac{1}{R F H F}\right]^{1 / 3}}{H F=\frac{K_{\mathrm{e}}\left(T_{\mathrm{s}}-T_{\mathrm{s}}\right)}{H_{\mathrm{L}} h_{\mathrm{tg}}}} \\
& R F=\left(\frac{P_{\mathrm{e}} \mu_{\mathrm{e}}}{P_{\mathrm{v}} H_{\mathrm{t}}}\right)^{1 / 2} . \tag{2.2-56}
\end{align*}
$$

Fr is the Froude number based on the volumetric vapor velocity perpendicular to the tubes in the steam region.

Vertical tubes use Equation (2.2-22) plus the first term in Equation $(2.2-54)$. The coefficient in Equation $(2.2-22)$ is 0.943 , as recommended by Chen $2.2 \cdot 22$, and the tength is the distance between baffle plates instead of the hydraulic diamster. The first term of Equation (2.2-54)

$$
\begin{equation*}
N u_{2}=X F R e^{1 / 2} \tag{2.2-58}
\end{equation*}
$$

is the only velocity-dependent term and becomes dominant at normal flow rates so that the tube orientation makes little difference.

### 2.2.2.2.8 Nucleate Boiling Transition~- Pressurized water reactor

 safety codes have predicted the onset of nucleate bolling transition by using an empirical correlation to determine the local CHF. Using this transition cricerta alone is inadequate for bofling water reactors since the highquality, high-mass-flux conditions may introduce memory effects when the heat flux is nonuniform.Several methods exist for correlating CHF data for nonuniform heat fluxes. Perhaps the two most widely accepted for analyzing BWR-1 ike phenomena are the Tong F-factor and CISE critical quality correlations. ${ }^{2.2 \cdot 24}$ Since the critical quality correlation is a simpler function to evaluate and has been used by General Electric Corporation (GE) to correlate CHF data in BWR rod bundle simulation, it has been chosen for use in TRAC-BF1. The general form of the correlation is

$$
\begin{equation*}
X_{c}=\frac{A L_{B}}{B+L_{B}} \tag{2.2-59}
\end{equation*}
$$

where

$$
\begin{aligned}
& x_{c}=\text { critical quality } \\
& L_{B}=\text { boiling length }
\end{aligned}
$$

and $A$ and $B$ are functions of pressure and mass flux (see Table 2.2-1).
Implemented into the code are two verstons of this correl attion, as shown in Table $2 . \hat{2}-1$. The first is based upon the Biasi correlation ${ }^{2.2-25}$ originally used in TRAC-BF1/MOD1. Th.is correlation has been converted from a local CHF to a critical quality correlation, as described in Reference 2.2-23. Tie second is the CISE-GE correlation derived from data taken from experiments performed at GE. The Biasi $X_{c}$ correlation gives larger values than the CISE-GE correlation.

Both correlations are included, since each has distinctive advantages. The improved Biasi correlation is based on a broad data base of CHF experimenis. It is, however, subject to the assumptions used in converting to a critical quality. The CISE-GE correlation, on the other hand, is based on data from rod bundle experiments and includes effects of local peaking
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Table 2.2-1. Critical quality correlation options.

factors. The data base from which it is derived is limited to mass fluxes in the range $300 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s} \leq G \leq 1400 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$.

The local CHF Biasi correlation has a data base that covers the mass flux (G) range between 100 and $6000 \mathrm{~kg} / \mathrm{m}^{2} \cdot \mathrm{~s}$. The local flux Biasi correlation logic uses the maximum of

$$
\begin{align*}
& q_{\mathrm{CHF}}=\frac{1.883 \times 10^{7}}{D_{H}^{n} G^{1 / 6}}\left(\frac{f_{p}}{G^{1 / 6}}-x\right)  \tag{2,2-60}\\
& q_{\mathrm{CHF}}^{\prime}=\frac{3.78 \times 10^{7}}{D_{N}^{n} G^{0.6}} h_{p}(1-x)
\end{align*}
$$

where

$$
\begin{align*}
& n=\begin{array}{l}
0.4 \text { for } D \geq 1 \mathrm{~cm} \\
0.6 \text { for } D<1 \mathrm{~cm}
\end{array}  \tag{2.2-62}\\
& f_{p}=0.7249+(0.099)(P)\left[\exp ^{-0.032 p}\right] \\
& D_{k}=\text { hydraulic diameter }(\mathrm{cm}) \\
& G=\text { mass flux }\left(\mathrm{g} / \mathrm{cm}^{2}+s\right) \\
& h_{p}=-1.159+(0.149)(p)[\exp ]+8.99(p) /\left(10 .+p^{2}\right) \\
& p=\text { pressure (bars }) . \tag{2.2-64}
\end{align*}
$$

NOTE: The Biasi correlation uses cgs units, but the constants in Equations (2.2-60) and (2.2-61) have been changed so that $Q_{\mathrm{CHF}}$ is in $\mathrm{W} / \mathrm{m}^{2}$.

If Equation $(2.2-60)$ is used, 0.02 is added to the heat transfer node number. If Equation (2.2-61), is used, 0.01 is added to the mode number. Beiow a mass flux of $200 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$, the critical quality correlations are not used. Above 200, departure from nucleate bofling will occur if the local wall flux exceeds the Biasi ChF or the local quality exceeds either critical quality correlation specified by the user.

Between a mass flux of 200 and $-700 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$, the local flux Biasi correlation is linearly interpolated with the zuber ${ }^{2 \cdot 2 \cdot 26}$ pool boiling correlation at a mass flux of zero and the Biasi correlation evaluated at $G=$ 200 for positive flow and $G=700$ for negative flow. The modified Zuber correlation is

$$
q_{\mathrm{CHF}}=(1-\alpha)\left(0.9 \times 0.131 h_{f_{g}} p_{\mathrm{v}} B R A C+\text { QSUB }\right)
$$

where

$$
B R A C=\left[\frac{\alpha g\left(p_{e}-p_{v}\right)}{p_{v}^{2}}\right]^{1 / 4}
$$

## Heat Transfer Model.

$$
\begin{align*}
& \text { QSUB }=\left\{\begin{array}{l}
0, \text { if } T_{\mathrm{l}} \& T_{\mathrm{s}} \\
\frac{2 k_{\mathrm{l}}\left(T_{\mathrm{s}}-T_{\mathrm{l}}\right)}{\left(\frac{T T A U k_{\mathrm{l}}}{P_{\mathrm{e}} C P_{\mathrm{l}}}\right)^{1 / 2}}, \text { otherwise }
\end{array}\right.  \tag{2.2-67}\\
& T A U=2.625 \frac{\left(\frac{0}{g\left(p_{e}-p_{v}\right.}\right)^{1 / 2}}{B R A C} .
\end{align*}
$$

If the flow is countercurrent, the Zuber correlation is used; if the mass flux is less than $-700 \mathrm{~kg} / \mathrm{m}^{2}-\mathrm{s}$, the absolute value of the flux is used in the Biasi correlation.

Once $q_{c m}$ has been obtained from the Biasi correlation, the tamperature corresponding, to the CHF point, $T_{\text {CHF }}$ is calculated using a Newton-Raphson iteration ${ }^{2.2 \cdot 27}$ to determine the intersection of the heat flux found by using the nucleate boiling HTC and CHF. An iteration is required because $T_{W}=T_{C H}$ must bc known to evaluate the ChEN correlation; in turn, the CHEN HTC must be known to calculate the wall temperature. The expression thus becomes

$$
\begin{equation*}
q_{\text {CHI }}=h\left(T_{*}-T_{\mathrm{s}}\right) \tag{2.2-69}
\end{equation*}
$$

The equation for TCHF is

$$
\begin{equation*}
T_{\mathrm{CHF}}^{\mathrm{n+1}}=T_{\mathrm{CHF}}^{n}-\frac{T_{\mathrm{CHF}}^{n}-T_{\mathrm{s}}-\frac{q_{\mathrm{CHF}}}{h}}{1+\frac{q_{\mathrm{CHF}}}{h^{2}} \frac{d h}{d T_{\mathrm{w}}}} \tag{2.2-70}
\end{equation*}
$$

where $T_{\text {CHF }}^{n}$ is the CHF temperature for the nth iteration, $h$ is the HTC evaluated using the CHEN correlation, and $d h / d \gamma_{N}$ is the derivative of the HTC with respect to the wall temperature.

Convergence occurs when $T_{\text {CHF }}^{n+1}-T_{C H F}^{n}<1.0$. A maximum of ten iterations is allowed; if convergence does not occur, a message is printed and a fatal error results.

The CHF temperature is restricted to the range, $\left(T_{s}+0.5\right) \leq T \leq\left(T_{8}+\right.$
100). The options available to the user are

$$
\begin{aligned}
\text { ICHF } & =\text { negative, no CHF allowed } \\
& =0, \text { use simplified boiling curve (Mode 7) } \\
& =1, \text { use Biasi local CHF } \\
& =\text { 2, use Biasi critical quality plus Biasi local CHF } \\
& =\text { 3, use CISE-GE critical quality plus Biasi local CHF. }
\end{aligned}
$$

To assist in understanding the nature of the nucleate boiling transition for CHAN components, the output variable, FILMTRIP has been added, where

FILMTRIP = 0 implies no nucleate boiling transition

* 1 implies local CHF transition
$=\quad 2$ implies critical quality transition.
2.2.2.2.9 Minimum Stable Film Bolling Temperature, $T_{\text {min }}$ - The minimum stable film boiling point is the intersection point between the transition and film boiling heat-transfer regimes (Figure 2.2-5). This point is also used in the interpolation scheme for calculation of the transition botling liquid HTC.

TRAC-BF1/MOD1 has two options for $T_{\min }$. If the input variable ITMIN $=0$, the homogeneous nucleatiun correlation is used; if ITMIN $=1$, the correlation given by Shumway $y^{2 \cdot 2 \cdot 28}$ is used. The homogencous nucleation minimum stable film boiling temperature correlation is

$$
\begin{equation*}
T_{\text {min }}=T_{n h}+\left(T_{n h}-T_{\ell}\right) R^{0.5} \tag{2.2-71}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\frac{\left(k \rho C_{p}\right)_{l}}{(k \rho c)_{k}} \tag{2.2-72}
\end{equation*}
$$

and $T_{m h}$ is the homogeneous nucleation temperature. In Equation (2.2-72), subscript $\ell$ in cates lindid properties and subscript $w$ indicates wall properties. Because $T_{\text {mh }}$ is a weak function of pressure and varies from 580 K at atmospheric pressure to the critical temperature $(649.28 \mathrm{~K})$ at the critical pressure, $\mathrm{T}_{\mathrm{m}}$ is set equal to the critical temperature.

The Shumway correlation depends on saturation temperature, thermodynamic state, liquid and wall transport properties, and void fraction and critical pressure
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$$
\begin{align*}
& T_{\text {min }}=T_{\text {sAt }} \\
& +3.7\left(\frac{P_{1}+P_{g}}{\Delta n}\right)^{-1} \frac{h_{g i t} \beta}{C_{p 1} P r_{1}}\left[1+\left(1-\alpha^{2}\right)\right]\left(1+1.5 E-5 R e_{1}\right)^{0.15}\left(1-\frac{P}{P_{c}}\right)^{0.1} \tag{2,2-73}
\end{align*}
$$

The Shumway correlation has been evaltated against data in the pressure range of 0.4 to 9 MPa on tubes between 0.01 and 0.0154 m and on bundles between 0.012 and 0.0135 m .

### 2.2.3 Radiation Heat Transfer Model

Radiation heat transfer is neglected in all components except CHAN, where the user specifies a cutoff void fraction (ALPTST) below which radiation heat transfer is neglected. For void fractions above ALPTST, radiation heat transfer is modeled as described below. This section is repeated as coded in Reference 1, Section 4.3.

The governing equations for radiative heat transfer within an absorbing, emitting, and scattering medium are a set of integrodifferential equations for which only a few solutions for simple geometries are available.
Numerical solutions to these equations are also impractical in terms of cost and effort. For engineering applications, approximate methods are typically chosen. A lumped-system approximation with uniform radiosity at the surfaces has been the traditional approach.

The lumped-system approximation of the net-radiation method has been presented in Reference $2.2-29$. The governing radiation exchange equations can be obtained for the $k$ th surface of area $A_{t k}$ of an arbitrary enclosure of $\mathbb{N}$ discrete, diffuse, gray surfaces, as 111 ustrated in Figure 2.2-14, by considering the incident and outgoing radiation components. The total radiation leaving surface $k$ is

$$
\begin{align*}
& B_{k} A_{t k}=\varepsilon_{k} \sigma_{s B} T_{k}^{4} A_{t k}+\left(1-\varepsilon_{k}\right) H_{k} A_{t k}  \tag{2.2-74}\\
& B_{k}=\varepsilon_{k} \sigma_{\mathrm{s} B} T_{k}^{4}+\left(1-\varepsilon_{k}\right) H_{k} . \tag{2.2-75}
\end{align*}
$$

As illustrated in Figure 2.2-15, the total incident radiation for surface $k$, assuming a transparent medium between surfaces, is


Figure 2.2-14. Enclosure of $N$ discrete surfaces and radiation energy leaving surface $k$.


Figure 2.2-15. Radiant energy incident on surface $i$.
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$$
\begin{equation*}
H_{k} A_{\mathrm{ik}}=\sum_{j=1}^{N} B_{j} A_{\mathrm{t}} F_{j k} \tag{2.2-76}
\end{equation*}
$$

Given the surface temperature, surface emissivities, and geometric view factors, Equations (2.2-75) and (2.2-76) can be solved for $B_{i}$ and $H_{i}$. The net radtation from surface $t$ is

$$
\begin{equation*}
q_{k}=B_{k}-H_{k}=\frac{\varepsilon_{k}\left(\sigma_{s B} T_{k}^{4}-B_{k}\right)}{1-\varepsilon_{k}} . \tag{2.2-77}
\end{equation*}
$$

If a two-phase mixture is present, the governing radiat ve exchange equations would appear as

$$
\begin{align*}
& B_{k}=\varepsilon_{k} \sigma_{s B} T_{k}^{4}+\left(1-\varepsilon_{k}\right) H_{k}  \tag{2.2-78}\\
& H_{k}=\frac{1}{A_{t k}} \sum_{1}^{6}\left(B_{j} \tau_{j k}+\varepsilon_{g j k} \tau_{\ell j k} \sigma_{s B} T_{s}^{4}+\varepsilon_{\ell j k} \tau_{g j k} \sigma_{s B} T_{\ell}^{4}\right) F_{j k} A_{t j} \tag{2.2-79}
\end{align*}
$$

where

$$
\begin{equation*}
\tau_{i k}=T_{9 j k} T_{\ell j k}=\left(1-a_{9 j k}\right)\left(1-a_{\ell j k}\right) \tag{2.2-80}
\end{equation*}
$$

and where the following assumptiors have been made: (a) all surfaces are gray and diffused; (b) each rod is one surface at one temperature, and the channel wall is one surface at one temperature; (c) axial radtative heat transfer is negligible; (d) the droplets and vapor are gray; (e) scattering is negligible; (f) the vapor and lyuid temperatures are independent of the radial dimension; and ( $g$ ) the view factor of the two-phase mixture of surface $j$ along the path $k$ to $j$ is given by the view factor from surface $k$ to $j\left(F_{k}\right)$.

Equation (2.2-78) implies that the radiosity at surface $k\left(B_{k}\right)$ is composed of two components,

$$
\text { 1. } \quad \varepsilon_{\mathrm{k}} \sigma_{\mathrm{sB}} T_{k}^{4}
$$

..radiant heat flux emitted by surface $k$
2. $\left(1-e_{k}\right) H_{k}$

- radiation heat flux ieflected from surface $k$ due to the incident radiation heat flux on surface $k\left(H_{k}\right)$.

Equat ion (2.2-78) gives three components to the incident radiant heat flux at surface $k$.

1. $\frac{1}{A_{k}} \sum_{j=1}^{N} B_{j} A_{t j} F_{j k}{ }^{\tau} j k$

- radiation transferred from all surfaces to surface $k$ without being absorbed by the two-phase mixture.

2. $\varepsilon_{v j k}{ }_{\ell j k} A_{t j} F_{j k} \sigma_{s i} T_{v}^{4}$
*-radiation reemitted by the vapor phase along the path $j$ to $k$ and transferred to surface $k$ without being reabsorbed by the liquid.
3. $\varepsilon_{\ell j k} T_{v j k} A_{t k} F_{j k} \sigma_{s B} T_{\ell}^{4}$
-radiation reemitted by the liquid phase along the path $j$ to $k$ and transferred to surface $k$ without being absorbed in the vapor phase.

Equations (2.2-78) and (2.2-79) can be combined to yield a system of linear equations if the surface temperatures, surface emissivities, view factors, and fluid radlation properties are known and can be solved for the radiosities for each surface

$$
\begin{align*}
& \sum_{j=1}^{N}\left[\delta_{j k}-(1-\varepsilon) \tau_{j k} F_{k j}\right] B_{j} \\
& =\varepsilon_{k} \sigma_{s B} T_{k}^{4}+\left(1-\varepsilon_{k}\right) \sum_{j=1}^{N}\left(\varepsilon_{g j k} \tau_{\ell j k} \sigma_{s B} T_{g}^{4}+\varepsilon_{\ell j k} \tau_{g j k} \sigma_{s B} T_{\ell}^{4}\right) F_{k j} . \tag{2.2-81}
\end{align*}
$$

Given the solution from Equation (2.2-81), a solution to Equation (2.2-77) can be determined to yield the net radiation heat flux from surface $k$. Equation $(2.2-77)$ provides the radiation heat transfer boundary condttion used for the conduction solution for surface k. However, additional calculations are required to determine the portion of radiant energy leaving surface $k$ that is eventually absorbed into either the vapor, droplet, or film phases of the twophase mixture.

The total radiation absorbed by the two-phase mixture is given by
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$$
\begin{equation*}
\sum_{k=1}^{N} Q A B S_{k}=\sum_{k=1}^{N} \sum_{j=1}^{N}\left\{A_{i k} F_{k j}\left[B_{k}\left(1-\tau_{k j}\right)-\tau_{g j k} \varepsilon_{(k j} \sigma_{s B} T_{\ell}^{4}-\tau_{(k j} \varepsilon_{g k j} \sigma_{s B} T_{9}^{4}\right]\right\} . \tag{2.2-82}
\end{equation*}
$$

It can be shown that Equations (2.2-81) and (2.2-82) form a system of radiative exchange equations that conserve radiation energy

$$
\begin{equation*}
\sum_{k=1}^{N} Q_{k} A_{1 k}=Q A B S_{k}=0 . \tag{2.2-83}
\end{equation*}
$$

However, since TRAC-BFI/MOD1 is a nonequilibrium two-fluid code, it is necessary to determine how much of the total radiant energy absorbed by the two-mtixture phase is absorbed by the vapor phase and how much by the liquid phaso.

The first term on the right side of Equation (2.2-82) is the amount of radiation absorbed by the two-phase mixture along the path $k$ to $j$. The second term is the amount of radtation emftted by the lqqutd phase along the path $k$ to $j$ and not reabsorbed by the vapor phase. The third term is the amount of radiant energy emitted by the vapor phase along the path $k$ to $j$ and not reabsorbed by the liquid phase.

One method for splitting the first term on the right side into vapor/liquid components is to consider the probability that radiation will travel a distance $z$ along a path $L$ from $k$ then to $j$ and be absorbed in the vapor phase in the next $d z$ of path length, $P_{d}(z) d z$, or

$$
\begin{equation*}
P_{d}(z) d z=K_{g} e^{-\left(K_{g}+K_{d}\right) z} d z \tag{2.2-84}
\end{equation*}
$$

Equation (2.2-84) assumes that the radiation absorption mechanism of the two-phase mixture can be expressed as an exponential function. ${ }^{2.2 .36,35}$ If Equation (2.2-84) is integrated from 0 to L, $P_{d}(L)$ can be determined, which is the probability that radiation traveling along the path L. will be absorbed by the vapor phase

$$
\begin{equation*}
P_{d}(L)=\frac{K_{g}}{K_{g}+K_{d}} 1-e^{-\left(K_{g} \cdot K_{d}\right) L} \tag{2.2-85}
\end{equation*}
$$

The term of one minus the exponential can be recognized as one minus the transmissivity, since

$$
\begin{align*}
& \tau_{j k}=\left(1-a_{g k j}\right)\left(1-a_{\ell k j}\right)=\left[1-\left(1-e^{\left.-k_{g k j} L_{k j}\right)}\right)\right] \\
& {\left[1-\left(1-e^{-k_{d k j} L_{k j}}\right)\right]=e^{-\left(K_{g k j}+K_{d k j} \mu_{k j}\right.}} \tag{2.2-86}
\end{align*}
$$

Equation (2.2-85) can now be written as

$$
\begin{equation*}
P_{d}\left(L_{k j}\right)=\frac{K_{g k j}}{K_{g k j}+K_{d i j}}\left(1-\tau_{k j}\right) \tag{2.2-87}
\end{equation*}
$$

Comparing Equations (2.2-82) and (2.2-84) yields the following equation for the net radiation absorbed by the vapor phase

$$
\begin{align*}
& \sum_{j=1}^{N} Q A B S V_{k}=\sum_{k=1}^{N} \sum_{j=1}^{N}\left\{A _ { t k } F _ { k j } \left[B_{k}\left(1-\tau_{k j}\right) \frac{K_{\mathrm{gkj}}}{K_{\mathrm{gkj}}+K_{\mathrm{dkj}}}\right.\right. \\
& \left.\left.-\varepsilon_{\mathrm{gkj}} \tau_{\ell k j} \sigma_{\mathrm{se}} T_{\mathrm{g}}^{4}+\varepsilon_{\mathrm{gkj}} \varepsilon_{\ell v j} \sigma_{\mathrm{sB}}\left(T_{t}^{4}-T_{\theta}^{4}\right)\right\}\right\} \tag{2.2-88}
\end{align*}
$$

The last term on the right side of Equation (2.2-88) is a correction proposed by Sun et al. ${ }^{2.2 \cdot 36}$ to account for radiation heat transfer between the droplet phase and the vapor phase. The radiation absorbed by the liquid phase cat be obtained in a similar manner

$$
\begin{align*}
& \sum_{j=1}^{N} Q A B S L_{k}=\sum_{k=1}^{N} \sum_{j=1}^{N}\left\{A _ { t k } F _ { k j } \left[B_{k}\left(1-\tau_{k j}\right\} \frac{K_{d k j}}{K_{\mathrm{dkj}}+K_{g k j}}\right.\right. \\
& \left.\left.-\varepsilon_{\ell k j} \tau_{g k j} \sigma_{s \in 6} T_{\ell}^{4}-\varepsilon_{g k j} \varepsilon_{\ell k j} \sigma_{\mathrm{sB}}\left(T_{\ell}^{4}-T_{g}^{4}\right)\right\}\right\} \tag{2.2-89}
\end{align*}
$$

Since the sum of Equations (2.2-88) and (2.2-89) yield Equation (2.2-82), radiant energy is conserved.

Equations (2.2-88) and (2.2-89) are solved in the routine RAOSLAB once $B_{k}$ has been determined. The results of Equations (2.2-88) and (2.2-89) ars used to determine a radiation heat transfer coefficient from the rod or channel wall surface $k$ to the liquid phase and a radiation heat-transfer coefftctent from the rod or channel wall surface $k$ to the vapor phase

$$
\begin{align*}
& h_{r e k}=\frac{Q A B S L_{k}}{\left(T_{k \ell}-T_{\ell}\right) A_{t k}}  \tag{2.2-90}\\
& h_{r g k}=\frac{Q A B S V_{k}}{\left(T_{\mathrm{kg}}-T_{g}\right) A_{\mathrm{tk}}} . \tag{2.2-91}
\end{align*}
$$

Before Equations $(2.2-77),(2.2-78),(2.2-88)$, and $(2.2-89)$ can be solved by RADSLAB, the quantities, $e_{k}, e_{v k j}, e_{e k j}, a_{e k j}$, and $a_{v k j}$ must be determined. The total emissivity for the rapor phase can fe calculated as

$$
\begin{equation*}
\varepsilon_{g}=\frac{\int_{0}^{0} \varepsilon_{g}(w) B\left(w, T_{g}\right) d w}{\int_{0}^{0} E\left(w, T_{g}\right) d w} \tag{2.2-92}
\end{equation*}
$$

The absorptivity for the vapor phase can be calculated as
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$$
\begin{equation*}
a_{g}=\frac{\int_{0}^{\infty} a_{g}(w) B\left(w, T_{g}\right) d w}{\int_{0}^{\infty} B\left(w, T_{g}\right) d w} \tag{2.2-93}
\end{equation*}
$$

where

$$
\begin{array}{ll}
T_{k} & =\text { surface temperature } \\
\mathrm{a}_{9}(\mathrm{w}) & =\epsilon_{9}(w), \text { by kirchoff's law } \\
w & =\text { wave number of radiation }\left(\mathrm{cm}^{-1}\right) .
\end{array}
$$

The absorption spectrum of water/vapor is generally considered to consist of six major absorption bands. The wave numbers and absorption coefficients assocfated with these bands are given $4 n$ Reference 2.2-36 and table 2.2-2. The values given in this table were obtained for the Thomson model of emissivity described in Reference 2.2-36, which is essentially the model utilized for the present calculation. The absorption coefficient values in Table 2.2-2 were obtained for a reference temperature of 300 K . These values are assumed to vary inversely with water/vapor temperature to account for various line broadening phenomena, or

$$
\begin{equation*}
K(w)=K_{0}(w) \frac{T_{0}}{T} \tag{2.2-94}
\end{equation*}
$$

where $T_{0}=300 \mathrm{~K}$ and $K_{0}(W)$ is the tabular value of $K_{W}$. The values of $K(W)$ used in the present model were assumed to be constant within each band and zero in the region hetween bands.

Table 2.2-2. Water vapor absorption band data.

| Wave Length of <br> Band Center <br> $(\mu)$ | Minmum Wave <br> Number <br> $\left(\mathrm{cm}^{-1)}\right.$ | Maximum Wave <br> Number <br> $\left(\mathrm{cm}^{-1}\right)$ |
| :---: | :---: | :---: | | Absorption <br> Coeff iont |
| :---: |
| 20.0 |
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Using the data in Table 2.2-2, the integrals in Equations (2.2-92) and (2.2-93) can be approximately evaluated as sums over the six bands

$$
\begin{align*}
& \varepsilon=\frac{\sum_{i=1}^{b} \varepsilon\left(\bar{w}_{i}\right) \overline{B\left(w_{i}, T\right) \Delta w_{i}}}{\sigma_{s B} T^{4}}  \tag{2.2-95}\\
& a=\frac{\sum_{i=1}^{6} \varepsilon\left(\bar{w}_{i}\right) \overline{B\left(w_{i}, T_{w}\right) \Delta w_{i}}}{\sigma_{s B} T^{4}} \tag{2.2-96}
\end{align*}
$$

where $i$ is the band index and $E\left(W_{i}, T\right)$ is the average value of the Planck black body function over band 1 . In the Thomson model, this value is obtained by integrating $B(w, T)$ over the entire band; while in the present model, it is obtained by evaluating $B(W, T)$ at the mean wave number $w_{\text {i }}$ of the band, or

$$
\begin{equation*}
\overline{B\left(\vec{w}_{i}, T\right)}=B\left(\bar{w}_{i}, T\right) . \tag{2.2-97}
\end{equation*}
$$

This model for water/vapor emissivity is incurporated into TRAC-BF1/MOD1 in Subroutine EMISS. To test the implementation of this model, EMISS was used to evaluate the emissivity of water/vapor for an applicable range of vapor temperatures and optical path lengths (PL products). The results of these calculations are compared in Figure 2.2-16 with experimental data and Thomson model results, both presented in Reference $2 \cdot 2-35$. Though the Thanson model gives better agreement with data than the present model, it is judged that the faster computational scheme used in the present model justifies the observed decrease in accuracy.

The droplet properties, $e_{2 x,}$ and $a_{e k j}$, are also calculated in EMISS. The model developed in Reference $2: 2-34$ is

$$
\begin{equation*}
\varepsilon_{d k j}=a_{d k j}=1-e^{-1.11 a_{d} \frac{L_{k j}}{D_{d}}} \tag{2.2-98}
\end{equation*}
$$

Equation (2.2-98) also gives the absorption coefficient for the droplets (K $K_{d k}$ )

$$
\begin{equation*}
K_{\mathrm{dkj}}=\frac{1.11 a_{\mathrm{d}}}{D_{\mathrm{d}}} \tag{2.2-99}
\end{equation*}
$$

The model for the steam absorptivity does not assume the form of Equation (2.2-88); therefore, $\mathrm{K}_{\mathrm{gk} \text { ) }}$ is calculated from

$$
\begin{equation*}
K_{\mathrm{gkj}}=\frac{-\ln \left(1-a_{\mathrm{ekj}}\right)}{L_{\mathrm{kj}}} \tag{2.2-100}
\end{equation*}
$$

The surface emissivities are input for the CHAN component and held constant over the transient. This completes information required by RADSLAB to
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Figure 2.2-16. Water vapor emissivity.
calculate the radiation boundary condition required by TRAC-BF1/MOD1 hydrodynamics and heat transfer solution, if all involved surfaces are dry and the geometric data, $F_{k j}$ and $L_{k j}$, are known.

If a surface involved in the radiation heat transfer calculation quenches, the radiation heat transfer calculation performed by RADSLAB is modified to account for the change in effective surface emissivity for the wetted or quenched surface. If a surface is quenched, the urface emissivity is set to $0.96^{2.2 .24}$ and the calculated radiation heat flux at that surface is treated as an additional energy inflow to the liquid phase, since it is the liquid film absorbing the radiant energy and not the surface.

The quenched fraction for each axial node (for each rod group) and channel wall within a given CHAN component is calculated by CHAN1 and passed
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to RADSLAB. RADSLAB uses the fraction of quenched surface to linearly partition radiation at the quenching surface between the liquid phase and surface. CHANI also uses the fraction of quenched surface to linearly weight the dry surface emissivity with the wet surface emissivity and to linearly weight an effective wetted surface temperature with an effective dry surface temperature for the rods. Linear weighting may not be adequate. Additional work in this area may be required, depending on how the CHAN radiation model compares with data.

Calculation of the geometric quuntities, $F_{k j}$ and $L_{k j}$, required by the radiation model are performed in ICHAN by calls to CFIJ, GRPFIJ, and GRPLIJ, These routines were obtained from Reference 2.2-32. The methods employed to calculate view factors between individual surfaces before grouping is the crossed string method given in Reference $2.2-36$. The method employed to calculate mean beam lengths between individual surfaces is the equivalent flat plate method proposed in Reference 2.2-30. The method employed in grouping of the individual view factors is the angle factor algebra method given in Reference 2.2-35.

The CFIJ routine has been modified from that given in Reference 2.2-32. To reduce storage requirements, the channel wall is treated as one surface, rather than broken into segments and treated as 4 - NROL surfaces as in Reference 2.2-32, where NROD is the number of rods on a row. For calculation of the view factor from each rod to the channel wall, conservation of radiant energy can be used. The view factor from any given rod to the channel wall is given by

$$
\begin{equation*}
F_{k k}=1-\sum_{j=1}^{N-1} F_{k j} \tag{2.2-101}
\end{equation*}
$$

The reciprosity rule ${ }^{2.2-35}$ can be used to calculate the view factor from the wall to the rod surface $K$

$$
\begin{equation*}
F_{\mathrm{Nk}}=\frac{A_{\mathrm{tk}} F_{\mathrm{kN}}}{A_{\mathrm{tN}}} \tag{2.2-102}
\end{equation*}
$$

The calculation of the path length from the rod surfaces to the channel wall uses the path length from the rod surface to the nearest channel wall. This is an approximation for the path length between rod surface and the channel wall. However, it appears adequate for the outer row of rods in the bundle and is not a major factor for the inner rows of rods, since the view of the channel wall by the inner rows of rods is small. Work should be performed in the area of improving these calculations and reducing the storage requirements at the same time.

An anisotropic reflection model has been developed for TRAC-BF1/MOD1. This model modifies the view factors to account for anisotropic reflection effects from the rods and channel walls in a BWR bundle. Comparisons with experimental data indicate that this effect can be signifiçant. The view factors are modified by the method suggested by Andersen. ${ }^{2.2 \cdot 37}$ In this method, a fraction $\mu_{i}$ of the radiation incident on rod $i$ from rod $j$ is
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directly reflected back to and $j$ and a fraction (1- $\mu_{\text {) }}$ ) is reflected isotropically. This has the effect of reducing the effective view factor from rod $j$ to rod 4 and increasing the effective view factor from rod $j$ to itself, since a fraction $\mu_{i}$ of all radiation sent from rod $j$ to rod $i$ is immediately returned.

The antsotropic factor $\mu$ is used to modify the view factors used in Equations (2.2-76) through (2.2-88) in accordance with Equations (2.2-103) and (2.2-104):

$$
\begin{align*}
& F_{i j}^{\prime}=F_{i j}\left(1-\mu_{i j}\right) \text { for } i * j  \tag{2.2-103}\\
& F^{\prime}=F_{11}+\sum_{i=1}^{N} F_{i j} \mu_{i j}
\end{align*}
$$

These new effective view factors conserve radiant energy and satisfy the reciprocity relationship if $\mu_{j}=\mu_{\mu}$. In accordance with the recommendations of Tien et at 2.2-38 a value of 0.5 is used for $\mu_{1}$ for rod to rod radtation and 0.15 for channel wall-to-rod radiation.

In an effort to reduce the computation time for the radiation model, the present coding only calls RADSLAB every NRADth time step where NRAD is a user-supplied input. This has the disadvantage that if wall temperatures and fluid temperatures or both are rapidly changing, the radiation heat transfer boundary conditions ( $\left.q_{k}, h_{\text {rvk }}, h_{\text {rek }}\right)$ calculated by PADSLAB may not be consistent with

$$
\begin{equation*}
\sum_{k=1}^{n}\left(q_{k} A-Q A B S_{k}\right)=0 \tag{2.2-105}
\end{equation*}
$$

Additional work should be done in this area of detervining how often to call RADSLAB and what information should be calculated each time step.

### 2.2.4 Reflood Heat Transfer Model

The reflood fine-mesh model in TRAC-BF1/MOD1 is based on the moving-mash reflood model developed at LOS Alamos National Latoratory fur the TRAC-PD2 code. An analogous model has been developed for CHAN wall reflood heat transfer. This section is repeated as coded in Reference 1, Section 9.3.A.

In the TRAC-BF1/MOD1 fuel rod model, heat transfer coarse-mesh nodes are located at the hydrodynamic cell boundaries. Figure ?,2-17 depicts a typical fuel rod and several assocfated hydrodynamic cells. The upper and lower elevations of each node are taken as the midpoints between the center node and the nodes above and below. In order to maintain equality between the heat transfer out of the wall nodes and the heat received by the fluid cells, average heat transfer coefficients (and associated wall or flutd temperature)
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(1)

figure 2.2-17. TRAC-BF1/MOD1 reflood model fine mesh nodalization.
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must be defined for each fluid cell and each coarse mesh rod node. Figure 2.2-17 shows portions of three fluid cells and two associated coarse-mesh nodes. NOTE: Each coarse mesh node transfer's heat to two flutd cells. For the situation shown in Figure 2.2-17, the total rod-to-1iquid heat transfer to liquid in fluid cell $k$ is

$$
\begin{align*}
& Q_{101, \ell, k}=W, P,\left[z_{j+1}-\frac{1}{2}\left(z_{j+1}+z_{j}\right)\right] h_{\ell, j+1+k}\left(T_{v, j+1}-T_{\ell, k}\right) \\
& +W \cdot P \cdot\left[\frac{1}{2}\left(z_{j+1}+z_{j}\right)-z_{j}\right] h_{\ell, j+1+k}\left(T_{*, j}-T_{\ell, k}\right)
\end{align*}
$$

whane
W.P. = rod wall wetted perimeter
$z_{j} \quad \therefore$ elevation of Node $j$
$h_{t-i=k}=$ rod-to-1iquid heat transfer coefficient for Node $j$ to fluid cell k
$T_{w, j}$, wall Node $j$ and liquid cell $k$ temperatures.

We define an appropriate average wall temperature and heat transfer coefficient as

$$
\begin{align*}
& T_{*, k}=\frac{\frac{1}{2}\left(z_{j+1}-z_{j}\right) h_{\ell, j+1} T_{w, j+1}+\frac{1}{2}\left(z_{j+1}-z_{j}\right) h_{\ell, j} T_{*, j}}{\frac{1}{2}\left(z_{j+1}-z_{j}\right) h_{\ell, j+1}+\frac{1}{2}\left(z_{j+1}-z_{j}\right) h_{\ell, j}}  \tag{2.2-107}\\
& h_{\ell, *-k}=\frac{\frac{1}{2}\left(z_{j+1}-z_{j}\right) h_{\ell, j+1}+\frac{1}{2}\left(z_{j, 1}-z_{j}\right) h_{\ell, j}}{z_{j+1}-z_{j}} \tag{2.2-108}
\end{align*}
$$

Analogous expressions for vapor $T_{v, v}$ and $h_{v, w-k}$ may be derived.
Inspection shows that, for these definitions of $T_{w, t}$ and $h_{t}$,

$$
\begin{equation*}
Q_{\text {10r, }, k}=h_{\ell,-, k}\left(T_{w, \ell, k}-T_{\ell, k}\right)\left(z_{j, 1}-z_{j}\right) W \cdot P \ldots \tag{2.2-109}
\end{equation*}
$$

A similar average must be derived for the wall nodes that are in thermal contact with two fluid cells. These averages become more complicated when fine-mesh nodes are introduced, but the general form remains similar.

Another feature unique to the reflood package is the adjustment of the void fraction used in calculating heat transfer coefficient if the quench
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front is near the node. Referring to Figure 2.2-17, the void fraction $a_{j}$ used at Node $j$ is

$$
\bar{\alpha}_{j}=\left\{\begin{array}{l}
a_{2} \text { for } 2 Q F>z_{j+1}  \tag{2.2-110}\\
a_{j} \text { for } Z O F<z_{j} \\
\frac{1}{2}\left[a_{k}+X a_{k+1}+(1-X) a_{k-1}\right] \text { for } z_{j} \leq Z Q F \leq z_{j+1}
\end{array}\right.
$$

where

$$
\begin{align*}
Z Q F & =\text { elevation of the quench front } \\
\alpha_{2} & =\frac{1}{2}\left(\alpha_{k}+\alpha_{k-1}\right)  \tag{2.2-111}\\
\alpha_{v} & =\frac{1}{2}\left(\alpha_{k+1}+\alpha_{k}\right)  \tag{2.2-112}\\
x & =\frac{z_{j+1}-2 Q F}{z_{j+1}-z_{j}} .
\end{align*}
$$

This adjustment permits a smooth void fraction transition as the quench front moves up in the node.

The model has three distinct types of heat transfer nodes. The coarse-mesh nodes, used before reflood is specified, are centered on fluid cell boundaries, as previously illustrated. The fixed fine-mesh nodes are introduced at the beginning of reflood, and do not move. These are similar to the fine-mesh nodes in earlier versions of the code. The user specifies in input how many of these nodes should be introduced between each pair of adjacent coarse-mesh nodes. Finally, the third kind of nodes are the moving nodes. The placement of these nodes is done by the code, subject to limitations imposed by user input. These limitations are:

1. Maximum total number of heat transfer nodes per rod group (specified by the user).
2. Minimum spacing between heat transfer nodes (required for stability).
3. Minimum surface temperature difference between adjacent existing nodes. If this temperature difference is exceeded, the code will attempt to insert another row of fine mesh nodes between the two nodes that have the excessive temperature difference.
Nodes are inserted in such a manner as to minimize disruption of energy conservation. When rows are deleted, however, the temperatures of the nodes above and below are not adjusted, so that some minor energy loss (or gain) may
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occur. The algorithm for calculating the temperature of an inserted node is

$$
\begin{equation*}
T_{j}=\frac{\rho_{1}, c_{p, j-1} T+1+\rho_{j+1} C_{p, j+1} T+1}{2 \rho C_{p i j}} \tag{2.2-114}
\end{equation*}
$$

where $p_{j+1}, C_{p,-1,} P_{j+1}, C_{p,+1}$ are the density and specific heat for the nodes below and above the iriserted node and

$$
\begin{align*}
& P_{j}=\frac{P_{j-1}+P_{j+1}}{2}  \tag{2.2-115}\\
& C_{p j}=\frac{C_{p, j-1}+C_{p, j+1}}{2}
\end{align*}
$$

In general, $T_{j}$ should be very close to $1 / 2\left(T_{j+1}+T_{j+1}\right)$, and energy conservation should not be seriously violated for deletion of rows of nodes.

Falling film and bottom flood quench fronts are tracked on each rod group. A node is considered quenched whenever the node is in any heat transfer mode except 4 or 5 . The quench front positions are taken as the lowermost consecutive quenched node for the falling film and the uppermost consecutive quenched node for the bottom flood position.

The surface heat transfer on the inside of the chanael wall is analogous to the rod surface heat transfer. Coarse mesh nodes are located at cell boundartes, and the samie temperature and heat-transfer coeftitctent averaging schemes are used. Volumetric heat sources and radiation are included, and the same method for averaging void fractions near a quench front is employed.

The heat transfer sttuation on the outstde of the channel wall is complicated by the fact that the coarse-mesh nodes may not be located at fluid boundaries. Previous versions of the reflood model handled this by assuming that all the heat transfer from a wall node went into the fluid cell that over 1 apped most of the node. The present model partitions the heat transfer according to the fraction of overlap with each fluio cell. The model is limited, however, since it only permits a wall node to contact 1 or 2 fluid cells. This places some burden on the user to ensure proper alignment of channel and outside-component cells in order to comply with this rule. in general, however, the restriction is reasonable, since chamels are always noded much finer than the surrounding bypass region. Figure 2.2-18 shows several fluid cells (both CHAN and outside component) and assocfated wall heat transfer nodes (both fine and coarse mesh).

A variable $X_{f}$, has been defined for each wall node that is the fraction of the node that transfers heat to the lowest outer cell which it overlaps. Referring to figure 2.? 18, we have


Figure 2.2-18. CHAN wall fine mesh nodalization scheme and relationship to adjacent fluid cells.

$$
\begin{align*}
& (X f)_{k+1}=\frac{z_{j-1}-\frac{1}{2}\left(z_{k}+z_{k+1}\right)}{\frac{1}{2}\left(z_{k+2}-z_{k}\right)}  \tag{2.2-117}\\
& (X f)_{k+2}=1  \tag{2.2-118}\\
& (X f)_{k+3}=1  \tag{2.2-115}\\
& (X f)_{k+4}=1 \tag{2.2-120}
\end{align*}
$$
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$$
\begin{equation*}
(X f)_{k-5}=\frac{z_{j}-\frac{1}{2}\left(z_{k+5}+z_{k+6}\right)}{\frac{1}{2}\left(z_{k+6}-z_{k+4}\right)} \tag{2.2-121}
\end{equation*}
$$

Previous code versions contained variables (KRVC and KLVC) defined on the fine-mesh nodes that stored the outer component cell number that most overlapped the wall node. These varłables now store the lowest outer component cell that the node overlaps. Combined with $X_{f}$ and the rule that oniy two cells may overlap a node, the fraction of each node ir contact with each cell is completely defined. However, since this model can add and delete fine-mesh nodes according to the wall temperature proftle, these two values need to be redefined each time node spacing is altered. A flow chart indicating the logic used for different situations when a node is added is given in figure 2.2-19. A similar chart for the deletion of a node is given in s gure 2.2-20. The variable $\rho_{1, k}$ used in these flow charts refers to the iowest outer component cell (or level, in a vessel) in thermal contact with Node $k$. Whien a vessel (or other outer component) cell boundary is near the added or deleted node, the boundary location is determined using the previous $x_{t}$ 's and $C_{i}$ 's, and this information ts combined with the new H.T. node boundary elevation to calculate the new $X_{f}^{\prime}$ 's and $\ell_{f}^{\prime}$ 's using Equations (2.2117) through (2.2-121)

In previous versions of TRAC-BF1/MOD1, quench fronts were tracked only on the rods and inside surface of the CHAN wall using explicit quench front velocity correlations. The present model tracks quench fronts (both falling film and bottom flood on the outside of the CHAN wall as well. The explicit quench front velocity correlations have been abandoned, and the presence of a liquid film is inferred from the code-calculates heat transfer mode. The actual quench front locations are taken to he the uppermost (or lowermost, for a falling film quench $f_{i}$, ) continuously wetted node, starting at the end of the heated section (or CHAN wall).
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Figure 2.2-19. Logic for addition of a fine-mesh channel wall node and redefinition of node overlap parameters.

Heat Transfer Model


Finate 2.2-20. Logic for remo:ai of a fine-mesh, channel wall rode and reaefinition of nude overlap parameters.
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### 2.3 Numerical Model

In TRAC-BF1/MOD1, a semi-implicit finite difference scheme is used in both the one- and three-dimensional flow components. The normal stability limit for this numerical scheme is

$$
\begin{equation*}
\Delta t<\operatorname{Min}\left[\frac{\left.V_{0}\right\rangle}{|V| \lambda}, \frac{\Delta x}{|V|}\right] . \tag{2.3-1}
\end{equation*}
$$

However, TRAC-BF1/MOD1 employs a Courant-1imit-violating numerical scheme in its one-dimensional flow components, which allows the Courant limit to be exceeded.

### 2.3.1 Courant-Limit-Violating Numerics in One-Dimensional Components

Two Courant-limit-violating numerical methods have been developed for TRAC-BF1/MOD1 by Los Alamos National Laboratory ${ }^{2.3-1}$ and the General Electric Company (GE) 2.5-2 These two methods differ substantially in the way in which they satisfy the two requirements for a Courant-limit-violating numerical method. An evaluation of the two methods was performed at the INEL, and the recommendation was made to implement a hybrid Courant-limit-violating numericai method employing the best features of both of these previously developed numerical techniques. This hybrid technique employs the GE method of stabilizing the momenium equation and the LANL method of conserving mass and energy when violating the Courant limit. The hybrid numerical method will be discussed in the next sections.

The hybrid Courant-limit-violating numerical method as implemented in TRAC-BF1/MOD1 utilizes the GE method of stabilizing the momentum equation and the LANL method of conserving mass and energy. The basis of the method is to modify the momentum equation in the existing semi-implicit solution algorithm so that it is stable for time steps greater than the Courant limit. This allows larger time steps to be taken, but mass and energy are not conserved if the material Courant limit has been violated. Using the results of this step, the mass and energy equations are solved a second time to conserve mass and energy. Thus, the hybrid technique consists of two steps, the first being a modification of the existing numerical procedure in TRAC-BF1/MOD1 and the second being a mass and energy conserving step. These two steps will be discussed separately, after the existing solution procedure is outlined.
2.3.1.1 Original (TRAC-BD1) Numerical Procedure. The two-fluid conservation equations consisting of mass, thermal energy and momentum equations are solved in finite-difference form on a staggered mesh. The independent variables are the total pressure, void fraction, vapor temperature, and liquid temperature and are defined at cell centers (whole number subscript $j+1$, etc.) and the liquid and vapor velocities are defined on the cell edges (half-integer subscript $j+1 / 2, j-1 / 2$, etc.).
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The semi-implicit numerical integration technique uses a mixture of beginning of time step and end of time step values to solve the conservation equations. The mass equations are given by

$$
\begin{align*}
& \frac{a_{k, j}^{n+1} P_{k, j}^{n+1}-a_{k, j}^{n} P_{k, i}^{n}}{\Delta t}-\frac{1}{V O I_{j}}\left[\sum_{k, j+1 / 2}^{n} V_{k, j+1 / 2}^{n+1} A_{j+1 / 2}+x_{k, j-1 / 2}^{n} V_{k, j-1 / 2}^{n+1} A_{j-1 / 2}\right] \\
& =\Gamma_{k}^{n+1} ; k=f, g \tag{2.3-2}
\end{align*}
$$

where $a_{f}+a_{g}=1$ and

$$
\begin{align*}
& x_{k, j+1 / 2}^{n}=\left\{\begin{array}{l}
\alpha_{k, j}^{n} p_{k, j}^{n} ; v_{k, j+1 / 2}^{n} \geq 0 \\
a_{k, j+1}^{n} p_{k, j+1}^{n} ; v_{k, j+1 / 2}^{n}<0
\end{array}\right.  \tag{2.3-3}\\
& x_{k, j-1 / 2}^{n}=\left\{\begin{array}{l}
\alpha_{k, j-1}^{n} p_{k, j-1}^{n} ; V_{k, j-1 / 2}^{n} \geq 0 \\
\alpha_{k, j}^{n} p_{k, j}^{n} ; v_{k, j-1 / 2}^{n}<0
\end{array}\right. \tag{2.3-4}
\end{align*}
$$

where

| a | $=$ void fraction |
| :--- | :--- |
| $P$ | $=$ density |
| $V$ | $=$ velocity |
| $A$ | $=$ area |
| $\Delta t$ | $=$ time step |
| $\Gamma$ | $=$ mass source per unit volume per unit time |
| Vol liquid and g for vapor |  |
| $k$ | $=$ beginning of time step |
| $n$ | $=$ end of time step |
| $n+1$ | $=$ cell center |
| $i$, |  |
| $j+1$, |  |
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$$
j \pm 1 / 2=\text { cell edge }
$$

The phasic momentum equations are given by

$$
\begin{align*}
& \frac{V_{k, j+1 / 2}^{n+1}-V_{k, j+1 / 2}^{n}}{\Delta t}+V_{k, j+1 / 2}^{n} \nabla V_{k, j+1 / 2}^{n}=-\frac{1}{P k_{, j+1 / 2}^{-n}} \frac{P_{j+1}^{n+1}-P_{j}^{n+1}}{\Delta Y_{j+1 / 2}} \\
& +g \cos \theta-F_{i k, j+1 / 2}^{n+1}-F_{k_{k, j+1 / 2}^{n+1}}-F_{m_{k, j+1 / 2}}^{n+1}  \tag{2.3-5}\\
& W_{k, j+1 / 2}^{n}=\left\{\begin{array}{l}
\frac{V_{k, j+1 / 2}^{n}-V_{k, j-1 / 2}^{n}}{\Delta X_{j}} ; V_{k, j+1 / 2}^{n} \geq 0 \\
\frac{V_{k, j+3 / 2}^{n}-V_{k, j+1 / 2}^{n}}{\Delta X_{j+1}} ; V_{k, j+1 / 2}^{n}<0
\end{array}\right. \tag{2.3-6}
\end{align*}
$$

where
$P=$ average density
$\Delta x=$ distance
$\Delta t=$ time step
$F_{i}=$ interfacial force per unit volume
$F_{V}=$ wall force per unit volume
$F_{Y m}=$ virtual mass force per unit volume.

The energy equations have been omitted here, as they parallel the mass equations. However, all equations for the one-dimensional components are given in full detail as coded in Sections 2.1.7 through 2.1. 1.5 of the modeis and correlations document associated with this code manual.
2.3.1.2 Modified Basic Step. The existing semi-implicit numerical algorithm is called the basic step in the Courant violating numerical procedure and is modified to make it stable for time steps exceeding the material Courant limit. The essential modification is to change the velocity divergence term in the momentum equation to make it more implicit, since it is the completely explicit nature of this term that creates the material courant limitation. This term, as modified by GE, becomes
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$$
W_{k, j+1 / 2}^{n}=\left\{\begin{array}{l}
\frac{\bar{V}_{k, j+1 / 2}^{n+1}-V_{k, j+1 / 2}^{n}}{\Delta x_{j}} ; V_{k, j+1 / 2}^{n} \geq 0  \tag{2.3-7}\\
\frac{V_{k, j+3 / 2}^{n}-\bar{v}_{k, j+1 / 2}^{n+1}}{\Delta x_{j, 1}} ; V_{k, j+1 / 2}^{n}<0
\end{array}\right.
$$

where the cell edge velocity denoted by the overbar in the velocity difference has been made implicit. This modification is sufficient to allow time steps beyond the material Courant limit. A second modification is made to the flux terms in the mass and energy equations to make them implicit in the "within cell" quantities.

$$
\begin{align*}
& x_{k, j+1 / 2}^{n}=\left\{\begin{array}{l}
\alpha_{k, j}^{n+1} P_{k, j}^{n+1} ; V_{k, j+1 / 2}^{n} \geq 0 \\
\alpha_{k, j+1}^{n} P_{k, j+1}^{n} ; V_{k, j+1 / 2}^{n}<0
\end{array}\right.  \tag{2.3-8}\\
& x_{k, j-1 / 2}^{n}=\left\{\begin{array}{l}
n \\
\alpha_{k, j-2}^{n} P_{k, j-1}^{n} ; V_{k, j 1 / 2}^{n} \geq 0 \\
\alpha_{k, j}^{n+1} P_{k, j}^{n+1} ; V_{k, j-1 / 2}^{n}<0
\end{array}\right.
\end{align*}
$$

2.3.1.3 Mass and Energy Stabilizer Step. The second step in the hybrid Courant violating numerical procedure is the mass and energy conserving step. The mass stabilizer equations are

$$
\begin{equation*}
\frac{\alpha \rho_{k, j}^{n+1}-\alpha \rho_{k}^{n}, j}{\Delta t}+\frac{1}{V_{0} l_{j}}\left[x_{k, j+1 / 2}^{n+1} v_{k, j+1 / 2}^{n+1} A_{j+1 / 2}+x_{k, j-1 / 2}^{n+1} v_{k, j-1 / 2}^{n+1} A_{j-1 / 2}\right]=\Gamma_{k}^{n+1} \tag{2.3-10}
\end{equation*}
$$

where

$$
\begin{align*}
& x_{k, j+1 / 2}^{n+1}=\left\{\begin{array}{l}
\alpha \rho_{k, 1}^{n+1} ; v_{k, j+1 / 2}^{n+1} \geq 0 \\
\alpha \rho_{k, j+1}^{n+1} ; \\
v_{k, i+1 / 2}^{n+1}<0
\end{array}\right.  \tag{2.3-11}\\
& x_{k, j-1 / 2}^{n+1}=\left\{\begin{array}{l}
\alpha \rho_{k, j, 1}^{n+1} ; v_{k, j-1 / 2}^{n+1}<0 \\
\alpha \rho_{k, j}^{n+1} ; \\
v_{k, j-1 / 2}^{n+1}<0
\end{array}\right. \tag{2,3-12}
\end{align*}
$$

and the independent variables are the macroscopic phasic densities which are the product of the phasic void fraction and phasic density. The phasic velocities in the flux terms are taken from the results of the bastc step.
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If the mass equation for the basic step is subtracted from the mass stabilizer equation, the phasic mass source disappears. The difference equation that results is in terms of beginning and end of time step macroscopic phasic density and the beginning of time step phasic void fraction and phasic density. These equations for each cell form a tridiagonal system of equations in the macroscopic phasic density, which is solved for the new time macroscopic phasic densities. The two phasic energy equations are solved for the macroscopic phasic internal energies $\left(\alpha_{k} p_{k} e_{k}\right)^{n+1}$ in the same way. The phasic void fraction is obtained by linearizing the phasic macroscopic densities and internal energies in terms of the total pressure and phasic temperature obtained from the basic step and solving for the phasic void fraction. This process does not conserve mass and energy exactly, because the results of the basic step were used to eliminate the phasic mass and energy source terms. If the basic step were solved exactly (i.e., convergence criteria $e$ in basic step $=0$ to machine precision), this procedure would conserve mass and energy exactly. The degree of mass and energy conservation therefore depends upon the convergence of the basic step and can be controlled bv the user through the convergence criterion for the basic step.

### 2.3.2 Three-Dimensional Conventional Numerics

The Courant-limit-violating numerics have not yet been implemented in three-dimensional components. The numerical solution still follows the original formulation. However, for three-dimensional flow, the formulation of $V \cdot \nabla V$ requires some additional notation. The three vector components of $V \cdot \nabla V$ can be written in cylindrical coordinates as

$$
\begin{align*}
& (\bar{V} \cdot W)_{r}=V_{r} \frac{\partial V_{r}}{\partial r}+\frac{V_{\theta}}{r} \frac{\partial V_{r}}{\partial \theta}-\frac{V_{\theta}^{r}}{r}+V_{z} \frac{\partial V_{r}}{\partial z}  \tag{2.3-13}\\
& (\bar{V} \cdot \nabla)_{\theta}=V_{r} \frac{\partial V_{\theta}}{\partial r}+\frac{V_{\theta}}{r} \frac{\partial V_{\theta}}{\partial \theta}+\frac{V_{r} V_{\theta}}{r}+V_{2} \frac{\partial V_{\theta}}{\partial z}  \tag{2.3-14}\\
& (\bar{V} \cdot \nabla \mathbb{V})_{z}=V_{r} \frac{\partial V_{z}}{\partial r}+\frac{V_{\theta}}{r} \frac{\partial V_{z}}{\partial \theta}+V_{z} \frac{\partial V_{z}}{\partial z}
\end{align*}
$$

These equations app'y for either phase. The finite difference approximation for the $z$ component of $V \cdot W$ is given by

$$
\begin{equation*}
\left[(\bar{V} \cdot \nabla V)_{2}\right]_{i, j, k+1 / 2}=\frac{\left(V_{r} \delta_{r} V_{2}\right)_{i, j, k+1 / 2}}{\Delta r}+\frac{\left(V_{0} \delta_{\theta} V_{2}\right)_{i, i, k+1 / 2}}{r \Delta \theta}+\frac{\left(V_{2} \delta_{2} V_{2}\right)_{i, j, k+1 / 2}}{\Delta v} \tag{2.3-16}
\end{equation*}
$$

where the notation, $\left(V_{r} \delta \delta_{r} V_{2}\right)_{1, i, k+1 / 2}$ implies a donor cell difference in the $r$
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direction about $i, j, k+1 / 2$ based on the sign of $V_{r i, j, k+1 / 2}$. The above donor cell differences are

$$
\begin{align*}
& \left(V_{r} \delta_{r}, V_{2}\right)_{i, j, k+1 / 2}=\left\{\begin{array}{l}
V_{r_{1, j, k+1 / 2}}\left(V_{2 i, j, k+1 / 2}-V_{2_{i-1}, i, k+1 / 2}\right) \text { for } V_{r_{i, j, k+1 / 2} \geq 0} \text { for } V_{r_{i, j, k+1 / 2}<0}
\end{array}\right.  \tag{2.3-17}\\
& \left(V_{\theta} \delta_{\theta} V_{2}\right)_{i, j, k+1 / 2}=\left\{\begin{array}{l}
V_{\theta_{i, j, k+1 / 2}}\left(V_{\left.z_{i, j, k+1 / 2}-V_{z_{i}, j-1, k+1 / 2}\right)}\right) \text { for } V_{\theta_{i, j, k+1 / 2}} \geq 0 \\
V_{\theta_{i, j, k+1 / 2}}\left(V_{z_{i, j+1, k+1 / 2}}-V_{\left.z_{i, j, k+1 / 2}\right)}\right) \text { for } V_{\theta_{k, j, k+1 / 2}<0}
\end{array}\right. \tag{2,3-18}
\end{align*}
$$

The velocities in TRAC-BF1/MOD1 three-dimensional mesh space are defined as normal to the face. Therefore, the axial velocity on an axial cell face is defined $\left(V_{z i, k+1 / 2}\right)$ and saved from time step to time step. However, velocities that are not normal to the face must be estimated. For example, $V_{r i, j, k+1 / 2}$ and $V_{\theta i, i, k+1 / 2}$ are estimated by the averaging cechnique

$$
\begin{equation*}
V_{r_{i, j, k+1 / 2}}=\frac{1}{4}\left(V_{r i+1 / 2, j, k}+V_{r_{i-1 / 2, j, k}}+V_{r_{i+1 / 2, j, k+1}}+V_{r_{i-1 / 2, j, k+1}}\right) \tag{2.3-20}
\end{equation*}
$$

For the three-dimensional components, the complete as-coded finite-difference equations are provided in Reference 3, Sections 2.1.16 through 2.1.30.

### 2.3.3 Solution Method

The overall solution strategy is described first, then details of the solution method are presented.
2.3.3.1 Outer Iteration Strategy. Solution of the thermal-hydraulic equations for all components is controlled by Subroutines TRANS, PREP, OUTER, and POST. Subroutine TRANS controls the overall strategy, whereas the others call each component in turn.

At least four computational passes are made through each component. An initial pass is made to update certain explicit information that must be availabie before performing the hydrodynamics calcelation. This is done by a call to PREP. The heat-transfer coefficients and relative velocities are examples of information calculated on the first pass. The next two or more passes call the basic hydrodynamic routines until a solution is found within
the convergence criterion or the maximum number of iterations is exceeded. This stage of the calculation is done by a call to OUTER, which performs both a forward eifmination and a backward substitution pass. The recommended convergence criterion (EPSO) is $10^{-3}$, and the maximum outer iteration count (OUTMAX) generally should range between 6 and 10 . The order in which OUTER calls the given components is determined by the IORDER array that is set after input by SRTLP

If the outer iteration process converges, a final pass is made by Subroutine POST to update the wall, slab, or rod heat conduction and to generate the information required to begin the next time step. If the outer iteration fails to converge, the time step size is halved (subject to the constraint that $\Delta t$ must be greater than or equal to the minimum time step size indicated in the input); then, another attempt to converge the outer iteration cycle begins. After six unsuccessful attempts, the code shuts down after producing a dump and edit.
2.3.3.2 Details of the Solution Method. The solution procedure begins by successive processing of all one-dimensional components in subroutine TF1D, which, in turn, calls TFIE, TF1I, and FF1D. For each such component, processing begins by solution of the vapor and liquid equations of motion in subsection 2.3.1 at each junction within the components. This yields

$$
\dot{V}_{9, j+1 / 2}, \dot{V}_{\ell, j+1 / 2}, \quad D V V_{j+1 / 2}, \text { and } \text { DVL }_{j+1 / 2}
$$

where

$$
\begin{align*}
& V_{g, j+1 / 2}^{n+1}=\bar{V}_{9, j+1 / 2}+D V V_{j+1 / 2} \delta\left(P_{j+1}-P_{j}\right)  \tag{2.3-21}\\
& V_{\ell, j+1 / 2}^{n+1}=\bar{V}_{\ell, j+1 / 2}^{n+1}+D V L_{j+1 / 2} \delta\left(P_{j+1}-P_{j}\right) \tag{2.3-22}
\end{align*}
$$

where the notation $\delta F$ indicates temporal variation in $F$ during a time step. Next, the finite difference forms of the mass and energy equations for each hydrodynamic cell within the component are linearized in terms of $\delta P, \delta \alpha ;$ $\delta T_{v j} . \delta T_{\ell j}$ and the new time phase velocities

$$
V_{9, j+1 / 2}^{n+1}, V_{9, j-1 / 2}^{n+1}, V_{\ell, j+1 / 2}^{n+1}, \text { and } V_{\ell, j-1 / 2}^{n+1}
$$

at the cell boundaries. The eet of linearized mass and energy equations for the component are next solved by substituting the above values for new time velocities to obtain the $a_{i j}$ 's in the following equations:

$$
\begin{equation*}
\delta P_{1}=a_{1 j}+a_{2 j} \delta \Delta P_{L}+a_{3 j} \delta \Delta P_{R}+a_{4 j} \delta \Delta P_{T} \tag{2.3-23}
\end{equation*}
$$
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$$
\begin{equation*}
\delta \alpha_{j}=a_{5 j}+a_{6 j} \delta \Delta p_{\mathrm{L}}+a_{7 j} \delta \Delta p_{R}+a_{8 j} \delta \Delta p_{T} \tag{2.3-24}
\end{equation*}
$$

$$
\begin{equation*}
\delta T_{V j}=a_{Q j}+a_{10 j} \delta \Delta p_{L}+a_{11 j} \delta \Delta p_{k}+a_{12 j} \delta \Delta p_{T} \tag{2.3-25}
\end{equation*}
$$

$$
\begin{equation*}
\delta T_{\ell j}=a_{13 j}+a_{14 j} \delta \Delta_{L}+a_{15 j} \delta \Delta P_{R}+a_{16 j} \delta \Delta_{T} \tag{2.3-26}
\end{equation*}
$$

where

| $\delta P_{j}$ | $=$ temporal variation in pressure cell j |
| ---: | :--- |
| $\delta a_{j}$ | $=$ temporal variation in void fraction in cell j |
| $\delta T_{V j}$ | $=$ temporal variation in vapor temperature in cell j |
| $\delta T_{L j}$ | $=$ temporal variation in liquid temperature in cell j |
| $\delta \Delta P_{L}$ | $=$temporal variation in the pressure difference at the left <br> component junction |
| $\delta \Delta P_{R}$ | $=$temporal variation in the pressure difference at the right <br> component junction |
| $\delta \Delta P_{T}$ | $=$temporal variation in the pressure difference at the tee |
| component junction. |  |

(See Steps 1 through 5 in Figure 2.3-1). All linear coefficients ( $a_{i j}, i=$ 1,16 ) are stored for later back-substitution.

After the linearized equations in all one-dimensional components have been solved in terms of the junction pressure differences, the following expression can be written at each component-to-component junction

$$
\begin{equation*}
\delta \Delta P_{1}=\delta P_{-}-\delta P_{1} \tag{2.3-27}
\end{equation*}
$$

where the subscript $i$ indicates the junction number and $\delta P$, and $\delta P$ are evaluated at the two adjacent cell centers. When $\delta P$. or $8 P$. are within one-dimensional components, Equation (2.3-23) is substituted for the appropriate cells into Equation (2.3-27) to eliminate $\delta P_{+}$and $\delta P$. in favor of junction pressure difference temporal variations, $\delta \Delta P$. If there are no three-dimensional components present in the calculation, a closed linear system of equations in the junction pressure difference varfations ( $8 \Delta \mathrm{P}$ ) is formed by these substitutions together with the boundary conditions. This system [Equation (2.3-28) below, with only the first vector on the R.H.S.] is
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then solved in OUTER by direct methods (Step 6 in Figure 2.3.1; the $B_{i}$ 's and $C_{i}$ 's are zero in this case). A back-substitution pass through all one-dinensional components then follows, in which the known $8 \Delta P$ terms are used to obtain values for the remaining independent variables (see Step 13 in Figure 2., 1) as prescribed by Equation (2.3-23) through (2.3-26).

When one or more three dimensional components are present, the situation is slightly more complicated. For the network illustrated in Figure 2.3-2, a linear set of equations in $\delta \Delta P$, results after all possible substitutions are made as described above. The equations have tie form

$$
\left[\begin{array}{cccccc}
x & x & 0 & 0 & 0 & 0  \tag{2.3-28}\\
x & x & x & 0 & x & 0 \\
0 & x & x & x & x & 0 \\
0 & 0 & x & x & 0 & 0 \\
0 & x & x & 0 & x & x \\
0 & 0 & 0 & 0 & x & x
\end{array}\right]\left[\begin{array}{l}
\delta \Delta P_{1} \\
\delta \Delta P_{2} \\
\delta \Delta P_{3} \\
\delta \Delta P_{4} \\
\delta \Delta P_{5} \\
\delta \Delta P_{6}
\end{array}\right]=\left[\begin{array}{l}
x \\
x \\
x \\
x \\
x \\
x
\end{array}\right]+\left[\begin{array}{l}
x \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] \delta P_{v 1}+\left[\begin{array}{l}
0 \\
0 \\
0 \\
x \\
0 \\
0
\end{array}\right] \delta P_{2}
$$

where $x$ indicates nonzero matrix and vector elements and $\delta P_{v 1}$ and $\delta P_{v 6}$ are the temporal pressure variations in the vessel cells adjacent to Junctions 1 and 4, respectively. This system is solved directly to obtain

$$
\begin{equation*}
\delta \Delta P_{i}=A_{i}+B i \delta P_{v 1}+C_{i} \delta P_{v 4} \text { for } i=1,2, \ldots \tag{2.3-29}
\end{equation*}
$$

(see step 6 in Figure 2.3-1). Treating the momentum, mass, and energy equations in the chree-dimensional components in a similar manner as described above for one-dinensional components, a system of the following form is obtained:
where $N$ is the number of cells in the vessel. This system of equations is now closed by substitution of Equation (2.3-29) for the junction pressure difference temporal variations $\left(\delta \Delta P_{1}\right.$ and $\left.\delta \Delta P_{4}\right)$. The system is solved in one of two ways (see Steps 7 through 12 in Figure 2.3-1). If the input variable,
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Figure 2.3-2. Component network with one three-dimensional vessel.

IITMAX, is set to zero, the system is solved directly using calls to Subroutines STDIR, SOLVE, and BACIT. If IITMAX $>0$, an iterative solution procedure is used. This iteration is a combination of a Gauss-Seidel and a coarse-mesh rebalance, The recommended convergence criterion for this iteration (EPSI) is $10^{-5}$, and the maximum allowed number of iterations (IITMAX) is 30 to 50 . Back-substitution through the one-dimensional components again completes the solution of the full linear system.

A complete pass through the outer iteration logic is illustrated in the logic chart given in Figure 2.3-1. The routine name perforining the function described is also given. References are made to the coefficients given in the previous equations.

A single, complete pass through this solution procedure provides the solution for the linearized finite difference equations. Subsequent passes through the procedure for the same time step produce a Newton iteration on the nonlinear difference equations, with quadratic convergence.

### 2.3.4 Explicit Leak Path Model

The leak, ath concept is used in TRAC-BF1/M0D1 as a means of transferring mass and energy between components through an explicit flow path separate from the normal semi-implicit junction flow path. The use of such a fully explicit flow is helpful, since it reduces the complexity of the TRAC-BF1/MOD1 network and requires less execution time than the implicit coupling found in the normal TRAC-BF1/MOD1 solution method described in Subsection 2.3.2. The leak path concept is useful in situations where momentum transfer is not important and where flow instabilities due to the explicit nature of the leak path are not likely to occur. These criteria are satisfied fur such cases as the small, transverse flow from a channel assembly into the surrounding core
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bypass region and for feedwater flow between a F1LL and the vessel downcomer.
The leak path concept includes flow between all one-dimensional and three-dimensional components (exclusive of the BREAK component). Each leak path connects two components, one designated the From component and the other designated the To component. These designations refer to a conventional flow direction and do not change if the actual flow direction reverses. Positive leak path flow implies flow from the From component to the To component. Ail leak path geometric data and connection data are input and stored as part of the from component data base. The geometric data include the leak path flow area, loss coefficient, and elevation difference, while the connection data include the From cell number, the To component number, the To cell number, and the To level number (used only if the To component is a VESSEL). All components except VESSEL and BREAK may be used as from components, and all components except BREAK may be used as To components. A given component may be used as the From component for only one leak path, but no restriction is placed on the number of leaks To a given component or cell within that component.

The concept of a disconnected FILL component is also included in this model to facilitate the use of FILL components as the From component of a leak path. A discornected FILL is specified by an input junction number of zero and is not connected to any other component through a conventional junction. Flow from a disconnected FILL to a component takes place only through a leak path. The usp of a disconnected FILL and associated leak path permits a reduction in the number of components in a TRAC-BF1/MOD1 model, since FILL components may be connected directly to a VESSEL cell or 1-D component cell through a leak path without the use of an intervening PIPE or TEE.

Leak path hydraulic dita are stored and are available to all components. The donor cell fluid properties for the leak are loaded by Subroutine LEKLOD, which is called for each component during the initial pass phase of the TRACBF1/MOD1 calculation. This subroutine performs a search over all leak paths in the leak path array. If a given component connects to a leak path (either To or From) and if the previous time step leak velocity is consistent with the given component teing a donor component, then fluid properties from the leak cell of the given component are loaded into the appropriate locations in the leak path array.
2.3.4.1 Leak Path Velocity Calculation. The explicit leak path mixture veloc!ties are calculated by Subroutine C!EK. A schematic diagram of a leak path and its associated components is shown in Figure 2.3-3. In this figure,

$$
\begin{aligned}
& A=\text { leak path flow area } \\
& k=\text { leak path form loss coefficient } \\
& V_{m}=\text { mixture velocity of leak path flow } \\
& Q=\text { mixture density }
\end{aligned}
$$



Figure 2.3-3. Leak path model.
$P=$ pressure.
The effective mass meff of the fluid moving through the leak orifice is calculated by assuming that the moving fluid lies in a cylindrical jet whose length on each side of the orifice is ten times its diameter, or

$$
\begin{equation*}
m_{\text {eff }}=10 D A\left(p_{1}+p_{2}\right) \tag{2.3-31}
\end{equation*}
$$

where

$$
\begin{equation*}
0=(\text { effective orifice diameter })=(4 A / \pi)^{1 / 2} \tag{2.3-32}
\end{equation*}
$$

The squation of motion for fluid in the leak path is then given by

$$
\begin{equation*}
A\left(P_{1}-P_{2}\right)=m_{\mathrm{eff}} \frac{d V_{\mathrm{m}}}{d t}+\frac{1}{2} A k p\left|V_{\mathrm{m}}\right| \tag{2.3-33}
\end{equation*}
$$

where the two right side terms account for inertial and frictional effects, respectively.

Writing Equation (2.3-33) in semi-implicit finite difference form yields
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$$
\begin{equation*}
\Delta^{n}=\frac{m_{e t+}\left(V_{m}^{n+1}-V_{m}^{n}\right)}{A \Delta t}+\frac{1}{2} k p\left|V_{m}^{n}\right| V_{m}^{n+1} \tag{2.3-34}
\end{equation*}
$$

where $\rho$ is the donor cell fluid density determined by the sign of $V_{m}^{n}$
Equation (2.3-34) is then readily solved for

$$
v_{m}^{n+1}
$$

yielding

$$
\begin{equation*}
V_{\mathrm{m}}^{n-1}=\frac{\Delta^{n}+\frac{m_{e f t}}{A \Delta t} V_{\mathrm{m}}^{n}}{\frac{m_{e f f}}{A \Delta t}+\frac{1}{2} k p\left|V_{m}^{n}\right|} \tag{2.3-35}
\end{equation*}
$$

The numerator of Equation (2.3-33) determines the sign of $V^{n+1}$ since the denominator of this equation is always positive. Hence, the sign of this numerator is used for determining the donor cell direction for $p$.

The calculated value of $V_{m}{ }^{n+1}$ is then used for calculating source terms for addition to the From and $T_{0}^{m}$ component mass and energy equations. For both components, these source terms are of the form

$$
\begin{equation*}
S_{\ell m}=p_{l}(1-\alpha) A_{\text {tot }} V_{m}^{n+1} \tag{2.3-36}
\end{equation*}
$$

$$
\begin{equation*}
S_{\mathrm{vm}}=\rho_{\mathrm{v}} \alpha A_{\mathrm{tot}} V_{\mathrm{m}}^{\mathrm{n}+1} \tag{2.3-37}
\end{equation*}
$$

for the liquid and vapor mass source terms, and

$$
S_{t e}=\left(e_{l} p_{l}+p\right)(1-\alpha) A_{t o t} v_{m}^{n+1}
$$

$$
\begin{equation*}
S_{v e}=\left(e_{v} p_{v}+P\right) \alpha A_{\text {tot }} v_{m}^{n+1} \tag{2.3-39}
\end{equation*}
$$

for the liquid and vapor energy source terms. In these source terms, $p_{f}$ and $p_{v}$ are liquid and vapor densities, $e_{\ell}$ and $e_{v}$ are the donor-celled liquid and vapor spectfic intemal energies, and a is the donor-celled void fraction. These quantities are all donor wlled according to the sign of the numerator of Equation (2.3-35). The pressure P used in these source terms is the donor
component pressure.
When the From or To component is a CHAN, $A_{\text {ter }}$ is the total leakage path flow area for all channel assemblies represented by the CHAN component. Since the leak path model assumes homogeneous flow, the leak path velocities for both liquid and vapor phases are the same as the mixture velocity.

If the from component of a leak path is a FILL, the leak path phasic velocities will not be calculated by Subroutine CLEK but will instead be set equal to the FILL phasic velocities, as determined by the normal FILL logic.

Leak path mass, energy, and noncondensable source terms are calculated by existing subroutine MELK, which is called from the one- and three-diniensional hydrodynamic routines for each component cell connected to a leak path. Subrout ine MELK calculates source terms for both To and From cells, with an algebraic sign adjustment to account for direction of leak flow. For example, if the current cell is a From cell for a leak path and if the leak path velocity is positive, then the mass and energy source terms for that cell will be negative. The source terms for the two cells connecied by a leak path will be equal in magnitude and opposite in sign, thus assuring conservation of mass and energy. Subroutine FFLK is also called during the TRAC-BF1/MOD1 postpass calculation to obtain leak path mass fluxes for use in the system mass balance calculation. Subroutine MBLK accounts for boron transfer through generalized leak paths.

### 2.3.5 Numerics of Flow Limit Models

The flow limit models are discussed in Sutsection 2.1.3. The method for applying flow limit models is presented below.

The choked flow criteria described in Subsection 2.1.3.1 for two-phase, pure vapor, and pure liquid flow have been selected for modeling critical flow in TRAC-BF1/MOD1. These criteria establish the flow limitation to be imposed at user-specified cell boundaries within one-dimensional components. For the user-specified, one-dimensional cell boundary, the TRAC-BF1/MOD1 finitedifference equations are to be solved subject to the constraint

$$
\begin{equation*}
\frac{\alpha_{g} p_{l} V_{g}+\alpha_{\ell} p_{g} V_{l}}{\alpha_{g} p_{l}+\alpha_{\ell} p_{g}} \leq a_{H E} \tag{2,3-40}
\end{equation*}
$$

The TRAC-BF1/MOD1 solution scheme for one-dimensional components consists of a forward elimination step, where explicit new-time velocities and velocity derivatives with respect to pressure are calculated, and a back-substitution step, where final new-time velocities are calculated after the outer iteration network solution has given a consistent set of boundary conditions between one- and three-dimensional components. Both steps are coded in Subrout ines TFIE and CHOKE.
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The method chosen to implement the critical flow constraint is consistent with existing TRAC-BF1/MOD1 numerics. Explicit new-time velocities and their derivatives are first calculated as if the flow was not choked. Then, these velocities are used to evaluate the inequality [Equation (2.3-40)]. If the flow is choked, Equation (2.3-40) is solved simultaneously with the assumption

$$
s=\frac{\left(V_{g}\right)_{\text {new }}}{\left(V_{\ell}\right)_{\text {new }}}=\left\{\begin{array}{r}
1.0, \text { if } \leq \alpha<0.01 \text { or } \\
\quad \text { if } 0.999999<\alpha \leq 1.0 \text { or } \\
\frac{\left(V_{g}\right)_{\text {old }},}{\left(V_{\ell}\right)_{\text {old }}}, \\
\text { if } 0.01 \leq \alpha \leq 0.999999  \tag{2.3-41}\\
\\
\quad \text { if } \frac{\left(V_{\ell}\right)_{\text {old }}}{\left.V_{q}\right)_{\text {old }}} \geq 0
\end{array}\right.
$$

To obtain the choked flow limited velocities, we have

$$
\left.\begin{array}{l}
V_{\ell}=\left[\operatorname{sign}\left(V_{\ell}\right)\right] a_{\text {HE }}  \tag{2,3-42}\\
\vdots_{9}=V_{\ell}
\end{array}\right\} \text { if } 0.0 \leq \alpha<0.01
$$

$$
\left.\begin{array}{l}
V_{\ell}=\left[\operatorname{sign}\left(V_{\mathrm{m}}\right)\right] \frac{\alpha_{g} \rho_{\ell}+\alpha_{\ell} p_{g}}{\alpha_{9} \rho_{2} s+\alpha_{\ell} \rho_{g}} a_{H E}  \tag{2.3-43}\\
V_{g}=s V_{\ell}
\end{array}\right\} \text { if } 0.01 \leq \alpha \leq 0.999999
$$

$$
\left.\begin{array}{l}
V_{\mathrm{g}}=\left[\operatorname{sign}\left(V_{g}\right)\right] a_{\mathrm{HE}}  \tag{2.3-44}\\
V_{\mathrm{t}}=V_{g}
\end{array}\right\} \text { if } 0.999999<\alpha \leq 1.0
$$

The velocity derivatives with respect to junction pressure difference are then calculated numerically by determining the change in the choked velocity resulting from a small pressure perturbation upstream of the choking point. This ensures compatibility with Equation (2.3-40) in the back-substitution step for sufficiently small pressure changes. The as-coded mathematical description is provided in Reference 3, Section 7.2.

A similar approach is useu to implement the CCFL correlations given in Subsection $2.1,3.2$. The new-time vapor and liquid velocities are computed from the phasic momentum equations. The computed liquid velocity is then compared with the flooded (maximum) liquid velocity computed by the flooding
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correlation using the vapor velocity from the momentum solution

$$
\begin{equation*}
V_{\ell, \text { max }}=\frac{-\left[g \sigma\left(p_{p}-p_{g}\right)\right]^{1 / 4}}{m^{2} \alpha_{l} \sqrt{p_{\ell}}}\left(K^{1 / 2}-K_{g}^{1 / 2}\right)^{2} \tag{2.3-45}
\end{equation*}
$$

If the liquid velocity computed from the momentum solution exceeds the maximum liquid velocity computed using Equation (2.3-45), it is set equal to the maximum velocity; otherwise, it is not changed.

$$
V_{e}= \begin{cases} & \text { if } V_{\ell}<V_{\ell, \text { max }}  \tag{2.3-46}\\ V_{\ell}, & \text { if } V_{\ell}<V_{\ell, \text { max }} \\ V_{\ell, \text { max }}, & \end{cases}
$$

If the liquid velocity is limited (reset to the maximum value), the derivative of the liquid velocity used during the implicit part of the momentum solution will also be altered. The new value of the derivative of the liquid velocity is found by differentiating Equation (2.3-45) with respect to pressure drop across the cell boundary

$$
\begin{equation*}
\frac{\partial V_{l}}{\partial(\Delta P)}=\frac{1}{m^{2}}\left\{\left[\frac{K g_{o}\left(p_{l}-p_{g}\right)^{1 / 4} \alpha_{g}\left(p_{g}\right)^{1 / 2}}{\alpha_{l}^{2} p_{l} V_{g}}\right]^{1 / 2}-\frac{\alpha_{g}\left(p_{g}\right)^{1 / 2}}{\alpha_{l}\left(p_{l}\right)^{1 / 2}}\right\} \frac{\partial V_{g}}{\partial\left(\Delta P^{2}\right)} \tag{2.3-47}
\end{equation*}
$$

where $\partial V_{g} / \partial(\Delta P)$ is determined from the momentum equation for the vapor phase.
This orocedure is illustrated in Figure 2.3-4. The Kutateladze numbers obtained from the explicit solution of the phasic momentum equations define a point ( $K_{91}, K_{f 1}$ ) lying to the left of the correlation line. In this case, the liquid Kutateladze number is altered (decreased in magnitude) holding the vapor Kutateladze constant so that the olution point lies on the correlation line, point ( $\left.K_{91}, K^{\prime}{ }_{e 1}\right)$. The liquid velocity is then recomputed using the new solution point [Equation (2.3-45)].

The derivative of the liquid velocity is also recomputed so that the solution point tracks along the correlation line during the implicit portion of the solution procedure. An ambiguity arises whenever the vapor Kutateladze number lies above the countercurrent flow cutoff point, solution point $\left(K_{92}, K_{l 2}\right)$. The correlation states that countercurrent flow cannot exist for the vapor Kutateladze number obtained from the explicit momentum solution. (The liquid velocity h ; it be greater than zero, since no liquid can flow downward.) However, the correlation does not define the solution point in the cocurrent region. For these situations, we assume that the interfacial friction law implied by the flooding correlation depends only on the magnitude of the relative velocity between the phases and not on the signs of the individual phase velocities. We can then extrapolate the flooding correlation
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Figure 2.3-4. Flooded flow situation.
into the cocurrent flow region, as indicated in Figure 2.3-4, and proceed as before. The as-coded mathematical description is presented in Volume 3 , Section 7.3.

### 2.3.6 Numerics of ievel Tracking Model

As discussed in Subsection 2.1.4, once a two-phase level is determined to exist in a hydrodynamic cell, the above- and below-level void fractions ( $a^{+}$, $e^{\prime}$, respectively) are defined and stored. When the flux terms for mass and energy are defined for the vertically oriented faces between this cell and its neighboring cells, the donor void fractions are determined as discussed in Subsection 2.3, except that now, whanever a phase velocity is out of the cell with the level, $a^{*}$ or $a^{*}$ is used as the donor void fraction in place of the cell average void fraction. Choice of values depends on whether the cell boundary in question is above the level ( $a^{+}$being used in this case) or below ( $a^{\circ}$ being used in this cass). The same approach is used for the void fraction dependent flow work terms in the energy equations.

When a two-phase level is determined to exist in a cell, the time (DTLEV) required for the level to cross the cell upper or lower boundary is estimated
from the calculated level velocity, VLEV. If DTLEV exceeds the current time step DELT, no action is taken and the level remains in the cell. If DELT exceeds DTLEY, the level flag (ILEV) is turned off in the current cell and turned on in the cell which the two-phase level is approaching. All level parameters (DZL, VLEV, $a^{+}$, and $a^{*}$ ) in this cell are then set based on the previous values in the cell from which the level originates.

When a two-phase level crosses a cell boundary, there is a step change in the void fraction and phase velocities at the boundary. To stabilize the calculations, the level model calculates modified phase velocities to be used in the explicit calculations during the time step after the two-phase level crosses a boundary. The mod fied velocities are determined from the jump condition

$$
\begin{equation*}
\text { VLEV }=\frac{\jmath_{g}^{-}-J_{g}^{*}}{\alpha_{j}^{-}-\alpha_{j}} \tag{2.3-48}
\end{equation*}
$$

or

$$
\begin{equation*}
V L E V=\frac{J_{i}-J_{i}}{\alpha_{j}^{*}-\alpha_{j}} \tag{2.3-49}
\end{equation*}
$$

For a rising level that will cross a cell boundary at the next time step, as shown in Figure 2.3-5, the liquid velocity at the boundary after the level crosses can be calculated using Equation (2.3-49). The result is

$$
\begin{equation*}
\left(V_{\ell}\right)_{j+1 / 2}^{n}=\frac{\left(\alpha_{j}^{+}-\alpha_{j}^{-}\right) V L E V_{j}+\left(1-\alpha_{j}^{+}\right)\left(V_{\ell}\right)_{j}^{n}}{\left(1-\alpha_{j}^{-}\right)} \tag{2.3-50}
\end{equation*}
$$

Equation (2.3-48) is used to calculate the vapor velocity at a cell boundary after a falling level crosses it. In this case, VLEV < $_{j} 0$ in Figure 2.3-5, and the result is

$$
\begin{equation*}
\left(V_{g}\right)_{j-1 / 2}^{n}=\frac{\alpha_{j}\left(V_{g}\right)_{j}^{n}-\left(\alpha_{j}^{-}-\alpha_{j}^{*}\right) \operatorname{VLEV}_{j}}{\alpha_{j}^{*}} \tag{2.3-51}
\end{equation*}
$$

where $\partial V_{g} / \partial(\Delta P)$ is determined from the momentum equation for the vapor phase.

### 2.3.7 Water Packing

Significant pressure excursions often are seen in computations with
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Figure 2.3-5. Rising two-phase level.
finite-difference hydrodynamics codes such as TRAC-BF1/MOD1. Somet imes these excursions reflect real pressure spikes from water hamner effects. However, they may also occur as numerical artifacts due to filling of a hydrodynamic cell with nearly incompressible pure liquid as a result of condensation inside the cell or rapid propagation of a liquid-vapor interface. In such instances, the finite-difference equation of motion for the liquid phase fails to produce a mass flow out of the cell (toward the high void region) that balances the flow into the cell. The result is an abrupt computed increase in cell pressure, which produces the required liquid flow out of the cell.

In TRAC-BF1/MOD1, a method has been implemented for mitigating this "water packing" effect. The method forces a discontinuous change to the liquid velocity profile when large pressure increases or decreases are detected. (Negative pressure spikes may occur when the inverse of the above described situation occurs; i.e., when liquid outflow exceeds inflow. In this instance, the liquid flow mismatch is termed a "stretch.") The as-coded numerical solution for water packing/stretching is provided in Reference 3, Section 2.1.31.2

### 2.3.8 Numerics of Interfacial Shear

The detailed numerical method for the int rfacial shear calculation is described in Reference 3, Section 6.1.11. The information provided therein deals with finite limits on variables, volume averaging for properties, and time-step weighting.

### 2.3.9 Numerics of Interfacial Heat Transfer

The detailed numerical method for the interfacial heat transfer calculation is described in Reference 3, Section 4.1.11. The information provided therein deals with volume averaging and the treatment of metastable states.

### 2.3.10 References
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### 2.4 REACTOR K, INETICS

Power generation in the reactor core during a computer simulation is calculated by subroutine POWER. Three methods are provided for determining the power. The first method is stmply a tatle lookup of power, using the power-versus-time table supplied as input. Linear interpolation is used to extract values lying between entries in the table. In the second method, the power is determined from the solution of the point reactor kinetics equations and the decay hea equations. In the third, a two-group, one-dimenstonal. axial diffusion theory solution is performed.

### 2.4.1 Point Kinetics Equations

The point-reactor kinetics equations include effects that arise from direct fission power and decay of delayed neutron precursors. The decay heat equation describes the effects that arise from the decay of fission products. The point kinetics and decay heat equations are

Point Kinetics Equations

$$
\begin{align*}
& \frac{d P}{d t}=\frac{(1=\beta)}{4}(R-1) P+\sum_{i=1}^{n} \lambda_{i} C_{i}  \tag{2,4-1}\\
& \frac{d C_{i}}{d t}=-\lambda_{i} C_{i}+\frac{\beta}{\Lambda} P \text { for } i=1,2, \ldots n
\end{align*}
$$

Decay Heat Equations

$$
\begin{equation*}
\frac{d H_{i j}}{d t}=-\lambda_{i,}^{H} H_{i j}+\frac{E_{i j} P_{i}}{Q} \text { for } j=1,2, \ldots m+i=1,2,3 \tag{2.4-3}
\end{equation*}
$$

where

$$
\text { B = total effective delayed neutron fract } n
$$

$B_{1}=$ effective delayed neutron fraction of oelayed group i (see Table 2.4-1)
$C_{1}=f i s s i o n$ power of delayed neutron group i $(W)$
$E_{i)}=$ effective energy input to decay group i from fission of isotope i (MeV/fission-s)
$H_{i j}=$ decay power of decay heat group $j$ from fissile isutope $i(W)$
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Table 2.4-1. Delayed neutron constants

| Group | 6, | $\lambda_{1}$ |
| :---: | :---: | :--- |
| 1 | $2.47 \times 10-4$ | 0.0127 |
| 2 | $1.38 \times 10-3$ | 0.0327 |
| 3 | $1.22 \times 10.3$ | 0.115 |
| 4 | $2.64 \times 10.3$ | 0.311 |
| 5 | $8.32 \times 10.4$ | 1.40 |
| 6 | $1.69 \times 10.4$ | 3.87 |

```
A = prompt neutron generation time (s)
\ & decay constant of de1ayed neutron group i (see Fable 2.4-1)
    (1/s)
\lambda, = decay constant for decay heat group j from fissile isotope
    | (1/5)
    m = number of decay heat groups
    # = number of delayed neutron groups
    n
    ? Anstantancous total e4sston power (W)
    P
    Q = total energy release per fisston (MeV/fission)
    R = total reactivity ($).
Equation (2.4-1) describes the the rato of change of the total instantaneous power. The first term on the right side describes the power generated by fissions caused by neutrons generated during the fission process. The second term describes the power generated by fissions caused by neutrons reteased during the decay of fission products.
Equation (2.4-2) describes the time rate of change of power generated by fissions caused by neutrons emitted by fission products as they decay. The first term on the righit describes the decay of these fission products, whlle the second term describes their production by the fission process.
Equation (2.4-3) describes the time rate of change of another set of fission products that also decay; but, instead of producing neutrons, they
```

emit beta and gamma rays which, when absorbed by the surrounding material, produce heat. Because this heat only appears after the decay of the fission products, it is called the decay heat. The power determined from Equation (2.4.1) would be the power deposited in the core if there was no decay heat stored in the fission products. Since some of the instantaneous power is stored in the fission products and some of the previously stored energy is released, the effective power becomes the instantaneous power minus the portion of the instantaneous power stored in the fission procucts plus the portion of the previously stored power that appears at this time due to the decay of the fission products generated previously.

In order to determine the power deposited in the core ( $P_{\text {eff }}$ ), the point-reactor kinetics equations must be solved to obtain the instantaneous power. Once the instantaneous power is determined, the decay heat equations can be solved and $P_{\text {eit }}$ computed from

$$
\begin{equation*}
P_{\text {eff }}=P-\frac{\sum_{i=1}^{k_{1}} P_{i} \sum_{j=1}^{m} E_{i j}^{m}}{Q \lambda_{i j}^{k}}+\sum_{i=1}^{n_{i}} \sum_{j=1}^{m} H_{i j} \tag{2.4-4}
\end{equation*}
$$

The point-reactor kinetics equations [Equations (2.4-2) through (2.4-4)] are solved by numerical integration using a fourth-order Runge-Kutta technique, as modtffed by Git1 2.4-1,2 This techntque is fast, highly accurate, and has excellent round-off error-limiting characteristics. However, because this is an explicit technique, the maximum time step size is governed by a stability condition

$$
\begin{equation*}
\Delta t_{\text {max }}=\frac{0.8 \Lambda}{\beta \max [R-1,1]} \tag{2.4-5}
\end{equation*}
$$

Which could limit the problem time step size, $\Delta t_{p}$. To prevent this occurrence in cases where $\Delta t_{\text {max, saic }}<\Delta t_{p}$, the kinetics equations are integrated over $K$ equal subintervals, $\frac{\max , ~}{\text { galc }} \Delta t_{k}$. $\Delta f_{\text {max, calc }}^{\prime}$ is given by

$$
\begin{equation*}
\Delta t_{\text {max }, \text { celc }}=\operatorname{Min}\left[\frac{0.4 \Lambda}{B \operatorname{Max}[R,|1-R|]}, \frac{0.002}{\Delta R} \Delta t\right] \tag{2.3-6}
\end{equation*}
$$

where

$$
\begin{equation*}
K=I N T\left(\frac{\Delta t_{p}}{\Delta t_{\text {max }, \text { colc }}}\right)+1 . \tag{2,4-7}
\end{equation*}
$$

However, if $A R<0.002$, the $\Delta R$ is set equal to 0.002 for the evaluation of $\Delta t_{\text {max, cale }}$ only. Therefore, $\Delta t_{r k}$ is given by
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$$
\begin{equation*}
\Delta t_{r k}=\frac{\Delta t_{p}}{k} . \tag{2,4-8}
\end{equation*}
$$

In cases where $\Delta t_{\max }$ exceeds $\Delta t_{p}$, only one integration is performed using $\Delta t_{p}$.
2.4.1.1 Calculation of Total Reactivity, In order to solve the peint kinetics equations, the total reactivity R must be computed. In TRAC-BF1/MOD1, the total reactivity is the sum of two terms, the user-input control reactivity and the code-calculated feedback reactivity. The control reactivity is computed from a table lookup of user-input values. The control reactivity is intended to model the reactivity associated with control rod motion or any other external changes that might be made to the system during a transient. The feedback reactivity is due to changes in the power caused by changes to the hydraulic state of the reactor during the course of . transtent; that is, changes in fuel temperature, moderator temper are, and void fraction. In BWRs, soluble boron may be injected into the reactor in the event that the reactor cannot be shutdown due to a failure of the control rods or their drive mechanisms. The effects of soluble boron are also included in the feedback react fivity.

The feedback reactivity is computed through the use of user-input reactivity coefficients. A rigorous analysis of reactivity feedback and a detailed discussion of the generation of reactivity coefficients and their use in commercial BWRs is rare. The assumption of a uniform reactor core (that is, that the reactor core has uniform properties) is usually made in point-reactor kinetics. For a uniform reactor core with a uniform change in the core property a (e.g., fuel temperature, moderator temperature, void fraction or boron concentration), the reactivity coefficient $C_{q}$ is

$$
\begin{equation*}
c_{q}=\frac{1}{k} \frac{\partial k}{\partial c}=\frac{\partial}{\partial q} \ln k \tag{2.4.9}
\end{equation*}
$$

where $k$ is the neutron multiplication factor. Conversely, if the reactivity coefficient is known for a given uniform reactor, the feedbact reactivity due to a small change $8 q$ in $q$ is

$$
\begin{equation*}
\frac{\Delta k}{k}=c_{a} \delta q . \tag{2.4-10}
\end{equation*}
$$

In a commercial BWR, neither the reactor core properties nor the property changes during a transient is uniform. The reactivity coefficients obtained with a uniform reactor assumption cannot be expected to predint the feedhack reactivity accurately by using Equation (2.4-10), assuming 8 q is the change in average property $q$. When the core average properties are used, the reactivity feedback from a localized core disturbance does not depend on the location of the disturbance in the core. This is not true even in a uniform reactor, since the feedback reactivity also depends on the flux level at the location
of the disturbance. For a nonuniform reactor with distributed disturbance, the feedback reactivity depends on the flux distributions and the distribution of the distumbance. During a pressurtzation transtent in a bur, the higher void collapse occurs near the core center where the flux is higher. Using reactivity coefficients for a uniform reactor in Equation (2.4-10) with q being the average yoid fraction in the BWR tends to underestimate void reactivity feedback. Furthermore, the disturbance and the flux distribution may be correlated, and this effect is neglected by ustng the core average property in Equation (2.4-10). The Doppler reactivity feedback is proportional to the change in the square root of the fuel temperature and should be weighted by the product of the epithermal direct and adjoint fluxes. Since the highest temperature change occurs where the thux ts the highest, there is a positive temperature-flux correlation, resulting in an enhancement of the local reactivity feedback.
2.4.1.2 Spatial Reactivity Effects. To take the effects of spatiai variations in the reactor core disturbances into account, TRAC-BF1/MOD1 calculates the reactivity worth from local disturbances, which is then summed up over the entire core. To do this, various assumptions are made to simplify the problem. As might be expected, uncertainties associated with the simplifying assumptisns are introduced. The discussion on the TRAC-BF1/MOD1 reactivity feedback model starts from the two-group perturbation theory of reactivity feedback.

In the two-group perturbation theory, the reactivity change due to a small change in core property $\delta \mathrm{q}(\mathrm{x})$, whirh is a function of position in the core, is ${ }^{2.6 .6}(R=\Delta k / k)$

$$
\begin{aligned}
& R=\int \partial V \delta q(\bar{x})\left\{\left[\nabla_{1}(\bar{x})\left(\frac{\partial D_{1}(\bar{x} \mid q)}{\partial q} \nabla \phi_{1}(\bar{x})\right\}+\nabla \psi_{2}(\bar{x})\left(\frac{\partial D_{2}(\bar{x} \mid q)}{\partial q} \nabla \phi_{2}(\bar{x})\right)\right]\right. \\
& +\left[\left(x_{1} v_{1} \frac{\partial \sum_{i+1}(\bar{x} \mid q)}{\partial q}-\frac{\partial \sum_{1}(\bar{x} \mid q)}{\partial q}-\frac{\partial \sum_{1+2}(\bar{x} \mid q)}{\partial q}\right) \psi_{\psi}(\bar{x}) \phi_{1}(\bar{x})\right]
\end{aligned}
$$

$$
+\left[x_{1} v_{2} \frac{\partial \sum_{12}(\bar{x} \mid q)}{\partial q} \psi_{1}(\bar{x}) \phi_{2}(\bar{x})\right]
$$

$$
+\left[\left(\frac{\partial \sum_{1-2}(X \mid q)}{\partial q}+x_{2} v_{1} \frac{\partial \sum_{11}(\vec{\gamma} \mid q)}{\partial q}\right) \psi_{2}(\bar{x}) \phi_{1}(\bar{x})\right]
$$
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$$
\begin{equation*}
\left.+\left\{\left(x_{2} v_{2} \frac{\partial \sum_{1_{2}}(\bar{x} \mid q)}{\partial q}-\frac{\partial \sum_{2}(\bar{x} \mid q)}{\partial q}\right) \psi_{2}(\bar{x}) \phi_{2}(\bar{x})\right]\right\} / Q \tag{2,4-11}
\end{equation*}
$$

and

$$
\begin{align*}
& Q=\int d V\left[x_{1} v_{1} \sum_{+1}(\bar{X}) \psi_{1}(X) \phi_{1}(X)+x_{2} v_{1} \sum_{11}(X) \psi_{2}(X) \phi_{1}(X)\right. \\
& \left.+x_{1} v_{2} \sum_{+2}(\cdot) \psi_{1}(X) \phi_{2}(X)+x_{2} v_{2} \sum_{12}(X) \psi_{2}(\bar{X}) \phi_{2}(X)\right] \tag{2,4-12}
\end{align*}
$$

where $q$ enters $D, \quad \sum_{11}, \sum_{1}, \sum_{1-2}, \sum_{2}$ as a parameter. The symbols in Equations (2.4-9) and (2.4-10) have the usual meanings and are explained in the Nomenclature. For a light water reactor, $x_{1} \gg x_{2}$ and

$$
\begin{align*}
& \sum_{12} \gg \sum_{11}, \quad \text { Equation }(2.4-12) \text { becomes } \\
& Q=e v \int d V \sum_{12}(X) \Psi_{1}(X) \tag{2.4-13}
\end{align*}
$$

where $\varepsilon$ is the fast fission f.and and $v=v_{2}$. In a commercial BWR, the important reactor core propertios that change during a transient are the fuel temperature, moderaior temperat irc, and moderator vold, aside from control rod movement and neutron poison injuction. The fission cross section is not directly affected by these changes. The change in the summation of $f$ is mainly from neutron spectral shift and the change in neutron distribution and is usually small. In a computer code like 7RAC-BF1/MOD1, the fine detatls in the local variations of the core parameters are not of interest. What is important are the values averaged over a range of several channel widths. In a large ractor, the average fluxes are slowly varying and the gradients of these average fluxes are small except near the core edges. The terms in the first squared bracket are more important near the core edges and are partly taken into account in the modified one-group theory by considering the dependence of the neutron leakage on the core property $q$. If the flux gradient terms and the change in fisston cross section are neglected, Equation (2,4-11) reduces to

$$
\begin{align*}
& R=-\frac{1}{Q} \int d V \delta q(\bar{X})\left[\frac{\partial \sum_{1}(\bar{X} \mid q)}{\partial q} \psi_{1}(\bar{x}) \phi_{1}(\bar{x})+\frac{\partial \sum_{1-2}(\bar{x} \mid q)}{\partial q} \psi_{2}(\bar{x}) \phi_{1}(\bar{X})\right. \\
& \left.=\frac{\partial \sum_{2}(\bar{X} \mid q)}{\partial q} \psi_{2}(\bar{x}) \phi_{2}(\bar{x})\right] \tag{2.4-14}
\end{align*}
$$

Consider the case when the disturbance is localized to a small volume $\Delta V$ at the position $x$. When the disturbance is in the fuel temperature $T_{f}$, the reactivity change is matnly due to the change in the summation over 1 caused by the Doppler broadening of resonarice absorption, and

$$
\begin{equation*}
R_{T F}=-\frac{1}{Q} \frac{\partial \sum_{1}(\bar{X})}{\partial T_{T}} \delta T \cdot \Delta \psi_{T}(\bar{x}) \phi_{1}(\bar{X}) \tag{2.4-15}
\end{equation*}
$$

When the disturbance is in the moderator temperature, $T_{\mu}$, or the moderator void $a$, the reactivity change is mainly due to the change in the neutron slowing down cross section caused by the change in the moderator density

$$
\begin{align*}
& R_{T M}=\frac{1}{Q} \frac{\partial \sum_{1-2}(\bar{x})}{\partial T_{1}} \delta T_{M} \Delta \psi_{2}(\bar{x}) \phi_{1}(\bar{x}) \\
& R_{V D}=\frac{1}{Q} \frac{\partial \sum_{1-2}(\bar{x})}{\partial \alpha} \delta a \Delta \psi_{2}(\bar{x}) \phi_{1}(\bar{x}) .
\end{align*}
$$

When the disturbance is the change in the poison (boron macroscopic density $\left.P_{\beta}\right)$, the reactivity change is mainly due to the change in the thermal neutron absorption

$$
\begin{equation*}
R_{B}=\frac{1}{Q} \frac{\partial \sum_{2}(\bar{x})}{\partial P_{B}} \delta_{P_{B}} \Delta \psi_{2}(\bar{x}) \phi_{2}(\bar{x}) . \tag{2.4-18}
\end{equation*}
$$

The ractivities $R_{T F}, R_{T M}, R_{V B}$, and $R_{B}$ due to the local disturbances at the position $x$ depends on the values of functions

$$
\begin{equation*}
W_{T F}(x)=\psi(X) \phi_{1}(X) \tag{2.4-19}
\end{equation*}
$$
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$$
\begin{align*}
& W_{T M}(\vec{x})=W_{V D}(\vec{x})=\psi_{2}(\vec{x}) \phi_{1}(\bar{x})  \tag{2,4-20}\\
& W_{B}(\bar{x})=\psi_{2}(\bar{x}) \phi_{2}(\bar{x}) \tag{2,4-21}
\end{align*}
$$

at the position $x$, respectively, If the function $W_{1 s}$ is normalized to the core volume, then

$$
\begin{equation*}
R_{T F}=-\frac{N_{T F}}{Q} \frac{\partial \sum_{1}(\bar{x})}{\partial T_{\xi}} \delta T_{F} W_{T F}(\bar{x}) \tag{2.4-22}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{T F}=\int d V \psi(\bar{x}) \phi_{1}(\bar{x}) . \tag{2,4-23}
\end{equation*}
$$

The fuel temperature reactivity coefficient can be defined as

$$
\begin{equation*}
R_{11}=-\frac{N_{1}}{Q} \frac{\partial \sum_{1}(\vec{x})}{\partial T_{1}} . \tag{2,4-24}
\end{equation*}
$$

The other local reactivity coefficients can be defined similarly. That is, the moderator temperature coefficient is defined as

$$
\begin{equation*}
R_{T M}=-\frac{N_{T M}}{Q} \frac{\partial \sum_{1-2}(X)}{\partial T_{M}} \tag{2.4-25}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{T M}=\int W_{T F}(\bar{X}) d V \tag{2.4-26}
\end{equation*}
$$

the moderator void coefficient is defined as

$$
\begin{equation*}
R_{\mathrm{VD}}=-\frac{N_{\mathrm{VD}}}{0} \cdot \frac{\partial \sum_{1-2}(\bar{x})}{\partial \alpha} \tag{2.4-27}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{V D}=\int W_{V D}(\bar{x}) d V=N_{T M} \tag{2.4-28}
\end{equation*}
$$

[^1]\[

$$
\begin{equation*}
R_{B}=-\frac{N_{B}}{Q} \frac{\partial \sum_{2}(X)}{\partial \rho_{B}} \tag{2.4-29}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
N_{B}=\int W_{B}(x) d V . \tag{2.4-30}
\end{equation*}
$$

In a large reactor and away from the core edges where the flux gradients are small and the spatial variations in core properties are small, the local reactivity coefficients can be approximately replaced by the reactivity coefficients for a large uniform reactor having the same geometry and having the uniform core properties the same as the properties at $x$ in the nonuniform reactor. For a nonuniform reactor with spatially varying core property changes, the feedback reactfvity is then

$$
\begin{align*}
& R_{F B}=\int d V\left[R_{T H}(\bar{x}) \delta T_{1}(\bar{x}) W_{T H}(\bar{x})+R_{T M}(\bar{x}) \delta T_{M}(\bar{x}) W_{T M}(\bar{x})+R_{V D}(\bar{X}) \delta \alpha(\bar{x}) W_{V D}(\bar{X})\right. \\
& \left.+R_{B}(\bar{x}) \delta \rho_{B}(\bar{x}) W_{B}(\bar{x})\right] . \tag{2.4-31}
\end{align*}
$$

NOTE: The reactivity coefficients are obtained assuming uniform reactor core properties or infinite lattice. Replacing the local reactivity coefficient near the core edges is not valid; however, the values of the weighting functions $W_{\text {.., }} W_{T W}, W_{V_{0}}$, and $W_{B}$ are small at the core edges and the errors introduced are suppressed.

To apply Equation (2.4-31) in reactivity calculations, the statistical weighting functions have to be known. The direct and adjoint flux functions are needed to calculate the statistical weighting functios. They are not available for TRAC-BF1/MOD1 calculations. However, the power distribution $P(x)$ (which assumes uniform fission cross section) is proportional to the thermal flux $\phi_{2}(x)$ and is required in the TRAC-BF1/MOD1 input; therefore,

$$
\begin{equation*}
P(\bar{X})=E \sum_{1}(\bar{X}) \phi_{2}(\bar{X}) \tag{2.4-32}
\end{equation*}
$$

where $E$ is the energy per fission and

$$
\begin{equation*}
\phi_{2}(x)=\frac{p(x)}{E \sum_{1}(x)} \tag{2.4-33}
\end{equation*}
$$

If the summation over $f$ is uniform, $\phi_{2}(x)$ is proportional to $P(x)$. Near the core center or away fiom the core edge, the neutron fluxes are approximately related by ${ }^{2,4-5}$
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$\psi=\phi$

$$
\begin{equation*}
\phi_{1}=\frac{\sum_{2}(\bar{x})}{\sum_{1}(\bar{x})} \phi_{2} \tag{2.4-35}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{2}=\frac{K_{0}}{K_{\text {etf }}\left(1+L^{2} B^{2}\right)} \psi . \tag{2.4-36}
\end{equation*}
$$

For a BWR in power operation, due to a smaller void, $\Sigma$ is substantially larger near the bottom of the core than at the top of the core. However, to maintain an ontimal axial power shape, the control rods are inserted from the bottom. The thermal neutron absorption $\Sigma_{2}$ is larger near the bottom of the core. If the neutron spectrum coes not vary substantially through the core, that is

$$
\begin{equation*}
\phi_{1}\left(x^{\prime}\right)=\phi_{2}(x) \tag{2.4-37}
\end{equation*}
$$

then,

$$
\begin{equation*}
W_{1 H}(\vec{x})=W_{\mathrm{B}}(\vec{x})=W_{1 \mu}(\vec{x})=W_{v p}(\vec{x}) \propto[P(x)]^{2} . \tag{2.4-38}
\end{equation*}
$$

NOTE: The weighting functions are normalized. In TRAC-BF1/MOD1, Equation $(2.4-38)$ is assumed for the reactivity weighting functions and Equation (2.431) is the basts for feedback reactivtty calculations.

### 2.4.1.3 Reactivity Coefficients in TRAC-BF1/MOD1. For a given fuel

 temperature change, the Doppler coefficient is needed to calculate the fuel temperature (Doppler) reactivity. The Doppler coefficient is a function of in-channel void, because of the strong influence or in-channel void on the neutron resonance escape probability. In TRAC-BF1/MODI, a quadratic representation is used for the $R_{T f}$ dependence on moderator void, shown as$$
\begin{equation*}
R_{T F}=a_{1 F}+b_{1 F} a+c_{T F} a^{2} . \tag{2.4-39}
\end{equation*}
$$

This allows the influence of moderator void on fuel temperature reactivity feedback to be taken into account.

Since the change in moderator density with temperature is small, the moderator temperature reactivity feedback during a reactor transient starting from a normal BWR power operation is insignificant in comparison to the void reactivity feedback. The moderator temperature reactivity feedback is
important when the moderator void is essentially nonexistent, like when the reactor is at standby condition. Since the moderator temperature reactivity coofftetent vartes with moderator temperature itself, the moderator temperature coefficient is allowed a quadratic denendence on the moderator tempersture $\mathrm{T}_{\mathrm{N}}$.

$$
\begin{equation*}
R_{T N}=a_{1 N}+t_{T N}{ }^{\top_{n}}+c_{T N} T_{n}^{2} \tag{2.4-40}
\end{equation*}
$$

The void collapse (or generation) is the dominant reactivity feedback mechanism during a BWR operational transient. Accurate representation of the vold reactivity coefficient is essential for good transient reactor power predictions. The void reactivity coefficient has strong dependence on in-channel void; therefore, it is allowed a quadratic dependence on void fraction a in TRAC-BF1/MOD1. That is,

$$
\begin{equation*}
R_{v D}=a_{v D}+b_{v p} \alpha+c_{v D} a^{2} \tag{2.4-41}
\end{equation*}
$$

Since the boron concentration is expressed in ppra in TRAC-BF1/MOD1, the boron density to which the thermal neutron absoiption by boron is approximately proportional is proportional to the moderator density. The boron reactivity coefficient is therefore moderator density-dependent. The boron reactivity coefficient is allowed quadratic dependence on moderator density

$$
\begin{equation*}
R_{B}=a_{B}+b_{B} A_{4}+c_{B} A_{4}^{2} \tag{2,4-42}
\end{equation*}
$$

where $P_{M}$ is the moderator density.
Equations (2.4-39) through (2.4-42) are used in TRAC-BF1/MOD1 to evaluate the Doppler and other reactivity coefficients for a core cell. The values obtained at a given instance may vary from cell to cell, as the fuel temperature, moderator temperature, moderator void, and moderator density vary, since the same set of the reactivity coefficient equations are used for the entire core, it is implicitly assumed that each core cell contains the same mixture of fuel types at different exposures.
2.4.1.4 Code Implementation. In TRAC-BF1/MOD1, the reactor core is separated into channel regions (in the CHAN component model) and bypass regions (in the VESSEL component model). The fuel temperature reactivity is calculated for each fueled CHAN cell. All other feedback reactivities are calculated for both the CHAN CElls and the VESSEL cells. The same reactivity coefficient equations are used for both the channel regions and the bypass regions. The user may scale the feedback reactivicies from the bypass regions relative to the feedback reactivities from the channel regions by the input of a scale factor for the bypass regions.

During the transient calculations and after the thermal-hydraulic calculations are completed for the time step, the changes in reactivity

## Reactor Kinetics

associated with changes in fuel temperature, moderator temperature, void fraction, and boron concentration are computed for each cell in the core regton and are summed to compute the changes tn the total feedback reactivity during the time step, written as

$$
\begin{equation*}
R_{F B}^{n+1}=R_{F B}^{n}+\delta R_{F B}^{n+1} \tag{2.4-43}
\end{equation*}
$$

where

$$
\begin{equation*}
8 R_{58}^{n+1}=8 R_{1 F}^{n+1}+8 R_{T M}^{n+1}+8 R_{V D}^{n+1}+8 R_{8}^{n+1} . \tag{2.4-44}
\end{equation*}
$$

The individual reactivity contributions are computed from

$$
\begin{align*}
& 8 R_{T+}^{n+1}=\sum_{i} R_{T+, 1}^{n+1}\left(T_{1}^{n+1}\right)^{n / 2}-\left(T_{f_{i}}^{n}\right)^{-1 / 2} W_{T E, i} \\
& 8 R_{\mathrm{vo}}^{n+1}=\sum_{i} R_{\mathrm{vo}, i}^{n+1}\left(\alpha_{i}^{n+1}-\alpha_{i}^{n}\right) W_{\mathrm{vo}, i} \tag{2.4-46}
\end{align*}
$$

$$
\begin{equation*}
\delta R_{T H}^{n+1}=\frac{\sum_{i} W_{i N}, R_{T N, i}^{n+1}\left[\left(1-\alpha_{i}^{n+1}\right) \rho_{e}^{n+1} T_{N, 1}^{n+1}-\left(1-\alpha_{i}^{n}\right) \rho_{i}^{n} T_{N, i}^{n}\right]}{\sum_{i}\left(1-\alpha_{i}^{n+1}\right) \rho_{l}^{n+1} W_{T M, i}} \tag{2.4-47}
\end{equation*}
$$

$$
\begin{equation*}
\delta R_{B}^{n+1}=\frac{R_{B, i}^{n+1} W_{B, i}\left[\left(1-\alpha_{i-1}^{n+1}\right) \rho_{\ell, i}^{n+1} B_{i}^{n+1} \cdot\left(1-\alpha_{i}^{n}\right) \rho_{i}^{n} B_{i}^{n}\right]}{} \tag{2,4-48}
\end{equation*}
$$

$$
\sum_{i}\left(1-\alpha_{i}^{n+1}\right) P_{i}^{n+1} W_{E, i}
$$

where $i$ is the cell index, $n$ and $n+1$ indiczte the old- and new-time values, and the summation is over all cells in the reactor core region. The reactivity coeffictents are computed using the new time condftic 13 in each cell. Notice that the moderator temperature and boron feedback contributions are normalized by the amount of liquid in the cells. This is because the property is connected with the liguid phase and cannot exist apart from the presence of liquid.

In addition to the feedback reactivity, the four core average properties are also computed and are included in the T. C-BF1/MOD1 major edits along with
the indiv:dual reactivity contributors. They are computed as

$$
\begin{equation*}
\bar{T}_{f}=\sum_{i} T_{f_{1}} W_{T H, i} \tag{2.4-49}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\alpha}=\sum_{1} a_{i}^{n+1} W_{V_{D, i}} \tag{2,4-50}
\end{equation*}
$$

$$
\begin{equation*}
\bar{T}_{m}=\frac{\sum T_{M, i}\left(1-\alpha_{i}^{n+1}\right) P_{\ell, i}^{n+1} W_{T M, i}}{\sum_{i}\left(1-\alpha_{i}^{n+1}\right) P_{\ell, i}^{n+1} W_{T M, i}} \tag{2.4-51}
\end{equation*}
$$

and

$$
\bar{B}=\frac{\sum_{i}\left(1-\alpha_{i}^{n+1}\right) \rho_{\ell, i}^{n+1} B_{i}^{n+1} W_{b, i}}{\sum\left(1-\alpha_{i}^{n+1}\right) P_{\ell, i}^{n+1} W_{B, i}}
$$

As an option, the user is allowed to choose for each feedback reactivity component whether the power-squared weighting is to be applied or not. When the power-squared weighting is not chosen for a given feedback reactivity component, the simple volume average is used.

In addition to the feedback, the explicit reactivity (control rod) insertion is modeled as a user-input reactivity-versus-time table. This reactivity table represents the additional control rod reactivity worth inserted from steady state. At the beginning of the transient, this
reactivity value ic therefore zero. The control rod reactivity $(R)_{C R}$ inserted in each time step is found from this reactivity table. The total reactivity inserted into each time step is the sum of the feedback reactivity and the control rod reactivity inserted. The neutron multiplication factor at the zero time step is updated as

$$
\begin{equation*}
k^{n+1}=k_{m}+k^{n}\left(R_{f B}^{n+1}+R_{C R}^{n+1}\right) \tag{2.4-53}
\end{equation*}
$$

where $k^{n+1}$ and $k^{n}$ are the neutron multiplication factors at the new and old times, respectively. At the beginning of a transient, $k=1$ is assumed. The reactivity $R$ at the new time is
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$$
\begin{equation*}
R=\frac{k^{n+1}-1}{k^{n+1}} \tag{2.4-54}
\end{equation*}
$$

where $R$ is then used in the point kinetics equation integrator.

### 2.4.2 One-Dimensional Neutron Kinetics

The one-dimensional kinetics model in TRAC-BF1/MOD1 is a two-group formulation based on the Analytic Nodal Method. The advantage of the onedimensional kinetics option over tradttional potnt kinettes is that the axial flux profile is allowed to change as a function of time in response to changing thermal-hydraulic conditions and/or control system actions. However, considerably more user input is required in order to implement the onedimenstonal kinetfes model, as compared to the point kinetics model.
2.4.2.1 Derivation of the Analytic Nodal Kinetics Equations. The twogroup, one-dimensional, space- and time-dependent neutron diffusion equations can be written in matrix form as

$$
\begin{align*}
& {\left[\begin{array}{ll}
\frac{1}{v_{1}} & 0 \\
0 & \frac{1}{v_{2}}
\end{array}\right] \frac{\partial}{\partial t}\left[\begin{array}{l}
\phi_{1} \\
\phi_{2}
\end{array}\right]=\frac{\partial}{\partial z}\left[\begin{array}{ll}
D_{1} & 0 \\
0 & D_{2}
\end{array}\right] \frac{\partial}{\partial z}\left[\begin{array}{l}
\phi_{1} \\
\phi_{2}
\end{array}\right]-\left[\begin{array}{ll}
\Sigma_{11}+\Sigma_{11}+D_{1} B_{1}^{2} & 0 \\
-\Sigma_{1} & \Sigma_{i_{2}+D_{2} B_{2}^{2}}^{2}
\end{array}\right]\left[\begin{array}{l}
\phi_{1} \\
\phi_{2}
\end{array}\right]} \\
& +\frac{1-\beta}{\lambda}\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]\left[\begin{array}{l}
v \Sigma_{11} \\
v \Sigma_{12}
\end{array}\right]^{T}\left[\begin{array}{l}
\phi_{1} \\
\phi_{2}
\end{array}\right]+\sum_{1}^{k}\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \lambda_{k} C_{k} \tag{2.4-55}
\end{align*}
$$

where the space- and time-dependence of all parameters except $\lambda, \lambda_{k}$, and $\beta$ is implied and

$$
\begin{array}{ll}
D_{1} & =\text { the group } 1 \text { diffusion coefficient } \\
D_{2} & =\text { the group } 2 \text { diffusion coefficient } \\
\Sigma_{01} & =\text { the group } 1 \text { macroscopic absorption cross section } \\
\Sigma_{\mathrm{a} 2} & =\text { the group } 2 \text { macroscopic absorption cross section } \\
\Sigma_{r 1} & =\text { the group } 1 \text { macroscopic downscatter cross section } \\
B_{1}^{2} & =\text { the group } 1 \text { transverse buckling squared }
\end{array}
$$

$$
\begin{align*}
& \mathrm{B}_{2}{ }^{2} \quad=\text { the group } 2 \text { transverse buckling squared } \\
& x_{1}=\text { the fraction of fission neutrons released into grouo } 1 \text {. } \\
& \text { ( } x_{1} \text { is assumed to be a constant equal to } 1.0 \text {; no } \\
& \text { distinction is made in this derivation between the prompt } \\
& \text { and delayed neutron emission spectra.) } \\
& x_{2}=\text { the fraction of fisston neutrons released into group } 2 . \\
& \text { ( } x_{2} \text { is assumed to be a constant equal to } 0.0 \text { ) } \\
& v \Sigma_{f 1}=\text { the group } 1 \text { macroscopic production cross section } \\
& \text { * } \Sigma_{5: ~} \text {. the group } 2 \text { macroscopte production cross section } \\
& \phi_{1}=\text { the group } 1 \text { scalar neutron flux } \\
& \phi_{2} \quad=\quad \text { the group } 2 \text { scalar neutron flux } \\
& \text { A }=\text { a constant parameter used to force criticality for a } \\
& v_{1} \quad=\quad \text { the group } 1 \text { average neutron velocity } \\
& v_{2} \quad=\text { the group } 2 \text { average neutron velocfty } \\
& \lambda_{k} \quad=\quad \text { the decay constant for delayed neutron precursor } k \\
& c_{k} \quad=\quad \text { the concentration of delayed neutron precursor } k \\
& k \text { - the number of delayed neutron precursor groups } \\
& \text { B = the total effective delayed neutron fraction. } \\
& \text { Equation (2.4-55) may be written in a more compact form } \\
& {[v]^{-1} \frac{\partial}{\partial t}[\phi]=\frac{\partial}{\partial z}[D] \frac{\partial}{\partial z}[\phi]-[\Sigma][\phi]+[x](1-\beta)\left[\frac{\nu \Sigma}{\lambda}\right]^{T r}[\phi]} \\
& +\sum^{k}[x] \lambda_{k} C_{k} \tag{2,4-56}
\end{align*}
$$

where all bracketed quantities denote matrices or vectors.
The region of interest (usually the entire reactor and possibly the axial reflectors) is now partitioned into an arbitrary number of subregions, or nodes. Each node, i, extends from interface $i$ to interface $i+1$ and is of width $h_{i}$, where $h_{i}=z_{i+1}-z_{i}$. If it is assumad that suitably averaged,
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space-independent (within each node) neutron diffusion theory parameters are avallable for every node, then Equation (2.4-56) may be integrated over a typical node, i, to yield

$$
\begin{align*}
& h_{i}\left[v_{i}\right]^{-1} \frac{\partial}{\partial t}\left[\bar{\phi}_{1}\right]=-\left[J_{i, 1}\right]+\left[J_{i}\right]-h_{i}\left[\Sigma_{i}\right]\left[\bar{\phi}_{i}\right] \\
& +h_{i}[x](1-\beta)\left[\frac{v \Sigma i}{\lambda}\left[\bar{\phi}_{i}\right]+\sum_{i}^{K}[x] \lambda_{i} \bar{c}_{i}\right.
\end{align*}
$$

where

$$
\begin{align*}
& \bar{c}_{k i}=\int_{z_{i}}^{z_{i+1} c_{k} d z}  \tag{2.4-58}\\
& {\left[\bar{\phi}_{1}\right]=\frac{1}{h_{i}} \int_{z_{1}}^{z_{i+1}}[\phi(z)] d z \text { (node-average flux vector) }} \\
& \left.\left[J_{i}\right]=\left[-0_{i}\right] \frac{d}{d z}\left[\phi\left(z_{i}\right)\right] \text { (net current vector at } z_{i}\right) \tag{2.4-60}
\end{align*}
$$

The equation governing delayed neutron precursor $k$ is given by

$$
\begin{equation*}
\frac{\partial C_{k}}{\partial t}=-\lambda_{k} C_{k}+\beta_{k}\left[\frac{v \Sigma}{\lambda}\right]^{T}[\phi] \tag{2,4-61}
\end{equation*}
$$

where $\beta_{k}$ is the partial effective delayed precursor fraction for precursor $k$ and

$$
\begin{equation*}
\sum_{1}^{k} \beta=\beta \tag{2.4-62}
\end{equation*}
$$

Integration of Equation (2,4-61) over node i yields

$$
\begin{equation*}
\frac{d}{d t} \bar{C}_{k i}=-\lambda_{k} \bar{C}_{k i}+h_{i} \beta_{k}\left[\frac{v \Sigma_{i i}}{\lambda}\right]^{T}\left[\bar{\phi}_{i}\right] \tag{2.4-63}
\end{equation*}
$$

Addicional relationships between the node-averaged fluxes and the
interface currents are now required in order to allow the solution of the systefli of Equations (2.4-57) and (2.4-63) to be obtained for the node-average ftuxes and the nodal precurs or inventortes, $C_{W}$, as functions of time. The, desired relationships may be obtained using the Analytic Nodal Method. This method produces a flux-current relationship for node i of the form

$$
[0,1]-[3]=[C L][\bar{\phi}, 1+[C C][\bar{\phi}]+1 C R)[\bar{\phi}, 1\}
$$

where the coupling matrices $\left[C L_{1}\right],\left[C C_{i}\right]$, and $\left[C R_{1}\right]$ are complicated functions of the nodal cross sections and dimensions.

Substituting Equation (2.4-64) into Equation (2.4-57) and rearronging yields

$$
\begin{align*}
& \left.-h_{1}\left[v_{1}\right]\right] \frac{d}{d t}\left[\bar{\phi}_{1}\right]=\left[C L_{4}\right]\left[\bar{\phi}_{1-1}\right]+\left[C C_{1}\right]\left[\bar{\phi}_{1}\right]+\left[C R_{1}\right]\left[\bar{\phi}_{1-1}\right]+h_{i}\left[\Sigma_{1}\right]\left[\bar{\phi}_{1}\right] \\
& -h_{1}[x](1-\beta)\left(\frac{v \Sigma_{i}}{\lambda}\right]^{T}\left[\bar{\phi}_{1}\right]-\sum_{i}^{K}[x] \lambda_{i} \bar{C}_{k i} . \tag{2.4-65}
\end{align*}
$$

Equations (2.4-63) and (2.4-65) are the basic time-dependent nodal enuations of interest. Note that Equation (2.4-65) is nonlinear because quantities proportional to the time derivatives of the fluxes and precursor concentrations appear in the coupling matrices. This is a consequence of the Analytic Nodal fermulation.
2.4.2.2 input Requirements. The full input specifications are provided in Volume 2, Section 3.5.8. The as-coded documentation of how the input is used is provided in deta1, in Section 9.4.4 of the models and correlations document associated with this code manual . $^{2,4 \cdot 8}$

Basically, the user must be able to provide 11 level-averaged parameters: two-group diffu ion coefficients, two-group absorption cross sections, fast group downscatter cross section, two-group y (neutrons per fission) times fisston cross sections, two-group values for $v$ alone, and two-group bucklings. These cross sections must be inf $u$ as a function of the transient thermal hydraulic state

$$
\begin{align*}
& x=c_{1}\left(a_{1}+a_{2} \alpha+a_{3} \alpha^{2}\right)+\left(1-C_{4}\right)\left(a_{4}+a_{5} \alpha+a_{6} \alpha^{2}\right) \\
& +a_{\gamma}\left\{\left(T_{4}\right)^{1 / 2}-\left(T_{40}\right)^{1 / 2}\right]+a_{8}\left(T_{00}-T_{\text {mo }}\right)+a_{9} B \tag{2.4-66}
\end{align*}
$$

where
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$X=$ specific transfer coefficient
$C_{t}=$ control fraction
$a=$ radial-averaged void fraction
$T_{4}=$ radial-averaged fuel temperature (K)
$T_{m}=$ radial-averaged moderator temperature (K)
$B=$ radial-averaged boron concentration (ppm)
$a_{4}=$ user-defined coefficients (for $\left.f=1,2, \ldots 9\right)$
$T_{\text {fo }}=$ user-defined fuel reference temperature $(K)$
$T_{m o}=$ user-defined moderator reference temperature $(K)$.

Since there are nine unknowns in Equation (2.4-66), the user must generate parameter sets at a minimum of nine thermal-hydraulic states and boron concentratton levels. Normally, these sets are generated using a threedimensional nodal diffusion code. The three-dimensional neutronic data would then be collapsed to a level average by the nodal diffusion code. The level. averaged neutron data may then be curve-fit to Equation $(2,4-66)$.

A problem may arise where the levol averaged thermal-hydraulic outputs (temperatures and void fractions) are not the same when calculated by TRACBF1/MOD1 as they were wher -alculated in the nodal diffusion code. This effect is not unexpected, since the thermal-hydraulte models may differ significantly between the two codes. If the thermal-hydraulic state and, consequently, the predicted cross sections differ, the flux profile predicted by TRAC.BF1/MOD1 would appear skewed when compared to that of the nodal code. One way to address this problem is to fit Equation (2.4-66) using levelaveraged data obtained from TRAC-BF1/MOD1. Since the ofie-dimensional axial power shape and cross-section set is known for each case with the nodal code, those data may be used in TRAC-bi:/MOD1 to obtain the corresponding levelaveraged thermal-hydraul ic state as calculated by TRAC-BF1/MOD1. Using those data in the curve fit should eliminate the problem.

Two neutronic considerations are pertinent to a realistic simulation using the one-dimensional kinetics options:

1. The range of thermal-hydraulic states used to fit Equation (2.4-66) must bracket the range of thermal-hydraulic states encountered under transient conditions. If not, the code will be forced to extrapolate beyond them.
2. Collapsed cross-section sets of this type are dependent on a wide variety of neutronic considerations, such as burnup, reload configuration, rod insertion patterns, and changes in the flux profite in the transverse plane. The above data must be regenerated
when the neutronic state of the core is perturbed to a sufficient extent.

### 2.4.3 Decay Hest Model

The 1979 ANS standard decay heat model ${ }^{2.4-9}$ has been implemented into TRAC. The use of the new (1981) ANS model is motivated primarily by the increased accuracy it provides for decay heat calculations. Rather than the $\pm 20 \%$ attainable with the old ANS standard model, the new standard has been shown to be accurate to within $<5 \%$ (10 deviation) for typical assumed reactor transient conditions. Options available through use of this model that have been incorporated into the code are:

1. Specification of the nuclides responsible for fission power ${ }^{235} \mathrm{U}$, ${ }^{38}\left(\mathrm{U}\right.$, and $\left.{ }^{239} \mathrm{Pu}\right)$ and their percentage contribution to fission power.
2. Incorporation of the effect of the plant's operating history (up to four years prior to transient) upon decay heat. Alternately, an infinite operation time may be assumed to simplify decay heat initialization and calculation.
3. Incorporation of heavy element decay heat (from ${ }^{239} \mathrm{U}$ and ${ }^{239} \mathrm{~Np}$ ).
4. Inclusion of the effect of fission product neutron capture.

All of these features are optional. An additional feature of this model is the decoupling of the reactor kinetics from the VESSEL module. This allows use of the CHAN component (with reactor kinetics) without requiring a VESSEL component.

The fissioning of a ${ }^{235} \mathrm{U}$ atoni releases a total of about 200 MeV of energy. Some of this tnergy ( $-93 \%$ ) is immediate $y$ available as thermal energy, while a small percentage ( $7 \%$ ) resides in the fission products that later decay to release it. The same process applies to the fission of other materials in reactor fuels. ${ }^{238} \mathrm{y}$ and ${ }^{259} \mathrm{Pu}$. As fission occurs, decay heatproducing fission products accumulate in the fuel and begin to decay, according t? specific time constants that apply uniquely to each fission product. The first ANS standard decay heat model considered 11 decay groups and their associated time constants. The new ANS standard ${ }^{2} .6 .9$ considers 69 separate decay groups $\cdots 23$ each for the fission of ${ }^{233} \mathrm{U},{ }^{238} \mathrm{U}$, and ${ }^{239} \mathrm{Pu}$.

Use of the model requires knowledge of the energy release rate from each fission stored in each of the decay groups. These are given as $E_{i}$ in Tables $2.4-2,2.4-3$, and 2.4-4 2.4.9 Associated with each $E_{i}$ in these tables is a decay constant $\lambda^{H}$. Three sets of parameters are giyen-one for each of the fissionable isotopes considered in the new standard, ${ }^{235} \mathrm{U},{ }^{238} \mathrm{U}$, and ${ }^{239} \mathrm{Pu}$. These sets of constants are sufficient to determine the decay heat generation rate for a reactor core if the reactor operating history is known (in terms of fission power level and the fraction of fission power provided by each of the
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Table 2,4-2. Parameters for ${ }^{235} \mathrm{U}$ thermal fisston decay heat.

| $j$ | $E_{1, j}$ | $\lambda^{H \prime} 1, j$ | $j$ | $E_{1, j}$ | $\lambda^{H} 1, j$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $6.5057 \mathrm{E}-01$ | $2.2138 \mathrm{E}+01$ | 13 | $2.5232 \mathrm{E}-06$ | $1.0010 \mathrm{E}-05$ |
| 2 | $5.1264 \mathrm{E}-01$ | $5.1587 \mathrm{E}-01$ | 14 | $4.9948 \mathrm{E}-07$ | $2.5438 \mathrm{E}-06$ |
| 3 | $2.4384 \mathrm{E}-01$ | $1.9594 \mathrm{E}-01$ | 15 | $1.8531 \mathrm{E}-07$ | $6.6461 \mathrm{E}-07$ |
| 4 | $1.3850 \mathrm{E}-01$ | $1.0314 \mathrm{E}-01$ | 16 | $2.6608 \mathrm{E}-08$ | $1.2290 \mathrm{E}-07$ |
| 5 | $5.5440 \mathrm{E}-02$ | $3.3656 \mathrm{E}-02$ | 17 | $2.2398 \mathrm{E}-09$ | $2.7213 \mathrm{E}-08$ |
| 6 | $2.2225 \mathrm{E}-02$ | $1.1681 \mathrm{E}-02$ | 18 | $8.1641 \mathrm{E}-12$ | $4.3714 \mathrm{E}-09$ |
| 7 | $3.3088 \mathrm{E}-03$ | $3.5870 \mathrm{E}-03$ | 19 | $8.7797 \mathrm{E}-11$ | $7.5780 \mathrm{E}-10$ |
| 8 | $9.3015 \mathrm{E}-04$ | $1.3930 \mathrm{E}-03$ | 20 | $2.5131 \mathrm{E}-14$ | $2.4786 \mathrm{E}-10$ |
| 9 | $8.0943 \mathrm{E}-04$ | $6.2630 \mathrm{E}-04$ | 21 | $3.2176 \mathrm{E}-16$ | $2.2384 \mathrm{E}-13$ |
| 10 | $1.9567 \mathrm{E}-04$ | $1.8906 \mathrm{E}-04$ | 22 | $4.5038 \mathrm{E}-17$ | $2.4600 \mathrm{E}-14$ |
| 11 | $3.2535 \mathrm{E}-05$ | $5.4988 \mathrm{E}-05$ | 23 | $7.4791 \mathrm{E}-17$ | $1.5699 \mathrm{E}-14$ |

Table 2.4-3. Parameters for ${ }^{239} \mathrm{Pu}$ thermal fission decay heat.

| $j$ | $E_{1, j}$ | $\lambda^{n} 1,1$ | $j$ | $E_{1,1}$ | $\lambda^{H} 1,1$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.083 \mathrm{E}-01$ | $1.002 \mathrm{E}+01$ | 13 | $1.747 \mathrm{E}-06$ | $8.319 \mathrm{E}-06$ |
| 2 | $3.853 \mathrm{E}-01$ | $6.433 \mathrm{E}-01$ | 14 | $5.481 \mathrm{E}-07$ | $2.358 \mathrm{E}-06$ |
| 3 | $2.213 \mathrm{E}-01$ | $2.186 \mathrm{E}-01$ | 15 | $1.671 \mathrm{E}-07$ | $6.450 \mathrm{E}-07$ |
| 4 | $3.460 \mathrm{E}-61$ | $1.004 \mathrm{E}-01$ | 16 | $2.112 \mathrm{E}-08$ | $1.278 \mathrm{E}-07$ |
|  | $3.531 \mathrm{E}-02$ | $3.728 \mathrm{E}-02$ | 17 | $2.996 \mathrm{E}-09$ | $2.466 \mathrm{E}-08$ |
| 5 | $2.292 \mathrm{E}-02$ | $1.435 \mathrm{E}-02$ | 18 | $.107 \mathrm{E}-11$ | $9.378 \mathrm{E}-09$ |
| 6 | $3.946 \mathrm{E}-03$ | $4.549 \mathrm{E}-03$ | 19 | $5.730 \mathrm{E}-11$ | $7.450 \mathrm{E}-10$ |
| 7 | $1.317 \mathrm{E}-03$ | $1.328 \mathrm{E}-03$ | 20 | $4.138 \mathrm{E}-14$ | $2.426 \mathrm{E}-10$ |
| 8 | $7.052 \mathrm{E}-04$ | $5.356 \mathrm{E}-04$ | 21 | $1.088 \mathrm{E}-15$ | $2.210 \mathrm{E}-13$ |
| 9 | $1.432 \mathrm{E}-04$ | $1.730 \mathrm{E}-04$ | 22 | $2.454 \mathrm{E}-17$ | $2.640 \mathrm{E}-14$ |
| 10 | $1.765 \mathrm{E}-05$ | $4.881 \mathrm{E}-05$ | 23 | $7.557 \mathrm{E}-17$ | $1.380 \mathrm{E}-14$ |
| 11 | $7.347 \mathrm{E}-06$ | $2.006 \mathrm{E}-05$ |  |  |  |
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Table 2.4-4. Parameters for ${ }^{238} U$ thermal fission decay heat.

| j | $\varepsilon_{1, j}$ | $\lambda^{H}{ }_{1,1}$ | $J$ | $E_{1,1}$ | $2^{H}{ }_{1,5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.2311 E+00$ | 3,2881E+01 | 13 | 1.0075E-06 | 7.0465E-06 |
| 2 | 1.1486E+00 | 9.3805E-01 | 14 | 4.9894E-07 | 2.3190E-06 |
| 3 | 7.0701E-01 | 3.7073E-01 | 15 | 1.6352E-07 | 6.4480E-07 |
| 4 | 2.5209E-01 | 1.1118E-01 | 16 | 2.3355E-08 | 1.2649E-07 |
| 5 | 7. ${ }^{\text {TOEE }}$ - 22 | $3.6143 \mathrm{E}-02$ | 17 | 2.8094E-09 | 2.5548E-08 |
| 6 | 2. 1 E-02 | 1.3272E-02 | 18 | 3.6236E-11 | 8.4782E-09 |
| 7 | 6. 5 Sou2E-03 | 5.0133E-03 | 19 | 6.4577E-11 | 7.5130E-10 |
| 8 | 1.2322E-03 | 1.3655E-03 | 20 | 4.4963E-14 | 2.4188E-10 |
| 9 | 6.840 JE-04 | 5.5158E-04 | 21 | 3.6654E-16 | 2.2738E-13 |
| 10 | $1.6975 \mathrm{E}-04$ | $1.7873 \mathrm{E}-04$ | 22 | 5.6293E-17 | 9.0536E-14 |
| 11 | 2.4182E-05 | 4.9032E-05 | 23 | 7.1602F-17 | 5.5098E-15 |
| 12 | 6.6356E-06 | 1.7058E-05 |  |  |  |

fissionable materials under consideration).
Additional corrections to the calculated decay heat may be made by considering the decay heat of ${ }^{239} \mathrm{U}$ and ${ }^{239} \mathrm{Pu}$, and inclusion of the effect of neutron capture by fission producis. These corrections are incorporated as special algorithms (see Reference 2.4-6) and are available in the code as user options.

Since the new ANS standard allows inclusion of the effect of reactor operating history, special considerations apply to initialization of the model. The decay heat power generation at $t=0$ (beginning of the transient) must be determined from the reactor operating history.

The input to the model is the duration of constant reactor fission power periods and the fission power provided by all fissile isotopes being considered $2^{235} \mathrm{y}$ on 7 y , ${ }^{235} \mathrm{U}$ plus ${ }^{239} \mathrm{Pu}$, or ${ }^{235 \mathrm{U}}$ plus ${ }^{239} \mathrm{Pu}$ plus ${ }^{238 \mathrm{~B}}$ ) A typical reactor operation histogram is given in Figure 2.4-1. In the following equations, the nomenclature is based on definitions given for Equations (2.4. 1) through $(2,4-3)$.

The decay heat model can be initiated with or without a reactor power history. If no power history is used, an infinite operating time is assumed, which results in an equilibrium decay heat at transient initiation. In this case, the initial decay heat power is derived from
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Figure 2.4-1. Typical reactor operating history.

$$
\begin{equation*}
\frac{d J_{i j}}{d t}=0=-A_{i j}^{H} H_{i j}+E_{i j} \frac{P_{i}}{Q} . \tag{2.4-67}
\end{equation*}
$$

In the new ANS standard, $j$ ranges from 1 to 23 , while the upper limit on 1 can be 1,2 , or 3 , depending on the number of fissile isotopes being considered, and $Q$ is the total energy per fission. If a reactor power history (consisting of IPOWiH operating periods) is input, the decay heat for each decay group is calculated from

$$
\begin{equation*}
H_{i j}=\sum_{k=1}^{1 P O W H} \frac{E_{i j} P_{i k}}{Q \lambda_{i j}^{H}}\left(1-e^{-\Delta t_{k} \lambda_{i j}^{H}}\right) e^{-\lambda_{i j}^{H} \sum_{n=1}^{1} \Delta t_{n}} \tag{2.4-68}
\end{equation*}
$$
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where

$$
\begin{aligned}
& \Delta t_{k}=\text { duration of operating period } k \\
& P_{i k}=\text { power due to isotope } i \text { during period } k .
\end{aligned}
$$

The two optional models used with the fission product decay heat, neutron capture, and heavy element decay heat also are initialized differently depending on whether a power history is input. The neutron capture effect is dependent on the burnu. "atio of the core and the time elapsed since reactor shutdown. The burnup ratio ( $\psi$ ) is defined as the total number of fissions (over the core history) divided by the initial number of fissile atoms in the core. The model is recommended only for burnup ratios of $\langle 3$ fisstons per fissile atom and for shutdown times < $10^{4} \mathrm{~s}$. In general, it results in $<1 \%$ increase in decay heat power. If no power history is input, the code assumes a one-year core operation at the input power level and calculates the fissions occurring during that time period at the input power level to derive the burnup ratio of the core. From this burnup ratio, the correction multiplier for the neutron capture effect can be calculated as

$$
\begin{equation*}
G^{H}=1 .-0+3.24 \times 10^{-6} \Delta t(1)^{0.4} \psi \tag{2.4-69}
\end{equation*}
$$

where $\Delta t(1)$ is taken to be one year.
If a power history is input, the equation for $G^{H}$ becomes

$$
\begin{equation*}
G^{H}=1.0+\sum_{k=1}^{\text {IPOWH }}\left(3.24 \times 10^{-6}+5.23 \times 10^{-16} \sum_{j=1}^{k} \Delta t_{j}\right) \Delta_{k}^{0.4} \psi_{k} \tag{2.4-70}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{k}=\sum_{i=k+1}^{1 \text { Pown }} \frac{\Delta t_{k} \sum_{l=1}^{n_{1}} P_{k l}}{\text { FISSAT }\left(3.204 \times 10^{-17}\right)} \tag{2.4-71}
\end{equation*}
$$

and FISSAT is the total number of fissile atoms in the core.
Heavy element decay heat is also initialized differently depending on whether a power history is input. If no power history is input,

$$
\begin{equation*}
P_{\mathrm{HE}}=P\left(E_{\mathrm{U} 239}+E_{\mathrm{N} 239}\right) \frac{R_{P}}{Q} \tag{2.4-72}
\end{equation*}
$$

where $E_{U 234}$ and $E_{N 239}$ are power fractions due to those isotopes, and $R_{R}$ is the number of atoms of ${ }^{239} U$ produced per fission. If a power history table is input, the initialization algorithm becomes
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$$
\begin{align*}
& \left.P_{H E t=0}=\frac{E_{U 239} R_{p}}{Q} \sum_{i=1}^{I P O N H}\left[\left(1-e^{-\lambda_{H 1} \Delta t_{i}}\right) e^{\left(-\lambda_{H 1} \sum_{j=1}^{i} \Delta t_{j}\right.}\right) \sum_{k=1}^{n_{t}} R_{i k}\right] \\
& +\frac{E_{N 23 Q} R_{p}}{Q} \sum_{i=1}^{1 P O W H}\left[\frac{\lambda_{H 1}}{\lambda_{N 1}-\lambda_{H 2}}\left(1-e^{-\lambda_{H 2} \Delta t_{i}}\right) e^{\left(-\lambda_{H 2} \sum_{j=1}^{i} \Delta t_{j}\right)}\right. \\
& -\left(\frac{\lambda_{H 2}}{\lambda_{M 1}-\lambda_{M 2}}\right)\left(1-e^{\left.-\lambda_{H 1} \Delta t_{1}\right)}\right) e^{\left(-\lambda_{k 1} \sum_{j=1}^{i} \Delta t_{j}\right)} \sum_{k=1}^{n_{1}} P_{i k} \tag{2.4-73}
\end{align*}
$$

and $\lambda_{\mathrm{H} 1}$ and $\lambda_{H 2}$ are time constants associated with the decay of ${ }^{239} \mathrm{U}$ and ${ }^{239} \mathrm{~Np}$. After the transient begins, fission product decay heat is calculated from

$$
\begin{equation*}
\frac{d H_{i j}}{d t}=-\lambda_{i j}^{H} H_{i j}+E_{i j} \frac{P_{i}}{Q} . \tag{2.4-74}
\end{equation*}
$$

This is solved using a 4th order Runge-Kutta-Gill technique. The neutron capture effect is calculated from

$$
\begin{equation*}
G^{H}=1.0+\left[3.24 \times 10^{-6}+5.23 \times 10^{-10} \Delta t_{\text {tran }}\left(\sum_{k=1}^{\text {IPOWH }} \Delta t_{k}\right)^{0.4}\right] \psi . \tag{2.4-75}
\end{equation*}
$$

Since the transient normally contributes an insignificant change to $\psi$, this parameter is not updated during the transient.

The heavy element decay heat is changed during the transient accurding to $P_{\text {HE }}=\frac{P R_{p}}{?}\left\{E_{U 239}\left[1-e^{-e_{H 1}\left(\sum_{i=1}^{1 P O W H} \Delta t_{k}+\text { TOOWN }\right)}\right] e^{-2 H 1 \Delta t_{\text {tran }}}\right.$

$$
\begin{align*}
& \left.\frac{E_{N 239}}{\lambda_{N 1}-\lambda_{H 2}}\left[1-e^{-\lambda_{H 2}\left(\sum_{i=1}^{1 \text { POWH }} \Delta t_{k}+T_{\text {DONW }}\right.}\right)\right] e^{-\lambda_{H 2} \Delta t_{t r a n}} \\
& \lambda_{H 2}[1-e \tag{2.4-76}
\end{align*}
$$

If the reactor core is still producing significant fission power, $\Delta t_{\text {tran }}=0$ and two terms in this equation may be omitted.

The total decay heat power, including the user-input arbitrary multiplier, DH, is

$$
\begin{equation*}
P_{D H}=D_{H}\left(G^{H} \sum_{j=1}^{23} \sum_{k=1}^{M i} H_{j k}+P_{H E}\right) \tag{2.4-77}
\end{equation*}
$$

which is then added to the prompt fission power in place of

$$
\begin{equation*}
\sum_{i=1}^{n_{i}} \sum_{j=1}^{m} H_{i j} \tag{2.4-78}
\end{equation*}
$$

in Equation (2.4-4) to give the instantaneous net reactor power.
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## 3. COMPONENT MODELS

Descriptions of the various component models included in TRAC-BF1/MOD1 are given in this section. A physical description of each component is presented with a typlcul TRAC/BF1/MODI noding diagram showing the conventions used to model the component. Mathematical models including finite-difference approximations are given only for those aspects of the component that are not already covered in the basic hydrodynamics and heat-transfer descriptions. User options, restrictions on the use of the component, subroutines used by the component, and input/output information are also given.

### 3.1 PIPE

The PIPE component models the flow in a one-dimensional duct or pipe. IIPE can be used alone in a problem or it can be used as a connector between components to model a reactor system. The capability is provided to model area changes, wall heat sources, and heat transfer across the inner and outer wall surfaces. A wide selection of pipe materials is availab?e to represent the wall material in the wall conduction calculation.

Figure $3.1-1$ shows a typical noding diagram for a pipe containing a Venturi tube and an abrupt area change. The numbers within the pipe indicate cell numbers, and those above indicate ce! ! boundary numbers. The geometry is specified by providing a volume and length for each cell and a flow area and hydraulic diameter at each cell boundary. The junction variables, JUN1 and JUN2, provide reference numbers for connecting a PIPE to other components. The numerical methods used to treat the thermal-hydraulics in PIPE are described in Subsection 2.3.
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Figure 3.1-1. PIPE noding diagram.

## PIPE MODEL

Input options are available to allow for wall heat transfer and to select correlations for CHF. Wall heat transfer can be omitted by setting the number of heat-transfer nodes (NODES) t) zero. The CHI calculation can be bypassed by setting the input parameter, ICHF, to a negative value.

Wall friction losses requires a wall roughness input b" the user. An abrupt area charige can be modeled by input of additional pressure loss factors. Because of backward differencing, a loss factor of 0.5 is therent in the numerical scheme.

PIPE components may be connected to any other component. However, computational expense increases rapidly with the number of component junctions and the user is cautfoned to minimize the number of components used in his model. In addition, one-dimensional cells of grassly different length should not be placed together, as this can cause computational difficulties particularly when area changes also occur.

TRAC-BF1/MOD1 also includes a number of PIPE component options. Generalized heat and mass transfer capabilities allow the user to specify heat and/or mass exchange between any PIPE cell and ary other component fluid cell or wall node in the model. The generalized heat ransfor option is activated through the IHTS and IWT parameters. The generailized mass transfer option is acce:sed through the generalized leak path logic described in Subsection 2.3.3. Both options are common to all one- and three-dimensional component models.

Detailed input for the PIPE module, described in Volume 2, is processed by Subroutines FPIPE and REPIP. Subroutine FPIPE reads input data from the input file. Subroutine REPIP reads corresponding data from the restart file. Initialization of remaining variables is performed with Subroutine IPIP. This subroutine establishes the noding for wall heat transfer, sets the remaining fluid properties by calls to THERMO and FPROP, and initializes the boundary data by a call to 310 .

During problem execution, the solution procedure is controlled by Subroutines PIP1, PIP2, and PIP3. At the beginning of each time step, PIP1 calls PRPID, which in tumn calls MPRCO, for wall-metal properties, and MTPIP for wall HTCs. During the iterations for a time step, PIP2 calls INNER, which Calls JF1D to initiate the hydrodynamic solution. PIP3 updates the wall temperatures, computes new fluid properties (viscosity, heat capacity, and surface tension), and resets the boundary arrays. These functions are executed with a call to PST1D, which subse, uently calls THERMO. CYLHT, MIXPRP, and FPROP. If the time step fails to converge, THERMO is called to restore variables to their old values.

Output for a PIPE is managed by Subroutine WPIP. WPIP prints the component number, junction numbers, mass flow rate in and out of the pipe, mass flux in and out of the pipe, riessure, void fraction, 1 iquid and vapor velocities, saturation temperature, 1 lquid and vapor temperatures, 1 lquid and vapor densit, cell-to-cell pressure drop, chaking, and CCFL counters. If wall heat transfer is included ( $N O D E S=0$ ), information on the heat-transfer
regime, liquid and vapor HTC on inner and outer surfaces, surface heat fluxes to liquic and vapor on the inner wall surface, and heat sources and wall temperatures for eacu radtal node are printed for each axial cell For an extractad run, the extracted input is written in Subroutine WEPIP.

### 3.2 BREAK AND FILL

The BREAK and FILL modules are used to impose boundary conditions at any one-dimensional component terminal junction. Consequently, these modules differ from the other component modules in that they do not model any system component per se or perform hydrodynamic or heat-transfer calculations. However, they are treated like any other component with respect to input, initialization, and identification procedures.

The BREAK module implies a pressure boundary condition one cell away from its adjacent component, as shown in Figure 3.2-1. This br dary condition may be constant, user-specified time-dependent or it may be .? *y the control system or containment models. The BREAK claponent also les the boundary conditions of void fraction and phase temperatures at thi aina? junctions of one-dimensional components.

The FILL module imposes a velocity boundary condition one cell away from its adjacent component, as shown in Figure $3.2-2$. Like the BREAK module, FILL boundary conditions of velocity, void fraction, and phase temperatures may be constant, user-specified time-dependent, or they may be set by the control system or containment models. In addition, the FILL velocity condition may be specified as a function of adjacent component pressure. (In this case, the pressure functions are imposed in an approximate manner that avoids numerical difficulties caused ty instabilities.)

The parameters needed for specifying a FILL or BREAK are described in Volume 2. It is recommended that the cell volume and length in these components be identical to those for the neighboring cell of the adjacent component. The void fraction and fluid temperatures specified in the FILL and BREAK determine the properties of flaid convected into the adjacent component if an inflow condition should occur. (By convention, inflow corresponds to a positive FILL "elocity and a negative BREAK velocity.) These components may not be cannect, directly to the VESSEL component.
break and Fill Models


Figure 3.2-1. BREAK noding diagram.


Figure 3.2-2. FILL noding diagram.

### 3.3 CHAN

The CHAN component has been developed to simulate one or more BWR fuel rad bundles and channel walls. CHAN is a TRAC/BF1/MOD1 PIPE component in which fuel rod heat transfer and channel wall heat transfer models have been added. The CHAN can be used to simulate a single bundle or several bundles in a stand-alone mode in which boundary conditions to the CHAN are supplied by BREAK and FILL compcients. This capability is quite useful for performing hot bundle analysis o for investigating single bundle experiments. The CHAN component can also be used to simulate rod bundles in a BWR core region.

To model a BWR core, CHAN components would be connected across the usual core region of a VESSEL component. The connections are made with standard VESSEL sources (see VESSEL component description). The three-dimenstonal hydrodynamics solution in the core region of the VESSEL component would be for the flow in the region outside the BWR channels but inside the core barrel. A typical noding scheme for a BWR vessel is illustrated in Figure 3.3-1. For this nodalization, six CHAN compr ents are used to simulate all fuel bundles in the BWR core region. Within ch CHAN component, five rod groups are chosen to model radiation heat $t$. ansfer. This noding scheme allows for fine nodalization in the radial direction of the core without increasing the number of VESSEL nodes.

The fuel rod and channel wall heat transfer models include a detailed radiation heat transfer (see Subsection 2.2.3), and a bottom-up and top-down quench front (see Subsection 2.2.4) for each rod group as well as for the inside of the channel wall. Heat transfer on the outside of the channel wall is coupled to the VESSEL hydrodynamics solution,

Flow through leakage paths between the fuel bundles and the core cypass region is represented with the generalized mass transfer model. In addition, the CHAN component may transfer heat to any other component in the TRAC/BF 1/MOD1 model (except FILL or BREAK components) by use of the generalized heat transfer option.

## CHAN MODEL



Figure 3.3-1. TRAC-BF1/MOD1 reactor nodalization showing CHAN components.

## Pump Component Model

### 3.4 PUMP

The PUMP module describes the interaction of the system fluid with a centrifugal pump. The model calculates the pressure differential across the pump and its angular velocity as a function of the flutd flow rate and the fluid properties. The model can treat any centrifuga? pump and allows for inclusion of head degradation caused by two-phase effects.

The PUMP model is represented by a one-dimensional component with N cells $(N>1)$. Figure $3.4 \cdot 1$ shows a typical noding diagram for the PUMP component. The pump momentum is modeled as a source, called SMOM. In older verstons, SMOM was required to act between cells 1 and 2. In TRAC-BF1/MOD1, SMOM may act on any interior face. Therefore, it is necessary to construct the cell noding such that the cell numbers increase in the normal flow direction.

The first two criteria precluded the use of a lumped-parameter model. Because the adjacent components are usually described by PIPE modules based on a one-dimensional, two-fluid model, the PUMP is treated likewise. The resulting PUMP module, therefore, combines the PIPE module with pump correlations. The PUMP model is identical to the one-dimensional PIPE model except that the momentum equations at the SMOM face are rewritten as

$$
\begin{equation*}
\frac{V_{\ell}^{n+1}-V_{\ell}^{n}}{\Delta t}=\frac{P_{1}^{n+1}-P_{2}^{n+1}+\Delta p^{n}+\left(\frac{\partial \Delta^{p}}{\partial V}\right)^{n}\left(V_{\ell}^{n+1}-V_{\ell}^{n}\right)}{\rho_{n} \Delta x}-g \cos \theta \tag{3.4-1}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{9}=V_{\ell} \tag{3.4-2}
\end{equation*}
$$

where $\Delta P$ is the pressure rise through the pump evaluated from the pump correlation. The steady-state solution of Equation (3.4-1 is

$$
\begin{equation*}
\Delta P=p_{2}-p_{1}+g \cos \theta \tag{3,4-3}
\end{equation*}
$$

which is the desired result. Friction does not enter explicitly into the pump motion equation. Therefore, additive friction is not allowed at the SMOM face
$[F K L O S(2)=0.0]$.

It is necessary to evaluate $\Delta P$ and its derivative witi respect to velocity for a pump cell only once each time step. The source is needed only in Routine TFIE. This evaluation is performed by Subroutine PMPS.

Pump characteristic curves describe the pump head and torque response as a function of fluid volumetric flow rate and pump speed. Homologous curves (one curve segment represents a family of curves) are used for this

Pump Component Model

## Normal flow direction
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Figure 3.4-1. PUMP noding diagram.
description because of their simplicity. These curves describe, in a compact manner, all operating states of the pump obtained by combining positive or negative impeller velocities with positive or negative flow rates.

To account for two-phase effects on pump performance, the pump curves are divided into two separate regimes. Data indicate that two-phase pump performance in the vapor fraction range of 20 to $80 \%$ is degraded significantly in comparison with its performance at vapor fractions outside of this range. One set of curves describes the pump performance for single-phase fluid (void fraction 0.0 or 1.0 ), and another set describes it for two-phase fluid. The pump head at any vapor fraction is calculated from the relationship

$$
\begin{equation*}
H=H_{1}-m(\alpha)\left(H_{1}-H_{2}\right) \tag{3,4-4}
\end{equation*}
$$

where
$H=$ total pump head
$H_{1}=$ pump head from the single-phase homologous curves
$H_{2}=$ pump head from the fully degraded homologous curves
$m=$ pump degradation multiplier
$\alpha=$ vapor fraction.

The two-phase hydraulic turque is treated similarly. The following definitions are used in the subsequent development.

$$
H=\text { pump head }=\Delta P / \rho
$$

```
Q = pump volumetric flow rate
Q = pump impeller angular velocity
```

where $\Delta P$ is the pump differential pressure and $p$ is the pump inlet density. To allow one set of curves to be used for a variety of pumps, the following normalized quantities are used:

$$
\begin{align*}
& h=\frac{H}{H_{R}}  \tag{3.4-5}\\
& Q=\frac{Q}{Q_{R}}  \tag{3,4-6}\\
& W=\frac{\Omega}{\Omega}
\end{align*}
$$

where the subscript, $R$, denotes the rated condition. The pump similarity relations 3.4 show

$$
\begin{equation*}
\frac{h}{w^{2}}=f\left(\frac{q}{w}\right) \tag{3.4-8}
\end{equation*}
$$

For small $w$, this correlation is not satisfactory and the following combination of variables is used

$$
\begin{equation*}
\frac{h}{q^{2}}=f\left(\frac{w}{q}\right) \tag{3,4-9}
\end{equation*}
$$

The first correlation is used in the range $0<q / w \leq 1$ and the second is used in the range $0<w / q \leq 1$. The four resulting curve segments, as well as the curve selection logic used in TRAC-BF1/MOD1, are shown in Table 3.4-1.

The dimensionless hydraulic torque is defined by

$$
\beta=\frac{T_{\mathrm{hy}}}{T_{\mathrm{R}}}
$$

where $T_{n y}$ is the hydraulic torque and $T_{R}$ is the rated torque. The single-phase torque, $T$, is dependent on the fluid density and is calculated from
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Table 3.4-1. Dafinitions of the four curve segments that describe the homologous pump curves.

| Curve Segment | $\frac{q / w}{1}$ | $\leq 1$ | $-\frac{q}{w}$ |
| :---: | :---: | :---: | :---: |
| 4 | $\leq 1$ | $<0$ | $\frac{h}{w^{2}}=f \frac{q}{w}$ |
| 3 | $>1$ | $<0$ | $\frac{h}{q^{2}}=f \frac{w}{q}$ |

$T=\beta I_{k}\left(\frac{\rho}{\rho_{k}}\right)$
where $p$ is the pump iniet density and $p_{R}$ is its rated density. The density ratio multiplier is needed to correct for the density difference between the pumped fluid and the rated condition. For two-phase conditions, the impeller torque is calculated from

$$
\begin{equation*}
T=T_{1}-N(\alpha)\left(T_{1}-T_{2}\right) \tag{3,4-12}
\end{equation*}
$$

where $T$ is the total impeller torque, $T_{1}$ is the impeller torque from the single-phase homologous curves, $T_{2}$ is the impeller torque from the fully degraded honologous curves, and $N(a)^{2}$ is the torque degradation multiplier. The homologous, normalized, torque curve segments are correlated in the same manner as the head curve segments shown in Table 3.4-1.

In addition to the homologous head and torque curves, the head and torque degradation multipliers defined in Equations (3.4-4) and (3.4-12) are needed. These functions are usually nonzero only in the vapor-fraction range where the pump head and torque are either partially or fully degraded.

The pump module treats the pump angular velosity as a constant (input) while its motor is energized. After a drive motor trip, the time rate of change for the pump motor assembly is proportional to the sum of the moments acting on it and is calculated from

$$
\begin{equation*}
I \frac{d \Omega}{d t}=\sum_{i} T_{1}=T_{m}-\left(T+T_{f}+T_{B}\right) \tag{3.4-13}
\end{equation*}
$$

where $I$ is the pump motor assembly moment of inertia, $T$ is the impeller
torque, $T_{f}$ is the torque caused by friction (constant), $T_{b}$ is the bearing and windage torque, and $T_{m}$ is the applied motor torque. We assume that $T_{b}$ is

$$
\begin{equation*}
T_{\mathrm{b}}=c \frac{\Omega|\Omega|}{\Omega_{\mathrm{R}}^{2}} \tag{3,4-14}
\end{equation*}
$$

where $C$ is an input constant and $Q_{8}$ is the rated impeller angular velocity. $T_{\text {f }}$ is multiplied by $Q /|0|$ so that it also changes sign if the speed reverses. The impeller torque is evaluated using the homologous torque curves and Equation (3.4-12); it is a function of the fluid density and flow rate as well as the pump angular velocity. $T_{m}$ is defined through the control system. It is initially set to zero and retains that value unless the control system changes it to a nonzero value. For time step ( $n+1$ ), Equation (3.4-13) is calculated implicitly

$$
\begin{equation*}
\Omega^{n+1}=\frac{\Omega^{n}-\frac{\Delta t}{I}\left(T-T_{m}\right)}{1+\frac{\Delta t}{I}\left(\frac{T_{f}}{\left|\Omega^{n}\right|}+C \frac{\left|\Omega^{n}\right|}{\Omega_{R}^{2}}\right)} \tag{3.4-15}
\end{equation*}
$$

The wall heat transfer, wall friction, CHF calculation, and implicit hydrodynamics options are the same for the PUMP module as for the PIPE module. In addition, the following options are specifted: pump type, motor action, reverse speed, two-phase, and pumip curve. The input variables, IPMPTR and NPMPTX, specify the trip identifier for the pump trip initiation and the number of pairs of points in the pump-speed table (SPTBL), respectively. If IPMPTR $=0$, no pump trip action occurs (a constant speed pump).

If the pump motor is energized, its angular velocity is assumed to be the constant value specified. If the motor is not energized, a pump coastdown calculation is performed using the specified initial pump speed.

There are three pump options available (IPMPTY $=1,2$, or 3 ). For pump Option 1 (IPMPTY $=1$ ), the pump speed variation is specified by input. The pump is energized initially at a constant speed specified by input (OMEGA). The pump motor may be tripped by a TRIP signal. If a pump trip has occurred, the pump speed is taken from a pump speed-versus-time table (array SPTBL). Pump Option $2($ IPMPTY $=2)$ is similar to Option 1 except a speed table is not input. Instead, the pump speed is calculated from Equation (3.4-15) after a trip has occurred. Pump Option 3 (IPMPTY $=3$ ) allows the pump speed to be calculated by the control system.

If the reverse speed option is specified (IRP $=1$ ), the pump is allowed to rotate in the forward direction only. For this case, if negative rotation is calculated (after trip with pump Option 2), its speed will be set to zero.

If the two-phase option is turned on (IPM =1), the degraded pump head and torque are calculated from Equations (3.4-4) and (3.4-12). If the
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two-phase option is turned off (IPM -0$)$, only the single-phase head and torque homologous curves are used.

The user may specify pump homologous curves in the input or alternatively use the built-in pump curyes. The built-in pump curves are based on the MOD-1 Semiscale system pump. $3,2,3,4$. The single-phase head (HSP), fully degraded two-phase head (HTP), head degradation multiplier (M), single-phase torque (TSP), fully degraded two-phase torque (TTP), and torque degradation multiplier $(N)$ curves are provided in Figures 3.4-2 through 3.4-7, respectively. Where applicable, the curves are numbered corresponding to the conditions provided in Table 3,4-1. Because these homologous curves are dimensiontess, they can describe a variety of pumps by specifying the desired rated density, head, torque, flow, and angular velocities as input.

There are several restrictions and limitations in the current version of the PUMP module. Because there is no pump motor torque-versus-speed model, the pump speed is assumed to be input if the motor is energized. Pump noding is restricted such that the pump momentum source is located between Cells 1 and 2 of the pump model. Finally, the head degradation multiplier, $M(\alpha)$, and the torque degradation multiplier, $N(a)$, are assumed to apply to all operating states of the pump.

The PUMP module input consists of the same geometric and hydrodynamic data and initial conditions required for the PIPE module. In addition, information specific to the pump is required, as described in the inpat specifications (Volume 2). The speed table (SPTBL) and homologous pump curve arrays must be input in the following order
$x(1), y(1), x(2), y(2), \ldots, x(n), y(n)$
Here, $x$ is the independent variable and $y$ is the dependent variable.
Furthermore, the independent variables must be input in a monotone increasing order, that is
$x(n)>x(n-1)>\ldots x(2)>x(1)$
Linear interpolation is used within the arrays.

### 3.4.1 References

3.4.1. V. L. Streeter and E. B. Wylie, Hydraulic Transients, New York: McGraw-Hill Book Company, Inc., 1967, pp. 151-160.
3.4-2. D. J. O7sen, Experiment Data Report for Single- and Two-Phase Steady State Tests of the 1-1/2-Loop MOD-1 Semiscale System Pump, ANCR-1150, May 1974.
3.4-3. G. G. Loomis, Intact Loop Pump Performance During the Semiscale MOD-1 Isothermal Test Series, ANCR-1240, October 1975.
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Figure 3,4-2. Single-phase homologous head curves.


Figure 3.4-3. Fully degraded homologous head curves.


Figure 3.4-4. Head degradation multiplier.


Figure 3.4-5. Single-phase homologous torque curves.


Figure $3.4-6$. Fully degraded homologous torque curves.
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Figure 3,4-7. Torque degradation multiplier.
3.4-4. U. J. Olsen, Single- and Two-Phase Performance Characteristics of the MOD-1 Semiscale Pump Under Steady State and Transient Fluid Conditions, ANCR-1165, October 1974.

### 3.5 TEE

The TEE module models the thermal-hydraulics of three piping branches, two of which lie along a common line. The third enters at some angle from the main axis of the othor two (see figure 3.5-1). In the code, the TEE is treated as two pipes, as indicated in Figure 3:5-1. Beta is defined as the anglo from the low-numbered end of PIPE1 to PIPE2. The low-numbered end of PIPE2 always connects to PIPE1. The first pipe extends from Cell 1 to Cell NCELLI and connects to PIPE2 at Cell JCELL. The second pipe begins at Cell (NCELL1+2) and ends at Ce11 NCELL2.

The connection is effected through mass, momentum, and energy source terms in PIPE1. PIPE2 sees the connection as boundary conditions from Cell JCELL in PIPE1. The time differencing and iteration procedures are such that conservation of the scalar qualities is preserved (within a convergence tolerance) and the level of implicitness at the connection ensures that no additional stability limitations apply at a TEE. Because the junction between PIPE1 and PIPE? is always treated partially implicitly, the velocity at that point is always included in the computation of the time step stability limit. Phase separation at the junction is not implemented.


Pipe 1
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Figure 3.5-1. TEE noding diagram.
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The momentumi source term at PIPEI due to PIPE2 is set to zero in the standard TEE component. In most applications of interest, the error incurre by so doing is small. In cases where this is not true, lowever, the user may use the JETP (jet pump) module in place of the TEE. This module is a special type of TEE in which certain assumptions have been made regarding the normal flow direction and in which the inomentum source term in PIPEI is not neglected (see JETP descrtption)

Because the TEE is modeled as essentially two interconnected pipes, the PIPE model description in Subsection 3.1 should be referenced for additional information on the calculational sequence. The sequence for a TEE includes separate calculations of the primary and secondary sides.

Detailed input specificatlons for a TEE component are given in Volume 2. Input and output information is very similar to that for a PIPE component except that two pipes are involved in a TEE component.

### 3.6 JETP

This model is based on the TEE component; however, modifications have been made to include the miomentum source term for the junction cell and to correct the momentum equations for smooth and abrupt flow area changes. Further, this model includes an input processor that will initialize a five-cell jet pump model with a ninimum number of inputs if the user designates (see Volume 2).

### 3.6.1 JETP Momentum Source

The momentum source term to be applied to the momentum equation for primary tube flow (see Figure $3.6-1$ ) is obtained by considering the momentum balance for the noding scheme in Figure 3.6-2 for the different flow configurations that can occur in the jet pump. The momentum source is derived for the liquid phase nomentum equations. The results will be applicable to the vapor momentum equation. The steady-state pressure changes due to the me ,ing of two liquit flows (see Figure 3.6-2) are
for $\cos \phi>0, V_{1}>0, V_{2}>0, V_{3}<0$

$$
\begin{equation*}
\frac{P_{1}-P_{0}}{\left\langle P_{\ell}\right\rangle}=0 \tag{3.6-1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{P_{2}-P_{1}}{\left\langle p_{\ell}\right\rangle_{2}}=V_{2}\left(V_{1}-V_{2}\right)+V_{3}\left(V_{1}+V_{3} \cos \phi\right) \frac{\left\langle(1-\alpha) p_{l}\right\rangle_{3} A_{3}}{\left\langle(1-\alpha) p_{\ell}\right\rangle_{2} A_{2}} \tag{3.6-2}
\end{equation*}
$$

for $\cos \phi<0, V_{1}<0, V_{2}<0, V_{3}<0$

$$
\begin{align*}
& \frac{p_{2}-P_{1}}{\left\langle p_{2}\right\rangle_{2}}=0  \tag{3.6-3}\\
& \frac{P_{1}-P_{0}}{\left\langle p_{l}\right\rangle_{1}}=V_{1}\left(V_{1}-V_{2}\right)+V_{3}\left(V_{2}+V_{3} \cos \phi\right) \frac{\left\langle(1-\alpha) p_{l}\right\rangle_{3} A_{3}}{\left\langle(1-\alpha) p_{l}\right\rangle_{1} A_{1}} \tag{3.6-4}
\end{align*}
$$

The momentum equation in the TRAC-BF1/MOD1 solution scheme depends on noding and flow direction. The calculated pressure change for a single-phase steadystate flow without sources, friction loss, and gravity is shown in Table 3.61.

## jetp Component Model.



Figure $3.6-1$. JETP noding diagram.

Table 3.6-1. Pressure change betwee.: Cell 0 and 2 (Figure 3.6-1).
$V_{1}$ $\qquad$ $V_{2}$
$\left(P_{2}-P_{1}\right) /<R_{l}>_{2}$
$\geq 0 \quad 0$
$\geq 0$
$v_{2}\left(v_{1}-v_{2}\right) \frac{\Delta x_{1}+\Delta x_{2}}{2 \Delta x_{1}}$
$<0 \quad v_{1}\left(v_{1}-v_{2}\right) \frac{\Delta x_{0}+\Delta x_{1}}{2 \Delta x_{1}}$
$<0$
0
$\cos \phi \geq 0$


Figure $3,6-2$. Noding scheme for TEE component.
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Subtrafting the pressure drop given in Table 3.6-1 from the total pressure drop (with source) given in Equation (3.6-1) and dividing $b$, the average cell length yields the momentum source term for positive source flow (negstive side tube velocity). The momentum source term is listed in Table 3.6-2 for various combinations of positive and regative value: of $V_{1}$ and $V_{2}$ : It should be mentioned that Equation (3.6-1) has been used for positive and negative flow direction in the puimary tube although the analytical solution is valid for merging flows only.

Table 3.6-2. Momentum source term for TEE component with $V_{3}<0$ (positive source flow).

| Cost |
| :--- | :--- | :--- |

In the case of negative source flow (positive side tube velocity), the flow in the primary tube may not be accelerated by the source flow. Therefore, the momentum source term is set to zero. But there is an irreversible loss due to the flow splitting similar to the flow with sudden expansion. For the limiting case with no flow through the side tube, Equation $(3.6-1)$ yields
for $\cos \phi \geq 0, V_{1}>0, v_{2}>0, v_{3}=0$,

$$
\begin{align*}
& P_{1}-P_{0}=0 \\
& \frac{P_{2}-P_{1}}{\left\langle P_{l}\right\rangle_{2}}=V_{2}\left(V_{1}-V_{2}\right)  \tag{3,4-6}\\
& \text { for } \cos \phi<0, V_{1}<0, V_{2}<0, V_{3}=0, \\
& P_{2}-P_{1}=0  \tag{3.6-7}\\
& \frac{P_{1}-P_{0}}{\left\langle P_{l}\right\rangle_{1}}=V_{1}\left(V_{1}-V_{2}\right)
\end{align*}
$$

If this equation set is used for all fassible steady-state flow conditions with negative source flow ( $V_{3} \geq 0$ ) but independent of the side tube connection angle, $\phi$, the pressure change across the junction cell would be
for $V_{1}>0, V_{2}>0$,

$$
\begin{equation*}
P_{2}-P_{0}=\left\langle P_{2}\right\rangle_{2} V_{1}\left(V_{1}-V_{2}\right) \tag{3.6-9}
\end{equation*}
$$

$$
\begin{align*}
& \text { for } V_{1}>0, V_{2}<0, \\
& P_{2}-P_{0}=0 \tag{3.6-10}
\end{align*}
$$

for $V_{1}<0, V_{2}<0$,

$$
\begin{equation*}
P_{2}-P_{0}=\left\langle\rho_{2}\right\rangle, V_{1}\left(V_{1}-V_{2}\right) \tag{3,6-11}
\end{equation*}
$$

This equation set is identical with the backwards differencing equations (Table 3.6-3) for equal length $\left(\Delta x_{0}=\Delta x_{1}=\Delta x_{2}\right)$ and is used for negative srurce flow.

Combining Equation (3.6-9) and Table 3.6-1 as before yields the momentum correction terms for negative source fion listed in Table 3,6-3.

Both the momentum source terms and the momentum correction terms are calculated in Subroutine ETEE, using the new velocities calculated at the previous time step. They are then added to the right side of the momentum equations in the explicit pass in Subroutine TFIE.
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Table 3.6-3. Momentum correction term for TEE component with $\mathrm{V}_{3}>0$ (negative source flow).


Backwards differencing is used for the momentum equation at the first side tube face. Therefore, the solution is independent of the velocities in the primary tube if the source flow is positi'e (negative side tube velocity). The pressure change between the junction cell and the side tube is zero if the side tube flow area is constant and friction and gravity are neglected. These assumptions agree with those $m_{2}$ : for the analytical solution of the merging of two liquid flows. The pressure drop between the primary and the side tube for negative source flow due to the velocity change is given
for $\cos \phi \geq 0, V_{3}>0$,

$$
\begin{equation*}
P_{3}-P_{1}=\left\langle p_{2}\right\rangle_{3} V_{3}\left(-V_{2} \cos \phi-V_{3}\right)-\frac{l x_{8}+\Delta x_{3}}{2 \Delta x_{8}} \tag{3.6-12}
\end{equation*}
$$

for $\cos \phi<0, V_{3}>0$,

$$
\begin{equation*}
P_{3}-P_{1}=\left\langle P_{2}\right\rangle_{3} V_{3}\left(-V_{1} \cos \phi-V_{3}\right) \frac{\Delta x_{B}+\Delta x_{3}}{2 \Delta x_{B}} \tag{3,6-13}
\end{equation*}
$$

The boundary cell length, $\Delta x_{3}$, is set equal to the side tube cell length, $\Delta x_{3}$ (Subroutine ITEE), to make the pressure drop due to velocity change independent of the junction cell length and hydraulic diameter of the primary tube, as it should be.

### 3.6.2 Jet Pump Loss Coefficients

The TRAC-BD1/MOD1 jet pump model had a form of the conserying velocity divergence as part of the jet pump specific loss coefficients. ${ }^{3.6}$. With the implementation of the conserving form of the velocity divergence operator in TRAC-BF1/M001, the loss coefficients in the jet pump had to be modified. In addition, new values for the irreversible losses in the jet pump were determined by the General Electric Company. ${ }^{3,6-2}$ This section describes the
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new form of the irreversible losses in the jet pump. There are several mechanisms for irreversible pressure losses in the jet pump, and they are discussed separately.
3.6.2.1 Diffusor (Expansion) Losses. The irreversible pressure loss coefiicient through a diffusor is given by Idelchek ${ }^{3.6-3}$ as

$$
\begin{equation*}
K_{e}=C_{e} \tan \alpha^{1.5}(1-A *)^{2} \tag{3,6-14}
\end{equation*}
$$

where

* = diffusor angle

A* $=$ area ratio of outlet to in?et
$c_{e}=$ constant.
The recommended value of $C_{e}$ is 5.5 and is the default value in TRAC-BF1/MOD1. The user may input the value of $C_{e}$ if he so desires.

This pressure loss coefficient is used at every cell face of the jet pump where the flow areas at the cell centers on either side of the face increase in the direction of flow.
3.6.2.2 Nozzle (Contraction) Losses. The irreversible pressure 10 s. coefficient through a nozzle due to the contraction is given by Idelchek ${ }^{3.6 \cdot 3}$

$$
\begin{equation*}
K_{c}=C_{c} \sin \alpha\left(1-A_{*}\right) \tag{3.6-15}
\end{equation*}
$$

where
$a=$ contraction angle
$A^{*}=$ area ratio of outlet to inlet of contraction
$C_{C}=$ constant.

The recommended value of $C_{c}$ is 0.38 and is the default value in TRAC-BF1/MOD1. The user has the option to input his own value of $C_{c}$. This pressure loss coefficient is used et every face in the jet pump where the flow area at the cell centers on either side of the face decrease in the direction of flow.
3.6.2.3 Inlet Losses. There is a irreversible pressure loss at the jet pump suction inlet due to the contraction of the suction flow from the downcomer to the jet pump. The loss coefficient for this loss has been estimated to be 0.04 from data obtained at the INEL using $1 / 6$ scale jet pumps. ${ }^{3.6-4}$ When the flow at the jet pump diffusor outlet reverses, there is a contraction loss from the lower plenum into the jet pump diffusor. The loss coefficient for this loss has been estimated from data to be 0.45 . These
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values are in the TRAC-BF1/MOD1 code as default values, but the user may change them.

### 3.6.2.4 Outlet Losses. There is a loss at the diffusor outlet due to

 the flow expansion from the diffusor outlet into the lowe plenum for normal operating conditions in the jet pump. The loss coefficient for this loss is estimated to be 1.0 and is implemented into the TRAC-BF1/MOD1 code at the diffusor outlet for forward flow in the diffusor.3.6.2.5 Mixing Losses. There are irreversible piessure losses in the mixing region of the jet pump where the high-velocity drive flow mixes with the low-velocity suction flow. These los: is have been estimated from the $1 / 6$ scale jet pump data and have been correlated in terms of the drive velocity $\left(V_{D R}\right)$, the ratio of suction mass flow rate to drive mass flow rate (M ratio), and the flow regime. The flow regimes are defined for various combinations of positive and negative suction flow, drive flow, discharge flow, and M ratio. The definition of the flow regimes are shown schematically in Figure 3.6-3 and listed in Table 3.6-4. The loss coefficients in the various flow regimes for mixing losses are given in Table 3.6-5.
3.6.2.6 Nozzle Losses. In addition to the pressure losses in the drive nozzles caused by the contraction of the flow, there are additional losses because of the unique geometry of the drive nozzle. These losses nave been estimated from the $1 / 6$ scale jet pump data and have been correlated in terms of the $M$ ratio for the various flow regimes. Thase loss coefficients are listed in Table 3.6-5.

### 3.6.3 Jet Pump Input Processing

Input for the jet pump component may be either of two types, both described in Volume 2. Type JETP input, read and processed by Subroutines FJTP and FJPC, provides for a five-cell jet pump model (see Figure 3.6-1) with a minimum number of input values. The other type of jet pump input is the standard TEE input, which provides for a jet pump model with five or more cells, and for complete user specification of all cell and cell edge properties. TEE type jet pump input is read and processed by Subroutines FTEE and FJPC.

With Type JETP input, single input values for pressure $(P)$, void fraction (ALP), liquid temperature (TL), vapor temperature (TV), and boron concentration ( $80 R C$ ) are used for all five cells in the jet pump. The following array values are calculated and not read as input. (Subscripts refer to either cells or cell edges, depending upon the given array; see Figure 3.6-1.)


Regime 4
Figure 3.6-3. Jet pump flow regimes.
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Table 3,6-4, Jet pump flow regimes.

| Regime | Drive Flow | Suction Flow | Discharqe Flow | M Ratio |
| :--- | :--- | :--- | :--- | :--- |
| $1^{2}$ | Positive | Positive | Positive | $M>0$ |
| 2 | Positive | Negative | Positive | $0>M>-1$ |
| 3 | Positive | Negative | Negative | $M<-1$ |
| 4 | Negative | Negative | Negative | $M>0$ |
| 5 | Negative | Positive | Negative | $0>M>-1$ |
| 6 | Negative | Positive | Positive | $\mathrm{m}<-1$ |

Table 3.6-5. Flow regime dependent loss coefficients.

| Regine | Mixing Loss Coefficient | Nozzle Loss Coefficient |
| :---: | :--- | :--- |
| 1 | 0 | 0 |
| 2 | $-0.134 M^{2} V_{D R}^{2}$ | $\operatorname{Min}[2.5, M(0.08 M-0.06)]$ |
| 3 | $-10.1-0.0333 M^{2} V_{D R}^{2}$ | $\operatorname{Min}[2.5, M(0.08 M-0.05)]$ |
| 4 | 0 | $\operatorname{Max}[0.0,0.48-M(0.33-$ |
| 5 | 0 | $0.055 M)], 0.48-M(0.33$. |
| 6 | 0 | Max $[0.0,0.48-M(055 M)]$ |

Sui I flow area:
$F A_{1} \quad F A_{2}-F A_{3}$

Hydraulic diameters

$$
H D_{j}=2 \sqrt{\frac{F A_{j}}{\pi}} \text { for } j=1 \text { through } 6
$$

Vol anes:

$$
\begin{equation*}
V O L_{j}=D X_{j} \frac{F A_{j}+\sqrt{F A_{j} F A_{j+1}}+F A_{j+1}}{3} \tag{3.6-18}
\end{equation*}
$$

Form loss coefficients:

$$
\begin{equation*}
\text { FKLOS } \text { and RKLOS }=0 \text { for } j=3,4,5 \text {, and } 7 \tag{3.6-19}
\end{equation*}
$$

Gravity terms:

$$
\text { GRAV } j=\left\{\begin{array}{l}
1 \text { for } j=1,2,3, \text { and } 4  \tag{3.6-20}\\
+1 \text { for } j=5
\end{array}\right.
$$

## Choking flags:

$$
\begin{equation*}
\text { ICHOKE }_{1}=0 \text { for } j=2,3,4,6 \text {, and } 7 \tag{3.6-21}
\end{equation*}
$$

## CCFL flags:

$$
\begin{equation*}
I C C F L_{\mathrm{j}}=0 \text { for } j=2 \text { through } 7 \tag{3.6-22}
\end{equation*}
$$

Liquid velocities:

$$
V L N_{j}=\left\{\begin{array}{l}
\frac{V L N_{j+1} F A_{j+1}}{F A_{j}} \text { for } i=2 \text { and } 5  \tag{3.6-23}\\
\frac{V L N_{2} F A_{2}+V L N_{5} F A_{5}}{F A_{1}} \text { for } j=1
\end{array}\right.
$$

Vapor velocities:

$$
\begin{equation*}
V V N_{j}=V L N_{j} \text { for al } j \tag{3.6-24}
\end{equation*}
$$

With either JETP or TEE type input, the user describes the geometry of a single jet pump and supplies input variable NJETP, the number of actual jet pumps lumped together. After all JETP input has been processed, the cell flow areas (FA), volumes (VOL.), and wall areas (WA) are scaled by NJETP.

### 3.6.4 References
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### 3.7 VALVE

The VALVE module models the flow in a valve. A valve is modeled as a one-dimensional component with at least two fluid cells, as shown in Figure 3.7-1. The heat-transfer and fluid-dynamics models used in a VALVE calculation are identical to those of a PIPE (see Subsection 3.1).

Modeling valve action is achleved by controlling the flow area and hydraulic diameter between the two fluid cells. The expressions used for this purpose are
flow ar *ILVE $\times$ FRACT
and
hydraulic diameter $=$ HVLVE $\times$ FRACT
where AVLVE and HVLVE are the fully open valve flow area and hydraulic diameter, respectively. FRACT is the fraction of the valve that is open.

Eight user options are provided for controlling the valve action. Option - 1 allows valve area control by a control system. Options 1 to 4 allow trip control, with the valve opening or closing instantiy or as a function of time. Option 5 models a check valve; an open or closed condition is determined by a pressure differentia ${ }^{1}$ bet een the soecified cells and two set points. Option 6 is a motor-operatea valve, while option 7 simulates relief valve multiple set points. The valve option is specified by the value of the input parameter, IVTY. The possible IVTY values and their corresponding options are given in Table 3.7-1. The input barameters needed for the eight VALVE options are given in Volume 2.

by value action
INEL.A. 19216

Figure 3.7-1. VALVE noding diagram.
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Table 3.7-1. Control options for VALVE.

## IVTY Option

1 Valve area is controlled by a control system.
1 Valve is normally open and is closed instantly on a trip signal.
2 Valve is normally closed and is opened instantly on a trip stgnal.
3 Valve is normally open and is closed on a trip signal according to a time-dependent valve table.

4 Valve is normally closed and is opened on a trip signal according to a time-dependent valve table.

5 Check valve is controlled by a static pressure gradient. IVPG is the gradient option. IVFS defines the cell face where the valve orifice is located.

If IVPG $=1, D P=P(I V P S-1)-P(I V P S)$.
If 1 VPS $=2, D P=P($ IVPS $)-P * 1 V P S-1)$.
If $D P+P V C 1 \geq 0$, valve opens instantly;
If $D P+P V C 2<0$, valve closes instantly.
6 Power-operated valve that opens or closes on fixed rates based on pressure set points.

7 Relief valve with multiple set points.

### 3.8 VESSEL

The VESSEL module models a BWR vessel and its associated internals. The component is three-dimensional, using a six-equation, two-fluid model to evaluate the flow through and around all Internals of a biwR vessel, including the downcomer, core bypass, and upper and lower plenums. Models incorporated into the VESSEL module are designed mainly for LOCA analysis, but the VESSEL module can be applied to other transient analyses as well. The reactor power is modeled usting point.reactor kineties. Most of the detalled discussion of the fluid-dynamics, heat-transfer, and point-reactor kinetics equations and solution methods for the three-dimensional VESSEL module can be found in section 2 of this manual. In this section, we discuss the VESSEL geometry and other important considerations.

A thrce-dimensional, two-fluid, thermal-hydraulic model in cylindrical coordinates describes the vessel flow. A regular cylindrical mesh, with variable mesh spacings in all three dtrections, encompasses the downcomer, core bypass, and upper and lower plenums of the vessel. The user describes the mesh by specifying the radial, angular, and axial coordinates of the mesh-cell boundaries
$r_{1} i=1, \ldots$ NRSX
$\theta \quad j=1, \ldots$ NTSX
and
$z_{k}-k=1, \ldots$ NASX
where NRSX is the number of rings, NTSX is the number of angular segments, and NASX is the number of axial levels. The point ( $r_{j}, \theta_{j}, z_{k}$ ) is a vertex in the coordinate mesh. Mesh cells are constructed and dentified by an axial level number and a cell number. For each axial level, the cell number is determined by counting the cells radially outward starting with the first angular segment and the innermost ring of cells, as shown in Figure 3.8-1. Figure 3.8-1 shows the relative face-numbering convention for an individual cell that is used in connecting other components to the vessel.

NOTE: Only three faces must be identified per mesh cell because the other faces will be defined by neighboring cells.

All fluid flow areas (on cell faces) and all fluid volumes are dimensioned so that the internal structure within the vessel can be modeled. Flow areas and fluid volumes are computed based on the geometric mesh spacings and scaled according to factors supplied as input. The scaled volumes and flow area are then used in the fluid-dynamics and heat-transfer calculations. Flow restrictions and the volume occupied by the structure within each mesh cell are modeled through use of these scale factors. For example, the downcomer walls are modeled by setting the approprlate flow area scale factors to zero. A feature is provided to do this automaticaliy in the code if the
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Figure 3.8-1. Boundaries of a three-dimensional mesh cell. The facenumbering convention is also shown. Faces 1,2 , and 3 are in the $\theta, z$, and $r$ directions, respectively.
upper, lower, and radial downcomer position parameters (IDCU, IDCL, and IDCR) are specified, as described in Volume 2. Flow restrictions such as the tep and bottom core support plates require scale factors between zero and one. Figure 3.8-2 shows the cell faces scaled to model the downcomer and core support plate flow restrictions.
plumbtng connections from other components to the VESSEL are made on the faces of the mesh cells. Any number of connections may be made to the VESSEL; in fact, any mesh cell in the VESSEL can have one component or more connected to it. Four input parameters are used to describe a connection: IS' , ISRC, ISRF, and JUNS. The parameter ISRL defines the axtal level in which the connection is made; ISRC is the mesh-cell number, as defined above; and ISRF is the face number, as defined in Figure 3.8-1. If ISRF is positive, the connection is made on the face shown in the figure with the direction of positive flow tnto the cell. If ISRF is negat tve, the connection is made on the opposite face shown in the figure with the direction of positive flow also into the ctil. The parameter, JuNS, is the system junction number used to identify this junction. Figure 3.8 .3 shows several VESSEL, PIPE, and JETP connections. Internal and external connections are allowed. The user is cautioned against connecting to the VESSEL any component with a flow area that differs greatly from the flow area of the mesh-cell face to which it is connected because this can cause anomalous pressure gradients. Such a situation can be avolded by proper adjustment of the VESSEL geometry coordinate spacings and/or the use of taper or expansion sections on 1-D components prior to the VESSEL connections.

Downcomer
boundaries


Figure 3,8-2. Flow restrictions and downcomer modeling.
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Figure 3.8-3. A typical TRAC-BF1/MOD1 VESSEL nodalization diagram.
vessel Component Model

The reactor core region in the VESSEL is specified by the upper, lower, and radial core positional parameters (ICRU, ICRL, and ICRR). These parameters define, respectively, the upper, lower, and radial boundaries of the cylindrical core regiol. The example provided in Figure 3.8-3 shows a possible configuration in which ICRU $=4, I C R L=2$, and $I C R R=3$, Each mesh cell stack in the core region contains a CHAN component to simulate the fuel bundes in that core region.

A very important aspect of this three-dimensional VESSEL component is that it results in a multidimensional hydraulic model of regions within a BWR VESSEL in which multidimensional effects may be important. For example, an important aspect of BWR LOCA analysis is the emergency core coolant spray (ECCS) into the upper plenum. The noding diagram in Figure $3,8-3$ results in a model in which the radial distribution of ECC water in the upper plenum is represented by three TRAC-BF1/MOD1 VESSEL radtal rings. The solut ton to the TRAC-BF1/MOD1 conservation equations in that region plus the coupled solutions for the conservation equations in the core bypass, CHANS, separators, and in ECC spray connections will result in a radial distribution of ECC water in the upper plenum. Results to date indicate that the model gives representative ECC water mass and energy distributions within an upper plenum.

A shortcoming of the nodalization in Figure 3.8-3 has been identified and resolved. With the nodalization in Figure 3.8-3, there is insufficient noding in the axial dfrection to resolve hortzontal flow stratification effects in the upper plenum. One solution to this problem is to increase the axial noding in the upper plenum. However, this results in an increase in computer costs for the calculation. Another solution to this problem is to include within the VESSEL hydrodynamics a horizontal flow stratification model. This would have regligible effects on running time.

A horizontal flow stratification model was developed for TRAC-BD1 by J, G. M. Andersen, of the General Electric Co., and has been included into the released verston of TRAC-BF1/MOD1. The model conststs of adding to the radial and theta momentum equations an additional force term that accounts for the hydrostatic head between two adjacent TRAC-BF1/MOD1 hydrocells that have different water levels. The added force term for the cells in Figune 3.8-4 is

$$
\begin{equation*}
p_{2}-P_{1}=\left(p_{2}-p_{g}\right) g \Delta z\left(\alpha_{1}-\alpha_{2}\right) \tag{3.8-1}
\end{equation*}
$$

This force term is assumed to act on the liquid phase only. Thus, tending to enhance horizontal liquid flows from regions of high liquid content to regions of lower liquid content.

Heat slabs of arbitrary masses and volumes can be defined in any mesh cell (including core regions) to model the heat capacity of structures with in the VESSEL. An HTC is computed for each s?ab using the local flutd conditions. The temperature calculation is based on a lumped-parameter model (see Subsection 2.2.1.2).

In addition to the lumped parameter heat model, a double-sided heat slab
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Figure 3.8-4. Representation of hydrostatic head difference in adjacent VESSEL cells.
model has been incorporated into the TRAC-BF1/MOD1 code to permit accurate modeling of heat conduction through cylindrical structures found within a BWR VESSEL. The new double-sided heat slab (double slab) model wfll allow the user io model heat conduction through a surface separating two different VESSEL radial regions. Double slabs may also be used to model the release of stored energy from the reactor vessel wall. In this case, the outside surface of the double slab will not connect to a VESSEL region but will use boundary conditions specified by the user or by the CONTAINMENT component instead.

A single double-sided heat slab may be associated with each fluid cell on each VESSEL axial level. These double slabs are considered to lie on the outside surface of their assocfated flufd cell, as shown in figure 3.8-5. In this figure, the outside surface of the double-sided heat slab associated with fluid Cell 1 is actually in contact with fluid Cell 5. Heat transfer coefficients for both sides of a double-sided heat slab are calculated by Subroutine HTCOR, using the appropriate old-time fluid conditions from the fluid cells on each side of the heat slab. Likewise, the liquid and vapor temperatures from the appropriate fluid cells are used in caiculating the heat flux on each surface of the double slab. If the double slab lies on the outside surface of the VESSEL, the external heat transfer coeffictents and fluid temperatures are set equal to values supplied by the user or by the CONTAINMENT model. Energy source terms are included in the energy equation for the fluid cells on each side of the double slab to account for energy transfer from the slab.

The heat conduction solution within the doukle-sided heat slab is performed by Subroutine CYLHT, which is already used for calculation of PIPE wall conduction (see Subsection 2.2.1.1).

The user specifies the inside surface area, thickness, and material type


Figure 3,8-5. Sample geometry for double-sided heat slab.
for the double slab associated with each VESSEL cell. If the double slab area for a particular cell is input as zero, no double slab is assumed to exist for that cell. The double slab material properties (density, specific heat, and thermal conductivity) are evaluated separately for each conduction heat transfer node within a double slab, these properties being evaluated at the mean temperature for each node. The number of conduction heat transfer nodes within the double slabs is specified by the user, and the same value is used for all double slabs.
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### 3.9 SEPARATOR-DRYER

TRAC-BF1/MOD1 includes three different options for modeling the function of a BWR steam separator and dryer. The first of these options, the threedimensional perfect separator, may be used only as part of the YESSEL component, while the second and third options, using the TEE-based separatordryer component (SEPD), may be used either in conjunction with a VESSEL
component or with one-dimensional components.

### 3.9.1 Three-Dimensional Perfect Separator-Dryer

The function of a BWR separator-dryer may be simulated by setting axial friction factors for the liquid phase and radial friction factors for the vapor phase to very large numbers in the separator region of the VESSEL model. The present separator model provides the user with a conventent means of implementing this separator concept.

Figure 3.9 .1 shows the nodalization of a TRAC-BF1/MOD1 VESSEL model. The boundaries of the separator-dryer region are shown by heavy dashed lines. Axial levels ISDL and ISDU denote the lowest and highest boundartes of the separator-dryer, while radial node index ISDR denotes the outer boundary of the separator dryer.

During the velocity calculation in Subroutine TF3E, the separator-dryer model will set axial liquid friction factors equal to CZSDL on all axial faces at level ISDL and with radial indices $\leq I S O R$. The radial vapor friction factor will be set to CRSDV on radial face ISDR only. CZSDL and CRSDV have default values of $1.0 E+26$ but may be redefined by the user if desired. With the friction factors set as described above, axial separation of water and steam will occur on every level from ISDL to ISDU inclusive, while radial separation will occur only on raoial face ISDR.

The separator-dryer model also sets the axial component of interfacial heat, CFZ1, equal to zero on all levels from ISDL to ISDU inclusive in the separator-dryer region. The appropriate pressure drops in the axial and radial directions can be obtained by adjusting the friction loss factors.

### 3.9.2 TEE-Based Separator-Oryer (SEPD)

The separator/dryer component as implemented in TRAC-BD1/MOD1 ${ }^{3.9-1}$ consisted of a PIPE component, which represents the separator stand pipe and barrel, and a leak path which transferred the separated 1 fquid and the carryunder vapor to the downcomer. The small time steps necessitated by the use of an explicit leak path were acceptable, since the regular numerics were limited to small time steps by the material courant limit. With the implementation of the Courant violating numerics in TRAC-BF1/MOD1, the time


Figure 3.9-1. TRAC-BF1/MOD1 VESSEL model.
step restriction imposed by the leak path in the separator/dryer model became unacceptable and the model was modified to allow larger time steps to be used.

The model used in TRAC-BF1-M0D1 utilizes the TEE component. Both the separator and steam dryer components of a BWR have a single inlet, which accepts two-phase fluid, and two outlets discharging nearly single phase fluid
through each path. The separator accepts moderaie-quality two phase fluid from the mixing plenum and directs high-quality fluid to the steam dryer and low-qual ity fluid to the downcomer. The steam dryor accepts the high-quality fluid from the separator and removes the residual moisture to provide nearly single-phase steam to the steam dome. The separated liquid is directed back to the liquid pool surrounding the separators.

Each of these components can be represented by a TRAC-BF1/MODI TEE component that has three flow paths. The model as developed can be used to represent a separator (or a number of separators), the steam dryer, or both the multiple separators and the steam dryer.

Furthermore, there are two different separator options for determining the liquid carryover and the vapor carryunder qualities .. a simple separator option where the user specifies constant carryover and carryunder qualtties and a mechanistic separator option in which the carryover and carryunder qualities are computed as functions of the local conditions in the separator. The mechanistic separator methodology and coding implementing the methodology were developed by the General Electric Company (GE). 2.0.2.

The steam dryer also has two options, a prefect separator option in which all liquid is separated regardless of the local conditions and a more mechanistic model in whtch the dryer efficiency decreases as the vapor velocity increases above a critical dryer inlet velocity. The more mechanistic dryer model was developed by $G E^{3 \cdot 0 \cdot 2}$ and is adapted from their version of the TRAC-BWR code.

Figure 3.9-2 is a diagram of a combined separator/dryer component. The portion of the primary tube from the inlet to the joining cell represents the separator standpipe and barrel, the joining cell represents the volume between the separator discharge and dryer inlet, and the portion of the primary tube above the joining cell represents the dryer.

The TEE side arm represents the separator shroud. The separated liquid from the dryer flows down along the dryer skirt; this flow path is not explicitly modeled, since it occuptes a negligible volume. The separator function occurs across the inlet face of the joining cell where the two-phase mixture leaves the stand pipe and barrel to appear at the inlet to the side arm rather than in the joining cell. The dryer function occurs at the outlet face of the joining cell where the convected void fraction is computed from the dryer efficiency. The phase separation is accomplished by adjusting the void fraction convected isposs the several faces of the joining cell and by adjusting the flow veloci ies at the inlet to the TEE side arm. The separator/dryer component thus uses the same methodology as the two-phase level model in which convected void fractions are different than the cell average value. The analogy may be carried further by reference to Figure 3.93, in which the phase separation is accomplished by the use of the two-phase level model in the joining cell. The above-level vold fraction (void fraction convected across the dryer face) is determined by the dryer e.ficieacy and the below-level void fraction is determined from the vapor carryunder mass flow rate. The phase velocities at the inlet to the TEE sidz arni are adjusted such
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Figure 3,9-2. Diagram of combined separator-dryer.
that the desired cell average void fraction is maintained in the joining cell of the TEE. The side arm velocities are determined by adjusting the loss coefficient at the inlet to the side arm so that the veloctty solution is sufficiently implicit to allow large time steps to be taken with the new model.
3.9.2.1 Model Equations. The phase separation in the separator/dryer component is accomplished by determining the void fractions convected across the two outlet faces of the joining cell and by adjusting the loss coeffictent at the inlet of the TEE side arm.
3.9.2.2 Dryer Void Fraction. The void fraction convected across the dryer face is determined by the dryer efficiency. If the simple dryer option is chosen, the dryer efficiency is assumed to be $100 \%$. If the more


Figure 3.9-3. Separator phase separation.
mechanistic dryer option is chosen, the dryer efficiency is computed from the vapor velocity across the dryer face and the dryer inlet liquid quality.

Once the dryor efficiency has been computed, the void fraction convected across the dryer face is computed. The convected void fraction is 1 for a dryer efficiency of $100 \%$ and is the donor void fraction for a dryer efficienry of $0.0 \%$. For dryer effictencies between $100 \%$ and $0 \%$, the convected void fraction is linearly interpolated between the void fractions corresponding to values obtained for efficiencies of $100 \%$ and $0 \%$, respectively

$$
\begin{align*}
& \text { This relation is summarized in Equation (3.9-1) as } \\
& \alpha_{0}=\eta_{0}+\left(1-\eta_{0}\right) a_{4} \tag{3,9-1}
\end{align*}
$$
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where
$\pi_{0}$ = convected void fraction at dryer face
$n_{D}=$ dryer efficiency
*. $\quad$ donor vold fraction at dryer face.
The dryer efficiency is computed by comparing the dryer inlet liquid quality to a critical dryer inlet liquid quality. The dryer efficiency is 100\% if the dryer inlet liquid quality is below the critical dryer inlet liquid quality and is zero if the dryer inlet liquid quality exceeds the critical inlet liquid quality by a user-defined amount, $\Delta X_{d}$. The dryer efficiency is linearly interpolated between these two extremes based on the dryer inlet ifguid guality. The dryer efficiency is given by

$$
\pi_{\mathrm{b}}=\left\{\begin{array}{l}
1.0 \text { for } y_{i}<x_{i, \text { erit }}  \tag{3,9-2}\\
1.0+\frac{x_{i, \text { erit }}-x_{i}}{\Delta x_{d}} \text { for } x_{i, \text { erit }}<x_{i}<x_{i, \text { erit }}+\Delta x_{d} \\
0.0 \text { for } x_{i}>x_{i, \text { erit }}+\Delta x_{d}
\end{array}\right.
$$

where

| $\eta_{0}$ | $=$ dryer effic,ency |
| :--- | :--- |
| $x_{i}$ | $=$ dryer inlet liquid quality |
| $x_{i, c e i t}=$ | critical dryer inlet liquid quality, and |
| $\Delta x_{d}$ | $=$range of dryer inlet 1iquid quality over which efficiency <br> degrades from $100 \%$ to $0 \%$ |

The range of dryer iniet liquid quality over which the dryer efficiency degrades is a user-input constant.

The dryer inlet liquid quality is determined from the donor void fraction assuming homogeneous flow at the dryer face and is given by

$$
x_{i}=1-\frac{\alpha_{i}}{\alpha_{t}+\left(1-\alpha_{t}\right)\left(\frac{p_{l}}{P_{v}}\right)}
$$

where $p_{\ell}$ and $p_{v}$ are the donor liquid and vapor densities, respectively.
Finally, the critical dryer inlet liquid quality is given as a linear function of the vapor velocity at the dryer face and is given by
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$$
x_{i}=\left\{\begin{array}{l}
1.0 \text { for } V_{\mathrm{vd}}<V_{\mathrm{vd}, \ell}  \tag{3.9-4}\\
1.0-\left(\frac{V_{\mathrm{vd}}-V_{\mathrm{vd}, \ell}}{V_{\mathrm{vd}, \mathrm{u}}-V_{\mathrm{vd}, \ell}}\right) \text { for } V_{\mathrm{vd}, \ell}<V_{\mathrm{vd}}<V_{\mathrm{vd}, \mathrm{u}} \\
0.0 \text { for } V_{\mathrm{vd}, \mathrm{u}}<V_{\mathrm{vd}}
\end{array}\right.
$$

where
$V_{\mathrm{vd}}=$ vapor velocity at dryer face
$V_{\mathrm{vd}, \ell}=$ lower dryer vapor velocity
$V_{\mathrm{vd}, \mathrm{u}}=$ upper dryer vapor velocity.

The lower dryer vapor velocity is the dryer inlet vapor velocity below which the dryer efficiency is $100 \%$ regardless of dryer inlet liquid quality. The upper dryer vapor velocity is the dryer inlet vapor velocity above which the dryer efficiency is less than $100 \%$ regardless of dryer inlet liquid quality. The dryer efficiency relationships are summarized in Figure 3.9-4.
3.9.2.3 Separator Void Fraction. The computation of the separator void fraction is much more complicated and is divided into two phases. The first phase of the calculation is the determination of the 1qquid carryover and vapor carryunder qualities. This calculation is performed once per time step in the prepass phase of the TRAC-BF1/MOD1 numerical integration scheme. If the simple separator option is used, the user-input values of liquid carryunder quallty $X_{c o}$ and vapor carryunder quality $X_{c u}$ are used. If the mechanistic separator option has been selected by the user, $X_{c o}$ and $X_{c y}$ are determined by a call to subrout ine SSEPOR, which computes the phasic ${ }^{c y}$ flow rates of liquid and vapor at the two outlet ports of the separator using the separator geometric data and the local conditions at the separator inlet (See Reference 3.9-3 for the details of calculation.) The carryover liquid quality $X_{c o}$ and the vapor carryunder quality $X_{c y}$ are assumed to remain constant during the iterations used to update the TRAC-BF1/MOD1 hydrodynamic variables.
3.9.2.4 Implicit Portion of Separator Solution. Once the iiquid carryover quality $X_{c o}$ and the vapor carryunder quality $X_{c u}$ have been determined, the jotning cell target vold fraction \& and the vapor carryunder mass flow rate $M_{v, c u}$ are determined. This calculation is performed once per iteration to prevent the overextraction of mass from the joining cell. The joining cell void fraction is determined from the liquid carryover quality assuming homogeneous flow at the extt of the separator and is given by
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Figure 3,9-4. Dryer efficiency sunmary.

$$
\begin{equation*}
\alpha_{0}=\frac{1-x_{c o}}{1-x_{c o}+\left(\frac{P_{Q}}{P_{\ell}}\right) x_{c o}} \tag{3.9-5}
\end{equation*}
$$

$\alpha_{0}=\operatorname{Min}\left[\alpha_{0}, 0.995\right]$.

The vapor carryunder mass flow rate is computed from a steady-state vapor mass balance in the joining cell and is given by

$$
\dot{M}_{v, c u}=\frac{\dot{N}_{v, i}-\left(\frac{1-x_{c o}}{x_{c o}}\right) \dot{M}_{\ell, 1}}{1-\left(\frac{1-x_{c u}}{x_{c u}}\right)\left(\frac{1-x_{c o}}{x_{c o}}\right)}
$$

where
$\dot{M}_{\mathrm{v}, i}=$ vapor mass flow rate into joining cell
$\hat{M}_{\ell, i}=$ liquid mass flow rate into joining cell.

Once the target joining cell void fraction $\alpha_{0}$ and the vapor carryunder mass flow rate $\dot{M}_{\psi, c}$ have been computed, the separator void fraction and side arm fluid velocity can be computed.

The liquid mass flow rate out of the side arm is computed from a steady. state liquid mass balance on the joining cell

$$
\begin{equation*}
\dot{M}_{l, s}=\dot{M}_{l, x}-\Gamma-\dot{M}_{l, 0}-\frac{F\left(\alpha_{0}-\alpha\right) p_{l}}{\Delta t} V_{0 l} \tag{3.9-8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \dot{M}_{l, s}=\text { liquid flow rate in side arm } \\
& \dot{M}_{l, x}=\text { extrapolated liquid inlet mass flow rate } \\
& \dot{M}_{l, 0}=\text { dryer liquid flow rate. }
\end{aligned}
$$

The last term represents the liquid mass flow rate needed to remove the excess liquid in the joining cell and return the joining cell void fraction to the target value during the current time step. The attempt to return the joining cell void fraction to the target value sometimes leads to overextraction of mass from the joining cell. The factor F varies inversely with the number of iterations being used during this time step to attempt to prevent this overextraction and is given by
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$$
F=\left\{\begin{array}{l}
1.0 \text { for OITNO } \leq 2  \tag{3.9-9}\\
1.0-0.25(\text { OITNO }-2) \text { for } 2<\text { OITNO } s 5 \\
0.25 \text { for } 5<\text { OITNO }
\end{array}\right.
$$

where OITNO is the number of iterations. At steady state, when the joining cell void fraction is equal to the desired value, this term is identically zero. The extrapolated liquid mass flow rate is given by

$$
\begin{equation*}
\dot{M}_{l, x}^{n}=\dot{M}_{l, 1}^{n}+\left(\dot{M}_{\ell, 1}^{n}-\dot{M}_{l, i}^{n-1}\right) \frac{\Delta^{n}}{\Delta t^{n-1}} \tag{3.9-10}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{c, i}^{n-1}=\text { liquid mass flow rate from previous time step, and } \\
& \Delta t^{n-1}=\text { previous time step size. }
\end{aligned}
$$

The liquid mass flow rate at the dryer face is computed using the current dryer void fraction.

The side arm fluid velocity can now be computed assuming homogeneous flow a 5

$$
\begin{equation*}
v_{\mathrm{s}}=\frac{1}{A}\left(\frac{\dot{M}_{\mathrm{es}}}{\rho_{\ell}}+\frac{\dot{M}_{v, c u}}{P_{\mathrm{v}}}\right) \tag{3,9-11}
\end{equation*}
$$

where $A$ is the side arm flow area. The separator void fraction is then computed from

$$
\alpha_{s}= \begin{cases}\alpha & \text { for } V_{s}<0.0  \tag{3.9-12}\\ \frac{\dot{M}_{v, c u}}{P_{\mathrm{v}} V_{\mathrm{s}} A} & \text { for } V_{\mathrm{s}}>0.0\end{cases}
$$

which means that the actual donor void fraction is used if reverse flow in the side arm is indicated.
3.9.2.5 Separator Velocity Solution. If reverse flow in the side arm is indicated by Equation (3.9-11), the side arm loss coefficient from the previous time step is used. If positive velocity in the side arm is indicated by Equation $(3.9-11)$, then a new side arm loss coefficient is computed.
3.9.2.6 Side Arm Loss Coefficient. The side arm loss coefficient needed to balance the imposed pressure gradient is computed from a simplified steady. state momentum equation across the stde arm face. This simplifled momentum equation includes pressure drop, form losses, and gravity lead across the side arm face and is given by

$$
\begin{equation*}
\Delta P=\frac{1}{2} K P_{n} V_{S}^{2}-g P_{n} \Delta X \tag{3.9-13}
\end{equation*}
$$

where

$\Delta P=$| pressure drop from center of joining cell to center of first |
| :--- |
| side armi cell |

$K=$ side arm loss coefficient
$P_{\text {m }}=$ average mixture density
$g=$ gravitational constant
$\Delta X=$ distance from cell center to cell center.

The gravity head term assumes that the side arm is directed downward, and the input processor flags an error if the user does not specify a vertically directed side arm. This equation is solved for the side arm loss coefficient. The value computed is averaged with the value from the previous time step, ans the averaged value is restricted to be within a factor of two of the previous value.
3.9.2.7 Side Arm Velocity Solution. The side arm loss coefficient is used in the time-dependent form of the simplified momentum equation to determine the predicted side arm fluid velocity and its derfvative with respect to pressure aradient. The predicted fluid velocity is given by

$$
\begin{equation*}
V_{\mathrm{s}}^{n}=\frac{V_{\mathrm{s}}^{n-1}+\Delta t\left(\frac{\Delta p}{P_{\mathrm{m}} \Delta Y}+g\right)}{1+\frac{1}{2} \frac{\Delta t}{\Delta x} k\left|V_{\mathrm{s}}^{n-1}\right|} \tag{3.9-14}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{\mathrm{s}}^{n}=\text { predicted side arm velocity } \\
& V_{\mathrm{s}}^{n-1}=\text { beginning of time step side arm velocity }
\end{aligned}
$$
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and the other terms have bf: $n$ defined previously.
The derivative of the side arm velocity with respect to pressure gradient is given by,

$$
\begin{equation*}
\frac{\partial V}{\partial P}=\frac{\Delta t}{\Delta x_{p_{n}}\left(1+\frac{1}{2} \frac{\Delta t}{\Delta x} K\left|v_{s}^{n-1}\right|\right)} \tag{3.9-15}
\end{equation*}
$$

where $\partial V / \partial P$ is the derivative of the side arm velocity with respect to the pressure gradient. These two values are used in the solution of the continuity and energy equations in place of the regular momentum solution for the first side arm face.

### 3.9.3 References

3.9-1. D. D. Taylor et al.. TRAC-BD1/MOD1: An Advanced Best Estimate Computer Program for Boiling Water Reactor Transient Analysis, Volume 1: Nodel Description, NUREG/CR-3633, EGG-2294, Aprit 1984.
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3.9-3. M. J. Thurgood et al., COBRA-TRAC-A Thermal-Hydraulics Code for Transient Analysis of Nuclear Reactor Vessels and Primary Coolant Systems, Volume 1, NUREG/CR-3046, PNL -4385, March 1983.

### 3.10 CONTAN

The containment (CONTAN) component in TRAC-BF1/MODI computes fluid temperature, pressure, and void fraction at the coupling points (BREAK, FILL, and VESSEL components) between the containment and the primary cooling loop $(P C L)$. The containment model is patterned after the lumped parameter containment analysis in CONTEMPT. LT,,$^{3.10 .1}$ where the containment is modeled as a collection of compartments, each of which contains a well-mixed vapor and liquid regton. Mass inventorles of lqquid water, steam, and noncondensable gas (air) and total energy inventories of vapor and liquid are computed as functions of tune. The calculation is performed by explicit integration of a coupled system of ordinary differential equations of the form

$$
\begin{equation*}
\bar{Y}=\bar{F}(\bar{Y}, t) \tag{3,10-1}
\end{equation*}
$$

where
\# * vector of mass and energy inventories in containment compartments
t = time.
The fluid temperatures and pressures in containment compartinents are computed at each time step from the current mass and energy inventories. Mass and energy may enter or leave the containment by the following six paths:

1. PCL BREAK component flows
2. PCL FIIL component flows that simulate emergency core cooling systems that draw cooling water from containment pool regions
3. Conduction heat transfer in exterior containment walls and reacter pressure vessel exterior surfaces
4. Liquid sources exterior to the containment that supply makeup wazer to pool regions and cooling sprays
5. Convective coolers designed to exhaust heat from the containment by use of external cooling fluids
6. Heat sources within the containment itself, such as pump motors.

Within the containment, mass and energy are assumed to be transported by the following processes:

1. Pressure-induced fluid flows through junctions between compartments
2. User-specified forced convective flows between compartments
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3. Convective heat transfer between contair aent fluids and heat structures (thrmal masses) inside the containment (walls, metal components, eic.)
4. Finite rate interfacial heat and mass transfer between pool and vapor regions by free convection.

The above processes are represented in separate models that simulate various BWR containment components. These component models are briefly described below.

Compartment. The compartment component simulates a volume or room within the containment. As previously mentioned, a compartment is composed of a vapor and a liquid region, both of which are assumed to be perfectly mixed single-phase regions. Pressure equilibrium, but not temperature equilibrium, is assumed between the two regions; and the vapor region is represented as an isothermal Gibbs-Dalton mixture of noncondensable gas (air) and steam. The pressure of the mixture is the sum of the partial pressures of steam and noncondensable nas. Pressure and temperature in the vapor region are calculatau from mass inventories of noncondensable gas and steam, total internal energy, and total vapor region volume.

Heat Structure. The heat structure component simulates heat transfer between a thermal mass and a containment fluid region. The model utilizes the standard TRAC-BF1/MOD1 wall heat transfer correlations tc calculate a heat transfer coefficient (h) and uses explicit boundary conditions to calculate the temperature profile in the heat structure at the end of each containment time step. Cylindrical geometry is assumed for the conduction solution in the heat structure. The energy flow rate (U) from the containment region to the heat structure is

$$
U=h A\left(T_{1}-T_{*}\right) .
$$

Cooler. The cooler component simulates the effect of a convective heat source/sink in a containment region. The cooler heat exchange characteristics are specified by the user in either of two forms: (a) The user specifies a constant overäll heat transfer coefficient (hA) and a coolant fluid temperature ( $T_{c}$ ) that may vary with time. In this case, the energy flow rate from the containment region is calculated from

$$
\begin{equation*}
U=(h A)\left(T_{f}-T_{e}\right) \tag{3.10-3}
\end{equation*}
$$

(b) the user specifies a cooling rate $\dot{Q}_{c}$ as a function of time, in which case the energy flow rate from the containment compartment where the cooler is located is simply

$$
\begin{equation*}
U=Q_{\mathrm{C}} . \tag{3,10-4}
\end{equation*}
$$

By appropriate choices for $T_{c}(t)$ or $\dot{Q}_{c}(t)$, the cooler can act as either a heat source or sink.

Passive Flow Junction. The passive junction component simulates pressure-induced convective flow between two compartments. Three types of passive flow function are allowed:

1. Single-phase gas flow between the vapor regions of two compartments. Flow may occur in either direction, depending on the pressure gradtent. This type of function is intended to stmulate an opening or passage connecting two rooms in the containment.

The mass flow rate is assumed to be the lesser of the two values obtained by assuming (a) steady pipe flow and (b) steady orifice flow through the Junction. For steady pipe flow, the mass flow rate is
$M=\rho A V$
where
P $=$ vapor density in donor compartment vapor region $A=$ user-supplied junction flow area
$v=$ junction flow velocity.
$V$ is computed from the pipe flow equation
$P_{D}-P_{R}=\frac{1}{2} \frac{F L}{D_{H}} p V^{2}$
where $P_{0}$ and $P_{R}$ are the fluid pressures in donor and receiver compartments, respectively, In the pipe equation, $F$ is computed from the Reynolds number ( Re ) using the Blasius relation
$F=\frac{0.3: 6}{R e^{1 / 4}}$
for turbulent flow, and the Hagen-Poiseuille relation
$F=\frac{64}{R e}$
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for laminar flow. The transition Reynolds number is assumed to be 1189. For simple orifice flow, the mass flow rate is
$M=(\rho A V) C_{d}$
with all parameters defined as for pipe f?ow except $C_{q}$, which is the orifice discharge coefficient and is assumed to be 0.6 . The velocity $V$ is colculated from the Bernoull1 equation assuming reservoir-type flow to the orifice
$P_{D}=P_{R}+P \frac{V^{2}}{2}$.
2. Single-phase gas flow in one direction only between the vapor reginns of two cumpartments. This type of junction simulates the pre rp "ellef valve that allows flow in one direction when the pre .... difference between comparments reaches a prescribed value. The mass flow rate is computed in the same manner as for Case 1 except thut the pressure difference used in the velocity determination is

$$
\begin{equation*}
\left.P_{D}=P_{R}+\Delta P_{\text {crit }}\right) \tag{3.10-11}
\end{equation*}
$$

where $\Delta P_{\text {crit }}$ is the minimum pressure difference for flow to occur.
3. Single-phase gas flow in one direction only between the vapw regton of the donor compartment and the liquid region of the receiver compartment. The flow is computed in the same manner as in Case 2.

The fluid mass flow rates are used to compute the respective rates of change of mass and energy inventories in the donor and receiver compartments.

Forced Flow Junction. The forced flow junction component simulates an active containment system that transports liquid from one compartment to another. The user speciftes the volume flow rate $\left[Q_{2}(t)\right]$ as a function of time and the spray efficiency, if the flow represents a spray cooler. Rates of change of mass and energ. nventories in the donor and receiver compartment are computed from the junction mass flows as in the case of the passive flow junction. It should be noted that for all containment flow junctions, the flow work is attributed to the vapor region energy inventories in the donor and receiver compartments, i.e., the liquid is assumed incompressible.

Source/Sink Flow Junction. The source/sink flow junction component simulates an external source of liquid water pumped into the containment. The user specifics the volume flow, rate of liquid $\left[Q_{e}(t)\right]$ into or out of the containment compartment and, if the junction is a source, the liquid inlet temperature. The mass and energy flow rates into the compartment to which the
junction is attached are computed accordingly.
BREAK, FILL, and VESSEL components may be coupled to the containment at the option of the user. BREAK components so coupled will have fluid conditions (pressure, temperature, and void fractions) corresponding with those at the containment location specified by the user. FILL components drawing liquid from containment sources (such as the pressure suppression pool in the BWR wetwell) will similarly have fluid conditions that are periodically updated by the containment model.

The VESSEL component may be thermally coupled to the containment by the user (see Subsection 3.8). By specifying which containment compartment represents the drywell and the position of the vessel above the drywell floor, the containment module will periodically update the vessel exterior heat transfer coefficients and fluid temperatures that provide the outside boundary condition for the temperature calculation in the vessel wall.

The containment calculation is done in parallel with (and independent of) the PCL and is updated at real time intervals that are specified by the user. Since characteristic physical response times for the containment are generally several orders of magnitude greater than the time step size used for the PCL hydrodynamic calculation, the interval at which the containment calculation is updated may generally be several tens or hundreds of time steps. Inerefore, the mass and energy flows between the containment and the PCL are computed at each time step by the PCL component models themselves and integrated over time. These integrated mass and energy flows to/from the containment are then included in the calculation of the rates of change of containment mass and energy inventories during the containment condition update. With the foregoing models, the containment module calculates the function $F[Y(t), t]$ in Equation (3.10-1). From the above descriptions, the form of $F$ is

$$
\begin{equation*}
\bar{F}[\bar{Y}(t), t]=\sum_{i=2}^{6} \sum_{j=1}^{N_{i}} \bar{F}_{i j}[\bar{Y}(t), t] \tag{3.10-12}
\end{equation*}
$$

where

| $N_{i}=$ | number of containment components of type i used in <br> the containment model |
| ---: | :--- |
| $\bar{F}_{i j}[\bar{Y}(t), t]=$ | contribution to y due to jth component of type i |
| $=$ | $1, \ldots, 6$ resespond to COMPARTMENT, HEAT STRUCTURE, <br>  <br>  <br>  <br>  <br> COOLER, PASSIVE JUNCTION, FORCED JUNCTION, <br> SOURK JUNCTION, COmponents. |

The new time inventories at time $(t+\Delta t)$ are computed explicitly as
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$$
\begin{equation*}
\bar{Y}(t+\Delta t)=\bar{Y}(t)+\bar{F}[\stackrel{Y}{Y}(t), t] \Delta t \tag{3,10-13}
\end{equation*}
$$

At the end of each time step, the maximum fractional change (FRAC) in mass and energy inventories is computed as

$$
\begin{equation*}
F R A C=\max _{\ell}\left|\frac{y_{\ell}(t+\Delta t)-Y_{\ell}(t)}{y_{\ell}(t)}\right| \tag{3.10-14}
\end{equation*}
$$

where $Y_{\ell}$ is the $\ell$ th entry in the vector $Y$.
A maximum time step ( $t_{\text {rs }}$ ) for stability of the conduction solution for the heat structure temperature profiles is next computer as

$$
\begin{equation*}
\tau_{H s}=\operatorname{Min}\left[\frac{\left(r_{s} \Delta r+\frac{\Delta r^{2}}{4}\right) \propto c}{2 r_{s}\left(h_{\ell}+h_{v}\right)}\right]_{i} \text { for } i=1, N_{h s} \tag{3.10-15}
\end{equation*}
$$

iere
$\mathbb{N}_{\text {hs }}=$ number of heat structures in TRAC-BF1/MOD1 model
$\rho, C=$ heat structure i material properties
$r_{s}=$ radius of curvature of heat structure $i$
$\Delta r=$ radial node size used in conduction solution for heat structure i.

The time step, $\Delta t$, used in the explicit containment integration is controlled on the basis of the current values of FRAC and $\tau_{H S}$. If $\tau_{\mathrm{HS}}<\Delta t$ and/or FRAC $>0.05$, then the time step is halved and the integration is repeated; if $\tau_{\text {Ks }}>2 \Delta t$ and $F R A C<0.005$, then the time step is doubled. If $0.005 \leq F R A C \leq 0.05$ and $\tau_{\mu s}>\Delta t$, the time step is not changed and the integration proceeds to the next time step.

A sample containment model is illustrated schematically in Figure 3.10-1. In this model, the VESSEL is thermally coupled to the drywell (Compartment 1). The PCL . BREAK component is also located in the drywell, and the drywell is connected to the wetwell with a Type 3 passive flow junction that represents the vents. A Type 2 passive junction represents a vacuum breaker valve between the wetwell and drywell. The walls of the containment are represented by two heat structures. ECC water drawn from the pressure suppression pool is simulated by connecting a FILL to the wetwell (Compartment 2). Finally, a residual heat removal system in the suppression pool is represented by a cooler component.

## Compartment 3

(ambient)


Figure 3.10-1. Sample containment schematic.
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It should be noted that the user may assemble any number of eich of the six containment components discussed above in any arbitrary fashion and is not limited to a single drywell and wetwell.

### 3.10.1 Reference

3.10-1. D. W. Hargroves and L. J. Metcalfe, CONTEMPT-LF/O28-A Computer Program for Predicting Containment Pressure-Temperature Response in a Loss-of-Coolant Accident, NUREG/CR-0255, March 1979.

### 3.11 Control System

The TRAC-BF1/MOD1 control system model is designed to serve two primary purposes. First, it allows the user to model an actual BWR plant control system at any desired level of detail. The accurate modeling of the plant control system can play an important role in the successful analysis of many transients, including ATWS and operational transient analyses. Secondly, the control system may be used to assist in the initialization of any TRAC-BF1/MOD1 plant deck by allowing the user to automatically control the value of certain plant parameters during the initialization process.

In practice, the control system model permits the user to take data from the TRAC-BF1/MOD1 thermal-1.draulic (T/H) data base, perform a wide variety of user-specifted operations on these data in an external control system, then use the results of these operations to adjust geometric or dynamic variables in the TRAC-BF1/MOD1 data base. For example, pressure in a BWR main steamline may be used as input to the control system that gererates an output signal to adjust the area of the steamline pressure control valve (PCV). A large number of control loops of a similar nature may be utilized to simulate an entire BWR plant control system.

### 3.11.1 Control Blocks

A TRAC-BF1/MOD1 control system model is built up from basic functional elements called control blocks. Each contro? block performs a simple operation on input data to generate an output value. A complete list of the types of control blocks and a description of their operations is found in Table 3.11-1. The various control block types require from zero to three input values, and each generates a single output value. Input and output values may be logical ( 0 or 1) or cont inuously varying, depending upon the type of control block. Associated with each control block are the following user-specified parameters:

1. A control block number from 1 to 999, uniquely identifying each block. Block numbers need not be consecutive.
2. The type of operation to be performed upon the input data.
3. The constants Cl and $\mathrm{C}^{\mathrm{a}}$
a. The various control block constants (C1, C2, XMAX, and XMIN) may not be required, depending on the control block type. See Table 3.11-1 for specific requirements.
Table 3.11-1. Description of control block operations

| type | Blocks <br> Type | $\begin{aligned} & 8 \text { lock } \\ & 1 \text { nput } \end{aligned}$ | Slock <br> Inget 2 | Block <br> Input 3 | Block Const 1 | Block ${ }^{c}$ Const 2 | $\begin{aligned} & \text { Gain } \\ & \text { Eactor } \end{aligned}$ | $\begin{aligned} & \text { Upper }{ }^{\varepsilon} \\ & \text { tiont } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Lower }^{d} \\ & \text { Limit }^{2} \end{aligned}$ | $\begin{aligned} & \text { Initial } \\ & \text { Value } \end{aligned}$ | Control Black Name | Control Block Mathemat ical operatione |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\cdots$ | ABSY | x1 | */* | N/A | N/A | \$/4 | 6 | xMas | $8 \mathrm{Cl\mid}$ | xiv | *bsolute Volve | x00t $=6043 s(i 1)$ |
| 2 | Acos | 31 | */4 | */* | */2 | 4/4 | 6 | rea* | x41* | * 4 | arcosine | sout - 6*acos(x) . xout in Ractians |
| 3 | *00 | $x i$ | 12 | N:/ | N/A | W/a | 6 | tmax | (N1* | 118 | Radd | xud $\left.=6 *(x)+x^{2}\right)$ |
| 4 | A1str | x) | 5/a | */* | W/A | */4 | 5 | max | *W1* | xiv | totegral valoe | xayt + 5*ftuatif [x(x) ) |
| 5 | anot | 41 | 12 | 6/4 | 4.7 | */* | */* | */* | N/* | +7* | tagical And | $\begin{aligned} \text { L0:1 } & =1.0 \text { Tri(it) E0. } 1.0) \text { ake } \\ & (12.80 .1 .0)\}) \\ & =0.0 \text { (herwise. } \end{aligned}$ |
| 6 | 4514 | 2) | n/A | */A | */A | */* | 6 | xMAI | 椇1\% | e/v | Arcosine |  |
| \% | ATAK | 11 | */A | */A | */2 | */4 | , | mar | **** | * ${ }^{4}$ | Arctangent | x0ut = G*ataninl, xfut in Ractans |
| d | ATM2 | I) | x? | N/* | n/a | N/A | 6 | xHAX | SM1N | XIV | Arctangent | keUt = G*AlANz(x1/RE), xOUI in Madians |
| 9 | cows | */* | */8 | */A | Cl | N/A | */A | M/a | 5/a | 2iv | Canstant | xout $=\mathrm{Cl}$ |
| 76 | $\cos$ | 11 | */4. | N/A | N/A | */R | $¢$ | max | mis | ** | cosine | 3001 $=$ G* $\cos (x)$, it in Ractans |
| 11 | Ofate | $x)$ | N/A | */A | Ct | c2 | 6 | 12eas |  | sis | Dead Band. <br> - Zone, space |  |
| 12 | Der | 11 | ( $x^{2}$ ) | H/A | */2 | */4 | 6 | stax | 14** | x 18 | Berivat ive | zuedt $\left.=\mathrm{C}^{*}(\mathrm{dx}) / \mathrm{dt}\right)$ |
| 13 | 01* | x) | (x2) | (23) | 4/* | 4/4 | S | neter | (x)1* | *** | Double <br> Integratar <br> with rimy <br> Limited | seen section 1.2.3.6 |
| 14 | Div | 21 | 12 | */大 | n/2 | N/A | 6 | meax | x+14 | ${ }^{*}$ | Divide | xout = $6^{*-x!/ x}$ |
| 15 | EORf | 11 | 12 | N/* | 4/a | 4/3 | */4 | */* | */a | 17\% | tagical <br> Exclasive Or | $\begin{aligned} \text { tout } & =\$ .016[(9+1+12) .60 .1 .0] \\ & =0.0 \text { otherxise } \end{aligned}$ |
| 16 | fear ${ }^{\text {a }}$ | 13 | 12 | */A | w/a | */A | */4 | N/4 | */A | tiv | Logical <br> Equivalent | $\begin{aligned} 1001 & =1.015(4) .\{0.12) \\ & =0.0 \text { othermise. } \end{aligned}$ |
| 17 | Exp | $x 1$ | */A | N/8 | */A | n/A | 6 | SMAX | xM1* | xiv | Exponent tal |  |

able 3.11-1. (cont inued)

| Type | $\begin{aligned} & \text { stock } \\ & \text { Type } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { stoct }^{\text {b }} \\ & \text { laput } \end{aligned}$ | 3toct tapet? | slext <br> Input | elact <br> Const | Block ${ }^{5}$ <br> Const ? | $\operatorname{cesin}^{c}$ <br> factor | Upper ${ }^{6}$ <br> Linet | $\begin{aligned} & \text { cower } \\ & \text { Lisit } \\ & \hline \end{aligned}$ | Inftial Yalue | Control Block Mane | Control Block Wathematical Operat ion ${ }^{\text {e }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \$8 | Fifet | 11 | (t2) | 13 | N/ג | w/a | */* | */* | */A | 117 | $\begin{aligned} & \text { togical } \\ & \text { Flip-flop } \end{aligned}$ | tour - Flip-flop output ubich chanyes state shenever [1 cnanges state fonly 44+3-1 e). |
| 19 | Galef | 1) | 12 | N/A | */* | */A | */* | N/A | */* | 11\% | Gate |  <br> - 0.6 IF (L2.6e.0.0) |
| 20 | grept | 4) | 12 | */* | N/a | */* | \$/A | */ $/$ \% | n/A | 1.14 | Greater than or equal to |  |
| 21 | grinf | *1 | ${ }^{2} 2$ | M/A | 1/* | \$/4 | */* | \%/A | 8/8 |  | Greater than |  |
| 22 | 14Sut | ${ }^{1} 1$ | $x 2$ | 43 | n/a | */A | */A | */A | M/A | $x$ xiv | Input switch |  |
| 23 | InT | $x 1$ | N/A | */A | */A | w/A | 6 | mex | xM1* | X1\% | Integrate | See section 1.2.3.6 |
| 24 | INTM | ${ }^{1}$ | 12 | 13 | N/A | N/R | G | max | xal* | $\times 14$ | integrate with mode control | See section 1.2.3.6 |
| 25 | $19{ }^{\text {f }}$ | 41 | 2 ? | N/A | */A | */A | 4/A | 3/4 | N/4 | Liv | Legical <br> Inclustive Or | $\begin{aligned} 1001 & =0.0 \text { tf(it) } \cdot(2), E 0.0 .0) \\ & =1.0 \text { otherwise } \end{aligned}$ |
| 26 | LAG | ${ }^{11}$ | */A | N/A | C1 | N/A | 6 | xatax | xM1* | xiv | First Order lag | xout - G**) $/(1.0$ + (1*5). is is Laplace Operator |
| 27 | dotr | 11 | (22) | N/A | () | (C2) | */k | N/A | N/A | + ${ }^{\text {\% }}$ | Logic Delsy | LOUT $=0.0$ IF ( $141 . \operatorname{E0.0.01}, 0 \mathrm{R}$. <br> $(11$ mi 1.61. $(\mathrm{C})+(2)))$ <br>  <br> (T1MET.LE. (Ct + C2)1) <br> where (CZ) is the TIMEI when <br> i) Switches from 6.0 to 1.0 |
| 28 | $16 P C^{\prime}$ | 4 | (t2) | 13 | 4/a | W/A | N/A | */A | N/A | Liv | Logic General <br> Purpose <br> founter | LOUT $=0.0$ If [L3. E0.0.0), Reset Mode <br> - Number of $t$ inses 11 has changed state since enabled fuhen $1.3=1.0)$, count mote |
| 29 | Lisut | 21 | 12 | 13 | N/A | W/A | n/t | */A | */R | L. 5 | Logic Ieput switch |  |
| 30 | 1Lag | x) | (22) | (x]) | Cl | C2 | 6 | xux | xhan | $x 17$ | Lesd-lag <br> Transter funct tor | xOUT $=6 * 17 *(1.0+(7 * 5) \neq(1.0+(2 * 3)$ . 5 is taplace Transform Operator |

Table 3.11-1. (cont inued)

| Iype | $8 \text { lock }{ }^{2}$ rype | Block ${ }^{3}$ Input ! | Slack Input 2 | Black Input 3 | $\begin{aligned} & \text { glock } \\ & \text { Const } 3 \end{aligned}$ | Elock ${ }^{2}$ <br> Const 2 | $\begin{aligned} & \text { 6ain }{ }^{c} \\ & \text { Factor } \end{aligned}$ | $\begin{aligned} & \text { Upper }{ }^{\text {c }} \\ & \text { I tioit } \end{aligned}$ |  | Intitial Value | Control 8 lock Name | Control Block Mathemat ical operat tone |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 31 | [ [W] | 11 | W/A | */* | */4 | */A | 6 | tmax | XHIM | xiv | tumited <br> Integrator | $\left.x 001=6^{*} x\right) \cdot d t+x \mid y, ~ \& i$ is set tis 0.0 if xout is against a tiait and the ston of to dees tort change |
| 32 | L0GN | 2) | n/a | //A | */\$ | N/4 | 6 | xun | xHIM | Kiv | Natural Lagar ithm | x00t - 5-RLO6(21) |
| 33 | istof | x) | $x 2$ | n/* | */a | N/* | M/A | n/a | w/a | LIV | Less than or fqual to | $\begin{aligned} i 001 & \left.=1.0 \text { If }(x) . L E, x_{2}\right) \\ & =0.0 \text { othervise. } \end{aligned}$ |
| 34 | LStim | 11 | * 2 | N/A | N/3 | W/A | 4/A | */A | N/* | 1.18 | ters than | $\begin{aligned} i \text { OUT } & =1.0 \text { \{f(x) }, \mathrm{tr}, \times 2) \\ & =0.0 \text { Otheraise. } \end{aligned}$ |
| 35 | max | 1) | $x^{2}$ | 4/4 | */A | N/A | N/a | */4 | N/A | 178 | Naximum of 2 signals |  |
| 36 | maxt | $\underline{1}$ | N/* | */A | W/* | */a | N/A | N/* | */4 | 117 | Kaximum during trans lent |  |
| 37 | Hins | $\times 1$ | $x 2$ | //A | N/A | */4 | N/A | M/R | W/4 | S18 | Hintiaum of 2 signals | xOUT - AMIN1 ( $11 . x^{2}$ ) |
| 38 | M1*1 | x | M/A | M/A | */A | *// | */A | A/A | */A | $x$ x | Hin inume suring transieni | 306T - ANIN1 (K), xOut) |
| 39 | Mut ! | ${ }^{11}$ | 12 | 4/4 | */4 | N/A | N/A | 6 | meax | x! ${ }^{\text {P }}$ | Maltiply | xout $-6 * \times 1 * x 2$ |
| 43 | Hanct | 11 | 12 | N/A | N/A | \#/, | */* | */* | */* | t 14 | Legical "not <br> And ${ }^{-}$ | $\begin{aligned} \text { Lout } & =0.0 \text { If }\{(13-(2)-\{0.2 .0) \\ & =1.0 \text { Dther=ise. } \end{aligned}$ |
| 4. | NE $0^{\text {f }}$ | 11 | 12 | M/A | */A | N/A | */A | N/2 | */A | LIV | $\begin{aligned} & \text { togtcal -Not } \\ & \text { Equal: } \end{aligned}$ |  <br> - 9.0 otherwise. |
| 42 | W0, $\mathrm{R}^{\text {f }}$ | [1 | 12 | W/A | N/A | 4/A | */A | N/A | */A | 1.18 | Logical "Nut inclusive $\mathrm{er}^{-}$ | $\begin{aligned} & \text { LOUT }-3.0 \text { IF }(\{1)+12) . k 0.0 .0] \\ & \text { } 0.0 \text { 0therwise. } \end{aligned}$ |
| 43 | noif | 1. | N/A | n/a | N/A | 1/A | N/A | */A | */A | LIV | Logical -Not" or kegat ion | $\begin{aligned} 1001 & =1.0 \text { IF }(1),+0.0 .0) \\ & =6.0 \mathrm{FF}(1,6 Q .1 .0) \end{aligned}$ |
| 44 | P01F | 1) | $x 2$ | */A | */A | n/A | 6 | $x \operatorname{tax}$ | $x \times 14$ | xiv | Porttive bifference | $\begin{aligned} x(0) T & =G *(x)-x 2) \text { If }\{x 1, G 1, x 2) \\ & =0.0 \text { othervice. } \end{aligned}$ |

Table 3.11-1. (continued)

|  | Type | Btoci ${ }^{2}$ Type | Block ${ }^{5}$ <br> Input | Block Input ? | $\begin{aligned} & \text { 81oct } \\ & \text { Input } 3 \end{aligned}$ | Block Const 1 | $\begin{aligned} & \text { Block }{ }^{c} \\ & \text { Const } 2 \end{aligned}$ | $\begin{aligned} & \text { Eatn }{ }^{c} \\ & \text { Eactor } \end{aligned}$ | $\begin{aligned} & \text { Upper }{ }^{\text {c }} \\ & \text { L tolt } \end{aligned}$ | $\begin{aligned} & \text { Lover } \\ & \text { ifisit } \end{aligned}$ | [nitial value | Control Block Nase | Control Block Mathemat ical Operat tan ${ }^{\text {e }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 45 | Quan ${ }^{\text {f }}$ | x1 | N/* | n/^ | M/ | N/A | 6 | xMAX | KR1* | $x 19$ | Quant izer |  |
|  | 46 | RAMP | H/A | */A | */* | cl | */4 | 6 | xata | XWin | xIV | Rump | ```xout = G*Tinet-CI) If(TIMET GI, CI) * 0.0 0therwise.``` |
|  | 4. | Ramef | N/A | */A | */* | Cl | n/A | 6 | $x \max$ | 2414 | $x 17$ | Randoe Humber Generator |  |
|  | 48 | 516\% | x) | $x 2$ | */ $/$ | N/A | M/A | 6/A | N/A | M/A | 17 | Sign function |  |
| $\omega$ | 49 | Sim | ${ }^{1}+$ | */A | N/R | N/A | */A | m/a | SMAEA | X ${ }_{\text {P1/4 }}$ | x18 | Sine | x0ut $=60 \sin (x)$, , it in Madians |
| - | 50 | S13* | $x 1$ | M/2 | */A | N/A | */h | 6 | XHAZ | XWIN | x17 | Stgn Ptiversion |  |
| $\cdots$ | 51 | $501 \%$ | $x 1$ | (12) | (x) | CI | C2 | 6 |  | 2M1* | 21V | Secons Order <br> Transter <br> Function | $x \text { xOUT }=6 * x] /(1.0+[1+3+[2 * 5 * * 2) .$ <br> s is taplace Iransform Operator |
|  | 52 | Sont | 1) | w/a | N/A | N/a | N/A | 6 | xatax | xal* | xiv | Square Root | xOUT $=6 \times 50 \mathrm{PT}(\times 1)$ |
|  | 53 | Stee | N/* | N/A | */* | E) | N/* | G | max | **** | * 4 | Step | xout $=$ GiF (timet GF CI) <br> = 0.0 othervise. |
|  | 54. | Subi | $x 1$ | 12 | N/A | N/A | N/大 | 6 | x max | xM1/ | $x 17$ | Subtract | $x$ xut $=6 *\{x\}-x 2\}$ |
|  | 55 | TAN | * | N/A | M/A | \#/* | N/* | c | xWAF | THIM | * 14 | Tangent | xout - O*TA4(x) , *) in Radians |
|  | 56 | TIME | n/a | N/A | N/A | W/A | N'A | N/A | N/A | a/k | ${ }^{112}$ | IIme | KOUT - THEET |
|  | 57 | 1Ript | 11 | N/A | N/A | N/A | N/8 | N/A | N/A | \#/A | Liv | frip Status |  |
| $\begin{aligned} & x \\ & \frac{z}{D} \\ & m \\ & m \end{aligned}$ | 58 | VL in | 11 | $x 2$ | 13 | N/A | N/A | 6 | N/A | */k | X1V | Varlable <br> Limiter |  |

## Table 3.11-1. (continued)

| Type | $\begin{aligned} & \text { Block * } \\ & \text { Type } \end{aligned}$ | Elock ${ }^{\text {b }}$ <br> input 1 | Block <br> Input? | 9lock Input 3 | Block Const 1 | $\begin{aligned} & \text { Block }{ }^{c} \\ & \text { Canst 2 } \\ & \hline \end{aligned}$ | $\begin{aligned} & 6 a^{1} a^{6} \\ & \text { Fo.tor } \end{aligned}$ | $\begin{aligned} & \text { Upper } \\ & \text { Limit } \end{aligned}$ | $\begin{aligned} & \text { Lower }{ }^{d} \\ & \text { L init } \end{aligned}$ | Iavtial <br> value | Control slock Name | Contral Black Mathenatical Operat tor ${ }^{\text {e }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 59 | * Sun | x) | $\times 2$ | H/R | ct | C2 | 6 | $x \max$ | *** | x17 | Weighted Summer |  |
| 60. | xpo | x) | 12 | *'2 | */A | h/A | 6 | teax | X041/ | 14 | Exponentiate | xOUT $\left.=6 *(x)^{* * x 2}\right)$ |
| 61 | 20\% ${ }^{6}$ | 11 | 1.2 | 4/* | N/A | */A | 4/4 | */* | */* | *\% | Zero Oriser Held |  <br> * xoul otherwise. |
| 100 | QLAF | 81 | \# | 5/k | Cl | M/* | § | xeax | 媧 ${ }^{*}$ | XIY | Time Belay |  <br> * $\mathrm{G}^{*} \mathrm{I}$ (ITIMET-CI) otherwise lithere $n$ is number of delay table tiace intervals. |
| 101 | FNGI | 11 | n | N/4 | */* | 4/A | 6 | max | xM1s | 115 | Function of one independent vart351? | xOUT - $\mathrm{g}_{\mathrm{f}}(51)$ : where n is function table number. |

[^2]b. Variables enclosed in ( ) are not input varlables but are used internally Dy the control ftock for dat a storag-
c. If G , amax, and xhlm are required for a control block, a constant gain factor and constant upper and fower tiaits will be applied of the values given

(d. An initial value (XIV or LIV) is loaded into a contrcl bleck outpot (x0yI or [OUT) at TIMFI = 0.0 s .
e. xout appearing on the right-hand side of a defining equation indicates a previous time step value

- These plocks asy net be incluted in a control systea iaplicit loop

4. The gain factor G.
5. The maximum and mininum limits XMAX and XMIN.
6. The initial value (XIV or LIV) of the block output.
7. An potional 10 -character name.

A control block may be represented schematically by a control block diagram, as shown in Figure 3.11-1.

## Control block



Figure 3.11-1. Schematic control bluck diagram.

The input values to control blocks may be obtained from the TRAC-BF1/MOD1 thermal-hydraulic data base (pressure, liquid level, and flow rate) or from the output of other control blocks. Thus, an extensive network of control blocks can be assembled to perform very complex operations. Control block outputs may be used as input values for other control blocks, or may be used to control (redefine) the values of variailes in the TRAC-BFI/MOD1 component data base (VALVE areas, PUMP torques, and FILL velocities). Table 3.11-2 contains a list of variables from the TRAC-BF1/MOD1 data base that may be used as control block inputs or may be adjusted by contrel block outputs.

Figure 3.11-2 illustrates a system comprised of seven control blocks, representing a basic BWR pressure control system, designed to control the steam line inlet pressure by varying the pressure control valve area. This system obtains one of its inputs (sceam line pressure) from the TRAC-BF1/MOD1 Component data base and uses one of its outputs (new valve area) to alter the VALVE component data base. The remaining inputs and outputs are internal to the control system simulation.

Control System
Table 3.11-2. Control system input/output variables.


Table 3.11-2. (cont inued)
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Figure 3.11-2. Simplified BWR pressure control system.

### 3.11.2 Control System Computational Sequence

The control system calculation is managed by subroutine CONSYS, which is called during the post-pass phase of the TRAC-BF1/MOD1 computational cycle. In its normal mode of operation, CONSYS begins the coniputation of each control block by obtaining the specified inputs for the control block. The symbolic locations of the inputs required for each control block are user-supplied. If the designated input is from another control block, the stored output from that control block is loaded into the input array for the current control block. If the requested input is from the TRAC-BF1/MOD1 thermal-hydraulic data base, the data base for the required TRAC-BF1/MOD1 component is moved into the TRAC-BF1/MOD1 BLANK COMMON storage array and the desired parameter value is located and loaded into the control input array.

The computational cycle continues with the execution of the control block operation by subroutine CONBLK. The newly updated control block output is then stored for use by other control blocks. If the output value is to be used to control a variable in the TRAC-BF1/MOD1 component data, the data base for that component is altered accordingly, so that the altered value will be used during the next thermal-hydraul ic time step.

For this computational scheme to be both stable and accurate, it is
important that the control blocks be executed in an implicit sequence. The definition of an "implicit sequence" depends on whether a control block is a state variable block (involves an integration with respect to time) or an algebraic variable block (involves no integration with respect to time) State variable block types are DINL, INT, INTM, LAG, LINT, LLAG, and SOTF, as indicated in Table 3.11-1 and defined in Section 3.11.5, while all other block types are algebraic. State variable blocks are assumed to be integrating input (derivative) values generated during the previous control system calculation; hence, the output values from these blocks are not considered to be at the current time step level (current with the thermal-hydraulic state of the TRAC-BF1/MOD1 system) unt +1 their integration has been performed. State variable blocks must be executed before their input blocks are executed to assure that the inputs to the state blocks have not been changed during the current time step (have the same value they had at the start of the current time step).

Alyebraic variable blocks, on the other hand, use current time step outputs from the thermal-hydraulic data base and from other contral blocks to calculate new derivative inputs for use by state variable bla in the next time step. Hence, algebraic blocks inust be executed after theif input blocks have been executed. This assures that all of their inputs from other algebraic blocks are at the advanced time step level.

### 3.11.3 Automatic Sorting of Control Blocks

An automatic sorting algorithm is used to determine an implicit control block execution sequence, based on the criteria described above. Control blocks may be input in any order and with any unique control block numbers between 1 and 999 that the user may choose. Control system initialization routines will then sort the blocks into an optimal execution order and renumber the control blocks based on their sequence of execution. The user-assigned control block numbers are retained for graphing and editing purposes but are not used as part of the internal control system calculation.

The automatic sorting algorithon proceeds in the following manner:

1. State variable blocks are located in the control system input deck, and these blocks are placed at the top of the sequence list, making certain that blocks appear above their input in this list.
2. Algebraic variable blocks are then added to the sequence list below the state variable blocks. Algebraic blocks are added to the list only when all of their input blocks are already on the list; hence, several passes through the control system infut deck are required in completely sort all of the algebraic blocks.
3. In the event that all of the algebraic blocks cannot be sorted, the existence of an "implicit loop" is noted. An example of an implicit loop is shown in Figure 3.11.3, which represents the equation $Z=y$


Figure 3.11-3. Implicit loop example.
$+\sin (Z)$. Neither the SIN block nor the ADD block can be sorted, because each requires input from the other. Implicit loops are executed as a unit and are placed as a unit in the sequence list, so that blocks supplying inputs to the loop lie above the loop and blocks requiring input from the loop lie below the loop.

Since the user can input both steady-state and transient blocks together but only one type is used, the above procedure only applies to the type being used; i.e., execution order sequence numbers are not calculated for transient blocks if the steady state flag is set to one. Resorting is done on restart in case the user has changed his steady-state and transient flags.

### 3.11.4 Control System Implicit Loops

A control system simulation may occasionally involve the use of control system implicit loops, as illustrated in Figure 3.11-3. As mentioned above, such loons are given special treatment in the control system sorting scheme and solution scheme. Since such a loop cannot be sorted into an implicit execution order so that inputs are always calculated before they are used, a method of simultaneously solving for all of the outputs in an implicit control block loop must be used. The simultaneous solution used in TRAC-BF1/MOD1 is performed in the following manner.
$x_{1}, \ldots x_{M}$ are block outputs in an implicit loop containing $M$ control blocks. We are seeking a solution for the new time output of the ith control block of the form

$$
\begin{equation*}
x_{i}^{n+1}=x_{i}\left(x_{1}^{n+1}, \cdots x_{n}^{n+1}\right) \tag{3.11-1}
\end{equation*}
$$

This solution may be written in linearized form as

$$
\begin{equation*}
x_{i}^{n+1}=x_{i}\left(x_{i}^{n}, \ldots x_{m}^{n}\right)+\sum_{j=1}^{M} \frac{d x_{i}}{d x_{j}}\left(x_{j}^{n+1}-x_{j}^{n}\right) \tag{3.11-2}
\end{equation*}
$$

Equation (13.11-2) yields a set of simultaneous equations that may be solved by matrix inversion to yield an exact solution for $x_{i}^{n+1}, i=1, \ldots M$, if the control block functions are all linear. For nonlinear block functions, Equation set (13.11-2) may be solved in the following iterative form:

$$
\begin{equation*}
x_{i}^{n+1}=x_{i}\left(x_{i}^{n+1}, \cdots x_{m}^{n+1}\right)+\sum_{j=1}^{M} \frac{d x_{i}}{d x_{j}}\left(x_{i}^{n+1}-x_{j}^{n}\right) \tag{3.11-3}
\end{equation*}
$$

where ne'v and old iterative values are as indicated. The iterative value of the derivative in Equation (13.11-3) is given by

$$
\begin{equation*}
\frac{d x_{i}}{d x_{j}}=\frac{d x_{i}}{d x_{j}}\left(x_{1}^{n+1}, \ldots x_{k}^{n+1}\right) \tag{3.11-4}
\end{equation*}
$$

and is calculated during each iteration by subroutine CONBLK, along with the first term on the right-hand side of Equation set $(13.11-3)$, which represents the block outputs evaluated with previous iterate inputs.

The TRAC-BF1/MOD1 matrix inversion subroutines SGNDE and SGNSL are used to solve Equation set $(13.11-3)$ for $x_{i}^{n+1}, i=1, \ldots . M$, during each iteration.

For the first iteration, $x_{j}^{n+1}=x_{j}^{n}$ is used as the previous iterate value, while, for succesding iterations, previous iterate values are calculated as a weighted average of current iterate and previous iterate va?ues, or

$$
\begin{equation*}
x_{i}^{n+1}=\left.w x_{i}^{n+1}\right|_{\text {new }}+\left.(1-W) x_{i}^{n+1}\right|_{\text {old }} . \tag{3.11-5}
\end{equation*}
$$

The value indicated as 'old' is calculated at the end of each iteration and represents the value that will be used as the previous iterate value in the next iteration. A value of 0.4 for the weighting factor $W$ has been found to yield the most rapid convergence in a variety of test cases, and this fixed value is used in this model. Iterations continue until fractional changes between successive iterate output values are less than 1.E-6 for all control blocks in the implicii loop. If convergence has not been obtained in a maximum of 20 iterations, a warning message is printed, and the nonconverged solution is treated as though it were converged.

Only algebraic variable blocks will be found in implicit loops, and only those whose derivatives of output value with respect to input value are well
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defined are allowed to be included in implicit loops. If the sorting algorithm encounters a logical or discontinuous-type control block (for example XOR or RAND blocks) in an implicit loop, it issues a warning message, then removes the loop from implicit status. The blocks in this loop will be executed explicitly, meaning that a simultaneous solution will not be performed and some control blocks in the loop will be executed before their input blocks ere executed, leading to notential instability. Those block types that may not be included in an plicit loop are indicated by a superscript $f$ on Table 3.11-1.

While the TRAC-BF1/MOD1 control system model does provide a means of treating implicit loops in a control system model, it is recommended that inplicit loops be avoided if at all possible, since the iterative solution method used to solve these loops can be excessively expensive in terms of computer time if the loops contain many control blocks. Implicit loops are broken by the presence of a state variable block in the loop; hence, many implicit loops can be eliminated by the addition or a LAG block in the loop.

### 3.11.5 Integration of State Variable Control Blocks

The state variable control block types are DINL, INT, INTM, LAG, LINT, LLAG, and STOF. The method of integration with respect to time used in all of these blocks is trapezoidal integration, that is, the input (derivative) value to be integrated is taken to be the simple average of the previous time step input and current completed time step input. This method requires that previous time step input values be saved but permits greater numerical accuracy at large time steps than rectangular integration, which uses only current completed time level inputs.

A pass is taken through the control system calculation at time zero (before the TRAC-BF1/MOD1 thermal-hydraul ic equations have been advanced) to load initial input values for use as old time inputs by the state variable blocks in tiie next pass through the control system. The user-supplied initial control block output values are used for determining these initial inputs and for initializing the output values of state variable blocks.

The computational method used for each of the state variable block types is illustrated in the following section. In each case, $Y$ is the block output value, $X 1$ is the block input value, $X 2$ is the intermediate integral value for double integrations, $d t$ is the control system time step size, and $G$ is the control block gain.

DINL (double integrator with output limiting)

$$
\begin{equation*}
x 2^{n+1}=x 2^{n}+0.5\left(x 1^{n}+x 1^{n+1}\right) G d t \tag{3.11-6}
\end{equation*}
$$

$$
\begin{equation*}
y^{n+1}=y^{n}+0.5\left(x 2^{n}+x 2^{n+1}\right) d t \tag{3.11-7}
\end{equation*}
$$

Equations (3.11-6) and (3.11-7) are evaluated in sequence. $X 2^{n}=0$ at time zero. If $y^{n+1}>$ XMAX or $y^{n+1}<$ XMIN, then the output of the block supplying input XI is set to zero if its output sign is such as to hold the DINL output locked at *s limit.

INT (simple integrator)

$$
\begin{equation*}
y^{n+1}=y^{n}+0.5\left(x 1^{n}+x 1^{n+1}\right) G d t \tag{3.11-8}
\end{equation*}
$$

INTM (integrator with mode control)
If $(L 2+L 3)=0$ (reset mode) .
$y^{n+1}=X I V$.
If $(L 2+K 3)=2$ (integrate mode),

$$
\begin{equation*}
y^{n+1}=y^{n}+0.5\left(x 1^{n}+x 1^{n+1}\right) G d t \tag{3.11-10}
\end{equation*}
$$

If $(L 2+L 3)=1$ (hold mode),

$$
\begin{equation*}
y^{n+1}=y^{n} \tag{3.11-11}
\end{equation*}
$$

1.2 and L.3 are logic input variables ( 1 or 0 ) to block inputs 2 and 3.

LAG (first order lag)

$$
\begin{equation*}
y^{n+1}=y^{n}+\frac{0.5\left[G\left(x 1^{n}+x 1^{n+1}\right)-\left(y^{n}+y^{n+1}\right)\right] d t}{C 1} \tag{3.11-12}
\end{equation*}
$$

Cl is the lag time constant. This equation is rearranged algebraically and solved for $Y^{n+1}$.

LINT (limited integrator)

$$
\begin{equation*}
y^{n+1}=y^{n}+0.5\left(x 1^{n}+x 1^{n+1}\right) G d t \tag{3.11-13}
\end{equation*}
$$

If $y^{n+1}>X M A X$ or $y^{n+1}<X M I N$, then the output of the block supplying input XI is set to zero if its output sign is such as to hold the LINT output locked at its 11 mit .

LLAG (lead-lag transfer function)
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$$
\begin{align*}
& x 2^{n}=\frac{\left(G \times 1^{n}-x 2^{n}\right)}{C 2}  \tag{3.11-14}\\
& x 2^{n+1}=\frac{\left(G \times 1^{n+1}-x 2^{n+1}\right)}{C 2}  \tag{3.11-15}\\
& x 2^{n+1}=x 2^{n}+0.5\left(x 2^{n}+x 2^{n+1}\right) d t \tag{3.11-16}
\end{align*}
$$

$$
\begin{equation*}
y^{n+1}=x 2^{n+1}+c 1 x 2^{n+1} \tag{3.11-17}
\end{equation*}
$$

X2 is the intermediate state derivative, and C1 and C2 are the lead and lag time constants. Equation (3.11-12) is evaluated, then Equations (3.11-13) and $(3.11-14)$ are solvod simultaneously. Equation $(3.11-14)$ is finally solved to obtain a value for $\mathrm{Y}^{n+1}$. $X 2^{n}$ is initialized to the same value as $X 1^{n}$.
SOTF (second order transfer function)

$$
\begin{equation*}
x 2^{n}=\frac{\left(G X 1^{n}-y^{n}-C 1 X 2^{n}\right)}{C 2} \tag{3,11-18}
\end{equation*}
$$

$$
\begin{equation*}
x 2^{n+1}=\frac{\left(G X 1^{n+1}-Y^{n+1}-c 1 \times 2^{n+1}\right)}{c 2} \tag{3.11-19}
\end{equation*}
$$

$$
x 2^{n+1}=x 2^{n}+0.5\left(x 2^{n}+x 2^{n+1}\right) d t
$$

$$
\begin{equation*}
y^{n+1}=y^{n}+0.5\left(x 2^{n}+y 2^{n+1}\right) d t \tag{3.11-21}
\end{equation*}
$$

C1 and C2 are the transform coefficients in the Laplace transform

$$
\begin{equation*}
y=\frac{x 1}{1.0+c 1 s+c 2 s^{2}} \tag{3.11-22}
\end{equation*}
$$

where $S$ is the Laplace transform operator. The above equations are solved simultaneously for $\mathrm{Y}^{n+1}$. $X 2^{n}$ is initialized to the same value as $X 1^{n}$.

### 3.11.6 Control System Time Step Control

The TRAC-BF1/MOD1 control system calculation may be executed with a smaller time step size than the thermal-hydraulic calculation. This feature allows the control system model to be calculated accurately, independent of the TRAC-BF1/MnD1 thermal-hydraulic time step size. Selection of the maximum allowable control system time step size is based on the following criteria:

1. Accuracy in the calculation of state variable control blocks. This criterion is satisfied by limiting the control system time step size to $1 / 2$ of the shortest time constant occurring in any of the state variable control blocks.
2. Detection and resolution of discontinuous transient events. This criterion is satisfied by limiting the control system time step size to $1 / 10$ of the shortest delay time occurring in any LDLY control block.

Control system stability is not a consideration in the selection of time step size, since the control system solution scheme is fully implicit.

If the control system time step logic determines that the maximum allowable control system time step size is greater than or equal to the thermal-hydraulic time step size, then the thermal-hydraulic time step size will be used for the control system time step size. If the maximum allowable cont fol system time step size is less than the thermal-hydraulic time step size, then the thermal-hydraulic time step size will be divided into the smallest number of equal intervals such that the interval size is less than or equal to the maximum control system time step size. This interval is then used as the control system time step size. In this manner, the control systeni calculation may je taken in several steps while it catches up with the thermal-hydraulic calculation. At the end of this series of steps the control system calculation will be at the same time level as the thermal-hydraulic calculation. If the control system maximum time step size changes during this series of steps, the remaining time to complete the series is again divided into equal intervais, each of which is less than or equai to the new maximum control system time step size

To further enhance the ability of TRAC-BF1/MOD1 to resolve discontinuous transient events, the trip logic will anticipate the activation of certain trips and will adjust the thermal-hydraulic time step size so that these trips will be activated exactly at the end of a time step. This will help eliminate the problem of stepping far past a trip activation time in a single time step, as might hapfen when a Courant limit violaiing numerica scheme is used. This anticipation of trip activation will take place for all trips set and activated by time and for other trips that are set by a thermal-hydraulic condition and then activated after a time delay, provided the trip setting and activation do not take place during the same time step. If the thermal-hydraulic time step size is adjusted in anticipation of a trip activation the control system time step size will be adjusted accordingly.
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turb Component Model

### 3.12 TURB

The turbine model in TRAC-BD1/M001 was designed to provide a basic capability to model BWR main steam turbines together with those used for driving feedwater, pumps as part of the balance-of-plant package. The original generic model $7^{3.12-1}$ was based on a simple thermodynamic description of flow through a turbine with user-specified performance parameters, such as rated mass flow, thermodynamic stage efficiency. The conservation equations for mass, momentum, and energy in this model were solved fully explicitly. This approach was satisfactory fo calculations with time step sizes on the order of 0.1 s or less.

TRAC-BF1/MOD1 incorporates stability-enhancing two-step numerics, permitting the use of large computational time steps under slowly varying conditions. The use of such large time steps necessitated the elimination of explicit numerical integration in the turbine model in order to guarantee computational stability. The modifications required to achieve this elimination and to solve the fluid dynamic equations for the turbine using the normal semi-implicit scheme are described below.

### 3.12.1 Physical Model of Turbine

The turbine is modeled as a one-dimensional branching flow component or tee. The principa? branch represents the turbine inlet and outlet, and the turbtne nozzles, rotor blades, stator blodes and internal flow passages (hereafter referred to as turbina : $t-1.11 \mathrm{~s}$ ). The secondary branch, or side arm, represents either a liquid drain or a steam tap for driving a feedwater heater. Consistent with the modeling philosophy used to develop the original model in TRAC-BD1/MOD1, ${ }^{3.12 \cdot 1}$ the flow through the turbine internals is not treated in detail from first principles. Instead, the processes of momentum and energy exchange are lumped into source terms in the one-dimensional consarvation equations. The idealized physical model is illustrated schematically in Figure $3.12-1$. The assumed characteristics of this model are summarized below.

The two-phase inlet flow enters from the left and is homogenized in Region A prior to entry into the turbine internals (Region B). Heat exchange with the walls may occur in Region $A$, but - $\quad$ luid dynamic processes associated with the internals are lumped , Region B. In this region, the fluid state is changed and momentum and energy are extracted by the turbine rotor. The net effect is that (a) the fluid pressure drops; (b) the total energy flow rate of the working fluid drops by an amount equal to the mechanical power output of the turbine rotor; (c) a saturated mixture is achieved, corresponding to the steam partial pressure in Region C; and (d) the velocity of the fluid changes due to density and/or flow area changes between entry to and exit from Region B. The flow area at the entrance to Region B is assumed equal to that at the inlet to Region $A$ and the flow area at the exit from Region B is assumed equal to that at the exit from Region C.
turb Component Model.


Figure 3.12-1. Idealized turbine model.

The flows through Regions $A$ and $C$ are determined by the pressure gra'ient, the inertia of the fluid, and the wall friction losses (including form loss factors at the turbine entrance and exit). The flow through Region $B$ is determined by the pressure gradient, the fluid inertia, and an effective form loss factor chosen to give the correct steady-state mass flow rate through the first turbine stage.

The flow through Region D depends on whether the side arm represents a steam tap or a liquid drain. If it is a steam tap, the flow is determined in the same manner as for Regions $A$ and $C$. If it is a liquid drain. It is determined from the user-input liquid separation efficiency (SEPEF). In this case, the vapor velocity is set to zero and the liquid velocity is set to the alue required to extract (SEPEF) times (the total liquid mass in Region C) in a single computational time step.

Region $B$ is assumad to have zero volume. Thus, the mass flow rate into the region is identically equal to the flow rate out, and the only effect of the region is to change the state of the working fluid and to transfer energy from the fluid to the turbine rotor.

### 3.12.2 Numerical Model

The conservation equations for momentum, mass, and energy used in TRACBF1/MOD1 are given in Section 2.1.1 [Equations (2.1-1) through (2.1-8)]. The semi-implicit finite difference form of these equations used in the TRACBF1/MOD1 numerical scheme are given in Section 2.3.1 [Equations (2.3-15) through $(2.3-22)]$. The original turbine model has been reformulated as a standard TEE and thus makes use of the above semi-implicit formulation of the fluid dynamic equations. The necessary modifications to the numerical model for the TEE component to achieve this objective are explained with the aide of Figure 3.12-2.


Figure 3.12-2. Schematic of numerical model for turbine.
The turbine TEE consists of two cells in the primary tube and N cells in the side arm, where $N$ is specified by the user. Since all side arm cells except the first are treated exactly like a normal TEE component, only the first cell is indicated in Figure 3.12-2. The lumped effects of the turbine internals are felt at Junction $b$ (hereafter referred to as the turbine membrane). As explained previously, the working fluid enters Junction b at the conditions prevailing at the center of Cell 1 and leaves as a saturated
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mixture at the pressure of $\mathrm{C} \| l \mathrm{l}$ 2. The turbine membrane is assumed to possess zero volume, so the mass flow rate into Junction b is identically equal to the mass flow rate out of the junction.

The normal flow conditions for the turbine are into Cell 1 at Junction a, from Cell 1 to Cell 2 at Junction $b$, out of Cell 2 at Junction $c$ and $d$, and toward the exit of the side arm at all other side arm junctions. The modifications explained below are applicable only for the case of normal flow and positive pressure gradient at Junction b (i.e., $p_{2}<p_{1}$ ). For other fiow conditions the described modifications do not apply and the fluid equations are solved by the unmodified TRAC-BF1/MOD1 semi-implicit scheme.

### 3.12.3 Momentum Equation

The normal TRAC-BF1/MOD1 momentum equations are written as velocity equations for the liquid and vapor phases. Solution of the linearized equations yields expressions for the explicit new time junction phase velocities, $\bar{V}_{9}^{n+1}$ and $\bar{V}_{\ell}^{n+1}$, assuming no change in the pressure drop across the junction and implicit correction term, $\frac{\partial V_{9}^{n+1}}{\partial\left(\Delta^{P}\right)}$ and $\frac{\partial V_{p}^{n+1}}{\partial\left(\Delta^{p}\right)}$ for each phase velocity due to variation in the junction pressure drop during the time step. There is no change to the normal TRAC-BF1/MOD1 scheme for obtaining these terms at Junctions a and e.

The momentum (or velocity) equation used at Junction b is obtained by assuming the flow is homogeneous, and the total pressure drop between Cells I and 2 is lumped in a single form loss term characterized by the coeffictent $f_{\text {turb }}$. Thus, the momentum equation solved at $b$ is

$$
\begin{equation*}
\frac{\partial V_{m}}{\partial t}+V_{m} \frac{\partial V_{m}}{\partial X}=\frac{1}{P_{m}} \frac{\partial P}{\partial X}-\frac{f_{\text {turb }} V_{m}^{2}}{\Delta X_{b}} . \tag{3,3-1}
\end{equation*}
$$

The form loss coefficient is obtained as follows. First, the steady- state turbine nozzle velocity ${ }^{3.12-1}$ is computed.

$$
\begin{equation*}
V_{\mathrm{NOZ}}=\left(\frac{2 \gamma}{\gamma-1} \frac{\rho_{1}}{\rho_{1}} r_{\mathrm{b}_{1}}^{2 / \gamma}-r_{\mathrm{b}_{1}}^{\gamma+1 / \gamma}\right)^{1 / 2} \tag{3.12-2}
\end{equation*}
$$

Next, the mass flow rate corresponding to this nozzle velocity is used to obtain the steady mixture velocity at b:

$$
\begin{equation*}
V_{\mathrm{m}, \mathrm{~b}}=\frac{F A_{\mathrm{N} 02}}{F A_{\mathrm{b}}} V_{\mathrm{noz}} . \tag{3.12-3}
\end{equation*}
$$

Finally, furb is determined by sut, tituting the velocity obtained from Equation (3.12-3) into the finite-difference approximation of the steady-state form of Equation (3.12-1)

$$
\begin{equation*}
f_{\text {turb }}=-\frac{V_{m, b_{1}}^{n}\left(V_{m, b_{1}}^{n}-V_{m, a}^{n}\right) \frac{\Delta X_{b}}{\Delta X_{1}}+\frac{1}{p_{m, 1}^{n}}\left(p_{2}^{n}-p_{1}^{n}\right)}{\left(V_{m, b_{1}}^{n}\right)^{2}} \tag{3.12-4}
\end{equation*}
$$

(To prevent numerica instabilities, a lower limit of 0.001 is placed on the numerical value of $f_{\text {turb }}$. With $f_{\text {turb }}$ determined from the above explicit expression, the transfent, semi-implicit, finite-difference approximation to Equation (3.12-1) becomes

$$
\begin{equation*}
\frac{V_{m, b_{1}}^{n+1}-V_{m, b 1}^{n}}{\Delta t}+V_{m, b}^{n}\left(\frac{V_{m, b 1}^{n}-V_{m, b}^{n}}{\Delta x_{1}}\right)=-\frac{1}{P_{m, 1}^{n}}\left(\frac{P_{2}^{n+1}-P_{1}^{n+1}}{\Delta X_{b}}\right)-f_{\text {turb }} V_{m, b_{1}}^{n} V_{m, b_{1}}^{n+1} . \tag{3.12-5}
\end{equation*}
$$

Linearizing the pressure term in the above equation yields the following explicit values for $\nabla_{m, b}^{n+1}$ and $\frac{\partial V_{m}^{n+1}}{\partial \Delta P}$ :
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$$
\begin{align*}
& 1.0+\frac{\Delta X_{b}}{\Delta y_{b}} \\
& -\frac{\partial V_{m, b 1}^{n+1}}{\partial P_{\mathrm{b}}}=\frac{\frac{\Delta t}{\rho_{1} \Delta X_{\mathrm{b}}}}{1.0 \frac{V_{n, b_{1}}^{n} f_{\text {turd }} \Delta t}{\Delta X_{\mathrm{b}}}} \tag{3,12-7}
\end{align*}
$$

Due to the assumption of homogeneous flow, $\bar{V}_{s, b_{1}}^{n+1}$ and $\bar{V}_{\ell, b_{1}}^{n+1}$ are set equal
to $\nu_{n, b_{1}}^{n+1} ;$ and $\frac{\partial V_{S, b_{1}}^{n+1}}{\partial \Delta}$ and $\frac{\partial V_{t, b_{1}}^{n+1}}{\partial S^{\rho}}$ are set equal to $\frac{\partial V_{n, b_{1}}^{n+1}}{\partial \Delta^{\rho}}$.
At Junction $c$, the only modification to the momentum equation is in the spatial acceleration terms. Since the phase velocities that are scored in the data base for Junction b are the phase veloctties entering the curbine membrane $\left(\mathrm{V}_{\mathrm{b}}\right)$, the spatial gradient terms in the momentum equations at Junction c must be altered to reflect the velocity differences between the exit of the turbine membrane and turbine exit. Thus, the .natial terms used in the vapor and llquid momantum solutions at sunction $c$ are of the form

$$
\frac{V_{p, c}^{n}\left(V_{0, c}^{n}-V_{\mathrm{m}, \mathrm{~b}_{2}}^{n}\right)}{\Delta Y_{2}}
$$

where

$$
\begin{aligned}
V_{m, b_{2}}^{n}= & V_{m, b_{1}}^{n}\left(\frac{F A_{1}}{F A_{3}}\right)\left(\frac{R_{y, b_{1}}^{n}}{R_{n, b_{2}}^{n}}\right) \\
P_{m, b_{1}}^{n}= & \\
& \quad \text { mixture density at entrance to turbine membrane cell } \\
& \text { (centered value in Cell 1) }
\end{aligned}
$$

$f_{n, b_{2}}^{n}=$ mixture density at exit of turbine membrane.
The moimentum equation at Junction d is treated differently depending on whether the side arm represents a steam tap for feedivater heaters or a liquid separator drain. In the former case, the only modification to the normal TRAC-BF1/MOD1 ghen um solution occurs when the control system is used to regulate the mass flow rate out the side arm. For this case, the side arm loss coefficients FKLOS and RKLOS are set each time step by the control system and are not directly controlled by the user.

In the case of the stde arm representing a liouid separator drain, the momentum rquations at Junction d are replaced with "pseudo momentum equations" designed to pull liquid only out of Cell 2 in a manner that approximates the effect of the true separation process. With the separator efficiency (SEPEF) set by the user, the explicit new time liquid velocity is defined as

$$
\begin{equation*}
\hat{V}_{\ell, d}^{n+1}=\operatorname{SEPES}\left(\frac{1-\alpha_{2}^{n}}{F A_{d} \Delta t}\right) \text {. } \tag{3.12-9}
\end{equation*}
$$

As previously discussed, this velocity is such that all the liquid present in Cell 2 at the end of the previous time step would leave throagh the side arm during the current time step if $V_{\ell, d}^{n-1}$ is not implicitly chiangad during the time step.

The implicit correction term $\frac{\partial V_{\ell, d}^{n+1}}{\partial\left(\Delta_{d}\right)}$ is obtained by defining a "pseudo loss coefficient, " $f_{\text {side }}$, as follows:

$$
\Delta P_{d}=f_{\text {side }} P_{\ell} V_{\ell, d}^{n} .
$$

This expression is differentiated with respect to ( $\Delta P_{d}$ ) to obtain the following value for the implicit term:

$$
\begin{equation*}
\frac{\partial V_{e, d}^{n+1}}{\partial\left(\Delta p_{d}\right)}=\frac{1}{2} \frac{\hat{V}_{\ell, d}^{n+1}}{p_{3}^{n}-p_{2}^{n}} . \tag{3.12-11}
\end{equation*}
$$

When $\left(P_{3}{ }^{n}-P_{2}{ }^{n}\right)<0$, both the explicit and implicit terms are set to zero. Also, to avoid numerical instability during startup, the maximum explicit velocity is limited to $50 \mathrm{~m} / \mathrm{s}$. The yapor velocity and its implicit correction term are both set to zero for the liquid separator optiull.

The above approach to computing the separator liquid velocity is not mathematically rigorous. The implicit correction term should clearly be tied
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To the change in the void fraction in cell 2 and not to the pressure drop. However, the present approach is much simpler and has produced satisfactory results in test calculations to date

### 3.12.4 Continuity Equation

The continuity equations for vapor and liquid mass are solved by the unmodified TRAC.BFI/MOD1 scheme in all cells of the turbine except cell 2. For normal flow, the etfect on the working flutd of passtng through the turbine membrane is to lower the mixture enthalpy and pressure and ciange the mixture quality. This change in the mixture quality, together with the change in the specific internal nergy of the steam and liquid after passing through Junction $b$, must be reflected in the continutty (and energy) equations for Cell 2.

The state of the mixture leaving Junction o is computed by assuming that the turbine membrane extracts adiabatically an amount of energy given by:

$$
w_{\text {turb }}=n \Delta h_{\text {ideal }}
$$

where
thideal = ideal enthalpy change of warking fluid assuming an isentropic ideal gas expansion from pressure $P_{1}$ to ,ressure $P_{2}$.

Both $\eta$ and thidepi are computed explicitly, as described in Reference 3.12-2. Applying the list law, the enthalpy of the mixture on exit from Junction $b$ is computed from thi equation:

$$
\begin{equation*}
\frac{1}{2} v_{m, b_{1}}^{2}+h_{b_{1}}=\frac{1}{2} v_{w_{1}, b_{2}}^{2}+h_{b_{2}}+w_{\text {turb }} . \tag{3.12-13}
\end{equation*}
$$

Assuming that the working fluid leaves Junction b as a saturated mixture of vapor and liquid at pressure $P_{2}$, Equation (3.12-13) leads to the following expression to compute the homogeneous exit quality, y be, leaving Junction b:

$$
\begin{equation*}
x_{b_{2}}=\frac{v_{1} h_{g, b_{1}}^{n}+\left(1-x_{b_{1}}\right) h_{l, b_{1}}^{n}+\left(\frac{v_{n, b_{1}}^{n}}{2}\right)^{2}-w_{t, u r b}-h_{l, b_{2}}^{n}+\left(\frac{v_{l, c}^{n}}{2}\right)^{2}}{h_{g, b_{2}}^{n}-h_{l, b_{2}}^{n}} . \tag{3.12-14}
\end{equation*}
$$

With $X_{b 2}$, the explicit esticate for the homogeneous velocity at the turbine membrane exit may be computed from mass continuity as follows:

$$
\begin{equation*}
\bar{V}_{n, b_{2}}^{n+1}=\frac{P_{n, b_{1}}^{n}}{P_{n, b_{2}}^{n}} \frac{F A_{b_{1}}}{F A_{b_{2}}} \dot{V}_{m, b_{1}}^{n+1} \tag{3.12-15}
\end{equation*}
$$

The implicit correction term is then

$$
\begin{equation*}
\frac{\partial V_{m, b_{2}}^{n+1}}{\partial\left(\Delta P_{b}\right)}=\frac{P_{m, b_{1}}^{n}}{P_{m, b_{2}}^{n}} \frac{F A_{1}}{F A_{b_{2}}} \frac{\partial V_{m, b_{1}}^{m+1}}{\partial\left(\Delta P_{b_{1}}\right)} \tag{3,12-16}
\end{equation*}
$$

The explicit estimates for the integrated mass flux terms for vapor and 1 iquid entering Cell 2 from Cell 1 are now computed from the corresponding terms representing mass flux out of Cell I together with the above value for $x_{b 2}$ as follows:

$$
\begin{align*}
& \tilde{N}_{8, b_{2}}^{n+1}=\tilde{N}_{9, b_{1}}^{n+1}+M_{l, b_{1}}^{n+1} x_{b_{2}}  \tag{3,12-17}\\
& M_{l, b_{2}}^{n+1}=M_{9, b_{1}}^{n+1}+M_{l, b_{1}}^{n+1}-M_{0, b_{2}}^{n+1} .
\end{align*}
$$

The terms $M_{9, b}$ and $\tilde{M}_{l, b}$ are computed by the normal TRAC-BF1/MOD1 numerical scheme. The implicit corrections to the integrated mass flux terms are also obtained from the corresponding terms computed for the mass flows out of Cell 1. Thus,

$$
\begin{align*}
& \frac{\partial M_{9, b_{2}}^{n+1}}{\partial\left(\Delta P_{b}\right)}=a_{b_{2}} P_{9, b_{2}} F A_{b_{1}} \frac{F_{m, b_{2}}}{\rho_{\mathrm{m}, b_{1}}} \frac{\partial V_{m, b_{1}}^{n+1}}{\partial\left(\Delta P_{b}\right)}(\Delta t)  \tag{3.12-19}\\
& \frac{\partial M_{\ell,-}^{n+1}}{\partial\left(\Delta_{b}\right)}=\left(1-\alpha_{b_{2}}\right) \rho_{\ell, b_{2}} F A_{b_{1}} \frac{P_{n, b_{2}}}{\rho_{n, b_{1}}} \frac{\partial V_{m, b_{1}}^{n+1}}{\partial\left(\Delta P_{b}\right)}(\Delta t) . \tag{3.12-20}
\end{align*}
$$

By formulating the mass flux terms and the implicit corrections in the above fashion, mass is identically conserved across Junction b.

### 3.12.5 Energy Equation

The energy equation has been modified from the no al scheme only in Cells 1 and 2 of the turbine. The modification for celi 1 reflects the effect
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of frictional dissipation. At this point, it is noted that the energy equations used in the TRAC-BF1/M001 thermal-hydraulic solution ${ }^{3 / 12-1}$ are thermal energy equations. They were obta4ned from the total energy (1st law) equations by subtracting out the volume integrals of the product of the respective phase volumetric fluxes (FA. $V_{p}$ ) with the ${ }^{2} r$ corresponding momentum equations. However, implicit in the form of the resulting energy equations is the assumption that frictfonal dissipation is zero. For most flow situations modeled with TRAC-BF1/MOD1, the dissipation terms are small and can be neglected. To account for the possibility of a large frictional (or form) loss through the turbine entrance (Junction a), the effect of dissipation has teen added to the thermal energy equation for "ell 1.

By performing the above-mentioned cperations on the one-dimensional momentum and eneray equations, the following terms are added to the therma energy equatforis:
$a_{p} p_{p} V^{3}[d(F A) / d x] d x$ is added to the left-han ${ }^{2}$ side of the mixture energy equat lol. (see Section 2.1.1) and $V_{p}(F A) f_{p} d x$ is added to the right-hand side of the yapor energy equation (see fection 2.1.1), In the mixture energy equation, both the vapor and liquid dissipation terms ( $p=g$ and $\ell$ ) are added, while in the vapor energy equation, only the vapor terms are used ( $p=g$ ). (Note that the above form of the dissipation terms neglects the effect of dissipation due to the interfaclal shear.)

In the turbine energy equation modifications for Cell 1, the area change term above is neglected The second term is evaluated assuming that all terms under the tntegral $(3.12-11)$ are constant and equal to the values at Junction a. $f_{p}$ is simply the total wall friction term in the momentum equation for Junction a ary is a linear combination of $v_{0}^{2}$ and $v_{\ell}^{2}$. Thus, the dissipation term for firt? 1 is approximated as

$$
\begin{equation*}
V_{p}(F A) f_{p} d x=V_{p}\left(A_{p} V_{g}^{2}+B_{p} V_{\ell}^{2}\right) \tag{3.12-21}
\end{equation*}
$$

and the term on the right-hand side is writtell semi-implicitly as

$$
\begin{equation*}
V_{p}\left(A_{p} V_{g}^{2}+B_{p} v_{l}^{2}\right)=v_{p}^{n+1} A_{p}^{n}\left(v_{g}^{n}\right)^{2}+B_{p}^{n}\left(v_{l}^{n}\right)^{2} . \tag{3.12-22}
\end{equation*}
$$

The coefficients $A_{p}$ and $B_{p}$ are simply products and quotients of volume fractions, phasic densities, and friction factors and are evaluated explicitly, as indicated. The fact that $V_{p}^{n+1}$ appears in the above expression requires additions to both the explicit residual in the energy equation for Cell 1 and the implicit derivative of the residual with respect to the pressure drop across Junction a. These additions are, respectively

$$
\begin{equation*}
(D I S S)_{8}^{n+1}=\dot{V}_{8, e}^{n+1} F A_{e} \alpha_{0 c, a} P_{8, a} D X_{a} \alpha_{0 c, a} W F V_{e}\left(V_{8, a}^{n}\right)^{2}+\left(1-\alpha_{i c, a}\right) W F L_{a}\left(V_{t, e}^{n}\right)^{2} \frac{P_{\ell, a}}{P_{9, e}} \tag{3.12-23}
\end{equation*}
$$

$$
\begin{array}{r}
(D I S S)_{\ell}^{n+1}=\hat{V}_{t, 0}^{n+1} F A_{\mathrm{e}}\left(1-\alpha_{0 C, \mathrm{e}}\right) P_{\ell, \mathrm{e}} D X_{\mathrm{e}} \alpha_{0 C, \mathrm{e}} W F V_{\mathrm{a}}\left(V_{9,0}^{n}\right)^{2} \frac{P_{9,8}}{P_{\ell, 0}}+\left(1-a_{0 C, \mathrm{e}}\right) W F L_{\mathrm{e}}\left(V_{\ell, \mathrm{e}}^{n}\right)^{2} \\
(3.12-24)
\end{array}
$$

$$
\begin{equation*}
\frac{\partial(D I S S)_{g}^{n+1}}{\partial\left(\Delta_{s}\right)}=\frac{\partial V_{g, 0}^{n+1}}{\partial\left(\boldsymbol{\Delta}_{0}\right)} \frac{(D I S S)_{g}^{n+1}}{\bar{V}_{g, 0}^{n+1}} \tag{3.12-25}
\end{equation*}
$$

$$
\frac{\partial(D I S S)_{p}^{n+1}}{\partial\left(\Delta P_{a}\right)}=\frac{\partial V_{\ell, \mathrm{e}}^{n+1}}{\partial\left(\Delta P_{\mathrm{a}}\right)} \frac{(D 1 S S)_{\mathrm{g}}^{n+1}}{V_{\mathrm{B}, \mathrm{a}}^{n+1}} .
$$

The effects of friction in the turbine internals are presumably accounted for in the turbine stage efficiency $\eta$ and the pressure drop, and thus the addition of dissipation to the thermal energy equation is performed only in Cell 1 to reflect the effect of wall friction and form loss at the turbine entrance.

The energy equation for Cell 2 must be modified to reflect the altered specific enthalpies and phasic mass flows at the exit of the turbine membrane. This is done by altering the energy flux terms due to vapor and liquid flow into the cell at $t_{2}$ in the same manner as was done for the mass flux terms. Thus,

$$
\begin{equation*}
E_{p, b_{2}}=M_{p, b_{2}} e_{p, b_{2}} . \tag{3.12-27}
\end{equation*}
$$

In addition to the above correction, the dilatation terms $\left[P_{k}^{n+1} \nabla_{k}\left(\alpha^{n} V_{g}^{n+1}\right)\right.$ and $\left.P^{n+1} \nabla_{k}\left(\alpha^{n} V_{g}^{n+1}+\left(1-\alpha^{n}\right) V_{e}^{n+1}\right)\right]$ must be altered to reflect the change in void fraction, mixture velocity, and flow area as the working fluid crosses the turbine membrane. The modified terms for the vapor and mixture energy equations for Cell 2 are, respectively,
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$$
P_{2}^{n+1}\left(\frac{\alpha_{p_{2}}^{n} v_{9, b_{2}}^{n+1}-\alpha_{2}^{n} v_{9, c}^{n+1}}{\Delta x_{2}}\right)
$$

and

$$
p_{2}^{n+1}\left(\frac{a_{2}^{n} V_{s, b_{2}}^{n+1}+\left(1-a_{t, 2}^{n}\right) v_{\ell, b_{2}}^{n+1}-a_{2}^{n} V_{0, c}^{n+1}+\left(1-a_{2}^{n}\right) V_{t, c}^{n+1}}{\Delta x_{2}}\right) .
$$

(Aga)a, note that Junction properties such as velocity and flow area that are stored in the data base for Junction b are those appropriate at the upstream sidy of the turbine membrane, $b_{1}$. in Figure $3.12-2$. )

### 3.12.6 Critical Flow

The criterion for critical or choked flow at the turbine membrane is the same as was used in the previous model. ${ }^{3,12+1}$ when the pressure ratio $P_{2} / P_{1}$ exceeds the critical value, the explicit new time velocity is computed as follows:

$$
\begin{equation*}
\nabla_{\mathrm{kOz}}^{n+1}=\left(\frac{2 \gamma}{\gamma-1} \frac{p_{1}^{n}}{\rho_{\text {in, } 1}^{n}} r_{\text {erit }}^{2 / \gamma}-r_{\text {crit }}^{\gamma+1 / \gamma}\right)^{1 / 2} \tag{3.12-28}
\end{equation*}
$$

The implicit correction to the choked velocity arises due to changes in the upstream pressure $\left(P_{1}\right)$ only. However, since the TRAC-BF1/MOD1 network solution is based on pressure differences across junctions rather than cell pressures, it is assumed that

$$
\begin{equation*}
\frac{\partial V_{N O 2}^{N-1}}{\partial\left(\Delta P_{b}\right)}=\frac{\gamma}{Y-1} \frac{1}{\rho_{n, 1}^{n}} r_{c r i t}^{2 / \gamma}-r_{c r i t}^{\gamma+1 / Y}\left(\tilde{V}_{N O 2}^{n+1}\right)^{-1} \tag{3,12-29}
\end{equation*}
$$

Choking at all turbine junctions other than $b$ is treated by the normal critical flow model in TRAC-BD1, ${ }^{3,12-1}$ with the single exception of Junction d when the side arm is treated as a liquid separator drain. In this case, a crit cal flow model is clearly not applicable.

### 3.12.7 References
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### 3.13 HEATR

The HEATR component in TRAC-BF1/MOD1 provides the capability of modeling typical feedwater heaters (FWH) found in BWR steam supply systems. This permits greater detatl in modeling the balance of -plant components that may play important roles in operational transient simulations. The component may also be used to simulate the main steam condenser.

The HEATR is based on the TEE component and includes changes to the TRACBF1/MOD1 heat transfer correlation package and special treatment of the momentum and mass flow in the primary tube. A typical HEATR component is shown in Figure 3.15-1. Included in the figure is a PIPE component that represents the heat transfer tubes within the heater. The combination of the HEATR and PIPE represents a typical tube-in-shell heat exchanger, with attached drain-cooler region. The steam enters the shell (Cell 1), condenses, enters the drain cooler (Cell 2) as single-phase liquid (normally), undergoes further cooling and, finally, exits the HEATR. The side arm is included and attached to the steam shell cell, since high-pressure saturated liquid (from turbine separators or higher-pressure feedwater heaters) is frequently input to the heater shells in a separate flow path. Typical shell void fractions

Inlet for condensate from higher pressure heaters


Figure 3.13-1. TRAC-BF1/MOD1 model of feedwater heater using a HEATR component (modified TEE) and PIPE component for the tube bank.
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are about 0.5 , while the drain cooler normally receives only liquid from the cell. The determination of the donor-celled void fraction from the shell to the drain cooler requires both extra user tnput and code hydrodynamic calculation changes. The user must specify the drain cooler inlet height and a table of shell liquid level versus void fraction. The donor-celled void fraction ( $a_{D C}$ ) is

$$
\alpha_{D C}=\left\{\begin{array}{l}
0.0 \text { if liquid level } \geq D . C \text {. height } \\
1.0 \text { if liquid level } \leq D . C, \text { height }-0.05 \mathrm{~m}  \tag{3,13-1}\\
20.0 \times(D . C \text {. height }-1 \text { iquid level }) \text { otherwise }
\end{array}\right.
$$

This provides a gradual change of $a_{D C}$ as the drain cooler inlet is uncovered by a dropping shell liquid level.

Another change to the hydrodynanic equations was forced by the normally high inlet steam velocities found in the main condenser. Momentum flux was eliminated at the drain cooler inlet interface. This was done to prevent $V$. ©N induced pressurization of the first cell in the drain cooler.

Correlations appropriate to flow condensation on horizontal and vertical tube banks ${ }^{3,13-1}$ have been introduced. In addition, a correlation for single-phase (liquid) convection across tube banks ${ }^{3}, 13-2$ has been implemented in order to better describe the behavior in the liquid-filled regions of the FWH. These correlations are presently available in the code for HEATRs only.. the previous modcis for convection and condensation are still used for other components. The correlations used are:

For condensing flow on horizontal tube banks,

$$
\begin{equation*}
h_{v}=x_{t} \frac{k_{l}}{D_{t}} R e_{l}^{1 / 2}\left(1+\frac{0.276}{x_{t}^{4} F r H_{f}}\right)^{1 / 4} . \tag{3.13-2}
\end{equation*}
$$

For condensing flow on vertical tube banks,

$$
\begin{equation*}
h_{v}=x_{t} \frac{k_{2} R e_{l}^{1 / 2}}{D_{t}}+0.943\left[\frac{\hbar_{t g} k_{l}^{3} P_{l}^{2} g}{\mu_{2} D_{\mathrm{B}}\left(T_{\mathrm{s}}-T_{N}\right)}\right]^{1 / 4} \tag{3.13-3}
\end{equation*}
$$

For liquid crossflow across tube banks,

$$
\begin{equation*}
h_{l}=0.36 \frac{k_{l}}{D_{t}}\left(\frac{o_{n} p_{l} V_{l}}{\mu_{l}}\right)^{0.55}\left(\frac{c_{p_{e}} H_{l}}{k_{l}}\right)^{1 / 3} \tag{3.13-4}
\end{equation*}
$$

$X_{f}, H_{f}, R_{f}, \mathrm{Re}_{e}$ (liquid film Reynolds number) and Fr (Froude number) are dimensionless parameters defined as
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$$
\begin{align*}
& X_{t}=0.9\left(1+\frac{1}{R_{t}+H_{t}}\right) \\
& H_{f}=\frac{k_{l}\left(T_{s}-T_{*}\right)}{H_{e} h_{s g}} \\
& R_{f}=\left(\frac{P_{\mathrm{e}} H_{t}}{P_{\mathrm{B}} H_{\mathrm{g}}}\right)^{1 / 2} \\
& R e_{e}=\frac{P_{\ell} V_{0} D_{7}}{H_{e}} \\
& F r=\frac{v_{g}^{2}}{g D_{t}} \tag{3.13-9}
\end{align*}
$$

The TRAC-BF1/MOD1 method for handling condensation requires that all the energy be taken out of the liquid phase; condensation then occurs due to interfacial heat transfer. This being the case, the liquid and vapor coefficients musu be adjusted accordingly

$$
\begin{align*}
& h_{\mathrm{l}}=F R A C L H_{\mathrm{e}}+(1-F R A C L) h_{\mathrm{g}}\left(\frac{T_{\mathrm{s}}-T_{\mathrm{N}}}{T_{\mathrm{L}}-T_{\mathrm{N}}}\right) \\
& h_{\mathrm{g}}=0.0 \tag{3.13-1}
\end{align*}
$$

where $h_{\text {, }}$ and $h_{g}$ are the heat transfer coefficients returned by HTCOR. FRACL is the fraction of the heat transfer tubes that are covered by liquid. This is determined by user input of two tables, shell 1 tquid level versus shell void fraction and FRACL versus liquid level.

When the HEATR is used to model a main turbine condenser, some special modeling features are used. The cooling water in the tubes is normally not part of the reactor flutd 100p. Code changes to permit such a disconnected loop have bpen made, and now model configurations shown in Figure 3.13-2 are
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Figure 3.13-2. Arrangement for main steam condenser model.
permissible, In this case, the HEATR side arm may be connected to a small negative FILL to model the steam-iet ejectors used to prevent buildup of noncondensable in the condenser shell. When the HEATR is used to model a condenser, the drain cooler may be assume, to represent the condensate storage tank.
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Condensers are usually controlled (by way of a valve on the drain ccoler outlet) to maintain a specified water level in the shell. The HEATR has a built-in controller that can adjust the flow area at the third interface (first interface internal to the drain cooler). This requires at least two cells in the drain cooler (with the controlled area Detween them). The control input is LIQLEV in Cell 1 of the heater component. The output is AREA of Face 3 in the HEATR. Refer to the control system description for information needed to model such a control system. Some special features of TEEs that are used as HEATRs are

1. Side arm input is simplified.. the pipe arrays do not have tc be input for the side arm
2. Heat transfer from the walls of the shell is not presently modeled (NODES = 0)
3. The shell must consist of only one cell, but the drain cooler may contain as many cells as required. The side-arm always connects to the first cell (asell).
4. The heat transfer PIPE may contain as many cells as needed. U-tubes may be represented by approoniate assignment of the KRVi array.
5. Internal flow area may be controlled as described above.

### 3.13.1 References

3.13-1. T. Fujii, H. Vehara, and C. Kurato, "Laminar Filnwise Condensation of Flowing Vapour on a Horizontal Cylinder," International Journal of Heat and Mass Transactions, 15, 1972, pp. 235-246.
3.13-2. D. Q. Kern, Process Heat Transfer, New York: McGraw-Hill Book Company, Inc., 1950.
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## 4. CONCLUDING REMARKS

TRAC-BF1/MOD1 is a best-estimate computer code for the analysis of various transients in BWR systems and related experimental facilities. It provides a conststent and unified means to analyze system behavior following a large- or small-break LOCA, from the blowdown phase, through the core heatup, reflood, and quetch, and finally through the refill phase of the accident. It also provides a basic capability for the analysis of operationa' transients, up to and includfig ATW', for which a point reactor kinetics model is adequate.

The present volume describes the equations and mathematical models that collectively provide the theoretical hasis of TRAC-BF1/MOD1. The most basic part of these equations describes a fully nonhomogeneous, nonequitibrifum, twofiuid, thermal-hydraulic model of two-phase flow in all parts of a BWR system, includiny a three-cimensional treatment of flow in the vessel. The basic equations are complemented with flow regime-depencent constitutive relations for transfer of mass, energy, and momentum through the interface between the fluid phases and in contact with the walls. There are also special models for nonhomogeneous, thermal equilibrium critical two-phase flow and countercurrent © 10 w limiting processes in particular BWR geometries.

Other important parts of the formulations include (a) detailed modeling of BWR fuel bundle heat transfer, including heat conduction in fuel, cladding, and the gap between them, as well as heat removal through thermal radiation and convection in various forms, including all phases of hezt transfer along the boiling curve, and (b) appropriate modeling of processes in particular BWR hardware components, such as jet pumps, fuel charinels, steam separators, and dryers.

In the TRAC-BD1/MODI release, the following features were incorporated:

- Balance of plant component models, such as turbines, feedwater heaters, and steam condensers in generic form
- A simple lumped-parameter containment model
- A comprehensive control system model
- Reactivity feedback model, including the effect of soluble boron
- Boron transport model
- Nomcondensable gas tranisport model, including the effects of noncondensable gas on heat transfer
- Mechanistic separator dryer model
- Two-phase level tracking model
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- Generalized component-to-component heat and mass transfer models

4 Moving mesh quench front tracking model for fue? rods and for inside and outside surfaces of fue? channel walls

- Improved constitutive reletions for heat, mass, and momentum transfer between the fluid phases and between the fluid phases and structure.

With the release of TRAC-BF1, the numerical models were upgraded to include:

- Material Courant-limit-violating numerical solution for all onedimensional hydraulic components
- One-dimenstonal neutron kinetics model
- Improved interfacial heat transfer
* !mproved fnterfacfal shear mode?
- A condensation model for stratified vertical flow
- 'mplicft steam separator/dryer model
- Implicit turbine model
- Improved control system logic and solution method.

The TRAC-BF1/MOD1 code is described by three documents: TRAC-BF1/MOD1: An Advanced Best-Estimate Computer Program for Boiling Water Reactor Accident Analysis, Volumes 1 and 2, and TRAC-BF1/MOD1 Models and Correlat ions. Volume 1: Model Description describes the thermal-hydraul ic models, numerical methods, and component models available. Volume 2: User's Guide desc ibes the input and output of the TRAC-BF1/MOD1 code and provides guidelines for use of the code modeling of BWR systems. TRAC-BF1/MOD1 Models and Correlations is designed for those users wishing a detailed mathematical description of each of the models and correlations available in TRAC-BF1/MOD1. This document reflects the as-coded configuration of the descriptive informatior provided in volume 1.
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## Thermodynamic Properties

The thermodynamic properties subroutines used in TRAC-BF1/MOD1 are based un polynomial fits to steam table data fo: water and ideal gas behavior for the noncondensable gas component. The thermodynamic pruperty routines are used by all TRAC-BF1/MOD1 component modules. Tables A-1 through A-8 1ist the values of the constants.

Subroutine THERMO supplies thermodynamic properties for TRAC-BF1/MOD1. The input variables are the total pressure, the partial pressure of the noncondensable gas component, and the liquid and gas-phase temperatures. The output variables include the saturation temperature corresponding to total pressure; the saturation temperature co.responding to the partala pressure of steam; the specific internzl energies of liquid, gas, and noncondensable; the saturated liquid and ,team enthalpies corresponding to the partial pressure of steam; the liquid, gas, and noncondensable densities; the derivatives of saturation temperatures and entha? pies with respect to pressure; and, finally, the partial derivatives of liquid, steam, and nonconcensable internal energies and densities with respect to pressure (at constant temperature) and with respect to temperature (at constant pressure).

The range of validity for the thermodynamic properties supplied by THERMO is
$273.15 \mathrm{~K} \leq \Gamma_{\ell} \leq 713.94 \mathrm{~K}$;
$273.15 \mathrm{~K} \leq T_{v} \leqslant 3000.0 \mathrm{~K}$; and
$1.0 \mathrm{~Pa} \leq n \leq 450.055 \mathrm{~Pa}$.
If THERMO is provided with data outside these ranges, it adjusts the data to the corresponding $l i m i t$ and issues a warning message.

## A-1 Srturation Properties

## A-1.1 Relationship between Saturation Pressure and Temperature

The situration line that lies b tween the triple point ( 273.15 K ) and the critical point ( 647.3 K ) is divided into two regions of temperature and pressure, and a separate correlation is used in each region.

A-1.1.1 First Region of Temperature and Pressure. The first region of temperature is defined by
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Table A-1. Miscellaneous constants.

| Constant | Value | Constant | Value |
| :---: | :---: | :---: | :---: |
| $A_{11}$ | 1.00008875 E-3 | $c_{19}$ | Not used |
| $A_{12}$ | 7.691625 E 2 | $\mathrm{C}_{20}$ | 9.056466 E4 |
| $A_{13}$ | 1.300115 E-3 | $C_{21}$ | 370.4251 |
| $A_{16}$ | 1. E-5 | $\mathrm{C}_{22}$ | 1004.832 |
| $C_{1}$ | - 2263.0 | $\mathrm{C}_{23}$ | $\mathrm{C}_{16} \cdot \mathrm{C}_{6}$ |
| $\mathrm{C}_{2}$ | 0.434 | $\mathrm{C}_{24}$ | 4186.8 |
| $C_{3}$ | - 6.064 | $\mathrm{C}_{25}$ | 287.03 |
| $\mathrm{C}_{4}$ | $C_{12} /\left(C_{16}-1\right)$ | $\mathrm{C}_{26}$ | $C_{24}\left(C_{5}-C_{29}\right)$ |
| $\mathrm{C}_{5}$ | 273.15 | $\mathrm{C}_{27}$ | $C_{26}+C_{10}$ |
| $\mathrm{C}_{6}$ | $C_{27} \cdot C_{12} \cdot C_{3}$ | $\mathrm{C}_{28}$ | $\left(C_{12} \cdot C_{25}\right) / C_{12}$ |
| $\mathrm{C}_{7}$ | $\mathrm{C}_{24}$ | $\mathrm{C}_{29}$ | 273.15 |
| $\mathrm{C}_{8}$ | $-0.61132+C_{7}\left(C_{5}-C_{29}\right)$ | $C_{30}$ | 1.0 |
| $C_{8}$ | 990.0 | $C_{31}$ | 450.0 E5 |
| $C_{10}$ | $h_{f 9}\left(C_{5}\right)$ | $C_{32}$ | $\mathrm{C}_{5}$ |
| $C_{11}$ | 1. $E 5$ | $\mathrm{C}_{33}$ | 713.94026 |
| $C_{12}$ | 461.49 | $\mathrm{C}_{34}$ | $\mathrm{C}_{5}$ |
| $\mathrm{C}_{13}$ | 0.0228 | $\mathrm{C}_{35}$ | 3000.0 |
| $C_{16}$ | 0.65141 | $C_{36}$ | 610.8 |
| $C_{15}$ | 0.0 | $\mathrm{C}_{37}$ | 221.2 E5 |
| $C_{16}$ | 1.3 | $C_{38}$ | 647.3 |
| $\mathrm{C}_{17}$ | $\mathrm{C}_{22}-\mathrm{C}_{\text {; }}$ | $\mathrm{C}_{39}$ | 139.6997 E5 |
| $\mathrm{C}_{18}$ | $\mathrm{C}_{22} / \mathrm{C}_{17}$ | $\mathrm{C}_{40}$ | 609.625 |

Table A-2. Constants for steam internal energy function.*

| Region | Maximum Pressure (Pa) | Ave | Bre | Cve | Dve |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 E5 | 2.49497 E6 | 2.08558 E-1 | -1.35539 E.7 | 2.852268 E-14 |
| 2 | 50 E5 | 2.56003 E6 | 3.10861 E-? | -6.89888 E-9 | 4.32037 E-16 |
| 3 | 100 E5 | 2.59155 E6 | 8.77499 E-3 | -1.794999 E-9 | 4.29999 E-17 |
| 4 | 150 E5 | 2.66060 E6 | -1.3545 E-2 | 6.425 E-10 | -4.21 E-17 |
| 5 | 200 E5 | 3.82016 E6 | -2.30199 E-1 | 1.40689 E-8 | -3.1786 E-16 |
| 6 | 220 E5 | -1.21034 E8 | 1.80188 E1 | -8.74424 E-7 | 1.40911 E 14 |
| 7 | 250 E5 | $2.20 \mathrm{E6}$ | 0. | 0. | 0. |
| 8 | 300 [5 | 2.20 E6 | 0. | 0. | 0. |
| 9 | 350 E5 | $2.20 \mathrm{E6}$ | 0. | 0. | 0. |
| 10 | 400 E5 | 2.20 [6 | 0. | 0. | 0. |
| 11 | 450 E5 | 2.20 E6 | 0. | 0. | 0. |

a. Constants in TRAC-BF1/MOD1 have 14 significant figures.

Table A-3. Constants for gamma function. *

| Region | Maximum Pressure (Pa) | Avg. | Bvg | Cvg | Drg |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20 E5 | 1.06568 | 2.83108 E-8 | -2.1151 E-14 | $4.7404 \mathrm{E}-21$ |
| 2 | 50 ES | 1.07354 | 2.651805 E-9 | -6.3461 E-16 | 3.9824 E-23 |
| 3 | 100 E5 | 1.077773 | -2.43 E-11 | -7.19799 E-17 | 4.87999 E-25 |
| 4 | - 50 E5 | 1.085113 | -1.9307 E-? | 8.91 E-17 | -3.896 E-24 |
| 5 | 200 E5 | 1.16338 | -1.63385 E-8 | $9.5856 \mathrm{E}-16$ | -2.1194 E-23 |
| 6 | 220 E5 | 3.88988 | -3.85959 E-7 | $1.74763 \mathrm{E}-14$ | -2.6377 E-22 |
| 7 | 250 E5 | 2.71687 | -2.28327 E-7 | 1.04173 E-14 | -1.58428 E-22 |
| 8 | 300 E5 | 3.97498 | -3.06571 E-7 | 1.063789 E-14 | -1.22579 E-22 |
| 9 | 350 E5 | 1.29469 | -2.48349 E-8 | 7.8979 E-16 | -8.079 E-24 |
| 10 | 400 E5 | 1.05905 | -2.46159 E-9 | 8.8399 E-17 | -8.0799 E-25 |
| 11 | 450 E5 | 1.143019 | -7.709599 E-9 | $1.933599 \mathrm{E}-16$ | -1.46399 E-24 |

a. Constants in TRAC-BF1/MODI have 14 significant figures.

Table A-4. Constants for steam heat capacity function. *

| Region | Maximum Temperature <br> (K) | Acp | Bcp | CCD | OCP |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 323.15 | -7.9678 : | 2.81876 E1 | -1.01806 E-1 | 1.2499 E-4 |
| 2 | 373.15 | -9.70826 E2 | 2.8325 El | -9.76562 E-2 | 1.16 E-4 |
| 3 | 423.15 | -1.66497 E3 | 3.315936 El | -1.0861179 E-1 | 1.2399 E-4 |
| 4 | 473.15 | -6.142048 £3 | 6.363098 E1 | -1.77623 E-1 | 1.7599 E-4 |
| 5 | 523.15 | -8.228995 E4 | 5.377395 E2 | -1.16125 | 8.5599 E-4 |
| 6 | 573.15 | -6.5842 E5 | 3.79343 E3 | -7.29249 | 4.704 E-3 |
| 7 | 623.15 | 3.45616 E5 | -2.2129 E2 | -2.4524 | $3.14799 \mathrm{E}-3$ |
| 8 | 647.3 | 1.979837 E6 | -1.478255 E4 | 3.16564 El | -2.08433 E-2 |
| 9 | 673.3 | -9.62493 E7 | 4.363367 E5 | -6.58876 E2 | 3.31461 E-1 |
| 10 | 723.3 | -1.10749 E7 | 4.80737 E4 | -6.9212 E1 | 3.30917 E-2 |

a. Constants in TRAC-BF1/MOD1 have 14 significant figures.
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Table A-5. Constants for liquid internal energy function.a

| Reqion | Maximum Temperature (K) | Ale | Bte | Cle | De |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 423.15 | -1.14367 E6 | 4.1868 ¢3 | $a$ | 0 |
| 2 | 473.15 | 8.09575 E6 | -5.70088 E4 | 1.34436 E2 | -9.78797 E-2 |
| 3 | 523.15 | -1.93739 E6 | 9.74928 E3 | -1.32995 E1 | $1.08799 \mathrm{E}-2$ |
| 4 | 573.15 | -5.32458 E6 | 2.91794 E4 | -5.04522 E1 | $3.456 \mathrm{E-2}$ |
| 3 | 623.15 | -6.35835 E7 | 3.2873 E5 | -5.63712 E2 | 3.276 E-1 |
| 6 | 645.15 | -6.62391 E9 | $3.16056 \mathrm{E7}$ | -5.02637 E4 | 2.665 El |
| 7 | 673.15 | -5.4759 E9 | 2.46356 E7 | -3.6931 E4 | 1.84547 El |
| 8 | 713.94 | -7 15364 E7 | 3.05608 E5 | -4.24245 E2 | $1.97199 \mathrm{E-1}$ |

a. Constants in TRAC-BF1/MOD1 have 14 significant figures.

Table A-6. Miscellaneous liquid property constants."

| Constant | Value |
| :---: | :---: |
| $C_{k 0}$ | -8.329 E-4 |
| $C_{k z}$ | -2.2458 E-17 |
| $C_{k 4}$ | $-1.4504 \mathrm{D}-16$ |
| $a_{\ell}$ | 7.146 |

[^3]\& Table A-7. Constants in liquid specific volume function. *

| Region | Maximum Temperature <br> (K) | Avo | Bro | Cvo | Ovo |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 373.15 | 1.705767 E-3 | -6.03208 E-6 | 1.5844 E-8 | -1.2149 E-11 |
| 2 | 473.15 | 5.21459 E-4 | 3.518922 E-6 | -9.73048 E-9 | 1.085668 E-11 |
| 3 | 573.15 | -1.493186 E-2 | $9.793156 \mathrm{E}-5$ | $-2.01728 \mathrm{E}-7$ | 1.40804 E-10 |
| 4 | 603.15 | -4.93342 E-1 | 2.59285 E-3 | -4.53871 E-6 | 2.65379 E-9 |
| 5 | 613.15 | -3.45589 | $1.735179 \mathrm{E}-2$ | -2.90474 E-5 | 1.62202 E-8 |
| 6 | 623.15 | -1.19525 E1 | $5.89049 \mathrm{E}-2$ | -9.67866 E-5 | 5.30292 E-8 |
| 7 | 633.15 | -3.744 EC El | 1.81734 E-1 | -2.940499 E-4 | 1.5863 E-7 |
| 8 | 643.15 | $-3.9713{ }^{\prime}$ E2 | $1.880^{\prime} ;$ | $-2.96739 \mathrm{E}-3$ | 1.561217 E-6 |
| 9 | 653.15 | -2.31427 E3 | 1.07102 El | -1.65217 E-2 | 8.49552 E-6 |
| 10 | 663.15 | 2.048156 E3 | -9.345278 | $1.4212 \mathrm{E}-2$ | -7.2037 E-6 |
| 11 | 673.15 | -7.38647 E1 | 3.31449 E-1 | -4.96087 E-4 | 2.477179 E-7 |
| 12 | 713.94 | -2.189132 E1 | $9.67584 \mathrm{E}-2$ | -1.14289 E-4 | 7.05672 E-8 |

a. Constants in TRAC-BF1/MOD1 have 14 significant figures.

Table A-8. Constants in liquid specific volume correction factor.a

| Region | $\begin{aligned} & \text { Maximum } \\ & \text { Temperature } \end{aligned}$ <br> (K) | Afn | Bfn | Cfn | Dfn |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 373.15 | -4.24863 E9 | 3.75167 E7 | -1.00649 E5 | 8.75072 El |
| 2 | 473.15 | -2.79363 E8 | 5.566317 E6 | -1.49217 E4 | 1.0834095 E1 |
| 3 | 573.15 | -1.1.512 E8 | 4.38322 E6 | -1.208837 E4 | 8.60345 |
| 4 | 603.15 | -4.54151 E9 | $2.73686 \mathrm{E7}$ | -5.18947 E4 | 3.15812 E1 |
| 5 | 613.15 | -4.01043 E10 | 2.029257 E8 | -3.40759 E.5 | 1.900006 E 2 |
| 6 | 623.15 | -6.01738 E10 | 2.99849 E8 | -4.96759 E5 | 2.73686 E2 |
| 7 | 633.15 | 2.05788 E1U | -8. 95038 E7 | 1.282278 E5 | -6.072229 E1 |
| 8 | 643.15 | 8.379355 E10 | -3.899718 E8 | 6.050262 E5 | -3.129196 E2 |
| 9 | 653.15 | 9.240237 E10 | -4.267492 E8 | 6.569561 E5 | -3.371112 E2 |
| 10 | 653.15 | -2.75477 E10 | 1.2580004 E8 | -1.914749 E5 | 9.713614 E1 |
| 11 | 673.15 | 6.860819 E8 | -3.06360? E6 | 4.561362 E3 | -2.264207 |
| 12 | 713.94 | $4.34584 \mathrm{E7}$ | -1.83799 E5 | 2.59716 E2 | -1.224404 E-1 |

a. Constants in IRAC. BFI/MODI have 14 significant figures.
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$273.15 \mathrm{~K} \leq \mathrm{T}_{\mathrm{s}} \leq 370.4251 \mathrm{~K}$
$1 \mathrm{~Pa}<\mathrm{P}_{\mathrm{s}}<90564.65 \mathrm{~Pa}$.
In this region, thermodynamic relations are used to define the saturation properties. The enthaloy of vaporization. $h_{e v}$, is represented as a linear function of temperature

$$
\begin{equation*}
h_{e v}=3180619.59-2470.2120 \mathrm{~T}_{\mathrm{s}} . \tag{A-1}
\end{equation*}
$$

The Clausius-Clapeyron equation, which assumes that steam is an ideal gas and neglects 1 iquid volume compared to steam volume, can be written as

$$
\begin{equation*}
\frac{d p_{s}}{d T_{s}}=\frac{h_{\mathrm{ev}} P_{\mathrm{s}}}{R_{v} T_{\mathrm{s}}^{2}} \tag{A-2}
\end{equation*}
$$

where $R$ is the gas constant for steam. Substituting for $h$, and integrating, using the boundary condition $p_{3}=24821 \mathrm{~Pa}$ at $\mathrm{T}_{\mathrm{s}}=338 \mathrm{~K}$, gives

$$
\begin{equation*}
P_{\mathrm{s}}=2482!\left(\frac{T_{\mathrm{s}}}{338}\right)^{.3 .3512} \exp \left[\frac{20.387\left(T_{\mathrm{s}}-338\right)}{T_{\mathrm{s}}}\right] . \tag{A-3}
\end{equation*}
$$

To compute the saturation temperature for a given pressure, ihis equation must be solved iteratively. To simplify the solution and avoid iteration, an ipiroximate solution is used that gives the value of saturation temperature to within a fraction of a percent error. First, an approximate value of saturation temperature is determined from

$$
\begin{equation*}
T_{\text {s,ap }}=\frac{2263}{6.064-0.434 \ln \left(\frac{p_{s}}{100000}\right)} \tag{A-4}
\end{equation*}
$$

which gives the saturation temperature within a few degrees of its correct value. This value is corrected by integrating the Clansius-Clapeyron equation, assuming constant $h_{e v}$ between $T_{s, a p}$ and $T_{s}$, which gives

$$
\begin{equation*}
T_{\mathrm{s}}=\frac{T_{\mathrm{s}, a p}}{1-\left[\frac{R_{\mathrm{v}} T_{\mathrm{s}, a \mathrm{ap}}}{h_{\mathrm{ev}}\left(T_{\mathrm{s}, \mathrm{ap}}\right)}\right] \ln \left[\frac{P_{\mathrm{s}}}{P_{\mathrm{s}, \mathrm{a}}\left(T_{\mathrm{s}, a p}\right)}\right]} \tag{A-5}
\end{equation*}
$$

where $h_{c v}\left(T_{s, a p}\right)$ and $p_{s}\left(T_{s, a p}\right)$ are calculated using the equations above at $T_{s, a p}$. The derivative along the saturation line is also needed and is given by

$$
\begin{equation*}
\frac{\partial T_{s}}{\partial P_{s}}=\frac{R_{v} T_{s}^{2}}{P_{s} n_{\mathrm{ev}}\left(T_{s}\right)} . \tag{A-6}
\end{equation*}
$$

A-1.1.2 Second Region of Temperature and Pressure. The second region of temperature is given by
$T_{\mathrm{s}} \geq 370.4251 \mathrm{~K}$
$P_{\mathrm{s}} \geq 9.056466 \mathrm{E} 4 \mathrm{~Pa}$.
In this range of temperature and pressure, a simpler functional form is used and is written

$$
\begin{equation*}
P_{s}=\frac{1}{A_{16}}\left(\frac{T_{5}-C_{3}}{C_{1}}\right)^{\frac{1}{C_{2}}} \tag{A-7}
\end{equation*}
$$

$$
\begin{equation*}
T_{\mathrm{s}}=C_{1}\left(A_{1} p_{\mathrm{s}}{ }^{{ }^{C_{2}}+C_{3}}\right. \tag{A-8}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d T_{\mathrm{s}}}{d p_{\mathrm{s}}}=\frac{C_{2}\left(T_{\mathrm{s}}-C_{3}\right)}{p_{\mathrm{s}}} . \tag{A-9}
\end{equation*}
$$

Los Alamos National Laboratory has since modified the high-pressure range calculation. Those modifications have not is yet been incorporated into TRACBF1/MOD1.

## A-1.2 Interial Energy of Saturated Steam

There are 17 pressure ranges in which the saturated vapor internal energy and the deriv t'es of the saturation enthalpy with respect to pressure and temperature are evaluated. The lowest pressure range uses one functional form, while the 11 highest pressure ranges use another functional form with different sets of constants. The two functional forms are given, along with the sets of constants and pressure ranges.

A-1.2.1 Lowest Pressure Renge. The lowest pressure range is given by $p_{v}$ < $5.0 \mathrm{E5} \mathrm{~Pa}$, where $P_{y}$ is the partiai pressure of steam. In this pressure range, the internal energy is given by
and
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$$
\begin{equation*}
e_{\mathrm{vs}}=h_{\mathrm{vs}}-\frac{P_{\mathrm{v}}}{P_{\mathrm{vs}}}=h_{\mathrm{vs}}-R_{\mathrm{v}} T_{\mathrm{s}} \tag{A-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d p_{v s}}{d p_{v}}=\frac{d h_{v s}}{d p_{v}}-R_{v} \frac{d T_{s}}{d p_{v}} \tag{A-11}
\end{equation*}
$$

The quantities have been determined by fitting the saturated vapor tnthalpy and its derivative with respect to pressure as

$$
\begin{align*}
& h_{\mathrm{vs}}=C_{8}+C_{7}\left[T_{\mathrm{s}}\left(p_{\mathrm{v}}\right)-C_{5}\right]+h_{e v}\left[T_{\mathrm{s}}\left(p_{v}\right)\right]  \tag{A-12}\\
& \frac{d h_{\mathrm{vs}}}{d p_{\mathrm{v}}}=C_{7}-2470.212 \frac{d i_{\mathrm{s}}}{d p_{v}} \tag{A-13}
\end{align*}
$$

Other quantit.. wat will ive needed later are $\gamma_{Y s}$, the ratio of vapor specific heats along the saturation line, and its derivative along the saturation line with respect to pressure. These quantities are given by

$$
\begin{align*}
& \gamma_{v s}=\frac{h_{v s}}{e_{v s}}  \tag{A-14}\\
& \frac{d \gamma_{v s}}{d p_{v}}=\frac{d h_{v s}}{d p_{v}}-\frac{y_{v s}}{e_{v s}} \frac{d e_{v s}}{d p_{v}} . \tag{A-15}
\end{align*}
$$

A-1.2.2 Higher-Pressure Rariges. In the high-pressure ranges, the quantities of interest are determined from polynomials. These polynomials have different coefficients for the different pressure ranges. The pressures ranges and coefficients are given in Tables A-2 and A-3. The functions for pressure range $j$ are

$$
\begin{align*}
& e_{\mathrm{vs}}(j)=\operatorname{Ave}(j)+p_{v}\left(\operatorname{Bve}(j)+p_{v}\left[C v e(j)+p_{v} D v e(j)\right]\right\}  \tag{A-16}\\
& \frac{\operatorname{de}_{v s}(j)}{d p_{v}}=\operatorname{Bve}(j)+p_{v}\left[2.0 \mathrm{Cve}(j)+p_{v} 3.0 \text { Dve }(j)\right] \tag{A-17}
\end{align*}
$$

$$
\begin{align*}
& \gamma_{\mathrm{vs}}(j)=\operatorname{Avg}(j)+p_{\mathrm{v}}\left\{B v g(j)+p_{v}\left[C: g(j)+p_{v} D v g(j)\right]\right)  \tag{A-18}\\
& \frac{d \gamma_{v s}(j)}{d p_{v}}=B v g(j)+p_{v}\left[2.0 \operatorname{Cvg}(j)+p_{v} 3.0 D_{v g}(j)\right]  \tag{A-19}\\
& h_{\mathrm{vs}}(j)=e_{\mathrm{vs}}(j) \gamma_{\mathrm{vs}}(j)  \tag{A-20}\\
& \frac{d h_{v s}(j)}{d p_{4}}=\gamma_{\mathrm{vs}}(j) \frac{d e_{\mathrm{vs}}(j)}{d p_{v}}+e_{\mathrm{vs}}(j) \frac{d \gamma_{v s}(j)}{d p_{v}} . \tag{A-21}
\end{align*}
$$

## A.1.3 Heat Capacity of Saturated Steam at Constant Pressure

Although the heat capacity of steam is not an output variable of the THERMO subroutine, it is used in subsequent calculations. The temperatule is divided into 10 regions, with the heat capacity and its derivative with respect to pressure being determined from the same polynomial function in each temperature range with different coefficients. The polynomial function is given by

$$
\begin{align*}
& C p s(j)=A C p(j)+T_{\mathrm{s}}\left\{B C P(j)+T_{\mathrm{s}}\left[C C p(j)+T_{\mathrm{s}} D C p(j)\right]\right\}  \tag{A-22}\\
& \frac{d C P s(j)}{d p_{\mathrm{v}}}=\left\{B C p(j)+T_{\mathrm{s}}\left[2.0 C C P(j)+3.0 T_{\mathrm{s}} D C P(j)\right]\right\} \frac{d T_{\mathrm{s}}}{d p_{\mathrm{v}}} .
\end{align*}
$$

## A-2 Liquid Properties

## A-2.1 Liquid Internal Energy

The liquid internal energy is computed by adding a correction term to the internal energy at saturation (corresponding to saturatio.l pressure at the liquid temperature), that is
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$$
\begin{equation*}
e_{\ell}\left(T_{\ell}, P\right)=e_{\ell}\left(T_{\ell}, P S L\right)+E L P \tag{A-24}
\end{equation*}
$$

where PSL is the saturation pressure corresponding to $T_{\ell}$ and

$$
\begin{equation*}
E L P=(P-P S L)\left(\frac{\partial e_{\ell}}{\partial p}\right)_{T_{\ell}} \tag{A-25}
\end{equation*}
$$

where the derivative of liquid internal energy with respect to pressur at constant temperature is given by

$$
\begin{equation*}
\left(\frac{\partial e_{\ell}}{\partial p}\right)_{T_{\ell}}=C_{k 0}\left[1-\exp \left(C_{k 4} P S L\right)\right]+C_{k 2} P S L^{2} \tag{A-26}
\end{equation*}
$$

The derivative of the liquid internal energy is alculated from

$$
\begin{equation*}
\left(\frac{\partial e_{\ell}}{\partial T_{\ell}}\right)_{p}=\frac{\partial}{\partial T_{\ell}} e_{\ell}\left(T_{\ell}, O S L\right)_{p}+E R T \tag{A-27}
\end{equation*}
$$

wiere

$$
\begin{align*}
& E R T=\frac{\partial}{\partial T_{\ell}}(E L P)_{n} \\
& =\left\{C_{k 0}\left[1-\left(C_{k 4} P+C_{k 4} P S L\right) \exp \left(C_{k 4} P S L\right)-1\right]+C_{k 2}\left[2 p P S L-3 P S L^{2}\right]\right\} \frac{d P S L}{d T_{\ell}} . \tag{A-28}
\end{align*}
$$

The liquid internal energy at saturation is computed from a third-order polynomial in each of eight temperature ranges. The polynomial coefficients are different in each temperature range. The temperaturs ranges and the coefficients for each range are given in Tabie $A-5$. The polynomial function is given by

$$
\begin{equation*}
e_{\ell}\left(T_{\ell}, P S L\right)=A l e(j)+T_{\ell}\left\{B l e(j)+T_{\ell}\left[C l e(j)+T_{\ell} D \ell \in(j)\right]\right\} \tag{A-29}
\end{equation*}
$$

for each temperature range $j$.

## A-2.2 Liquid Density

The liquid density is computed in two steps. The density is computed from the primary liquid density function to which a residual void correction is applied.

A-2.2.1 Primary Liquid Density Correlation. The primary liquid den.ity is computed from a correlation for the liquid specific volume as a function of $l$ iquid temperature, to which a pressure-dependent correction factor is applied, and is

where

$$
\begin{equation*}
v_{2}\left(T_{2}\right)=A v o+T_{e}\left[B v o+T_{2}\left(C v o+T_{2} D v o\right)\right] \tag{A-31}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(T_{2}\right)=A f n+T_{\ell}\left[B f n+T_{\ell}\left(C f n+T_{\ell} D f n\right)\right] \tag{A-32}
\end{equation*}
$$

The temoerature range is broken up into 12 temperature regions, and the polynomial coefficients are different in each region. The temperature regions and the coefficients for each region are listed in Tables A-7 and A-8.

The derivatives of the liquid density with respect to pressure and temperature are found by differentiation of the liquid density function.

A-2.2.2 Residual Void Correction. After evaluation of the functions described above, the licuid density and its derivatives are modified to reflect a residual void fraction. In the following, the unmodified values computed by the formulas described above are denoted by a tilde ('). There are two pressure ranges for the residual void correction.

A-2.2.2.1 High-Pressure Residual Yoid Correction-- The high-pressure range for the residual void correction is given by $\mathrm{P}>4 . \mathrm{E} 5 \mathrm{~Pa}$.

In the high-pressure region, the corrected 1iquid density and its derivatives are given by
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$$
\begin{align*}
& p_{l}\left(T_{l}, p\right)=\left(1-\frac{1000}{p}\right) \tilde{p}_{l}\left(T_{l}, p\right)  \tag{A-33}\\
& {\left[\frac{\partial p_{l}\left(T_{l}, p\right)}{\partial T_{l}}\right]_{p}=\left(1-\frac{1000}{p}\right)\left[\frac{\partial \tilde{p}_{l}\left(T_{l}, p\right)}{\partial T_{l}}\right]_{p}}  \tag{A-3i}\\
& {\left[\frac{\partial p_{l}\left(T_{\ell}, p\right)}{\partial p}\right]_{T_{l}}=\left(1-\frac{1000}{p}\right)\left[\frac{\partial \tilde{p}_{l}\left(T_{\ell}, p\right)}{\partial p}\right]_{T}+\frac{1000 \tilde{p}_{\ell}\left(T_{l}, p\right)}{p^{2}} .} \tag{A-35}
\end{align*}
$$

A-2.2.2.2 Low-Pressure Residual Void Correction--The low-pressure region for the residual void correction is given by

## $P<4.0 \mathrm{E} 5 \mathrm{~Pa}$.

In this region of pressure, the corrected liquid density and its derivatives are given by

$$
\begin{equation*}
A l f=6.25 E-9 p+0.005 \tag{A-36}
\end{equation*}
$$

$$
\begin{equation*}
P_{\ell}\left(T_{\ell}, p\right)=A l f \dot{P}_{\ell}\left(T_{\ell}, p\right) \tag{A-37}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\frac{\partial p_{l}\left(T_{\ell}, p\right)}{\partial p}\right]_{T_{l}}=(1-A l f)\left[\frac{\partial \tilde{p}_{\ell}\left(T_{l}, p\right)}{\partial p}\right]_{T_{l}}+6.25 E-9 \tilde{p}_{\ell}}  \tag{A-38}\\
& {\left[\frac{\partial p_{\ell}\left(T_{l}, p\right)}{\partial T_{l}}\right]_{p}=(1-A l f)\left[\frac{\partial \tilde{p}_{l}\left(T_{e}, p\right)}{\partial T_{l}}\right]_{p} .} \tag{A-39}
\end{align*}
$$

## A-3 Vapor Properties

There are two vapor species in TRAC-BF1/MOD!, steam and nuncondensable gas. Correlations are provided for the properties of each ${ }^{6}$ these species.

## A-3.1 Steam Properties

Steam properties are computed from different correlating fintions, depending upon whether the steam is superheated or subcooled.

A-3.1.1 Superheated Steam $\left(T_{v}>T_{s}\left(P_{v}\right)\right.$. Superheated steam is defined as steam whose temperature is greater than the saturation temperature based on the partial pressure of steam.

A-3.1.1.1 Internal Energy of Superhea, ed Steam--The internal energy of steam is computed by integrating the enthalpy from the saturatad state to the temperature of interest along a line of constant pressure to give

$$
\begin{equation*}
e_{v}\left(T_{v, p}\right)=e_{v}\left[T_{s}\left(p_{v}\right), p_{v}\right]+A_{12}\left\{\left[T_{v}-T_{s}\left(p_{v}\right)\right]+\left(T_{v}^{2}-\beta\right)^{1 / 2}-\frac{T_{s}\left(p_{v}\right)}{A_{11} C_{p s}-1}\right\} \tag{A-40}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=T_{s}^{2}\left(p_{v}\right)\left[1-\frac{1}{\left(A_{11} C_{p s}-1\right)^{2}}\right] \tag{A-41}
\end{equation*}
$$

where $\beta$ is the isobaric thermal expansion coefficient.
The saturated vepor enthalpy function was described in Section A-1.2, and the other constants are listed in Table A-1.

The derivative of vapor internal energy with respect to temperature at constant pressure is given by

$$
\begin{equation*}
\left(\frac{\partial e_{v}}{\partial T_{v}}\right)_{R_{v}}=\frac{C_{4}}{1-\frac{\beta}{k^{2}}} \tag{A-42}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa=A_{13}\left(e_{\mathrm{v}}-e_{\mathrm{vs}}\right)+T_{\mathrm{s}}\left(1+\frac{1}{A_{11} C_{\mathrm{ps}}-1}\right) \tag{A-43}
\end{equation*}
$$

where k is the isothermal compressibility.
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The derivative of vapor internal energy with respect to pressu:e at constant temperature is given by

$$
\begin{align*}
& \left(\frac{\partial e_{v}}{\partial p}\right)_{T_{v}}=-1 / 2\left(\frac{\partial e_{v}}{\partial T_{v}}\right)_{p}\left[\left(1-\frac{\beta}{\kappa^{2}}\right) \kappa_{p}^{\prime}+\frac{1}{\kappa} \frac{d \beta}{d p}\right]  \tag{A-44}\\
& \kappa_{p}^{\prime}=\left(\frac{\partial k}{\partial p_{v}}\right)_{T_{v}}-A_{13}\left(\frac{\partial e_{v}}{\partial p_{v}}\right)_{T_{v}} \\
& =-A_{13}\left(\frac{d e_{v s}}{d p_{v}}\right)+\left(1+\frac{1}{A_{11} C_{p s}-1}\right)\left(\frac{d T_{s}}{d p_{v}}\right)-\frac{A_{11} T_{s}}{\left(A_{11} C_{p s}-1\right)^{2}}\left(\frac{d C_{p s}}{d p_{v}}\right)  \tag{A-45}\\
& \frac{d \beta}{d \kappa}=\frac{2}{T_{s}}\left[\beta \frac{d T_{s}}{d p_{v}}+A_{11} \frac{d C_{p s}}{d p_{v}}\left(\frac{T_{s}}{A_{11} C_{p s}-1}\right)^{3}\right] \tag{A-46}
\end{align*}
$$

A-3.1.1.2 Density of Superheated Steam. The density of superheated steam is given by

$$
\begin{equation*}
P_{v}\left(T_{v}, p\right)=\frac{p_{v}}{\left(\gamma_{v s}-1\right) e_{v s}+0.3 D_{e}} \tag{A-47}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{e}=A_{12}\left[T_{v}-T_{s}+\left(T_{v}^{2}-\beta\right)^{1 / 2}-\frac{t_{\mathrm{s}}}{A_{21} C_{\mathrm{ps}}-1}\right] \tag{A-48}
\end{equation*}
$$

The derivative of steam density with respect to temperature at constant pressure is given by

$$
\begin{equation*}
\left(\frac{\partial p_{v}}{\partial T_{v}}\right)_{p}=\frac{-0.3 P_{v}\left(T_{v}, P_{v}\right)}{\left(v_{v s}-1\right) e_{v s}+0.3 D_{e}}\left(\frac{\partial e_{v}}{\partial T_{v}}\right)_{p} \tag{A-49}
\end{equation*}
$$

The derivative of steam density with respect to pressure at constant temperature is given by

$$
\begin{align*}
& \left(\frac{\partial p_{v}}{\partial p_{v}}\right)_{T_{v}}=\frac{1-p_{v}\left(T_{v}, p_{v}\right)\left[e_{v s} \frac{\partial \gamma_{v s}}{\partial p_{v}}+\left(\gamma_{v s}-1.3\right) \frac{\partial e_{v s}}{\partial p_{v}}\right]}{\left(\gamma_{v s}-1\right) e_{v s}+0.3 D_{e}} \\
& -\frac{0.3 p_{v}\left(T_{v}, p_{v}\right)}{\left(\gamma_{v s}-1\right) e_{v s}+0.3 D_{e}}\left(\frac{\partial e_{v}}{\partial p_{v}}\right)_{T_{v}} . \tag{A-50}
\end{align*}
$$

A-3.1.2 Subcooled Steam $\left[T_{y}<T_{s}\left(p_{v}\right)\right]$. Subcooled steam is defined as steam whose temperature is less than the saturation temperature based on the parifal pressure of steam.

> A-3.1.2.1 Internal Energy of Subcooled Steam-- The internal energy of steam is computed by integrating the internal energy from the saturated state to the temperature of interest along a line of constant pressure, assuming that the heat capacity at constant volume remains constant at its value on the saturation line. This gives

$$
\begin{align*}
& e_{v}\left(T_{v}, p\right)=e_{v}\left[T_{s}\left(P_{v}\right), p_{v}\right]+\left[T_{v}-T_{s}\left(p_{v}\right)\right] \frac{C_{p s}\left[T_{s}\left(p_{v}\right)\right]}{C_{16}}  \tag{A-51}\\
& {\left[\frac{\partial e_{v}\left(T_{v}, p_{v}\right)}{\partial T_{v}}\right]_{p_{v}}=\frac{C_{p s}\left[T_{s}\left(p_{v}\right)\right]}{C_{16}}} \tag{A-52}
\end{align*}
$$

$$
\begin{align*}
& \left(\frac{\partial e_{v}\left(T_{v}, p_{v}\right)}{\partial p_{v}}\right)_{T_{v}}=\left\{\frac{\partial e_{v}\left[T_{s}\left(p_{v}\right), p_{v}\right]}{\partial p_{v}}\right\}_{T_{v}}+\left\{\frac{\partial C_{p s}\left[T_{s}\left(p_{v}\right), p_{v}\right]}{\partial p_{v}}\right\}_{T_{v}}\left[\frac{T_{v}-T_{s}\left(p_{v}\right)}{C_{16}}\right] \\
& -\frac{C_{p s}\left[T_{s}\left(p_{v}\right), p_{v}\right]}{C_{16}}\left[\frac{\partial T_{s}\left(p_{v}\right)}{\partial p_{v}}\right] \tag{A-53}
\end{align*}
$$

where the derivatives and heat capacity of saturated steam were described in Section A-1.
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A-3.1.2.2 Density of Subcooled Steam--The density of subcooled steam is computed using the same correlating functions as for sunerheated steam (as described in Section A-3.1.1.2) except that the correlating parameter, $D_{e}$, is given by

$$
\begin{equation*}
D_{e}=\frac{C_{p s}\left[T_{s}\left(p_{v}\right), p_{v}\right]}{C_{16}}\left[T_{v}-T_{s}\left(p_{v}\right)\right] \tag{A-54}
\end{equation*}
$$

A-3.1.3 Steam Density Corrections. There are two separate corrections applied to the steam density as computed from the formulation described in the previous sections. If the computed density is negative, then the steam density and its derivatives with respect to pressure and temperature are recomputed assuming that steain is a perfect gas. These relations are

$$
\begin{align*}
& P_{v}\left(T_{v}, p\right)=\frac{p_{v}}{C_{12} T_{v}}  \tag{A-55}\\
& \left(\frac{\partial p_{v}}{\partial T_{v}}\right)_{P_{v}}=\frac{-p_{v}\left(T_{v}, p\right)}{T_{v}}  \tag{A-56}\\
& \left(\frac{\partial p_{v}}{\partial p}\right)_{T_{v}}=\frac{p_{v}\left(T_{v}, p\right)}{P_{v}} . \tag{A-57}
\end{align*}
$$

The second correction is used whenever the computed steam density is greater than the computed liquid density. In this case, the vapor density and its derivatives with respect to pressure and temperature are set approximately equal to their corresponding liquid properties. Thus,

$$
\text { if } p_{v}\left(T_{v}, p_{v}\right) \geq 0.999 p_{e}\left(T_{e}, p\right) \text {, then }
$$

$$
\begin{equation*}
P_{v}\left(T_{v}, P_{v}\right)=0.999 P_{\ell}\left(T_{e}, p\right) \tag{A-58}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial p_{v}\left(T_{v}, p_{v}\right)}{\partial p_{v}}\right]_{T_{v}}=0.999\left[\frac{\partial p_{\ell}\left(T_{e}, p\right)}{\partial p_{v}}\right]_{T_{\ell}} \tag{A-59}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial p_{v}\left(T_{v}, p_{v}\right)}{\partial T_{v}}\right]_{p_{v}}=0.999\left[\frac{\partial p_{l}\left(T_{e}, p\right)}{\partial T_{e}}\right]_{p_{v}} . \tag{A-60}
\end{equation*}
$$

## A-3.2 Noncondensable Gas Properties

The density and internal energy of the noncondensable gas are computed from the perfect gas law and are given by

$$
\begin{equation*}
e_{B}\left(T_{v}, P_{a}\right)=C_{17} T_{v} \tag{A-61}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial e_{\mathrm{a}}\left(T_{v}, P_{\mathrm{a}}\right)}{\partial T_{v}}\right]_{p}=C_{17} \tag{A-62}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial e_{\mathrm{a}}\left(T_{v}, p_{\mathrm{a}}\right)}{\partial p_{\mathrm{a}}}\right]_{T_{v}}=0 \tag{A-63}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial p_{a}\left(T_{v}, P_{a}\right)}{\partial p_{a}}\right]_{T_{v}}=\frac{1}{C_{c 5} T_{v}} \tag{A-64}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial p_{\mathrm{a}}\left(T_{v}, P_{a}\right)}{\partial T_{v}}\right]_{p_{a}}=-C_{25} P_{a}\left(T_{v}, p_{\mathrm{a}}\right)\left[\frac{\partial p_{\mathrm{a}}\left(T_{v}, p_{\mathrm{a}}\right)}{\partial p_{a}}\right]_{T_{v}} \tag{A-65}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{a}=\left(T_{v}, p_{a}\right)=p_{a}\left[\frac{\partial \rho_{a}\left(T_{v}, p_{a}\right)}{\partial p_{a}}\right)_{T_{v}} \tag{A-66}
\end{equation*}
$$
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The internal energy of a mixture of steam and noncondensable gas is given by the density-weighted average of the internal energies of the two species

$$
\begin{equation*}
e_{m}\left(T_{v, p}\right)=\frac{p_{v}\left(T_{v}, p_{v}\right) e_{v}\left(T_{v}, p_{v}\right)+p_{a}\left(T_{v}, p_{a}\right) e_{a}\left(T_{v}, p_{a}\right)}{\rho_{v}\left(T_{v}, p_{v}\right)+p_{a}\left(T_{v}, p_{a}\right)} \tag{A-67}
\end{equation*}
$$

The density of a mixture of steam and noncondensable gas is the sum of the densities of the two species.
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## Material Properties
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## Material Properties

An extensive library of temperature-dependent material properties is incorporated in the TRAC-BF1/MOD1 code. The entire library is accessible by the CHAN fuel rod components, whlle component walls and VESSEL double-sided heat slabs have access to structural material property sets only. There are 10 sets of materials properties that comprise the library, each set supplying values for thermal conductivity, specific heat, density, and spectra? emissivity for use in heat transfer calculations. The first five sets contain properties for nuclear-heated or electrically heated fuel rod simulation. Included are nuclear fuels, zircaloy cladding, fuel-cladding gap gases, electrical heater rod filaments, and electrical heater rod insulating material. The last five sets are for structural materials, including stainless steels, carbon steel, and Inconel. The material indices used in the library are:

1. mixed-oxide fuel
2. zircaloy
3. gas gases
4. boron nitride insulation
5. constantan/nichrome heater
6. stainless stee1, Type 304
7. Stainless steel, Type 316
8. stainless steel, Type 34
9. carbon steel, Type A508
10. Inconel, Type 718.

In addition to the library of built-in material properties, the code provides for user-supplied tables of materials properties.

Figure B-1 illustrates the calling tree for obtaining the property values. Subroutines MFROD and MPROP are simple processors for calculating the average temperature and alling the appropriate subroutine based on the usersupplied material index. Subroutine FROD controls the fuel-cladding gap conductance and fuel roo thermal conduction calculations. Gap gas properties are calculated only when the dynamic fuel-claddir: gap heat transfer coefficient optiun is used.
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Figure 8-1. Naterial properties cole o"ganization.

Density variation with thermal expansion is currencly suppressed, because it is inconsistent with the fixed-node conduction solution. When rode spacing changes are implemented, the expanston calculation may be activated.

## B-1. Nuclear Fuel $\left.\left(\mathrm{UO}_{2}-\mathrm{PuO}\right)_{2}\right)$ Properties

Subroutine MFUEL calculates the properties for mixed-oxide nuclear fuels. Values obtained are influenced by three user-supplied input variables: fraction of theoretical density, fraction of plutonfum oxide in the fuel, and fuel burnup. Property changes upon melting are not included in this code version.

```
B-1.1 Density
```

$$
\begin{gather*}
\text { A constant value is used; } \\
P=f_{\mathrm{TD}}\left[\left(1-f_{\mathrm{PUO}_{2}}\right) \mathrm{PuO}_{2}+f_{\mathrm{PUO}_{2}} \mathrm{PuO}_{2}\right] \tag{B-1}
\end{gather*}
$$

where

$$
\begin{aligned}
& \mathrm{fTD}=\text { fraction of theoretical fuel density } \\
& f_{\mathrm{PUO}_{2}}=\text { weight fraction of } \mathrm{PLO}_{2} \text { in fuel } \\
& \mathrm{P}_{\mathrm{NO}_{2}}=1.097 \mathrm{E4} \\
& \mathrm{PPDOL}=1.146 \mathrm{E4} .
\end{aligned}
$$

## B-1.2 Specific Heat

The mixed-oxide fuel specific heat correlations ar taken from the MATPRO

$$
\begin{equation*}
c_{p}=15.496 \frac{b_{1} b_{6}^{2} \exp \left(\frac{b_{4}}{T}\right)}{\left[T^{2} \exp \left(\frac{b_{4}}{T}\right)-1\right]^{2}}+2 b_{2} T+\frac{b_{3} b_{5}}{b_{6} T^{2}} \exp \left(\frac{-b_{5}}{b_{6} T}\right) \tag{B2}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{p} & =\text { specific heat capacity }(\mathrm{J} / \mathrm{kg} \cdot \mathrm{~K}) \\
T & =\text { fuel temperature }(\mathrm{K})
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{b}_{1}=19.145 \text { for } \mathrm{UO}_{2} ; 19.53 \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} \\
& b_{2}=7.8473 \mathrm{E}-4 \text { for } \mathrm{UO}_{2} ; 9.25 \mathrm{E}-4 \text { for } \mathrm{UO}_{2}-\mathrm{PUO}_{2} \\
& b_{3}=5.6437 \mathrm{E} \text { for } \mathrm{UO}_{2} ; 6.02 \mathrm{E6} \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} \\
& b_{4}=535.285 \text { for } \mathrm{UO}_{2} ; 539.0 \text { for } \mathrm{UO}_{2}-\mathrm{PUO}_{2} \\
& b_{5}=37694.6 \text { for } \mathrm{UO}_{2} ; 40100.0 \text { for } \mathrm{UO}_{2}-\mathrm{PUO}_{2} \\
& b_{6}=1.987 \text { for } \mathrm{UO}_{2} ; 1.987 \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} .
\end{aligned}
$$
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## B-1.3 Thermal Conductivity

The mixed-oxide fuel thermal conductivity correlations are taken from the MATPRO report ${ }^{\mathrm{B}-1}$ and include porosity and density correction factors.

For $T_{c} \leq T_{1}$,

$$
\begin{equation*}
k=\left[c \frac{c_{1}}{c_{2}+T_{c}}+c_{3} \exp \left(c_{4} T_{c}\right)\right] \tag{B-3}
\end{equation*}
$$

For $T_{c} \geq T_{1}$,

$$
\begin{equation*}
k=c c_{5}+c_{3} \exp \left(c_{4} T_{6}\right) \tag{B-4}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{c}=\text { temperature }\left({ }^{\circ} \mathrm{C}\right) \\
& \mathrm{f}_{\mathrm{TD}}=\text { fraction of theoretical derisity } \\
& c=100.0\left[\frac{1-\beta\left(1-f_{\mathrm{TD}}\right)}{1-0.05 \beta}\right] \tag{B-5}
\end{align*}
$$

$$
\beta=c_{6}+c_{7} T_{6}
$$

and

$$
\begin{aligned}
& c_{1}=40.4 \text { for } \mathrm{UO}_{2} ; 33.3 \text { for } \mathrm{UO}_{2} \cdot \mathrm{PuO}_{2} \\
& \mathrm{C}_{2}=464.0 \text { for } \mathrm{UO}_{2} ; 375.0 \text { for } \mathrm{UO}_{2}+\mathrm{CuO}_{2} \\
& c_{3}=1.216 \mathrm{E}-4 \text { for } \mathrm{UO}_{2} ; 1.54 \mathrm{E}-4 \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} \\
& \mathrm{c}_{4}=1.867 \mathrm{E}-3 \text { for } \mathrm{UO}_{2} ; 1.71 \mathrm{E}-3 \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} \\
& \mathrm{c}_{5}=0.0191 \text { for } \mathrm{UO}_{2} ; 0.0171 \text { for } \mathrm{UO}_{2}-\mathrm{PuO}_{2} \\
& c_{6}=\quad 2.58 \text { for } 110_{2} ; 1.43 \text { for } \mathrm{UO}_{2} \cdot \mathrm{PuO}_{2} \\
& c_{7}=-5.8 \mathrm{E}-4 \text { for } \mathrm{UO}_{2} ; 0.0 \text { for } \mathrm{UO}_{2} \cdot \mathrm{PuO}_{2} \\
& T_{1}=1650.0 \text { for } U D_{2} ; 1550.0 \text { for } U O_{2}-\mathrm{PuO}_{2} \text {. }
\end{aligned}
$$

The mixed-oxide spectral emissivity is calculated as a function of temperature based on MATPRO correlations. The values for $\mathrm{UO}_{2}$ fuel and $\mathrm{UO}_{2}-$ $\mathrm{PuO}_{2}$ fuel are assumed to be equivalent.

For $T \leq 1000^{\circ} \mathrm{C}$,

$$
\begin{equation*}
\theta=0.8707 \tag{B-7}
\end{equation*}
$$

For $1000<i \leq 2050^{\circ} \mathrm{C}$,

$$
\begin{equation*}
\varepsilon=1.311-4.404 E-4 T \tag{B-8}
\end{equation*}
$$

For $\mathrm{T}>2050^{\circ} \mathrm{C}$,
$\varepsilon=0.4083$

## B-2. Zircaloy Cladding Properties

Subroutine MZIRC calculates the properties for zircaloy and oxid a zircaloy cladding. The values obtained are for zircaloy-4. Zircaloy. properties are assumed to be identical. The equations used are based on the correlations in the MATPRO report. ${ }^{8 .}$

B-2.1 Density

A constant value is used;
$\rho=6551.4$.

## B-2.2 Specific Heat

Since zircaloy undergoes a phase change (alpha to beta) from 1090 to 1248 $K$, with a resultant sharp spike in the specific heat value during the transition, the specific heat is calculated by linear interpolation. Table 31 provides the values of specific heat versus temperature that are used for $T$ $\leq 1248 \mathrm{~K}$.

For $T>1248 \mathrm{~K}, \mathrm{C}_{\mathrm{p}}=356 \mathrm{~J} / \mathrm{kg} \cdot \mathrm{K}$.

## APPENDIX B

Table B-1. Specific heat versus temperature for $T \leq 1248 \mathrm{~K}$.

| $\begin{aligned} & \mathrm{T} \\ & (K) \end{aligned}$ | $\begin{gathered} C^{\mathrm{C}} \\ (J / \mathrm{kg} \cdot \mathrm{~K}) \end{gathered}$ |
| :---: | :---: |
| $\begin{array}{r} 300 \\ 400 \\ 640 \\ 1090 \\ 1093 \\ 1113 \\ 1133 \\ 1153 \\ 1173 \\ 1193 \\ 1213 \\ 1233 \\ 1248 \end{array}$ | 281 <br> 302 <br> 381 <br> 375 <br> 502 <br> 590 <br> 615 <br> 719 <br> 816 <br> 770 <br> 619 <br> 469 <br> 356 |

## B-2.3 Thermal Conductivity

Four-term polynomials are used to caiculate the zircaloy and oxidized zircaloy thermal conductivities. Kelvin temperature is the independent varfable, and the polynomial constants are

$$
\begin{aligned}
& \mathrm{a}_{0}=7.51 \text { for } \mathrm{Zr} ; 1.96 \text { for } \mathrm{ZrO}_{2} \\
& \mathrm{a}_{1}=2.09 \mathrm{E}-2 \text { for } \mathrm{Zr} ;-2.41 \mathrm{E}-4 \text { for } \mathrm{ZrO}_{2} \\
& \mathrm{a}_{2}=-1.45 \mathrm{E}-5 \text { for } \mathrm{Zr} ; 6.43 \mathrm{E}-7 \text { for } \mathrm{ZrO}_{2} \\
& \mathrm{a}_{3}=7.67 \mathrm{E}-9 \text { for } \mathrm{Zr} ; 1.95 \mathrm{E}-10 \text { for } \mathrm{ZrO}_{2} .
\end{aligned}
$$

The form of the polynomial used in this section and the subsequent materials properties sections is

$$
\begin{equation*}
y=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{m} x^{m} . \tag{B-11}
\end{equation*}
$$

## B-2.4 Spectral Emissivity

The emissivity of zircaloy is temperature-dependent, and the emissivity of zircaloy oxide is temperature and time-dependent. For simplicity, a constant value of $\varepsilon=0.75$ is currently used.

## B-3. Fuel-Cladding Gap Gas Properties

Subroutine MGAP calculates values for the gap gas mixture thermal conductivity used in predicting gap heat-transfer coefficients. The method is taken from MATPRO ${ }^{8.1}$ and is based on calculating mixture values for a possible seven constituent gases

$$
\begin{equation*}
k_{\text {gap }}=\sum_{i=1}^{n}\left(\frac{k_{1} x_{i}}{x_{i}+\sum_{j=1}^{n} \psi_{j} x_{j}}\right) \tag{B-12}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{\text {gap }} \quad=\text { gap mixture thermal conductivity }(W / m \cdot K) \\
& \psi_{i j}=\phi_{i j}\left[:+2.41 \frac{\left(M_{i}-M_{j}\right)\left(M_{i}-0.142 M_{j}\right)}{\left(M_{i}+M_{j}\right)^{2}}\right] \tag{B-13}
\end{align*}
$$



$$
\begin{aligned}
& \mathrm{k}_{\mathrm{i}} \quad=\text { constituent gas thermal conductivity }(\mathrm{W} / \mathrm{m} \cdot \mathrm{~K}) \\
& M_{i} \\
& \mathrm{x}_{\mathrm{i}} \quad=\text { constituent gas molecular weight } \\
& =\text { constituent gas mole fraction. }
\end{aligned}
$$

The seven constituent gases considered are helium, argon, xenon, krypion, hydrogen, air/nitrogen, and water/vapor. Except for water/vapor, their thermal conductivities are defined as

$$
\begin{equation*}
k=a T^{b} \tag{B-15}
\end{equation*}
$$

where

$$
\tau=\text { tenperature }(K)
$$
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$a=3.36 E-3$ for He; 3.421 E-4 for Ar; 4.0288 E-5 for Xe: 4.726 E-5 for Kr ; $1.6355 \mathrm{E}-4$ for H ; and $2.091 \mathrm{E}-4$ for air $/ \mathrm{N}$
b $=0.668$ for $\mathrm{He} ; 0.701$ for $\mathrm{Ar} ; 0.872$ for $\mathrm{Xe} ; 0.923$ for $\mathrm{Kr} ; 0.8213$ for H ; and 0.846 for air $/ \mathrm{N}$.

For water/vapor, the correlation is
$k=\left(2.2428 F-7+5.0534 E-10 T-1.853 E-14 T^{2}\right) \frac{p_{9}}{T}+\frac{1.0086 p_{9}^{2}}{T^{2}(T-273)^{4.2}}$
$+1.76 E-4+3.261 E-5 T+3.209 E-8 T^{2}-7.733 E-12 T^{3}$
where $p$ is the gap gas pressure $\left(\mathrm{N} / \mathrm{m}^{2}\right)$.
When the gap dimension shrinks to the order of the gas mean free path, a correction factor is applied to the light gas thermal conductivities to account for the change in energ, exchange between gas and surface. Once again utilizing the MATPRO recommendations, ${ }^{8-1}$ the correction factor for hydrogen and helium is
$k=\frac{k_{i}}{1+f k_{i}}$
where

$$
\begin{align*}
\mathrm{f} & =\frac{0.2103 \sqrt{T_{g}}}{p_{g} \lambda}  \tag{B-18}\\
T_{g} & =\text { average gap gas temperature }(\mathrm{K}) \\
\lambda & =\text { characteristic fuel RMS roughness }(4.389 \mathrm{E}-6 \mathrm{~m}) . \\
\mathrm{B} & =\text { ELECTRICAL FUEL ROD INSULATOR (BN) PROPERTIES }
\end{align*}
$$

Subroutine MBN calculates values for boron nitride insulators used in electrically heated nuclear fuel rod simulators. Magnesium oxide insulators are assumed to have roughty equivalent values.

B-4.1 Density

A constant value of $2002 \mathrm{~kg} / \mathrm{m}^{3}$ from Reference $B-2$ is used.

## B-4.2 Specific Heat

A four-term polynomial is used to calculate the specific heat. The independent variable is temperature ( ${ }^{\circ} \mathrm{F}$ ), and the constants are modifications of those reported in Reference $B-3 ; a_{0}=760.59 ; a_{1}=1.7955 ; a_{2}=-8.6704 \mathrm{E}$ 4 ; and $a_{3}=1.5896 \mathrm{E}-7$.

## B-4.3 Thermal Conductivity

The boron, uride thermal conductivity ${ }^{8-6}$ is calculated based un a conversion to $\$ 1$ units of a curve fit

$$
\begin{equation*}
k=25.27-1.365 E-3 T_{t} \tag{B-19}
\end{equation*}
$$

where
$\mathrm{k}=$ thermal conductivity $(\mathrm{W} / \mathrm{m} \cdot \mathrm{K})$
$T_{f}=$ temperature $\left({ }^{\circ} \mathrm{F}\right)$.

## B-4.4 Spectral Emissivity

A constant value of unity is used for the boron nitride spectral emissivity.

## B-5. Electrical Fuel Rod Heater Coil (Constantan) Properties

Subroutine MHTR calculates property values for constantan heater coils as used in electrically heated nuclear fuel red simulators. Nichrome coils, used in some installations in place of constantan, are assumed to have similar properties. The correlations used are from Reference B-4.

B-5.1 Density

A constant value of $8393.4 \mathrm{~kg} / \mathrm{m}^{3}$ is used.

B-5.2 Specific Heat

## Appendix B

$$
\begin{equation*}
c_{p}=110 T^{0.2075} \tag{B-20}
\end{equation*}
$$

where

$$
\begin{aligned}
& C_{p}=\text { specific heat }(\mathrm{J} / \mathrm{kg} \cdot \mathrm{~K}) \\
& T_{f}=\text { temperature }\left({ }^{\circ} \mathrm{F}\right) .
\end{aligned}
$$

## B-5.3 Thermal Conductivity

$$
\begin{equation*}
k=29.18+2.683 E-3\left(T_{t}-100\right) \tag{B-21}
\end{equation*}
$$

where

$$
\begin{aligned}
& k=\text { thermal conductivity }(\mathrm{W} / \mathrm{m} \cdot \mathrm{~K}) \\
& T_{f}=\text { temperatire }\left({ }^{\circ} \mathrm{F}\right) .
\end{aligned}
$$

8-5.4 Spectral Emissivity

A constant value of unity is used.

## B-6. Structural Material Properties

Subroutine MSTRCT supplies property values for five types of structural materials normally used in light water power reactor plants: stainless steel, Type 304; stainless steel, Type 316; stainless steel, Type 347 ; carbon steel, Type A508; and Inconel, Type 718. A tabulation of the correlations used and a list of associated references are given in Table B-2.

## B-7. User-Supplied Material Properties

At the option of the user, Subroutine MTAB gets pioperty values from the user-supplied material property table, using straight-line interpolation.

Table B-2. Structural materials properties.
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