


DETAILS

Parsons Contacted
Consumers Power Company
G. B. Slade, Plant General Manager
*T, J. Palmisano, Plant Operations Manager
D. J. VandeWalle, Mech/Civil/Structural Engr. Manager
*R. D. Orosz, Nuclear Engineering & Construction Manager
*P. M. Donnelly, Safety & Licensing Director
*K. M. Haas, Radiological Services Manager
J. L. Hanson, Operations Superintendent
R. B. Kasper, Maintenance Manager
*K. E. Osborne, System tngineering Manager
*C. S. Kozup, Technical Engineer
D. G. Malone, Operations Staff Support Supervisor
*®. L. Roberts, Senior Licensing Engineer
R. W. Smedley, Staff Licensing Engineer

Nuclear Regulatory Commission_ (NRC)

*J. K. Heller, Senior Resident Inspectur
*D. G. Passehl, Resident Inspector

* Denotes some of those present at the Management Interview on
September 8, 1992.

Other members of the plant staff, and several members of the contract
security force, were also contacted during the inspection period.

Operational Safety Verification (71707, 71710, 62703, 42700)

Plant startup, steady power operation, plant shutdown, and response to
plant transients were observed as conducted in the plant and from the
main control room.

The performance of reactor operators and senior reactor operators, shift
engineers, and auxiliary equipment operators was observed and evaluated.
Included in the review were procedure use and adherence, records and
logs documentation, communications, shift/duty turnover, and the degree
of professionalism of control room activities.

Observations of the control room monitors, indicators, and recorders
were made to verify the operability of emergency systems, radiation
monitoring systems, and nuclear reactor protection systems. Reviews of
surveillance, equipment condition, and tagout iogs were conducted.
Proper return to service of selected components was verified.



General

The plant started and ended the reporting period at essentially
full power. Paragraph 3, "Reactor Trips," discusses the events
that removed the plant from service.

Walkdown of the Emerge

n ency Diesel Generator Fuel 0il Transfer

System

Tke inspector performed a walkdown of the Emergency Diesel
Generator (EDG) Fuel 0il Transfer System, including Fuel 0Oil
Transfer Pumps P-18A and P-18B, and found no items that disabled
the system but noted the following:

(1)

The suction valve (MV-FOS 101) and the discharge valve (MV-
FOS 102) for P-18A were open but not sealed open. The
similar valves for P-18B were sealed open. The inspector
informed the Shift Supervisor of this discrepancy, who
verified by review of system checklist 22.2, "Fuel 0i]
System Checklist," and print 214, “"Lube 0il, Fuel 0il &
Diesel Generator Systems," that the valves were required to
be sealed open. He directed the valves to be properly
sealed and decumented the discrepancy in corrective action
document D-PAL-92-215.

The inspector reviewed the Work Order (WO) history for P-18A
to determine how long the valves had been unsealed, and
found that they were unsealed since May 6, 1992. According
to a Switching and Tagging Oreer, the valves had been closed
on May 4, 1992, for pump maintenance (WOs 24200930 and
24201525). The inspector found that the May 6, 1992,
Switching and Tagging Order correctly required the Operator
to position the valves open but did not require installation
of a seal. The System checklist 22.2 and drawing 214
correctly identified the valves as normally sealed open.
Additionally, System Operating Procedure (SOP) 22,
"Emergency Diesel Generators," at paragraph 8.5.2, provided
the instruction to return the fuel oil pump back to service
and was a reference for the May 6 Switching and Tagging
Order. SOP 22 instructions were incomplete since they did
not require placement of a seal. The lack of a seal did not
compromise system integrity but the failure to mention the
seal in SOP 22 was considered a procedure weakness.

The failure to install a sealing device was contrary to
checklist 22.2 and drawing 214. The inspector performed an
evaluation of this item for potential enforcements: the
valves were in the correct position, and the valves were
sealed when the discrepancy was identified; a corrective
action document was written to evaluate and implement long
term corrective actions; the safety sionifican.e was minor,
so this would normally be classified as a Severity Level V
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Diesel Generator 1-1 Inoperability

On August 2, 1992, the results of surveillance test MO-7A-1,
*Diesel Generator (DG) 1-1" identified that the full load exhaust
temperature from cylinder BR was significantly below the normal
operating temperature by approximately 700 degrees F; and below
the minimum full load operability administrative limit by
approximately 300 degrees F. The licensee properly declared the
DG INOPERABLE. Their investigation found that the fuel rack was
not injecting fuel to cylinder 8R because the latching mechanism
was engaged and holding the fuel rack for cyli.uder 8R at the "no
fuel" or "lock out" position. The Tatching mechanism is used to
facilitate maintenance. The latching mechanism was disengaged and
the surveillance completed satisfactorily. The DG was declared
OPERABLE and an internal corrective action document was written,

The inspector reviewed the shift's response and determined that
their immediate . “n to declare DG 1-1 inoperable was
appropriate. How , the shift supervisor decided not to
immediately start _.u load the opposite DG (DG 1-2) to confirm
that the problem was not common to DG 1-2. As a result of a
technical discussion the following morning at the Corrective
Action Review Board meeting, the licensee performed a visual
inspection of the fuel racks for both DGs and started DG 1-2 to
verify no problems existed. These activities were satisfactorily
completed approximately 12 hours after the initial test was
completed.

The inspector interviewed several shift supervisors and the
tperations cuperintendent to determine what action would be
implemented if a DG was in service for extended periods of time.
All stated that an auxiliary operator would be stationed to
monitor DG perf.mance. Included in the monitoring was an
expectation that the auxiliary operator would check cylinder
exhaust temperatures. The interviews also revealed that there was
no written guidance or instruction to verify cylinder exhaust
temperatures during prolonged use.

The inspector reviewed the associated Technical Specification to
determine whether the licensee properly implemented the stated
requirements. The Action Statement of Technical Specification
3.7.2.1 requires a start of the opposite DG when a DG is found
INOPERABLE. However, the Technical Specification does not specify
when this action is to be performed. Performing the start test 12
hours after the first problem was resclved was considered
acceptable in this case, though a more timely start would usually
be preferrable.

The inspector reviewed the licensee’s operability investigation of
DG 1-1 and found that the licensee could not determine when DG 1-1
became inoperable. As a conservative measure, inoperability was
temporarily back dated 33 days to the last time test MO-7A-1 was
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satisfactorily completed. The cylinder latching mechanisms were
used during that previous performance of surveillance test
MO-7A-1, to facilitate a cylinder compression test done every 6
months. The compression test was done on June 30 while DG 1-1 was
fully loaded. The records for MO-7A-1, however, confirmed by
indication of cylinder exhaust temperatures after the co jression
test that the fuel racks were not left in the "jock out® position.

The licensee’s root cause investigation was aggressive and
thorough and revealed that the latching mechanism for cylinder BR
could stick in a position other than the normal storage position,
In this intermediate position, normal engine vibration could cause
the latching mechanism to fall and touch the fuel rack.

Subsequent movement of the fuel rack could engage the latching
mechanism in the "lock out" position. This may have occurred upon
engine shutdown on June 30,

The licensee contacted the DG vendor to determine how the DG would
function with fuel o1l isolated to one cylinder. The vendor
concluded that the DG would not support overload conditions, ard
that long term operation (greater than 10 hours) could cause
damage due to vibratory torques.

This event will be underge additional review following issuance of
the Licensee Event Report. This is considered an unresolved item
until the inspector determines whether the DG was INOPERABLE for a
time greater than the seven days which Technical Specification
3.7.2 Limiting Conditions for Operation allows. (Unresolved Item
255/92022-01(DRP))

Interpretation of Technica) Specification 3.7 "Electrical System"

On August 25, one of the rfour preferred ac buses became inoperable
due to a failure of two SOLA transformers. This failure resulted
in a plant trip that is discussed later in the report (paragraph
3.c, "Plant Trips"). The licensee questioned the wording of
Technical Specification 3.7, "Electrical System".

One interpretation of 3.7 would indicate that there was no
Limiting Condition for Operation (LCO) and that the restrictive
shutdown requirements of Technical Specification 3.0 3 applied.
If this were the case, the licensee would reguire a Temporary
Waiver of Compliance to keep the plant in HOT SHUTDOWN while
repairs were made to the SOLA transformers.

A second interpretation considered the preferred ac buses
inoperable at the time of the trip which would provide an LCO time
of 56 hours before the plant must be in cold shutdown. A
conference call on August 25 between NRC (site, Region Ill and
NRR) and the licensee concluded that the second interpretation was
correct and that an LCO time of 56 hours was appropriate.
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One unresolved item and one non cited violation were identified. No
deviations oy vpen items were identified.

Reactor Trips (93702)

Turbine trip and subsequent reactor trip from a loss of load.

On July 24, at 10:07 a.m, the unit tripped from 100 percent power,
due to a turbine trip and a subsequent loss of load signal to the
Reactor Protective System. The turbine tripped when the turbine
monitoring and control computers malfunctioned. A rapid voltage
transient caused the ‘'gital Electrohydraulic (DEH) computers -
two main computers and two automatic computers - to drop off line.
This action tripped the turbine and generated the locs of leaa
signal. The D. C. Cook resident inspector, providing backup site
coverage, was in the control room at the time of the trip. He did
not observe any problems with command and control of the event and
he verified that all safety systems responded as designed.

The licensee's investigation found that the turbine monitoring and
control computer malfunctioned during a plant-wide voltage
transient caused by the performance of an unrelated surveillance
test. The licensee stated that they were previously unaware that
the DEH computers were sensitive to rapid voltage transients.
Other plant systems sensitive to voltage transients are powered
with a stable uninterruptable power supply. Prior to returning
the unit to service, the licensee added a stable uninterruptable
power supply (approximatelv 30 minutes) to the DEH computers.

The post trip review report documented that all critical systems
responded as designed. Several components, that did not affect
the operator’s ability to respond. required corrective maintenance
prior to returning the plant to rvice. The inspector
interviewed the onshift crew cduring the trip and was informed that
the equipment response was satisfactory.

An identical trip hau previously occurred when the turbine
monitoring and control computers malfunctioned on July 1, 1992.
The inspector’s evaluation of that event was documented in
Inspection Report 255/92012(DRP). At that time, there appeared to
be sufficient evidence to conclude that the trip was caused by
voltage spikes from loose computer circuit board connections. The
licensee now believes that a rapia voltage transient, from an
external line ground fault that preceded the (rip caused the
malfunction and was the root cause. Previously, the licensee had
aralyzed the fault and concluded that it had cleared prior to the
i Pp.

On July 28, at 7:02 p.m., the reactor was made critical and
returned to service at 6:32 a.m. on July 29,




Reictor trip from low steam generator water level

The reactor automatically tripped from 100 percent power on

August 14, 1992, due to low water level in the "A" Steam Generator
(SG). An unanticipated reduction to approximately 40 percent of
normal feed flow to the SG occurred when the associated Feed
Regulating Valve (CV-0701) 7ailed partially closed. The plant
responded normally following the trip, and no significant
anomalies were noted. |

The cause of the trip was a failed air line supplying the opening |
actuator to CV-0701. The Ticensee found the air line sheared off |
at a compression fitting, and believed the fitting may have been |
over tightened., The licensee's corrective and preventive actions

included replacing the air lines on both SGs and verifying the

integrity of air lines for other valves in the turbine building.

The plant remained in HOT SHUTDOWM/HOT STANDBY for approximately
three days for repair and troubleshooting of the Feedwater system,
and for various forced outage planned activities. The Plant was
taken CRITICAL at 1:30 p.m. on August 16, 1992, and the Plant was
on-line the next day following some emergent Turbine Digital
Electrohydraulic Control Valve calibrations.

fai r ] r r prot
logic matrix

The reactor tripped from 100 percent power on August 24, 1992, due
to a inverter failure and blown fuse that combined to deactivate
the control rod clutch power supplies. The plant responded
normally following the trip, and no significant anomalies were
noted.

The reactor protective <ystem legic mat,ix consists of six
"ladders". Each ladder has two power supplies. Either power
supply can provide power to the control rod clutch powsr supplies.
Normally, a valid trip signal will deactivate at least one ladler,
disrupt both power supplies, and cause a trip.

Apparently, a fuse in the "3-C" matrix ladder power supply from

inverter Y-30 blew at an unknown time. This condition was not

detectable either visually or by surveillance testing. At the ;
time of the trip, irvertor Y-20 (the other power supply to the |
"B-C" matrix ladder) failed because of degraded transformers. The

trip resulted because both power supplies to the "B-C" matrix

ladder had failed, one because of the blown fuse and the other

because of the inverter failure.

Prior to returning the unit to service the licensee replaced Lhe
fuse, verified that the correct fuses were in the other power






assemblies were vendor-supr’ied by Combustion Engineering as &
package; consequently, the licensee would not have been required
te verify fuse sizes. The Vicensee issued deviation repurts to
verify all power supply fuses and to investigate root cause. The
licensee fcund no additional problems.

The inspectors further investigatcd a possible design deficiency
with the power supplies. As mentioned above, at the time the
licensee discovered that the 0.5 ampere fuse was blown, light
indication showed ‘hat power was being supplied to the RPS matrix.
Since two redundant power supplies feed the RPS logic through an
auctioneered circuit, the licensee cannot easily determine which
power supply is keeping the RPS logic energized. The more
significant problem is that the light indication is in parallel
and is the first circuit downstream of the power supply.
Consequently, the light indication would not show that a fuse had
blown or whether power was bein? supplied to the RPS matrix., Due
to this design deficiency, the licensee could not state whether
the power supply was available after it was tested in June or
whether it had failed just prior to the August 25 reactor lrie.
This issue will be further investigated for generic applicatility
to other Combustion Engineering plants.

The inspector has no additional questions at this time.
additional evaluations are pending issuance of the Licensee Event
eport.

Turbine trip without a reactor trip

On the evening of August 17, 1992, with the unit operating at
approximately 25 percent power, an auxiliary operator on tour in
the turbine bu11d1n? reported the existence of a large EHC fluid
leak from CV-0548, “Stop valve fur the E-9C moisture separator
reheater." An EHC reservo « low leve)l alarm was also received in
the control room and the operators began an emergency power
reduction, The turb‘r was manvally tripped at 13 percent power,
below the automatic \ sctor trip setpoint of 15 percent.

Following **e turbine trip, the EHC pumps were secured and
personnel were dispatched to the scene of the leak. Approximately
50 gallons of EHC fluid was spilled ‘rom the system with about 1-2
gallons reaching the turbine building sump.

The cause of the EHC #luid 1eak was a failed O-ring on the
solenoid-operated -est vaive in tne actuator of CV-0548. The
licensee's examinution of the failed O-ring verified that it was
of the proper type vor use in the highly corrocive conditions
present in the FHC system. Following part replacement and testing
of CV-0548, the unit was returned to service on the morning of
Avgust 17, The reactor was maintained in the hot standby
condition until repairs and testing were complete.
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Management Interview (71707)

The inspectors met with licensee representatives - denoted in Paragraph
1 - on August 8, 1992, to discuss the scope and findings of the
inspection. In addition, the likely informational content of the
inspection report with regard to documents or processes reviewed by the
inspectors during the inspection was also discussed. The licensee did
not identify any such documents or processes as proprietary.

Highiights of the exit interview are discussed below:
a. Strengths noted:

(1) Format of data sheets used to document the auxiliary
?peratnr rounds (paragraph 2.c¢.2, "Operations - Plant
ours).

(2) Technical discussion at the Corrective Action Review Board
pertaining to DG 1-1 inoperability and the need to verify
operability of OG 1-2 (paragraph 2.d, "Operation-DG 1-]
Inoperability").

(3) Root cause analysis for DG 1-1 inoperability (paragraph 2.d,
"Oprration-DG 1 1 Inoperability”).

(4) Interviews with the operators indicated that the response to
the plant trips were uncomplicated because of the material
condition of the equipment important to safety (paragraph 3,
"Plants Trips").

b. Weaknesses noted:

(1) Failure to install the seal for the suction ana discharge
valves to a fuel oil transfer pump following pump
maintenance (paragraph 2.b.1, "Operation - Walkdown of the
DG fuel oil transfer system").

(2) A shift supervisor did not recognize the need to test start
a DG when the opposite DG was found inoperable (paragraph
2.d, "Operation - DG 1-1 Inoperability").

(3) Failure to resolve a known deficiency with test equipment
prior to performance of a test (paragraph 4.a
“Surveillance - MO 7C “"Fuel oil transfer pump").

¢, A non-cited violation pertaining to restoration of a fuel oil pump
following maintenance was identified and discussed (paregraph
2.b.1, "Operation - Walkdown of the DG fuel oil transfer system").

d. The inspector indicated that the Unresolved Item pertaining to DG
1-1 inoperability could be a candidate for enforcement action
because a Technical Specification Limiting Condition for Operation
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may have been violated. This topic was also discussed with the
Plant Manager and the Director of Safety and Licensing prior to
the management interview. Both stated that it was not clear what
type of analysis (if any) could be performed to quantify the
safety consequences. Additionally, they restated the fact that a
?cst operability test was <atisfactorily performed following the

2st known time the fuel rack was locked out (paragraph 2.d,
“Operation - DG 1-1 Inoperability").

The inspector discussed the three reactor trips and asked the

licensee to consider these events, and the trip documented in the

previous report, to determine if there is any common denominator.

This may be a topic during the next quarterly management meeting.

}he licensee acknowledged the comments (paragraph 4, "Reactor
rips").

The consequences of falsifying »° t records and the need to
discuss this topic with the plar . aff was discussed
(paragraph 5, “Plant Records Verification"),
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