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ORAFF

EXECUTIVE SUMMARY

The Office for Analysis and Evaluation of (Cperational Data (AEOD) of the

U.S. Nuclear Regulatory Commission (NRC) began a program in 1990 to conduct onsite,
indepth studies of hum-= performance that affected reactor safety during selected power
reactor events,

Each study was conductec by 1 multidisciplined team, lead by an AEOD staff member,
with additional NRC headquarers, regional, and Idaho National Engineering Laboratory
personnel. The swdies focused on those factors that helped or hindered operator
performance. The team usually spent 1 to 3 days onsite interviewing plant persrnnel and
gathering records. Individual reports of each site study were prepared and distributed
within the NRC, the site involved in the study, industry groups, and the public. This
special sr 'y describes generic observations and coaclusions drawn from 17 such studies,

These events, represent au estimated one-fourth to one-third of the events which
significantly challenged operating crews during this 2 ¥2 year period. Six studies were
performed in 1990, seven in 1991, and four in 1992, Ten events occurred at pressurized-
water reactors and seven occurred at boiling water reactors. Eleven events occurred at
power and 6 occurred in standby or shutdown mode at 16 plant sites. Four studies were
performed as part of an augmeated inspection team effort, while 13 were performed
solely under AEOL auspices.

The events represent a wide variety of event or accident scenarios, including: stuck oper
sufety-relief valve, reactor trip with safety injection, reactor scram due to positive
reactivity insertion, reactor scram due to control rod withdrawal, pressurizer spray valve
failure, partial loss of instrument air in the containment, turbine building pipe rupture,
toss of shutdown cooling, excess steam demand, main steam isolation, reactor water
cleanup isolation defen'+d during reactor water cleanup relief valve lifting, loss of
annunciators and plant computer, and loss of electrohydraulic fluid.

This special study summarizes each event and the findings drawn, observations discered
from muitiple events, and conclusions concerning overall human performance. These fall
10to four groups: contrel room organization, procedures, human-machine interface and
industry initiatives. Finally, the categorization of events of lateut factors compares the
similarities among the events. The primary observations and conclusions of the special
study include:

Coatrol Room Orgrnizstion

Control room statfing level, division of responsibility, and degree of teamwork
significantly affected crew response to evenis.

Control room management was uverburdened during emergencies when task, supervision,
and technical oversight were not appropriately aflocated.

ix
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The use of the "dual-role” shift technical advisor impaired crew performance by
overloading other senior reactor operators when one senior reactor operalor ussumed
the shift technical advisor role. The “dual-role” shift technical advisors sometines lacked

independent “fresh eyes" because of invalvement in shift activities. Other tasks, such as
notifications, also detracted from the shift technica! adviser’s safety function,

Teamwork during events improved human performance in compiex, high-siress situations.

This special study concludes that wn examination of control room staffing ana structure
vs. emergency £ ictions would better utilize shift resovrces and ailocate tasks so th t no
individuals are overburdened. This would be especially worthwhile with regard to the
“dual-role” shift tcchnical advisor function.

Procedures

Some operators were found to have acted during even s without using a procedure.
Procedure problems were key contributors in the leci sacesssful events, but were not
found in the more succes:ful events when the proce fures were accurate, complete, and
management required their use.

Operators experienced difficulty in applving know!edge to unusual plaat conditions
during events, which resuited in delays in 1« ognizing and responding to events. Training
and teamwork was shown t be useful in increasing the effectiveness of knowledge-based
performance,

Preconditioning from past experience, training, o1 management direction strongly
affected how operators recogaized and resporaed to svents, and led operators to
disbelieve vaiid indhcations or take inappropriate actions,

In two events, operaiors inappropriat=lv defeated the automatic operations of eagineered
safety features during valid systenm: det inas. Some liceisees have not provided sufficient
guidance that lir.its defeating engineered safety features, allowed for by technical
specifications, and emergency or admiristrative procedures,

This snecial study found that improper defeating of engineered safety features in two
events during a 4 month period showed that the NRC and industry control of engineered
safety feature has not been conipletely effective and that further action woula have high
safety re‘urn in the reduction of risk of operatar error,

b, an-Machine interface

. of appropriately ranged direct-reading, control room instrumentation 10 monitor
reactor pressure, temperature, and leve! caused operators to have duficuliy in
recognizing and responding to shutdown events, when operator actions were required to
accoinplish the safewy functions of disabled, automatic safety sysiems,

X



Annunciator and computer alarms were important operator aides in recog:uzing and

responding to evenis. Operators failed to recognize conditions that weve off-normal, but
which were not alarmed during events.

Lack of direct control room indication of flows affecting the reactor coolant system
inventory, including discharges of safety and relief valves connected to the reactor
coolant systemn has impaired opcrator response to events. Conversely, direst control
room indication of flows affecting the reactor coolant system invantory has facilitated
operator response.

Industry Initiatives

There is a wide variance in the effectiveness of licensee' s <tudics of human performance.
While some licensees have missed su:h opportunities, other have initiated worthwhile
plant specific corrective actions becanse of their human performance studies. However,
AEOD has seeu little evidence tuat either tise industry or individual licensees
systematically anal/ze and evaluate human performance in operating events and
disseminate the results so that the lessons of operating experience are shared,



1.0 INTRODUCTION

Lperating event nave shown the importance {1 1 | 1OrmMance in reactor satety
[ y btain addivuona nforma 1 the Ohiee tor Analys W04 bvaluat ! M OUperatio
I}" i | ’l}.l)l)‘, O! the 1| S N 4 y ' gulatory ( Mss ' 1 :‘\[\'r y M A\ 4 Drogs

U 10 condul Onsite deptt tudie 1 ) performa g ur electen Nnowe

These are representative of events that were strongly influenced | Ul N pertormatl
agauring time et w ! "7‘ Ca ¢ cCons ered re time ' it the AOETral o 1 1 it

l facturs that aftected their performance

Indi idual reporte of each site visit were prepared a witated within the NRC, to the
ies mvoived 1in the studies, and 1o industry arq LUps amn' A 50U tried to get feedbacl

the studies. During 1990, AEOID met with consultarts, Dr. Tam Sheridan of the
Massachuseuts Institute of Technology, and Dr. Ali Mosleh of the University o
Maryland. Telephone conferences were held with management ot the sites where studie
had been couducted and a presentiiion to the ACRS was made in order t¢ obtain
comments and advice on ways to uaprove the studies. On March 23, 1992, AEOD met
with Professor James Reason of the University of Manchester, Or. Harold Van Cott of
the Nationa!l Academy of Saoences, and Dr. Sheridan to ohtain their comments and

‘ suggestions regarding continued progress with the studies (Ref. 1)

Ihe everts were complex, with human performance influenced by many, ofter
nterrelated, factors. The analysts looked broadly (o identify the most significant
contributing factors that helped or hindered operator performance. The event reviews

& ! !
provded insights to muitiple factors affecting human perfhrmance, ‘nclading  axamples of
} g ' ]

" eXisting good practices and changes that could wmprove huiman performance

An interim report was issued in May 1991 (Ref. 2) to describe the observations and
findings from the first six studies perforined. This report describes the 6 original studies
and 1) additional studies performed since then, summarizes the results of the studies

% and describes the analysts ohservauons and conclusions

Section 1 contains an introduction and description of the AEOD program to investigate
} human peiformance ducing operating events. Sectiot 2 contains a brief des ription of
‘ cach event studied, including important findings. Section 3 is the detail.d analysis
e seciion and contaics observations, vackground discussion, and examples. Sectior. 4
cuntains a brief discussion of future program events, Section 5 contains conclusions
regarding astions that can be taken to improve numan performance in response to
operating events. Section 6 contains references. Section 7 contains an Appendix that

provides addidona! background sey rding the shift technical advisor (STA) positon
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Events were selected for onsite evaluation when human performance appeared to be an
important factor in the progression of the event. Each onsite analysis team was
muitidiscipi - ary and led by an NRC staff member with additional NRC headquarters,
regional, and daho National Engineering Laboratory personnel. Site visits were usually
conducied within 1 to 3 dav- after the event so the operators’ recolleciions of the events
might be as fresh as possil e. Data acquisition and prelimiuary analysis required from 1
to 3 days onsite per event,

Interview guides weie prepared in advance of the site visits, The specific details of each
event uniquely determined what data was relevant. The principal sources of data for the
analysis of each event were plant logs, computer records, and interviews with operators
on duty during the event. Licensee management and operators cooperated greatly in the
data collection for the anaiyses.

A more detailed program description is provided in Reference 1.

20 HUMAN PERFORMANCE STUDIES

AEOD, so far, has performed 17 human performance studies; 6 in 1990, 7 in 1991, and 4
in 1992. Results of the individual studies are summarized below. More detailed
descriptions can be found in the individual event reports. The events occurred at power
and during shutdown. Ten events occurred at pressurized-water reactors (PWRs) and 7
occurred at boiling-water reactors (BWRs). The events spanned a broad range of
conditions, happenstance, and challenge.

21 1990 Eveot Studies :

The 1990 human performance studies concerned the tullowing six events:

2.1.1 Peach Bottom Unit 3 — Loss of Electrohydraulic Fluid (1/28/90)

The Peach Bottom Unit 3 event (Ref. 3) occurred at 8:55 a.m. ¢ January 28, 1990,
vhile the plant was at 99 8-percent power. A major leak of electrohydraulic control
(EHC) fluid was observed from a main “irbine control valve. Anticipating a potential
turbine trip without bypass transient  EHC was lost), the shift maunager ordered a fast
power reduction to about 50-percent power and then a manual scram of the reactor.

Feedwater pumps A and B were manually tripped to prevent overfiil; however, the high
reactoy vessel level transient following the scram caused a trip of feedwater pump C.
The operator was unable to restart feedwater pump C and did not attempt to restart
feeawater pump A or B. The trip reset indicating light configuration for the Unit 3
reactor feedwater pump turbines was different from the Unit 2 configuration and the
simulator. After the event, the licensee ide ified that a common error in the
maintenance of ' eactor feedwater pump turbines would have prevented restart of

2
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resctor level at about 9:50 am., approximately 1} alier reactor scram

Peact. Bottorn Unit 3 findings

The strategic direction of the control re 1 Cre'w was proactive and in accordance
with the technical bases for the LLOPs

Reactor operator (RO) actions were in accordance with procedures and training,
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use of reactor feed pump A or B 1 ck up reactor feed pump C. Procedures
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2,02 Catawba Urnit 1 -~ Reactor Coolant System Overpressurization (3/20/90)

The Catawba Unit 1 event (Ref. 4) occurred at 2hour 9:20 a.m. on March 20, 1990, while
the plant wes in cold shutdown. The operators were performing reactor fill and vent
operations following a refueling outage, During the initial pressurization of the reactor
coolant system (RCS) to 100 psig, the operators overpressurized the RCS and the
residual heat removal (RHR) systcm because they were monitoring pressure
instrument2iion that was inoperable,

The oncoming day shift on began pressurizing the RCS =t about 7:05 a.m. The
pressurizer was filled un:il water exited the power-operated relief valves (PORVs). The
operators shut the PORVs and placed them in the low temperature overpressure
protection mode. The operators increased charging makeup flow from centrifugal
charging pump 1B to 100 gpi a1d decreased letdown ilow 1o 30 gpm. The target RCS
pressure was 100 psig.

Similar previous pressurizations had required 4 to 6 hours to reach 100 psig. Because
gases are usually trapped in the steam generator (SG) U-tubes, the pressure rise is
byperbolic, and is not detectable over the early, lenger pust of the charging period. The
operators had three indicators of RCS pressure: two wide-range (0 to 3000 psig) and
one narrow-range (0 to 800 psig). However, the operators were not aware thut all three
RCS pressure instrument (ransmitters were still isolated following welding of the tube
fittings during the refueling outage. The two wide-range RCS pressure instruments were
also the seusors for the low-temperature over-pressure protection mode for the PORVs.

Possibly because the previous shift extended venting for 1 to 2 hours longer than on
previous fill-and-vent operations the RCS pressure ro-s faster than anticipated. At

9:38 a.m., the RHR pump B suction relief valve lifted and limited RCS pressurc o

455 psig maximum and the RHR pump A discharge pressure to 625 psig. The operators
did not observe these pressuie rises, although the RHR discharge pressure indicator was
operable. The RHR suction relief valve remained open, passing the RCS charging flow
to the pressurizer relief tank (PRT) When the operators observed the rising PRT level
indication, they began searching for the leakage path from the RCS, However, the
operators did not know that the RCS and the RHR system were pressurized. A systems
engineer entering the control room at this time noticed the high RHR system pressure
and brought it to the attention of the control room operators. No annunciato:s alarmed
during this sequence since the maximum RHR pressure that was reached was slightly
below the actuat 1 set point of the alarm pressure switch and the computer alarm came
off the inoperable pressure transmitters.

Catawba Unit 1 lindings:
¢  Plant procedures failed to ensure that the RCS pressure instruments were returned

to service, and no formal independent review of nutstanding work requests was
made before initial fiil and vent.
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shift engineer (SE). Th» SE relieved the SCRE and began directing the activities of the
control room créw. The SCRE assumed the responsibilities of STA.

Using the abnorma! operating proczdure, the operators unsuccessfully tried to reclose
the relief valve. The SE then ordered the crew to prepare for and perform a manual
reacior scram. Followiag the scram the SE becane concerned about the unexpected
high rate of heatup of the suppression pool and without procedural guidance ordered
opening two turbine bypas; valves to reduce system pressure to approximately 600 psi.
The SE believed it was necessary to reduce heat input to the torus and hoped the SRV
would reseat.

The open SRV blowdown to the torus initially caused the temperature of the torus to
rise rapidly (1.3 °F/minute). Opening the two turbine bypass valves for 2 minutes
veduced the total heat input to the torus but contributed to a 129 °F plant cooldown in 1
hour, which was in excess of the 100 °F/hour normal cooldown limit. (Plant cooldown
without opening the turbine bypass valves would not have caused the torus temperature
to approach its heat capacity temperature lirait.) Thereafter, plant cooldown and decay
heat removal (DHR) were affected primarily by the SRV blowdewn 1o the torus,
although all auxil’ary steam loads were not secured until later in the event.

Dresden Unit 2 findings:

¢ The coatrol room emergency organization provided little assistance to the SE.
When the SE became responsible for analyzing the condition of the plant and for
determining and directing the 2mergency response and control room activities, the
SCRE was makicg telephone notifications and the two shift fore.nen were Hut in
the plant.

¢  The turnover of control room supervision during the event resulted in reduced and
discontinnous SRO advice and communications in the control room. This may
have contribuied (0 misjudgments that wers made during the event. In addition,
one order by the SE was not carried out because of & communication problem.

¢ Although sourious opening of an SRV is an anticipated vvent for a builing water
reactor, there was no event-specific guidance for p'ant cooldown in the plant
procediies or training material. The TS basis for this event stated that if the
reactor s scrammed before the torus reaches 110 °F, the torus can safely absorb
the heat load from plant cooldown caused Ly an SRV blowdown.

¢  The operators were generally unaware of gener.c industry problems involving stuck
open SRVs at other BWRs,

~J
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2.1.5 Braidwood Unit 1 ~ Loss of Rezctor Coolant (10/04/90)

The Braidwood Unit ! event (Ref. 7) occurred at 1:24 am., on October 4, 1990, while in
cold shutdown, when approximately 600 gallons of reactor coolant were inadvertently
discharged through a vent valve, resulting in contamination of licensec personnel. A
study of the evet was performed as pant of a Region III Augmented Inspection Team
(AIT) investigation.

At the time of the incident, Braidwood Unit 1 was in cold shutdown with the RCS at
approximately 180 °F and 360 psig. Technical staff engineers (T3Es) were executing two
procedures in parallel: BwVS 4.6.2.2-1, "Reactor Coolant Systera Pressure Isolation
Vaive Leakage Surveillance,” and BwVS 0.5-2RH.2-1, "Residual Heat Removal Valve
S'roke Tust.” The two surveillances had begun on the third sbift (3 p.m. to 11 p.m.) and
were still ongoing at shift changeover from shifts 3 to 1 (11 pm. to 7 am.). At
approximately 1:20 am., TSEs 1 and 2, stationed in the control room, instructed TSk 3,
stationed in the 364 foot elevation of the Unit ! auxiliary building peuetration area, to
have the equipment attendant close a vent valve, which was being used to collect leakage
across an RCS pressure boundary isolation valve. At approximately 1:24 am., TSE 1,
withou t receiving confi;mation from TSE 3 that the vent valve had been closed,
instructed the auxiliary nuclear station operator (NSO) to open 4 different valy+ as part
of the KR valve stroke test. When the auxiliary NSO did this, the RCS was aligned to
the inle’ of the still open vent valve. Flow through the vent suddenly surged and burst
the tvgou tubing attached to the valve, and the hot water sprayed personr ' in the
awcliary building. The total indicated loss of pressurizer Jevel was 5 perc _, from 40 to
35 percent , which represented a loss of 2pproximately 600 gallons.

TSE 3, another TSE present in training with TSE 2, and the equipment attendant were
decontaminated following the incident. The equipment attendant 1eceived a sccond-
degree burr approximately 2 inches in diameter on his left forearrn when he shielded his
face from the spraying water. After being decontaminated, Lie was taken to a local
kospital to have the burn treated.

Coordinating two procedures in parallel without any written guidance represents a fairly
complex, dynamic task, which required knowledge-besed as oppossd to rule-based
performance by the TSEs. The probability of making an error or mental slip (e.g.,
momentarily forgetting a step) is relativelv high in such situations, and may be increased
if the person involved is fatigued. TSEs 1 and 2 had been ¢n the job for 17 to 19 hours,
In executing dynamic tasks, it is critical that syster redundancies or checks be in place to
catch or prevent such enors. However, no such redundancies were in place.

Operational and TSE personnel exhibited three levels of task involvement or task
awareness Guring this event:

(1) The SCRE, the Unit 1 NSO. the SE, and the shift advisor had a low level of
task awareness and, in fact, were not aware that two procedures were being
co.ducted. This lack of awareness was attributed to insufficient information
being transferred during the shift turnover and the SCRE and the Unit 1 NSO

8
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Command, control, and communication were not effective during the execution of these
two survelllances. The SE. the §( . and the iut 1 NSO were not suffici=atly in
command to uffer oversight cf the ctivities nor be aware of changes 12

configurations

Hraidwood |

"?}c COntrol room crew was not Icienu > O1 OF il ived .n the surveillances
ihat were underway

I'he TSEs were performing a relatively complex dynamic task while in a state of
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fat'gue and there were no redundancies in place to help prevent error
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y heee surveillances were conducies ith i ctive commmand, control, and
communications
2.1.€ Quad Cities Unit 2 -~ Reactor Seram Due to Control Rod Withdrawal (10/17/90)

The Quad Cities Unit 2 event (Ref. 8) occurred at 3:39 p.m. on October 27, 1990, while

in hot standby. The reactor scrammed on hi-hi intermediate range flux because the

operator withdrew rods to increase reactor pressure without recognizing the need to
follow the normal procedures for reestablishing reactor criticality,. NRC Information
Notice 91-04 "Reactor Scram Following Control Rod Withdrawal Associated With Low

Power Turbine Testing." (Ref. ©) was later issued as a4 result of this event
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At 3:10 p.m. plant management decided to abo ¢ special tes. and return to power
[he SE telephoned the SCRE and directed him to take the EHC off line to permit

removing the special test circuits directed the Unit 2 NSO to insert control
rods 1o reduce reactor pressure tc less thun 800 psig. The NSO inserted control rods, a

total of 84 steps, while observing the reactor pressure decrease. The reactor pressure

|
!
decreased to 770 psig, but at the same time the reactor power had decreased to Range )

of the IRM (the lowest range »f th , the reactct g ). At

3:55 p.m., the NSO began rod withdrawal to increase pressure and withdrew ore groug
of four rods one notch. He then withdrew one rod ore notch. Reactor power increased
sharply aid the reactor scrammed from an IRM hi-hi trip on a 25-second period at
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in the procedures, which had no special instructions for reactivity management and
no cautions about possible high rod notech worths

¢ The SROs did not adequately monitor control rod manipulations by the Unit NSO,

*  Requalification training had not covered reactor uperation in hot standby, and the
operators bad no special training or briefing for the special test,

. Information on sinuilar events at other stations had not beeu disseminated to the
ROs.

¢ The Unit 2 NSO did not report back any information to the SCRE while executing
the SCRE's command to insert coutrol rods, although the changes in rod positions
and reactor power level veere significant enough to justify supervisory overview by
the SCRE.

. The communications between the SE and the SCRE and between the SCRE 244
the NSO were minimal and did not contain cautions or directions to report
information back.

¢ The Unit 2 NSO performed the procedure alone but failed to monitor rsactor
power when moving c¢ontrol rods.

*  Altaough shift 1 observed high-notch worth, this was not cecorded nor passed on to
shift 3.

2.2 1991 Event Studies
The 1991 human performance studies concerned the following seven events:

2.2.1 Millstone Unit 3 —~ Turbine Building Pipe Rupture (12/31/90)

The Millstone Unit 3 (Ref. 10) event occurred at 4:.33 p.m. on December 31, 1990, while
the unit was operating at J6-percent power. Two 6-inch diameter moisture separator
condensate return drain lines ruptured and discharged hot condensate sysiem steam and
voarer to the turbine building. A Region I AIT investigated the event and issued the AIT
report on February 12, 1961 (Ref. 11).

The catastrophic piping failuies took place shortly after a licensed senior control
operator (SCO) (an SRO responsible for supervising control room operatiors) had
manually closed a valve in one of the lines as part of the process ‘o isolate and repair a
leak iu the line. The SCO narrowly escaped injury and returned to the control room to

11
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report the failure. The control room operators manually initiated a reactor trip and a
main steam line isolation and began retovery activities.

Following the tiip, the operators found that they had lost automatic contro' of
pressurizer level. The uperators and instrument and control (1&C) technicians deduced
that moisture in the turbine building caused a loss of power that isolated instrument air
to the letdown valves and pressurizer spray valves. Thev devised a method o restore
instrument air to containment und thus normal control of RCS inventory and pressure.

Millstone ' 'nit 3 had no administrative procedure governing the steps that should be
taken to evaluate through-wall leaks in this system. Although licensed operator error
was not a factor contributing to this event, it may have been less than prudent for plant
personnel to try to evalucte the significance cof the through-wall leak without obtaining
assistance from engineering.

When the SCO elected to personally isolate the leaking pipe section, control room
command and control was temporarily degraded. He was working alone in the turbine
building without direct means of communication with the control room and without the
knowledge of, or assistance from, the turbine building plant equipment operator. The
SCO escaped injury following the pipe rupture and returned to the cortrol room, where
he played an important roie in recovery activities,

The problem in maintaining control of reactor pressure and inventory was created by the
loss of instrument air to the pneumatic-operated control vaives within containment. The
indications of this problem weve the increasing pressure and level in the pressurizer,
which the RO diagnosed as caused by closed letdown and pressurizer spray valves. The
SCO and RO realized that the pressure increase wouid be limited by the automatic
action of the PORVs or by the pressurizer safety valves. The SCO took actioa to limit
the rate of increase in level by manually reducing the charging flow to the minimum
required for the reactor coolant pump seais. A team consisting of the SCO, the RO, and
the 1&C specialist then moved efficiently through problem identification, diagnostics,
action selection, and action to restore normal control of pressurizer pressure and ievel.

A number ot Unit 3 operations, maintenance, engineering, and other plant personnel had
observed the steam leak before the pipe rupture. There was apparently a lack of
awareness Ly these individuals that the through-wall pipe leak could be a precursor 10 &
catastrophic failure. While other through-wall leaks in the secondary systems piping had
been experienced during Unit 3 operasion, these had been due to localized flaws, such as
those caused by jet impingement, where a small pipe teed into a larger diameter pipe.
Plant personnel had little awareness that a through wall leak mignt be due to thinaing of
the pipe wall by erosion-corrosion mechanisms. As a result, they did not take
precautions to protect personnel against a pipe rupture,

Millstone Unit 3 findings:
¢  Operator error was not a factor contributing to this event.

12
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¢  Command aiss control @i the plant was diminished when the SCO uperated valves
in the tuivine building.

¢ Station procedures did uot ccver actions to be taken for through-wall pipe leaks ix
the system and did not caution personnei that these could be a precursor to a
catastrophic f ilure.

¢  Teamwork by the licensed operators and the 1&C technicians identified the cause
for the los; of instrument air to con;ainment and corrected the problem.

¢ The event occurred at a relatively good time of the day; there were personnel
available who were coming on shift, who had not gone off shiit, and who were
working on the Unit 2 outage.

2.2.2 Oconee Unit 3 — Loss of Shutdown Cooling (1/08/91)

The Oconee Unit 3 event occurred at approximately 9 a.m., on March 8, 1991 when the
unit lost DHR capability for about 18 minutcs during a refueling outage (Ref. 12)
Several hours befere the event, instrument and electrical (I&E) technicians nad obtained
authorization to perform testing on valve 3LP-19 Train A emergency sump suction valve,
(A low pressure injection system valve that is a boundary valve of the decay heat
removal system when shutdcwn). When the technicians opened the valve, a gravity drain
path was created from the hot leg. A blank flange, which was supposed to be installed
between the valve and the sump, had been irstalled on the B train line. The water level
in the reactor vessel fell to the bottom of the hot leg causing a loss of shutdown cooliug
until the valve could be reclosed and the water level restcred. A Region 1 AIT
investigated the event (Ref. 13),

Approximately 2 weeks earlier, two maintenance personnel were assigned to install a
blank flange on the emergency sump suction line to valve 3LP-19. Sin-e the procedure
‘or installation of the rlange did not address how to identify the correct line, the
maintenance supervisor, on the basis of a review of a drawing, suggested that the flange
be installed on the lefi cmergency sump suction line. However, the drawing used was »
schematic and not intended to provide information on true physical location. In reality,
the suction line to valve 3LP-19 was the one to the right. When the maintenance
personnel reached the emergency sump location, a handwritten, nonstandard label oo the
wall above the sump also designated the left line as 3LP-19  They proceeded to install
the flange on the left, which was the line leading to emergency sump suction valve
3LP~20. Once the flange was installed on the line to valve 3LP-20, opening 3LP-19
drained reactor coolant through the open DHR system hot leg suction line into the
emergency sump.

Over the last several years, the licensee had #stablished a labeling program fuir plant

components, However, this program did not consider a pipe or flange to be a
component. Althougt the pipe penetration was labeled correctly, the orly identification

13
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A numnber of factors contributed 1o the error by the shift control technician that resulted
in the reactor tip. The calibration procedure did not follow guidelines that would have
made the error less likely, the technician had not completed training in self-verification,
and the goal of completing the surveiilance before shift change riay have created a time-
based siress. In addition, the technician was without direct supervision although still in
training. Thus a number of factors, including procequres, training, stress, and supervision
adversely effected on-line surveillance testing.

There was a potential problem with the annunciator system. The annunciator system
acknowledge circuit in the control . som causes all blinking annunciator tiles to go to
solid illumination and silences the alarm. Other plants’ control room system designs
divide the annunciators into several groups, each of which has its own audible signal and
acknowledge button. Since Diablo Canyon's single acknowiedge circuit affects all the
alarms, there is an increased possibility that an incoming alarm may not be detected.

The licensec could improve the post trip event review process. At the conclusion of the
event, the operators and other involved personnel were required to give written
individual statements on what they recalled. However, some of the statements were
quite terse — -~ perhaps because they were written following shift turnover at 8 am. Tbe
statements contained notes on observations, and did not comment on how the event
might have been avoided or how the response might have been improved.

Diablo Canyon Unit 1 findings:
*  The contrul room operators responded effectively to the reactor trip and SL

¢ Several factors cuntributed to the technician’s error in puiling the wrong fuse,
including surveillance procedure deficiencies, tirie-based stress, and lack of
supervision.

*  The design of the annunciator acknowiedge circuit in the control voom dié not help
differentiate 0 prioritize incoming alarms.

*  FPrior problems with steamn dump valves and other equipment were addressed by
procedural restrictions but made the normz' procedures and EOP more complex to
follow.

¢ Although individual written statements were prepared by operators involed in the
event, the statements were often terse and did not contain information on

preventing recurrence or improving the response.
2.2.4 Monticello - Hi-Hi IRM Scram (6/06/91)

Tre Mounueallo avent occurred at about 4:40 p.m. on June 6, 1991 (Ref. 15) when .
operators terminated a reactor startup and began a reactor shutdown to repair a leaking

15
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SRV. The reactor automatically tripped when both the A and B intermediate-range
monitor (IRM) channels reached their hi-hi trip set point. The method used to shut
down the reactor was notch insertion of control rods. Because the decay heat rate was
less than steam loads, the reactor cooled and positive reactivity was added to the core.
The RO did not compensate for this cooldown; reactor power increased and resulted in
the reactor scram when the operators did not .aaintain the IRMs in mid-range. The
operators subsequently closed the MSIVs to limit the reactor vessel cooldown.

\

‘The operating ¢ » did not recognize that the steam loads combined with a low decay
heat rate would cause a cooldown resulting in increased reacuvity. In addition, the crew
did not react to the alarms and indications cf the cooldown or the reactor power
increase. Shift supervisors did not discuss such reactivity effects as low decay heat rate,
xenon buildup and redistribution, and temperature changes. Procedures and training did
not specifically address a shutdown with low decay heat levels. Taken together, these
conditions lef: the crew poorly prepared for the reactivity management task.

Shift turnover and crew briefings before the event did not communicate to the crew a
full understending of the plapned evolution. This contributed to an unnecessary level of
stress during the shutdovn. Better planning and detailed personnel assignments may
have identified the unusual characteristics of this shutdowa and better allocated shift
resources. Shift resources and attention were directed toward near-term actions to
support reactor maintenance activities rather than on the immediate steps required to
monitor the plant activities to safely shut down and depressurize the reactor, Command
and control of the operator at the controls was Ciminished because other control room
personnel were involved in preparations for containment entry,

The shutdown procecare did not contain cautions or notes regarding the positive
reactivity when the steam load was greater than the decay beat rate or options to counter
a significant cooldown. This “vent occurred when & normal startup was termirated and
transition was made to the shutdow1 procedure. Because the startup was terrainated at
an early stage, the crew had t~ determine where they were in the shutdown process and
which steps i the prow. Jure were applicable.

Monticello findings:

*  The operating crew was not su.ficiently aware of how existing corditious would
affect the reactivity manageinen: task.

¢  Command, control, and communications wers not focused on monitoring plant
activities to safely shut down and depressurize the reuctor.

e  The operatiug crew lacked an ad.quate vaderstanding of observed plant response
«5 plant conditions changed.

*  Procedures did not adequately cover the transition from a point in the startup
procedure to an appiopriate step in a shutdown procedure.

16
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¢  The control room crew weire not ashed to orepare individual writien swtements to
preserve their individual observations and insights, Therefore, the event analysis
process was flawed because of the lack of these statements, even though the control
room crew discussed this event 1o help their recall.

2.2.5 Waterford Unit ) - Excess Steam Demand (6/24/91)

The Waterford Unit 3 event (Ref. 16) occurred at 1:24 p.m., on June 24, 1991, when the
unit experienved an excessive cooldown following a manual reactor trip at 1:24 p.m. The
event began at 11:19 a.m., when a lightning strike resulted in a turbine trip, which caused
an automatic power cuiback .0 about 35 poreent, At 1:15 p.m,, operators noticed SG #2
level was increasing and could not be controlled. Because the SG high-level alarm was
set at 86.7 percent and the high-level reactor trip setpoint was at 87.7 percent, the
operaiors had no ti.ne (o attempt to lower the SG level to avoid a reactor trip and
manually tripped the reactor. Following the trip, primary system temperature and SG
pressure dropped rapidly because both 2 startup feedwater regulating valve and a steam
bypass valve had failed open, prompting the operators to manually initiate a main steam
isolation.

After the event, the operators did not prepare individral statements on what they
recalled, but thev concurred on a joint statement nrepared by the STA. Although there
is no evidence that tk'. eroup statement resulted in an incomplete description of the
event, it is possible taat it Gid not capture important individual observations and insights.

Waterford Uit 3 findings:

¢  Teamwork by the enntrol room operators resulted in an effective and timely
respoLse.

¢ The operators were well prepared tor the event by simulator training, particularly
for cxcessive steans (.mand e .nts.

¢  The SG high level alarm set point was so clogs 1o the high level trip set point that
there was insufficient time to try to take control of level.

2.2.6 Quad Cities Unit 2 —~ Main Steam Isolation (9/18/91)

The Quad Cities Unit 2 event {Ref. 17) occurred at 6:05 p.m,, on September 18, 1991,
when the reactor was in an end-of-cycle coastdown and the main steam line B isolated
causing power to spike from 83 percent to 98 percent. However, the control room crew
did not identfy this power spike untii over 3 hours later. The inboard B MSIV disc had
separated from the stem and restricted flow in main steam line B, causing reactor
pressure to increase from 984 psig to 1018 psig. Although this increased reactor pressure
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resulted in fluctuations in power, level, and core flow, it ceused no alarms (0 annunciate
because no set points were exceeded.

A number Of factors contributed to the delay in recognizing that MSIV had closed. The
plant did not have detailed guidance on panel monitoring. Clearly, the Unit 2 NSO who
was responsiv.e for monitoring the panels overlooked the indicated loss of flow in main
stearn line B, the momentary spike in level and pr wer, and the sustained elevation in
reactor pressure. There are indications that he may have been distracted by a
malfunctioning strip chart recorder, by equipment surveillances he was performing, by
activities in the on-the-job training and evaluation of trainees present in the control
room, and by other things. However, the operating shift crew acknowledged during the
inic.views that such activities we e routine. Perhaps more significantly, the control room
organization failed to catch this oversight until the off-normal condition was identified by
chance during a surveillance by another NSO. The SCRE normally performed detailed
panel checks only at the beginning and end of the shift and relied completely on the unit
NSO during the shift, in accordance with station policy, even though this particular NSO
was the least experienced on shift. During normal operations near 100-percent power,
the plant probably would have tripped aftzr loss of main steam line B. However, the
plant was in a power coastdown and initial power level was about 83 percer:. The
delayed recognition of the closed MSIV could have been avoided if alarm set points had
been reset to take the lower power level into consideration.

Quad Cities Unit 2 findings:

*  The loss of steara flow in vae line was not recognized for 3 hours because there
was a low level of awareness of reactor operating parameters by the crew and by
the Unit 2 NSO, in particular.

¢ Teamwork by the control room crew was not sufficient to identify the condition in
a timely manner, which may have been the result of the shift organizational
structure.

¢ Procedures and training contained negligible technical guidance for . normal
conditions that are within alarm set points.

¢ Operator aids, such as compu*“r programs, may assist in operations by highlighting
off-normal conditions.

¢ The MSIV failed because of incomplete instructions in the work package for
maintenance that had been performed on the valve.

¢  The current shift organization and practices may not ensure effective monitoring of
plant status.
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valve, becasuse ESF termination criteria were met. The station’s administrative
procedures did not caution against or prevent exiting an abnormal or emergenc;
procedure before checking remaining sections of the procedure.

Crysta! River Unit 3 findings.

*  The initial bypass of the ESF was an inappropriate operator action, not directed by
atnormal or emergency procedures or by shift supervision. The licensee developed
procedural guidarce to prevent recurrence.

¢  The event was complicated by failure of the spray valve position indication.

¢ A number of problems in command, control, and communications, and in
procedures contributed to this event.

223 1992 Event Studies

The 1992 human performance studies concerned the following three evonts:

2. 3.1 Prairie Island Unit 2 - Loss of Shutdown Cooling (2/20/92)

The Prairie Island Unit 2 event (Ref. 19) occurred at 11:10 y.m., February 20, 1992,
when a loss of shuidown cooling resulted from insufficient water level in the RCS. The
operators responded promptly and initiated recovery procedures to resiore water level in
the reactor vessel and re-establish shutdown cooling flow. On February 21, 1992, NRC
Region 11l sent an AI'l to investigate ine eveut.

On February 20, 1992, Praidie Island Unit 2 was 2 days into a rcfueling outage. Late on
dav shift, reactor vessel draining to midloop had commenced and then been terminated
for shift change. The evening shift (6:00 p.m. t0 6:00 a.m.) conducted beginning-of-shift
briefings and re-established draining. The two ROs conducting the draindown were extra
personnel from another shift used to supplement the normal duty shift. The extra ROs
were in communication with operators iu the containment building 1o accomplish the
draindown.,

Newly installed electronic level instrumentation was considered operable during the
evolution. When the draindown started, tlie electronic Jevel instrument display on the
control room emergency response coraputer systemn was off-scale bigh. A tygon tube was
the only iustrunent providing usable level information during the draindown. 7o obtain
actual level within the system, tygon tube levels were transformed, »ia manual
calculation, to correct for the nitrogen pressure etfects,

A systemns engineer was on duty to provids assistance with the draindown and also to
perform a preoperational check on the electronic instrumentation when it was indicating
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on-scale. After approximately 2 hours of draining, at 9:20 p.m., the electronic
instrumentation was sti'! off-scale high. ‘The systems engineer conferred with an
instrument technician and made a decision to leave the control room to investigate the
level transmitter valve lineup in the containment building. This effort was interrupted hy
the anr \ncement that shutdown cocling was lost. The systems engineer returned te the
control room at that time.

At 10:35 p.m,, the draindown ROs were having difficulty calculating actus! level and
became concerned about reactor vessel water level. A containment building operator
was sent to open a vent in the suction line of the RHIL 'ystem to check for air
(nitrogen). One of the draindown FOs decided nitrogen pressure was higher than it
should have been o' this point in the draindown and opened a reactor head vesse! vent
to vent off some of the excess pressure. The containment operator reported back that
a0thing but air was coming from the vent on the RHR suction lire. He was ordered o
close the vent and drain valves. Electronic level had suddenly changed from off-scale to
an indication of about 723 feet (5 inches below midloop), and a low level alarm was
received. Bused on interview data, the indicated level was as low as 722 {eet 6 S inches
(10 inches below ridloop). Alarms on the emergency response computer system for
RHR pump low suction pressure, low motor-amps, and low flow were received at

11:08 p.m. The shift manager ordered the rurning 22 RHR pump stopped at 11:10 p.m.

The shift s spervisor took direct command of the operations and entered abnormal
procedure D2 AOP1, "Loss of Coolant While in a Reduced Inventory Condition," which
directed the starting of a charging pump to raise the reactor vessel water Jlevel, The
operators were monitoring RCS temperature using available in-core thermocouples. The
temperature was about 133 °F at the time of the running RHR pump trip. One entry
condition tor EOF 2E. ., "Core Cooling Following Loss of RHR Flow," required RCS
temperature to be at 190 “F. However, operators observed from the rate of leve:
increase and heatup that actions of the abnormal procedure were insufficient to mitigate
tke transient before reaching entry conditions of (2 emergency procedure. The
emergency procedure was immediately implemented when the temperature reached

190 °F. The 21 RHR pump was aligned to the refueling water storage tank and started to
inject water to the reactor vesse’ Reactor vessel level was promptly regainec. The 21
RHR p~  was then stopp2d and realigned for shutdown enoling and restarted. A peak
temperatu.« of 221 °F was reached before re-establishing shutdown cooling and returning
the plant to pre-event conditions,

A conta‘nment evacuation of 42 people was accomplished, with the exception of two
operations personnel. They were directed to stay in the containn:ent by the control
room staff (0 continue monitoring tygon tube level and be available to operate valves for
‘he draindown. Containment integrity was verified to be intact as directed by the
emergency procedure.
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+.3.2 LaSalle County Unit 2 - RWCU loolation Bypass (4/20,92)

e LaSalle County Unit 2 event (Re!. 20) occurred at 8:47 a.m. on April 20, 1992, when
s reactor water cleanup (RWCU) system shut down lifted an RWCU regenerative heat
exchanger relief valve for 3 % minutes, while an operator had the automatic RWCU
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0la.on erroneously by, assed

Several weeks varlier, an RWCU isclation had occurred because of a s§-arious RWCl

high-differeatial flow sign i, Both RWCU containment isolation valve motors had failed

because of thermal expansion effects on the limit switch settings and licensee
management had criticized the operators for allowing the spurious isolation. The motors
had to be replaced and a testing program was established to verify the limit switch

settings as the plant power level increased

On April 20, Unii 2 was at 20 percent power. The NSO shut down the RWCU, as pant
of \he procedures for verdying the limit switch settings, by closing the system return valve
before stopping the RWCU pumps, which was in reverse order to that stated in the

procedure substeps. About a minute later, the RWCU high-differential flow alarmed,
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233 Palo Verde Unit 3 - Loss of Annunciators (8/04/92)

I'he Palo Verde Unit 3 event (Ref, 21) oce on Mav 4. 1991 when the
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was necessary. The licensee augmented the operating crew with two reactor operators
ard five auxiliary operators to monitor iinportani plant parameters directly.

At 7:08 a.m,, the core monitoring computer ceased calculating reactor parameters. The
operators reduced reactor power to 70-percent through boration to comply with TS. At
8:19 a.m,, the licensee declared an alert after the remaining plant computer monitoring
functions failed.

The operators maintained the plant at 70-percent power during several days of plant
annunciator system and computer trouble-shooting. After demonstrating the
functionality of the alarm system, the licensee terminated the alert at 11:231 p.m., May 6,
1992, and commenced a plant shutdown at 11:40 p.m. for further annunciator testing.
The shutdown was completed with a manual reactor trip from 20 peicent power at 4;20
a.m. on May 7, 1992,

On May 8, 1992, Region V sent an NRC AIT 1o the site. The AEOD study of the
factors influencing operator performance during this event was performed as part of the
AIT inspection,

Palo Verde Unit 3 findings:

¢ Procedures #iJ not cover loss of annunciators, loss of annunciators and plant
computer, or define plant computer operability.

*  Operators may have become less vigilant as they continuously monitored control
boards without periodic breaks during 12 hour shifts.

®  The duration of a 24-hour shift detracted from the STA function in the control
reom,

2.1.4 Fort Calhoun ~ Stuck Open Relief Valve (7/03/92)

The Fort Calhoun event (Ref. 22) occurred at 11:36 p.m. on July 3, 1992, when a
nonsifety-related inverter was returned to servies following repairs,. When connected to
its bus, the inverter output voltage oscillated and caused an elcctrical supply breaker to
electrical panel Al-50, to trip open on a high current condition.

“aeetrical panel Al-50 supplied various instrumentation and components in the plant,

' «luding the control circuitry for the main turbine. When power was lost, the circuitry
caus.d the main turbine control valves to close to protect the main turbine. With the
turbine controi valves shut, the heat sink for the RCS was temporarily lost, resulting in
an RCS pressure increase. The reactor and turbine tripped at approximately 2400 psia.
As pressure continued to increase, the PORVs, main steam safety valves, and a
pressuricer code safety valve opened to reduce RCS pressure. The PORVs shut at 2350
psia. When pressure reached approximateiy 1750 psia, a pressurizer code safety valve

24



CRAFT

shut and RCS pressure increased to approximately 1925 psia. At this point, pressure
began to drop rapidly. The operator shut the PORV block valves when the pressurizer
quench tank level war observed to rise. The pressure drop continued and SI,
containment isolation, and ventilation a~tuation signals were received, All safety systems
functioned as designed. The open pressurizer code safety valve partially closed at
approximately 1000 psia. he liceasee declared an alert when the SRV stuck open.

The operators implemented the emergency operating procedures and secured the four
reactor coolant pumps. The plant was subsequently cooled down, using natural
circulation and shutdown cooling to cold shutdown conditions.

Fort Calhoun findings:

¢ The operations staff quickly diggnosed the plant status and 100k appropiia. ... tions
in & timely manner.

¢ A number of factors cov'ritbuied to the successful operator response including; loss
of coolant from the RCS avent wis included in simulator training, EOPs were
Lpgraded and provided sufficient guidance, emergency planning actions were
practiced weekly in simulator training sessions, and control roum organization and
staffing provided a sufficient number of personnel with appropriate partitioning of
responsibilities.

¢ A number of areas where the technical content of EOPs could be improved were
revealed by the event,

3.0 ANALYSIS SECTION

A1 Introduction

The analysis section contains observations and conclusions from AEOD's onsite analysis
of operating events. Examples are provided to support the observations but are not
intended to be exhaustive. To better capture the operating experience, examples from
other sources are uzed, where appropriate. Discussions are provided to give packground
or perspective on some topics. The veader is cautioned that this section is essentially our
expert opinion and the study events were not selected randomly.

in Sections 3.2 through 3.5, control room organization, procedures, human-machine

interface, and industry initiatives are discusse<d. In Section 3.6, a mor~ holistic approach
is taken to performance shaping factors that influsnced crew response.
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3.2 Control Room Organization

The review of uperating events identified control room organizational factors that
significantly affected crew response 1o events. These factors include the staffing level,
division of responsibilities, and degree of teamwork. Additional observations are
presented concerning the STA position.

3.2.1 StafMing and Respongibilities
Observarion

Control room staffing levels and other organizational weaknessas impaired some ¢rews in
performing their emergency functions. At these plants control room management wers
overburdened during emergencies when tasks, supervision, and technical oversight were
not appropriately allocated. At other plants, with proper staffing und periodic training,
responses to events were performed well,

Examples

The studies of the events at Commonwealth Edison plants (Refs. 6, 7, 8, 17, 20,)
identified an organizational structure in which problems frequently arose during events
that required implementation of the STA function. The STA function was assumed by
the SCRE, who normally directed control room operations. The control room
supervisory function transferred to tne SE. Other SROs on shift (referred to as the shift
foremen) were often outside the control room directing auxiliary operators. The SE
directed and verified the actions of the control room operators and became the
emergency director. During the event at Dresden, for example, this control room
organization resulted in the overburdening of the SE. The SCRE spent inuch of his time
on telephone notifications and the shift foremen were outside the contro! room, resulting
in limited redundancy and independence in contial room decision-makin_ and limited
~hecking of important control room activities.

The Crystal River Unit 3 (Ref, 18) control room organizational structure included many
positive attributes including a "stand alone® STA, two SROs in the control room with
divided responsibilities (one was responsible for EOPs and plant response, the other for
emergency preparedness and overall site response), staffing of ROs beyond that required
by TS, and operations "management on shift" in support of the reactor startup. Altbough
this organization ult‘mately placed the plant in safe, stable shutdown condition, cognitive
mistakes were made and not immeadiately corrected. This experience suggests that a
good organizational structure provides the framework for a good response, but does not
ensure a geod respoise. Other factors such as teamwork, communications, and
knowledge level of the crew may still impede the crew’s response. The Crystal River
event showed the value of "defense in depth” in that some mistakes were caught and
corrected (such as the bypass of engineered safeguards actuation) by the “fresh eyes™ of
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the management on shift. Other mistakes, such as the lack of timely event declarat.or
and notification, occuited despiie the "fresh eyes" of the STA and management on shu.

1he Fort Calhoun (Ref. 22) control roum srganization performed well. This
organization had many pc.vive attributes including: SP.Os with responsibilities divided
among them; with responsitlities divided between the primary and secondary plants; a
"dedicated” STA; and a "dcdicated” emergency ccrm —unicaior. The crew may also have
performed well because the emergency re-ponse fL.actions (including event declaration,
event notifications, notifiation paperwork, and “meedngs" with the “duty’ ousite
em-rgency responders such as chemisiry and health physics technicians) were pracuced
once in the week of regualification traiming,

In its report, (Rzi, 23) the FitzPatrick diagnostic evaluation tean raised concerns that
the shift scaffing and structure weaknesses "limited the ability of a minimum shifc crew to
respond to 8 SCENAric involving activation of the plant fire brigade, implementation of
the EOPs, and implementation of the emergency response plan, including assessing
emergency actions l:vels and making protective acticn recommendations.”

In its report, (Ref. 24) concerning an event Al the Nine Mile Point Unit 2, the incident
investigation team described similar difficvlties that the sk ~:pervisor serving as the
emergency director during an event, encountered with "¢ " while fulfilling duties
involving EOP reading, evem classification, fire protection . acerns, and impienentation
of the emergency plan.

322 Shift Technical Advisor

_.ppendix A to this report contaw's a discussion on the background and history of
requirements related to the STA position.

Observanon

The use of ‘he "dual-role" STA impaired crew performance because the other SRO(s)
were overlcaded when one SRO assumed the STA role. The "dual-role” STAs
somctimes lacked independent "fresh eyes” decause of involvement in shift activities.
Assignmenc of mher tasks dunng events sometimes detracted from the STA’s salety
function.

Discussion

Chapter 6 of Professor James Reason’s bock, Hyma: Emot, (. ef. 25) concerned the
detection of human errors. Professor Reason provided evidence for his conclusion that
detection by others appears to be the only way in which certain diagnostic errors are
brought to light in complex and highly stressful situations. During the event at Three
Mile Island Unit 2 on March 28, 1979, it was the shift supervisor of .he on-coming shift
who detected the possibility of a stuck-open PORYV 2 % hours after it had opencd
following a reactor trip. At Oyster Creek on May 2, 1979, it was an enginzering
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supervisor entering the control room who noted abnormal systems conditions caused
when an operator had erroneously ¢losed four (recircalation) pump discharge valves
instead of two pump discharge valves 31 minutes earlier, which "effectively shut off
natural circulation in the core area.”

Based on David Wood's analyses of simulated emergency scenarios, Professor Reason
noted that the above examples are not isolated ncidents. In the simulated scenarios,
none of the diagnostic errors were noticed by the operators who made them, but by fresh
eyes. Professor Reason noted that these "observations are very much in keeping with
what “.¢ know of knowled,e-based processing in perticular, and of mistakes in general.
When the diagnostic hypothesis is incorrect, {eedbac!: that is useful for detecting slips is
unavailable. There i¢ ~ discrepancy between action and intention, only between the
plan and the true s.ate o ffairs”

7 _timy took (e need for an STA's recommendations to be heeded into consideration
when deciding the STA's position in their shift organization. Many utilities licensed the
STA for this reason. This is partly the reason for the dual-role STA/SCRE supervisory
operating position at the Commonwealth Edison plants. Northern States Power
accomplished th.s by supy. ng existing SROs in efforts to become degreed so that they
could fill the dual-role &£ A position a¢t the Monticello plant. Placing the STAs on shift,
however, has the poteutial drawback that fresh eyes may be lost because of the STA's
involve.aent in shift activities. Conversely, an STA may have difficulty in providing
techrical advice or solvin- a problem if he/she were not familiar with on-going activities
precedirg the problem.

Operator Performance may be improved by the STA presence ‘n the control room.
Events and this analysis (see Section 3.4.1) show that shutdown events zan be more
cognitivel challenging and advice mav be needed before the event (to prevent the event)
rathe. than after the event which is the more common practice.

SRO training has improved since the re~uirements for the >TA position were developed.
Thuz, some aspects of the STA function may no longer be required. Alse, prompt
staffing of the emergency tesponse orzanization reduces the need for a technical advisor
for that situation.

Exarr ples

The Dresden shift organization (Ref. 6) was typical of Commonwealth Edison, which
included a dual-role STA. Questions arose about the effectiveness of this arrangemer.t.
As described varlier, during emergencies the SCRE assumed the role of STA and the SE
directed control room operations. Porential problems included (1) the SE may have
been less familiar with the current condition of the plant than the SCRE who he refieved
(the SE's office was located out of sight from the control room panels), (2) the $TRE
may have been too nvoived with the details of the operation to provide an objective
overview of the situation to provide fresh eyes, and (3) the STA made state and local
telephone notifications.
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1.2.3 Teamwork Findings

Observanon

l'eamwork improved performance in complex, hig i$ situations
Discussion

As used in the AEOD human performunce studies, the term "teamwork” includes more
than simply command, control, ané communications, *EOD views teamwork as
including all factors related to performance of the operating crew as a unit as opposed to
a group of individuals

A recent article titled "Coguive Psychology and Team Training: "raining Shared

Mental Models of Complex Systems” (Ref. 26) stated tha critical performance in many

complex systems depends on the coordinated activity of a group of individuals, It further
uotes that the nature of specific teanmwork skills and how best to train team members to
pentorm together effectivedy is not well understood, despite the amount of research that

has heen dov=

I'he NRC also recornizes the imn. rtance of team performance. Since 1987-1988 NRC
operator licensing personnel have giv: 3 increasing interest and attention to command
and control, communications, and other factors that are important to crew performance.
in a pilot pregram that is currently underway, the licensed operator requalification
program was chanyed so that operators are requalified on the simulator as part of a crew
and not as individuals. Licensed operators are still tested as individuals in the written
and walk-thiough portions of the requalification

Examp.es

Puring the Dresden Unit 2 stuck open SRV 2vent (Ref, 6), there were problems with
teamwork and communicadons. The SE made a cognitive mistaxe in directing the
opening of the turbine bypass valvus that was not challenged o1 corrected by other crew
members. Suppression pool cooling was no initally mv imizod as ro Julired by
provedure, because of either miscommunication or mnisunderstanding. During the
opening of the bypass valves, the operatur was not given specific instructions as to the
number of valves to be opened, the desived pressure at which the valves should be
closed, or the desired rate of depressurization. Because the SCRE was busy performing
event notifications and the shift foremen were performing manual valve manipulatiozs in
the plant, diagnostic support and checking of the SE'’s direction was lacking.

During the Peach Bottom event (Ref. 3), communications and crew actions denonstrated
cooperaticn aud teamwork. Training of contro! room rrews as a team was effective in
esteblishing confidence and trust among the team members. This allowed the crew to

LActor wedl 1o spite of toe stresstul sanation
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Paly verde Unit 3 (Ref. 21) teamwork was effective in coo1 rdinating the activities of the

crew 0 monitor and ul,‘(ml the plant when the annunciators became unavailable he
shift supervisor held a briefing within a minute after the loss of annunciators. Extra

operators were effectively used to monitor parameters that no longer had alarms

i .

X3 Procedures

I'he operation of nuclear power plants is bosed on the premise that rule-based
i P i, ¥ Viahlia " L-s . | Jp— T i

performance is more reliable in knowledge-based performance. Procedures were
de Jeiupt' ! &8 an aiG 1o the o perators tor sate p lant operation and represent the best

are

availahle thinking on proper operatar response, assuming sufficient personnel
availablc to enact them

EOP implementation involved years of effort by owners’ groups, licensees, vendors, and
the NRC. (Symptom-based EOVPs are intended to assuie operator response to achieve
safe plant conditions without requiring diaguos's of the specific event.) Decision poiets
are thought out beforehand to guide the operators to the proper response when a choice
needs to be made. Deviations from procedures should not oconr except vider conditions
addressed by administrative procedures

However, an oparator’: use of prw.,cdut‘c~- depends upor his perception of thei
.u‘equ.\cx his level nf expertise, mznageinen: expectations of their use, and group norms

Uperators do not awways use or follow their procedures In sume cases, it was found that
vperators dia not follow procedures because they contained errors. I'rocedures of high
quality are more likely to be used, and procsdures which are u.ed are more likely to be
mainianed,

N " . s auvail i 1 larre M1 ¥ 4 ¢ 1eal “ .
While procedures are available for a large number of potential sccidents and transients,

sOme m,,.m\mx will arise where existing ;\m edures do not apply. Thus, knowledge-
based performance wili be necessary at times, to return the plant to 2 safe condition

13,1 Frocedora! Adherence
ervation
cedure. Procedure content, case

a

Some operators acted during events without usiag a pry

of use, 1na management policy and practices in ‘ur:m"ci proceqdure use.

Exampies

The LaSalle Courty Unit 2 event (Ref. 20) was partially caused by an RO who failed to
at down the RWCU systemn in the order stated the procedure, and thien bynassed &
valid RWCU isolat. n signal. The alarm response procedures «did not direct the

operators how to verify the validity of an R isolation alarm. The spe~iai test




proceJure did ot address how to isolate the RWCL, if necessary. The operators
allisved the RWCU isolation 1o occur without referring to anv nroczqure, despite a
special test procedure being used which contained 2 precaution to aveid operating the
valves without thermal overload protection. The RO stated in an interview that he
normally relied on memory and expeiieace to handle emergencies, then used procedures
afterward to check his actions, because of frequent procedure revisions and having to go
through three pages to find the one step needed.

Durir.g the study of the Crystal River Unit 3 event on December 8, 1991, (Ref. 18), a
number of procedure-related observitions were mede. The annunciator response
procedure for low R.CS pressure was not used by the operators. Hence, the investigation
of the ~eactor depressurization wns 10t systematic; and operators withdrew control rods
lo raise reactor pawer, temperature, and pressure even though actual Tave was stable
and not the cause of the pressurs decicase. The event declaration and notifications were
late because we shift supervisor relied on "knowledge" of the requirement. rather than
checking the applicable procedures. Procedure deficiencies were identified in that (1)
the asscviated alarm respense procedure addressed only control sysiem failures, (2) not
all steps of the applicable abnormal procedure were executed (including directions to
close the pressuricer spray block valve) because administrative procedures allowed the
abnormal procedure to be exited ouce ESF terruinavon criteria were met, (3)
administrative guidance was lacking concerning bypa:s of ESF prior to abnormal or
emergency operatiug procedure entry, aad (4) guidance for effective conirol rovm
communications was cither 'acking or not effectively implemented.

During the Nine Mile Foint Unit £ partial ioss of instrument air event (Ref. §,) the
applicable procedure was writtsn to address a total loss of insirument air, »ot partial
losses in specific legs of the system. The operators may have bad a better understandiag
of which systams wee available if the procedure was written i ~ddress partial losses of
instrument air. During the Nine Mile Point Unit 2 IfT event (Ref. 24), operators
eaperienced difficuity restarting the feedwater pumps because the startup procedures did
nut address quick restart of feedwaier and condensate pumps under erergency
eonditions. an anticipated available water source required in the EOQPs. lo addition, the
scram procedure Jid not segregate and make a distinction between immediate actions
ard supplemental actions.

33.2 Knowledge -Bused Perfcrmance During £/ents
Observasion

Operators experienced ditficulty in applying knowladge to unusual plant conditions,
which resulted in delavs in recognizing and responding to events.
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Some knowledge-basad pertormance is necessary in every event to recogniz: (he
significance of the situation, initiate use of we appropriate abnormal opirating
procedures or EOPs, and follow those procedures to respond to the event.

Discussion

Examples

In the Monticello eveni (Ref. 15), the crew did aot anticipate the expected plaat
cooldown when shutting down the reactor under conditions of low decuy heat and
auxiliary steam loads. The RO did nut understand the intermediate range monitor
response to the power increase due to RCS cooldown when rod insertion was stopped.

During the Quad Cities Unit 2 event (Ref. 8), tn opera.or had difficulty integrating
reactor theory and plaut response when an operator withdrew control rods to ruise
pressure and received an automatic reactor scrain when power increcsed rapidly while
IRMs were not maintained on scale.

In the Crvsta) River Unit 3 event (Ref. 18), an operator withdrew control rods in an
attemp’ to raise power, and hence, TAVE, in response to a perceived coo'down svent
when, in fact, the reactor depressurization was not due to a cooldown, as evidenced by a
stable TAVE.

Operators had difficulty using their knowledge in the calenlation of corrected water level
at Prairie Island {(Ref. 19). Difficulties inclnded not realizing that rounding would
introduce unacceptable errors and performing simple additions requiring conversion of
inches to fest,

3.3.3 Operator Preconditioning
Observation

Preconditioning froin past experience, traiving, or management direction strongly
a*fected how operators recognized and responded to events and in some cases led
operaturs to disbelieve valid indications or 0 take inapprriate actions.

Discussion

Operators of*en react to specific plant conditions by remembering past operating
experience, simulator scenanios, management direction, or clasior . training. These
usually combine in concert to forus operator reactions in a certain manner when an
event occurs. However, previous experienve with spurious alarms, malfunctioning
instruments, or opposiie directions for diffes 2t scenarios may create confu<ion or
misdirection.
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Operator preconditioning to ESF actuations can misdirect operators: unnecessary ESF
actuations are perceived to be unnecessary chalienyes 10 the systems; they may cause a
scram and causc extra work. Section 3.3.4 of this report describes impromptu operator
actions that have resulted, in part because of operator preconditioning to avoid ESF
actuations.

Exumples

Several weeks before the LaSalle County Unii 2 event (Ref. 20), an RO bypassed a valid
RWCU isclation signal, partly because licensce management had previously ericicized
operators tor allowing an automatic RWCU isolation that resulted in dainmage to the
valve mactors because of improperly set limit switches, Although the operators knew the
RWCU dufferential flow meter indicated high, previnus experience with spurious RWCU
isolations during plant heatup may also have conditioned them 1o have expected a
spurious signal. The «Jarm response procedures did not contain sufficient instructicas on
how to verify the validity of the RWCU isolation signal.

Tre normal bypassing of SI during plant shutdown at Crystal River Unit 3 (Ref. 18) may
have conditioned the operators to respond as they had previc isly, instead of recognizing
that the existing situation was differeut.

When asked about their expected response to a potential scram condition during the
Palo Verd: Unit 3 loss of annuactators (Ref, 21), ROs noted they are trained to scram
the reactor only if a scram set point i« exceeded, ur'ess direcied by an SRO.

At Dresden (Ref. 6), simulator training scenarios typically used a stuck open relief valve
as the initiating event for an anticipated transient without scram (A TWS). In those
scenans, the torus heats rap’dly and the torus tewperature is a concssn of major
significance. Operators stated that the: “1d not been trained for the simpler event to its
expecrer! conclusion. The more compli. .ed simulator training prepared the operations
persuanel for the unlikely worst-case scenario. Howcver, the lack of training for
expected sinpie events failed 1o high''ght the fact that the concerns and response 10
worst-case scenarios are often different fom those of simple evert,, This
preconditioning miiy explain why the crew had unnecessury, unwasranted concern for
torus temperature response in this evant.

334 Control of Emergency Safewy Features

Qbservation

In two eveats, operators inappropriately defeated the automatic operation of ESks
during valid systexn deruacds. Some licensees have not prevded sufficieat guidiace thai

limits bypassing or disabling ESFs, a'lowed for by technical specifications and emergency
or admini trative procedures.
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In 2 of 17 events investigaied by AEOD, operators deieated the automatic actions of an
ESF under demand. Even though the operators corrected their mistakes, this is a higher
failure rate than that found in probabilistic risk assessment calzulations for emergercy
core cooling system failures, indicating that some of the important TMI lessons leatued
may not have been retained.

Not all plants had administrative guidance for control of ESFs for ali plant modes,
especially for situations where ihe operators have not entered the EOF;. Some guidance
did not cover when ESFs may be bypassed or disabled, when they should be reinstituted
or restarted, and p orities for event response. Procedures invciving ESFs did not have a
function recovery section. Not all plants allowed ESFs, once ivitiated, to operate until
explicit termination criieria were met. Operators were generally provided adequate
guidance for controi of ESFs once EOPs 22d abnormal operating procedures were
extered, although a review of LERs (Rel. ?8) showed that rearming ESFs was potentially
a generic weakness.

Without appropriate guidance developed beforshand, operators were forced to taake
rapid individual decisions in stressfil situations. For situations where an SRO
determines that it is necessary to deviate from technicel specifications to defeat ESFs,
Title 10 to the Code of Federal Regulations 50.54(x) and (y) apply.

Examples

[n the LaSelle County Unit 2 event (Ref. 20), an RO defeated a valid RWCU isolation
signal caused by @y open RWCU relief valve, with the concurrence of an SRO, without
using available procedures.

At Crystal River Unit 3 (Ref. 18), an RO defeated the ESF actuation system signals

during a reactor depressurization event caused by an open pressurizer spray valve,
without the concurrence of ai SRO or procedural guidance.

3.4 Human Machine Interface
The human-machme interface issues discussed below focus on the difference between

shutdown and power operations, aids to operatnr aWareness, and instrumentation to
SUppOrt OPErator actions.
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34,1 Shutdown instrumentation
Observetion

A lack of appropriately ranged, direct-reading, control room instrumentation to monitor
reactor precsure, temperature, and level caused operators to have difficulty in
recognizing and responding to shutdown events, when operator actions were required to
accomplish the safety funztions of disabled, autoratic safety systems.

Dizeussion

Of the 17 events studisd, 11 of the events occurred during power operation and 6 took
place while the plant was at standby ~r shut down. The differences between power
operation and shutdown events provide some insight into the extent of required operator
actions and the instrumentation needed for plant safety,

U.S. power reactors are designed to provide automatic safety response for most accidents
and cesign-basis transients initiated during power operation. During such events,
operators often intervene quickly even though the plant is provided with automatic
protective systems.

For events initiated during shutdown, it is essential that operators respond. Operators
usually have 12 diagnose the cause of a problem and correctly realisn equipment to
‘erminate a shutdown event. Many automatic safety functions are disabled during
shutdown and it iz likely that equipment will be out of service for maintenarce and
unable to perform its safety function. Any additional problems make recovery more
difficult. However, operators may be hindered by lack of the necessaty instrumentation,
training, and procedures to effectively diaynose and terminate the eveat.

The French nuclear regulators and utility have recognized the risk associated with
shutdown and have begun & pregram to establish automatic initiation of SI to restore
water level during shatdown conditions.

The NRC has initiated a program to address shutdovn risk that is expected to address
many of these issaes.

Examsples

The Prairie Island (Refs. 19 and 27) shutdown event showed ilat new electronic reactor
vessel level instrumentation, installed 1o meet Generic Letter 88-17, was ineffertive
because of faulty pressure compensation and did not respond properly because of tne
uitrogen cverpressure in the pressurizer. The tygon tube reactor vessel level indicaricn
had w0 be manually compensated by operator calculation. The opevators experienced
difficulty in performing these ca'sulations in a timely manner. The liccasee required the
core exit thermocouples to be operable only at reduced reactor vessel inventories,
whereas the genevic letter specified them 10 be operable whenever the reactor vessel
head was nstalled.
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reactor vessel instrumentation
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[ and direct
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During the Catawba overpressurization operators were
not aware that reas pressure was increasing until they agnosed the cause of

pressurizer reiief tank due to the f an RHR re
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As the Oconee RCS was 'osing water through an open flange (Ref. 12), the operators
were alerted by wide range level insirumentation, but first saspected a faulty instrumer
until the RCS I+ el loss was corfirmed by narrow range instrumentation in the hot leg.
The operators observed the Rhi\ loop temperature and decided that the cure
temperature increase was minimal and increasing slowly. They believed they |

had several
hours betore the core would heat up to the builing point. However, as aoted in Section

|

\

ut 40 mrautes The operators Jid not

dly understand the severity of the situation during the event

i

3.4.]1, the core would have reached boiling in abo

At Quad Cities Unit 2 (Ref. 17), the MSIV closed with a consequent pres<: ‘¢ and power
spike that was not noticed by the crev wer 3 hours. The power spike ~ad the flow
increase wers below the alarm set points because the reactor

8

was operating at reduced
power

Prairie 'siand (Refs : ), operating characteristics of the reactor vesse! level

wtruments used in the drain down prevented the operators from kaving a true
','zdx;.'.t'. n of the reactor water level. They attempted to perform hand calculations to
generate a corrected level and the results were d

(ne at to late to
prevent loss of DHR

inaccurate and a.nve

3143 Instrumentation

Despite detailed control room design reviews, ié;\‘ veaknesses remain. I hese
weaknesses can be important as evidenced by the TMI-Z accident where operators
secured S1 because they erroneously believed che pressurizer was full. TMI-2 showed
that wistrumentation weaknesses could lead operators into actions that furthered the

accident progression
Observaiion

Lack of direct cotdrol room indication ot flows affecting the RCS invent Ory,

shar : cafar il vl alves 1 4 \ - M vhe RS - -
discharges of safety and relinf s 171 systems connected to the RCS, has impaired

perator resr“vwcr to events. Conversely, direct control room indication of flows
\-\.rrw;t.n_u th ' '
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In the Crystal River event (Rei. 18), spray line flow indication was unavailable and
operators were unable to identify the cause of the depressurization because of the many
potential causes to be investigated. Although the spray valve position iadication
erroneously indicated closed, it is likely that if spray line flow indication was available,
the operators would have closed the pressurizer spray block valve and averted the
reactor scram and SIL.

Examples

At Peach Bottom (Ref. 3), as with other BWRs, there was no direct indication of HPCI
injection flow to the reactor vessel. The HPCI flow indication was in the comrmon
header of the injection and test return lines and measured he combination of both fTows.
The operators throttled the HPCI flow to the reactor vessel to avoid unnecessary high
reactor pressure vessel HPCI trips. The effect of the injection could only be determined
by the rate of change of the reactor vessel level. The HPCI flow indicator would not
provide accurate flow indication if there was leakage in one line or if both tlow paths
{injection and returns) were in service, Many RCIC systems are instrumented similarly.

Al Quad Cities Unit 2 (Ref. 17), a valve and its indication failed. Main steam line flow
indication led operators to eventually identify that one of the main steam lines was
obstructed.

At Fort Cathoun (Ref. 22), the instrumentation allowed the operators to identify a failed
open pressurizer safety valve that facilitated operator understanding of the observed
ylant response.

At LaSalle (Ref. 20), the relief valve that had lifted and rema.ined open was not
instrumented. The differential flow indicator was considered urreliable. These delayed
operator identification that an actua! loss ¢i coolant event was in progress. The reactor
building equipment draiu tank level finally provided indirect indication of a leak.

3.5 Industry Initiatives

AEOQOD tried to evaluate progress that licensees have made in analyzing human
perforraance during vperating events and feeding operating experience .nformation back
to the industry, through review of operadug »vents. While the human performance study
site visits have been relatively short, averaging about two cavs per site visit, useful
insights into influences on operator performance have been gained, both positively aid
negatively. However, AEOD has seen little evidence inat either the industry or
individua: licensees have made the effort necessary to systematiczlly analyze and
evaluate human pecformance in operating events.



3.5.1 Event Review Process
Observation

There is a wide vanance in the effectiveness of licensee's studies of human performance
in operating events. While some license.s have missed such opportunities, others have
initiaied worthwhile corrective zctions because of their human performance studies.

Discussion

During the Peach Bottom Unit 3 event (Rel. 3), the operator had a difficult time
controlling level and fiow into the reactor using HPCI. One reason for this was that
there was no direct indication of flow into the reacior vessel from HPCl. HPCI flow
indication in the control room was pump discha:ge flow, only some ¢’ which went into
the vossel. The operator used the position switches on the testable check valve on the
HPCI line as an incication of flow into the vessel. When the switches showed the valve
open, the operator nferred ther: was some flow into the vessel. Identification of
problems like this would enable a licensee to plan corrective measure: that might only
involve simple procedure changes or hardware changes.

In some cases, the licensee had prepared a followup report that describes the event in
some detail. In almost every case, the licensee had prepared an LER. AEOD reviewed
some of tiwse and compared them with the human performance study of the same event.
In some cases, it was difficult to tell that the reports describe the same event. It appears
in these cases, that the licensee failed to consider the human performance aspects of tne
event or failed to include that information in the report.

3.52 Industry Program to Develep Generic indings
Observation

AEOD is not aware of an industry program that develops generic findings from events to
unprove human performance.

There is a lack of @ publicly available, uniform, industry-wide system to collect, manage,
analyze, and disserninate data on human performance during events. Such a system
would serve as a central point for collecting reports on event investigations that are
generated by participating utilities, generating generic findings, and feeding back the
resuits to all of indusiry. Fortunateiy events which challenge operating crews are rare. [t
is important that lessons learned at any plant be shared throughout the industry.
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36 Latent Factors

Jaries Reason bas proposed (Ref. 1) analyzing the data on the 13 events in 1990-91 to
show how latent {actors can influence crew performance. He used the foliowing
categories for data on each of the events: def nses (for good or ill), acts (either
avproprisie or not), conditions Jocal factors relating to the task or environment that
shape operator performance), situations (whether the plant was in a typical or nontypical
state) and latert ‘actors {upstream causal agencies that originate in the managerial or
organizational spheres). After categorizing the data, he then found there were six factors
that could be used to discriminate between events where crew performanc: was
"successful” (the crews were not deceived by misleading indications, and ti..y achieved
safe recover in a relatively stiort time) and where it was “less succassful® (safe recovery
was d.'ayed by misdiagnoses and/cr inappropriate actions). He found that there were 8
"less successful” events (Peach Bottom, Catawba, Dresden, Braidwood, Quad Cities [both
events], Monticello, and Crystal River), and five “successful" events (Nine Mile Point,
Milistone, Oconee, Diablo Canyour, and Waterford). He summarized the data in

Table 1.

Table 1 Reason’s categorization of 1990-199] events

(N=8) (N=3%)
Procedural problems 8/8 0/5
Training probiems 6/8 2/5
Teamwark problems (CCC) 5/8 1/5
Nontypical situations 5/8 1/5
Organizational problems 4/8 0/5
Early hours AM 4/8 0/5

On average, the factors were present in two-thirds (67 perceat) of the less successful
evepts as compared with about 13 percent of the successiul events. Reason suggested
that the difference betwesn the successful and the less successfu! crews might be in the
quality of the oc~rators involved, but that this did not seem likely.

When AEOD analyzed the 1992 data in the same way, it was found that the Fort
Calhoun event was more successful, the Prairie Islaud and La Salle cvents were less
successful, and the Palo Verde event was not clearly either. The data from all the
events, except Palo Verde, is included in Table 2 for comparison based on the factors
identifiea in Table 3. An additiona' factor has been added for human-~.uchine inteiiace
problems. The data are summarized as follows:
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Table 2 Categorization of 1990-1992 evems

Procedural problems

I'raining problems

leamwork problems (CCC)

Organizational problems

num an-Machine Interface p
')"'\Wu‘ Situaton

Casly hours AM

One mught pote the following

Procedural pml'\ic:r:‘c. contributed to ali of the less sucoessful events. This Jdata
points out the importance of procedures, training, m»i teaniwork (0 operatur
performance. Whi l: problems in these areas contributed to operator difficulty in

‘ess successful events, such probiems rarely existed in successful events

Nine events involved nontypical situations, 7 of which were considered "less
successful”

"

® Four evems occurred in the early hours ard all were considered "less successiil
The results are coasistent with those ottained earl: -. Ci average, the first five factors,
as rc;irr.mved were present in 70 percent of the less suzcessful events as compared with
about 17 percent of the more successtul events. While this analysis is bighly subjective,
and the discrinunating factors were not equally liz«ly, it is based on daia from
reprecentative number of studies (16 studies at 15 facilities) aand provides = means of
examiaing the results as a whole. Interaction among the discriminating .actors can be

een as one compensates for another. For example, good teamwork may have
mfnperL\,u(u for a procedure or training problem. [n any cass, it seenis clear tlat crew
performance can be made more effective by imy ng procedures, tra wing, teamwork,
and organizations, and by susgesting that crews exercise greatar caution and teamwork in
the early moring hours.




Table 3 Factors associzted vith the vents

iess successful events

PR Ca Br | QC-90 Mo QC-%1 | CR Pl LS NM ' M | Oc T'Ws FC
Procedure
Problems Y Y ¥ Y ¥ Y ¥ Y Y r N N N N
Training
Problems ; 4 N ™ ¥ Y Y Y ¥ N | Y N N
Teamwork
Problems ™ N Y Y Y Y N Y N N N N N N
(CCO)
Noatypicel
Situations 1% N Y ¥ N Y | Y I N |N|N
Organizational :
Problems N N Y Y N .- N1 Y 1Y N | N | N
Earlv Hours l
Marning N N Y N Y N 1Y N N N N N
Heman-mschive H
Esterface i
Problers N N I Y i Y Y Y N N N
PB PEACH BOTTOM UINIT 3 NA NINE MILE POINT UNIT 2
Ca CATAWDTA UNIT | S F] MILLSTONE UNMIT 3
Dy DPRESUEN UNIT 2 Oc¢ OCONEE UNIT 3 >
Br BRAIDWOOD UNIY | BC DIABLC CANYOM UNIT i
2C DUAD CITIES UNIT 2 Wa WATERFORD UNIT 3 E
Ms MONTICELLOD FC FORT CALHOUN :
CK CRYSTAL RIVER UNIT 3 FC FORT CALRCUN

Pi

PRAIRIE ISLAND UNIT 2

LA SALLE UMIT 2



4.0 PROGRAM ACTIVITIES

AEOD has recognized the need for improved collection and extraction of human
performance lessons learned across all plants (Ref. 29). To improve extraction of human
performance lessons learned, AEOD has begun activities to create a human performance
data base.

To impruve coilection of buman performance data, AEOD staff has begun efforts to
improve reporting of human performance data by both licensees and NRC siaff. For
example, AEOD management is alert to include buman performance i- AIT and
Incident investigution Team charters, when appropriate, and has provided staff with
tuman performance evaluation expertise to these teams. AEOD bas supporied efforts of
other NRC offices, such as the human performance investigation grocess, that are raising
the awareness and knowledge of resident, regional, and headquarters inspectors, During
AEOL siie visits, the teams ¢ncourage the licensees to perforr. uman performance
investigations and to report the results in LERs. The teams ex,-un that the LER rule
requires human factors reporting. During the rouiine review of inspection reports and
LERs, AEOD Division of Safety Programs staff also are alert to identify potential human
performance issues.

AEQD intends to cortinue its human performance site visits and document its findings.
Future efforts will focus on reporting of specific human performance issues, as (hey are
developnd. Accordingly, ACOD will discontinue issuirg comprehensive human
performance interim reports.

50 CONCLUSIONS

These human performance site studies have provided valuable insights into how
operating crews actually cope with real events. ldeally more data would be available to
support conclusions, but there does not appear to be a larger source ot indepth nuclear
power plant human performance data avaiiable,

A large data buve wili take some time to develop because these events are infrequent.
This information is the result of about 2 ¥ yesis of effort and is estimated to cover
about one-fourth to one-third of the events which significantly challenged operating
crews during that period.

Despite the smal! data base, cerain conclusions can be drawn based on the observations
m Chapter 3 of this report:

1. A careful examination of control room staffing and organizational structure vs
emergency functions would better utilize shift resources and allocate tasks so that
no inaividval(s) were ove:burdened, wh'~ maintaining appropriate levels of
sapervisory and techmical oversight. This would be especially worthwhile with
regard to the "duai-role” STA position. (3.2.1 and 3.2.2)
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7.0 APPENDICES
7.1 APPENDIX A: Background on the Position of Shift Technical Advisor
Requirements that apply te the STA position:

SECY-92-026, dated January 21, 1992, describes the evolution of requirements for the
-4 A at nuclear power plunts. It notes that Genenc Lettar 86-04 was issued on
February 13, 1986, to provide licensees with a copy ~f the Federal Register notice of th
"NRC Policy Stutement on Engineering Expertise on Shift.” The policy stateme.s. v.as
intended to ensure that adequate engineering and accident assessment expertise is
possessed by the operating staff at a nuclear power plant.

The NRC policy statement offers two options to meet the STA requirements of
providing engineering expertise on shift. Option 1 provides tor eliminating the dedicated
STA position by combinir.g one of the required on-shift SRO positions with the STA
position into a "dual-role," SRO/STA position. The SRO/STA must hold a
baccalaureate degree in engineering, engineering technolog , or physical science, or a
Professional Engineer license. Option 2 permits a licensee 10 satisfy the policy by
placiog on each shift a dedicated STA who meets the education and knowledge criteria
of NUREG-0737, em LA.1.1, and participates in normal shift aciivities.

The generic letter notes that the Commissi<o encourages licensces to move toward the
duai-role position, with the eventual goal of the shift supervisor serving in the dual-role.
The Commission encourages licensees to have the dedicated STA assume an active role
in snift activities if the alternative, dedicated STA position is selected. This could be
accompiished by having the STAs rotate wath the shif: and by including responsibilities '
review plant logs, participate in shift rurnover activities and training, and maintain an
awareness of plant configuration and status,

Background ~ intended function of the STA:

The Federal Register notice of October 28, 1985, is clear that the requirement for the
STA is intended to improve the ability of shift operating perscanel to recognize,
diagnose, and effectivel; deal with plaat transients or other abnormal conditions.

The STA function is to objectively evaluate the plant conditivn during abnormal and
accident congitions and recommend action. Specific training in the plant transient
response helps to accorplish this. The requirement for a bachelor’s degree in
engineering or equivalent helps ensure the STA has engiaeering expertise to contsibute
and can think and ;ommunicate effectively. (The baccalaurezte is usually tae lowest
degree conferred by a 4-year college or university. This is not an unreasonabe
qualification for this position.) Qualification as an SRO muakes it more likely that the
STA will be respected by the liceased SROs on shift so that tae STA's advice will be
adequately considered. Requiring the STA to rotate with a shift and have

4%



DRAFT

responsibilities to vevies plant logs, participate in shift turnover activities and training,
and maintain an awareness of plant configuration and status, are other things that
improve the STAs knowledge and credibility with the shift,
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