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ABSTRACT

This report documents & probabilistic safety study of potential

accidents initiating during shutdown at Seabrook Station. This supple~

? ments & full scope leve’ 3 probabilistic risk assessment of Seabrook
: Station operations at power., Scveral objectives of this new study
are to:
1. Quantify risks of accident sequences with the potential

for core damage and offsite consequences that could oce -

: during shutdown,

b Identify specific »lant features, configurations, and human
gctions that are the most significant risk contributors

during shutdown.

Ve Evaluate and recommend improvements to control and reduce

the risk of serious events during shutdown via accident

prevention and mitigation.

4, Establish a framework to conduct future studies and aid in

the decisfon process.

1t was concluded that the mean frequency of severe core damage due to
events initiated at shutdown is 4.4E-5 per year, about 6 times less than
that due to events initiated at power. The risk to public health due to
shutdown events was also quantified based on source terms and consequence
analyses that account for the inherently smaller inventory of fission

products and decay heat at shutdown.
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RCS coolant inventory is drained down to the hot leg mid-plane for
primary system maintenance; and (d) the opening 3{ containment pene-
trations and hatches, which is allowed by Technical Specifications.

A preliminar: investigation (Reference 4, RAl 21) indicated
that the risk duting shutdown at Seabrook appeared to be small but
warranted a further look. One justification for this more detailed
study was the observation that, because other analyzed contributors to
the frequency of early release scenarios were also found to be quite
small, the relative importance of shutdown cvents could be significant,
Another justification was the fact that, because of their omission from
pruvious PRAs and their Jeemphasis in FSAR Chapter 15 safety analyses,
puch less is known about the nature of the initiation and progression cof
shutdown events in comparison to rower operation events. In addition,
NRC reviews, including that by Brookhaven Nationsl Luboratories (Ref-
erence 5), identified the need for more detailed plant specific assess-
ments, This ~tudy of risk during shutdown was initiated in Janus 1987
and provides a more complete, explicit assessment of risk for Seabrook
Station for use in future decision making. Specifically, for shutdown
events, the key plant characteristics that contribute most significantly
were identified and examined. 1In addition, NRC Generic Letter 87-12 has
generated an increased Industry awareness of potential risks during
shutdown., 1In response, significant analytical and procedural guidance
is under developmeit by the Westinghouse Owners Group. This information
is expected to support and complement this study.

1.1 Objectives

The objectives of this study are to:
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Quantify the risks duv to accidents that initiate during
shutdown, including the likelihood of serious damage to the
tesctor core and resultant offsite consequences, with 8 focus
on early health effects and emergency planning strategies.

ldentify those specific plant features snd configuretions
that contribute most significantly to risks at shutdown.

Recommend procedural and hardware improvements to reauce the
risk of rerious events during shutdown.

Establish a2 framework to conduct future stodies of shut~
down to aid in decision making.

Approlch and Methodology

This detailed plant specific study of shutdown events is a con-

r tinuation of an earlier preliminary investigation (Reference &, RAI 21).

It is also a follow-on to the Seabrook Station Probabilistic Safetry

issessment (References | through 3) which provided a significant technical

basc as summarized below:

le

3.

b

S

Modularized and linked event trees were used to model and
quantify accident sequences based on the methodology and
using advanced versions of the computer codes from the
SSPSA.

A simplified support system event tree was used {n this
study based on results of the SSPSA and the unique con-
figuration of the plant at shutdown.

Initiating events from the SSPSA, inciuding internal and
external hazards, were reviewed and served as the starting
point for the search for internal/external events that were
selected and quantified in this study.

Cata and systems analysis from the SSPSA were used and
modified for shutdown conditions as necessary.

Source terms for shutdown events were developed from
previous source term analyses and corrected for re-
duced fission product and decay heat events. The same
consequence snalyses methodology and computer codes were
used as in previous studies of at power events.

In addition, the approach used to model accident sequences

{s similar to that used in & research project performed for the Electric

1=3



Power Research Institute where the core damage frequency of accidents at
the Zion nuclear plant during plant shutdown was assessed (Reference 6).
The Zion study (NSAC-84) was an in-depth study and quancification of core
melt frequency (level | PRA). This Seabrook specific study went further
to include external {nitiating events, consideration of containment
integrity, different release categories and source terms, as wel. as
consequence analyses. A full scope, level 3 analysis was performed to
provide i full statement of risk specifically to address emergency
planning considerations.

The following summarizes the approach and methous used to con-
duct this evaluation of shutdown events:

ls PWR industry experience witn residual heat removal (RHR)
systems was reviewed to obtain insights into what could
happen during shutdown. Industry shutdown events from
1977 through 1981, summarized in NSAC-52 (Reference 7),
were considered. In addivion, this experience base which
includes 251 events was updated through 1986 in this study.
As a result, this study benefited from experience gained
in a total of 345 events indicat.ng actual problems that
occurred during shutdown. This experience was helnful
both in identifying key accident sequences and in esti~-
mating their frequency of occurrence.

24 Seabrook Statjon operations and maintenance procedures used
in shutdown, refueling, and startup evolutions were reviewed
in detail and discussed with plant operations.

3., Items 1 and 2 guided the development of event tree models
of the procedures. These event tree models were used to
identify the most likely ways to initiate a loss of cooling
event due to procedural errors and/or egquipment failures
that are appropriate for Seabrook specific procedures and
design and in consideration of RHR event experience. Six
event trees were developed, one for each of the following
six major procedural evolutione during shutdown and startup:

Cold Shutdown

Drain RCS

Fill Refueling Cavity
Lapty Refueling Cavity
Fill RCS

Startvp

o 0O 00 O









10,

° Initiating event frequency uncertainty.

o Uncertainty in frequency estimation of human error
rates.
° Uncertainty in component fajiluve rates, maintenance

unavailability and common cause failure rates,

o Uncertainty in the configuration of the plant: (a)
the coolant level in the RCS and (b) frequency and
duration of containment penetration and equipment
hatch opening.

Sensitivity snalvses were use. to investigate {mportance
of specific modeling assumptions and “enefits of potential
improvemen.s.




&V RESULTS AND CONCLUSIONS

The purpose of this section is to summarize the results and
conclusions of this study. These results include insights into the
sources of risk of potential accidents during shutdown, ways to control
or reduce this risk, the quantitative risk levels, and a plant and site
specific risk model which will allow evaluations of the risk fmpact of
future changes. The results of shutdown events are compared with the
results from previous sssessments for power cperation events at Seabrook
Station, with the NUREG-0396 "Dose vs Distance” curve, with the NRC
Safety Goals, and with actual loss of RHR industry experience, The
results and insights from this study illustrate the importance of an a
priori examination of risk factors. Despite the large uncertalinties
associated with such an examination, this is preferable to waiting for
the occurrence of incidents or accidents.

The risks from shutdown events described in This study assume
that specific plant improvements (or their equivalert) identified during
the study will be implemented. These improvements wetre identified by a
detailed review of Seabrook systems and procedures used Jduring shutdown
and a comparison with approximately 350 reports of actuel shutdown events
in the nuclear industry over the past 10 years. The risk lmportance of
these improvemerts became clear during the early phases of this study of
shutdown 2vents. Therefore, the final risk quantification was made
assuming that they would be implemented. Sensitivity studies were then
sdded to the final results to bound the risk impact of the improvements.
The improvements include:

<] Instrumentation snd alarms to improve operator action
and to alert the operator to incipient loss of RHR









is vented and partially drained (X) and LOCAs (including LOCAs due to
overpressurization) make up advout 90% of the coie damage frequency. This
fllustrates the importance of the "time to core uncovery” which is & func~
tion of the decay heat load (time after shutdown), the amount of coolant
{nventory sbove the core, and the availability of steam generator cooling.
As shown in Table 2-2, the time to core uncovery is much shorter for RCS
drained down (X) and for LOCAs. Thus, an important factor in determining
core damage frequency is tne (ime in the drained down mode which reduces
the time for operator action to begin alternate decay heat removal methods
at 8 given decay heat level. An effective way tc reduce risk is to limit
the time in draindown and, when in this mode to strictly control contain~

ment integrity.

3.2 Public Risk
2241 Early Heslth Risk

The mean early fatality risk curve with the "best estimate” source
term and consequence model (assuming 2 mile evacuatior, is illustrated
in Figure 2-2, As shown, the risk from shutdown events (this study) is
about an order of megnitude less thun from power operation events as
deternined in References 2 and 3. As shown in these references, most
of the early fatality risk is within two miles of the plant., Thus,
modeling a 2-mile evacustion distance provides nearly as much risk
reduction as a 10-mils evacuation. For that reason, the best estimate
consequence analysis was done assuming a 2-mile evacuation.

The total risk assuming & 2-mile evacuation distance is more
than an oider of magnitude less than WASH-1400 which modeled a 25-mile
evacuation distance., The WASH-1400 PWR mean is based on a mean to

median 1. ‘o of 2.A% (the PWR-2 medlan frequency, assuming & lognormal
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contain core damage sequences with containment open - either the .quip-
ment hatch off or the large containment air purge valves open. The mode)
includes credit for administrative controls whi:h minimize the time the
hatch is off during shutdown and prohibdit removing the hatch when the RCS
is drained down, The estimated time required to replece the hatch, {f it
is off, helps determine the operator failure likelihood, With loss of
vfifsite power, if the hatch is off, it cannot be replaced because of lack
of power to the crane,

Table 2~4 lists the initiating event contributors to each re~
lease category and Table 2-5 shows the parcent contribution of re~
lease categories to core damage frequency. For lmportant categories
contribu.ing to early fatalities, SR2H is dominated by LOCA events =~ due
to overpressurization o~ sump valve faillure; SR6H {s dominated hy loss
of RHR due to hardvare failure of the pump or due to loss of support
systems. These SR6H events are modeled only when the RKCS {s full (W) and,
thus the equipment hatch could be removed., Also lmportant are losses ~F
kiR due to hardware failures or losses of suction with the RCE Jrained
down (X). 1In this condition, the equipment hutch {s modeled as being on
due to administrative controls so the release is due to unisolated con-
tainment air purge valves. Hence, the final results are quite sensitive
to the assumptions that these controls and other modifications are in
place. The risk sensitivity of these modifications {s estimated in
Section 2.6,
2.2.2 Safety Goal Risk

The safety goal risk {s the mean average risk of early fatality
to individuals within |1 mile of the site boundary. The safety goal re-

sults for shutdown (this study), operation, and total are provided below:

2-6
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With Probabilistically With All Weight Given To

Weighted Source Terms Conservative Source Terms
Ko Evac 2~Mile Evac* No Evac 2-Mile Evac

Operation 3.5E-8 1.1E-1) 3.58-7 1.1E=10
Shutdown 1.0E-9 bolE~1& 9.8E-9 4, 1E~13
Total 3.6E-8 1.2E-1] 3,6E-7 1.2E~10
Risk to Safety 07 00002 72 0002
Goal Ratio
Fraction of Total 03 004 03 003
Risk Due to Shut~-
down

Even with the conservative assumptions of no evacuation and WASH~1400
methodology source terms, the safety goal is met, The risk is more than
three orders of magnitude less than the safety goal regardless of source
ters assumptions when evacuation out to 2 wiles is modeled. This is not
surprising because the 2 mile evacuation zone includes the entire pop-
ulation over which the safety goal risk is averaged. The small con-
tribution made by shutdown events to the safety goal is due to several
fectors. These include the reduction of source terms cdue to radicactive
decay after plant shutdown, slover evolution of accidents due to reduced
decay heat, the relatively small time (37% of the year) spent in the
shutdown mode, and the fact that a relatively large fraciion of the
shutdown risk is outside the assumed 2-mile evacuation zone.
2.2,3 200 REM Dose Vs Distance

The 200 REM whole body dose ve distance results are shown in
Figure 2-6 with power operation results (Reference 3), the total

(shutdown and operation), and NUREG-(396, The resulis shown are based

* Des* estimate source term/consequence model,
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W oponeerval v source terms (WASH-1400 methodology), median frequencies,
A A0 el ., consistent with the original NUREG-0396 presentation.
+wam in Figure 2-6, there i{s a small coniribution to the total 200
E2 sk from shutdown, The shutdown risk alone is just visible on the
scale. 1f the best estimate source terms were used rather than the ton~

servative source terms, the 200 KREM results for Seabrook would be off
scale (low) for power operation., For shutdown, with best estimate source
terws, no metecrological scenarios were found where 200 REM was achieved
offsite. Previous conclusions in References 2 and 3, that the risk at
l=mile 1s less than the risk at 10-milcs presented in ' "EG~039&, are
still valid even with the added risk at shutdown,

2.3 RAL 2] Comparison

An initial estimate of the risk from shutdown at Seabro .«
Station was documented in RAI 21 (Reference &) in response to *he NRC,
The results of this study show that the RAI 21 analysis was a ressonable

estimate of the shutdown risk. A& comparison of the results i{s provided

below!

Mean Annual Frequency

RAI 21 This Study
Total Core Damage 1.8E~5 4,5E-5
Small Containment Opening (given .03 04
Core Damage)
lLarge Containment Opening (given 004 02
Core Damage) to

.3
Exceedence of 200 REM at 1 Mile 003 001
(given Core Damage) to

.02

2-8






For loss of pump suction, the model is about & factor of three

below the data review. This can be explained by the Seabrook design
which has two independent suction lines and the suction valve cross train
depovering slignment which together reduce the likelihood of {nadvertent
suct‘or line isolation, Most PWR plants have only a single RHR suction
line. Also, as & result of the data review, the {mportance of lov level
pusp cavitation was identified., Several {mprovements were identified
(see Section 2.7) to aid in operstor wnitoring and response and are
included in the model. Thus, the difference in the frequency of loss of
suction is reasonable in view of the design differences and assumed
modifications to be in place at Seaoroor.

2.5 Dominant Core Damage Contributors

Table 2-6 lists the contributors to core damage frequency by RCS
condition and initiator groups. Examination of tne contributors and
their relative {mportance yields insights into the composition of the
risk and how the risk can be reduced.

Accidents with the RCS at the refueling level (RCS Configuration
Y) make up less than 0.5% of the total core melt frequency, About half of
this is hardware failure of the operating RHR pump and the other half,

8 LOCA through the refueling cavity ses! ring., The low contribution

of loss of RHR events and the absence of "external events" is due to

the short ‘ation in refueling and the very long time availab. . with no
active hes removal before core uncovery. The refueling cavity seal ring
is a substantial metal ring with a rubber gasket seal which i' tested in

place before use. In the unlikely event of seal failure, the water

would not drain below the vessel flange and normal RHR cooling would be

unaffected.

2-10






infrequent maintenanc. outages or following refueling when performing
st .am generator inspection or meintenance and other primary systen
maintenance. This conditicn is important because of cthe relatively
short time available for operator sotion when no active heat removal
is available and because of the long "mission time" modeled.

Of the 71% of core damage frequency in this RCS condition,
most of 1t (57%) 1is due to hardware fallures and loss of suctien re-
sulting in loss of RER. These fallures are modeled o6 simple linear-
time dependeni models and are significant because of the long mission
time. Of the "external events", the contributors are divided among
loss of offsite power, fires, floods, seismic events, and loss of
support systems (Service Water, PCC).

Core Damage Sequences

Further insights into the risk can be gained by examining the
dominant (higher frequency) sequences resulting in core damage. The
top 20 core damage sequences are listed {n Table 2-7 in order of core
melt frequency contribution. These sequences are explained and dis-
cussed below. Note that the product of the terms in each sequence is
slightly greatei than the sequence frequency listed. This is because
of the absence of success terms in the sequences wnich are included in

the formal quantification described in Section 5.

Sequence 1: X5N * OR2
(6.2E<2) * (1.7E~4) = 1,0E-5/yr (22,.8%)

This sequence is initiated by a hardware loss of the operating
RHR train with the plant drained to the vessel flange or hot

leg midplane (X5N). This loss of an RHR train is assumed to be






must decide on the most appropriate action to take. This

actio 1is similar to OR2 i{n Sequence 1 except that it {s
assumed to take additional time to trip the cavitating pump.
The tive available until core uncovery is slightly shorter than

OR2.

Sequence 3: LS * LCC
(2.1E=5) * (1.2E~1) = 2,2BE~6/yr (4.9%)

This sequence is initiated by a LOCA from the RHR suction line
to the containment sump occurring when the RCS {s full (LS).
The LOCA is a result of failure of the isolation check valve
during sump valve testing. As modeled, the failure is in the
suction line with the non-operating pump which drains the RCS
quickly so that the operating pump fails due to cavita’ion.

The operator successfully diagnoses the event but long term

cooling (LCC) fails. With water in the sump, the long term

cooling method is low pressure recirculation with the one re~

maining RMR pump train,

Sequence &: SSBOW = 2,1E-6 (4.8%)

This sequence is initiated by a seismic event which causes

loss of offsite power. Subsequently the diesel generators
fail to start and run due to maintenance unavailability and/or

hardware failure or the diesels fail due to the seismic event,

Despite the long time available to core uncovery, no credit is

given for operator sctions to initiate gravity drain of the RWST

because of the potential confusion and added stress, resulting

from the seismic event.

2
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loss of the operating RHR train when the RCS is drained down

(X58). Subsequently, the standby RHR train fails to start or
rur. (RR4). The long term cooling option, feed and bleed cooling

(LC1), is unavailable due to hardware failures.

Sequence B: LS *  PBA
(2-12"5) * (6015"2) e l.2£°b (2.71)

This sequence is inftiated by the LOCA to the containment

sunp (LE) as described i{n Sequence 3, Subsequent fallure of

train B of PCC makes the standby train of RHR unavailable,

The opersting RHR pump is assumed to have failed due to pump 1
cavitation because of the low primary level. Thus, no long ‘
term coolinz methods are availablé sinc: only the RHR pumps

can take suction from the sumps.

1
Sequence 9: Via *  PBA * 0Cl ® IRl '
(9,2E-2) * (6,1E-2) * (2,6E~2) * (8,1E-3) = |1,1E~6 (2.4%)
This sequence is similar to Sequence 5. It is initiated by an
overpressurization event (WlA) which the operatnr falls to
control (OCl). The operator also fails to isolate the RHR
suction lire to preven: continued primary invencory loez (IR1).
The only long term cooling option, low pressure recirculation

using the standby RHR train, i{s unavailable due to failure of PCC

train B (PBA).

Sequence 10: SSBOX = 1.1E-6 (2.4%)
This sequence is similar to Sequence 4. A seismic event causes

loss of offsite power, with the plant in the drained down con~

2-16






T 1
(1

the flow. Sequence 16 (LOSPX * GA2 * OR2) {s a loss of the
operating RHR train due to los of offsite power and subsmguent
failure of diesel A (train A of RHR is assumed to be the oper~
able train). The operator then fails to diagnose or decide on
a8 viable heat .emoval wethod. This sequence {s similar to
Sequence | except that the loss of the vperating RHR train is
due to support system failures rather than hardware failure of

the pump.

Sequence 13 (X4N * OR3) i{s similar to Sequerce 2 except that
the standby RHR pump is also unavailable. The operating RNE
pump is tripped due to loss of suction and the operator falls

to decide on a viable heat removal method.

Sequence 14 (LPCAX * OR2) is similar to Sequence | except that
the loss of the operating RHR pump is due to lose of train A

of PCC rather than hardware failure of the pump.

Sequences 17 (XSN * OR2 * SP2) and 18 (X3N * OR3 - SP2) are
the same as Sequences | and I (respectively) with the addi-
tional failure to isolace the containment before core damage
(§P2). Sequences | and 2 are core damage with contained re-
leases while Sequences 17 and 18 are core damage with _ffsite

releases.

Sequence 19 (FSCAX * OR2) is similar to Sequence | except that
the loss of the operating RHR pump is due to a fire in switch-

gear room A rather than hardware failure of the pump.
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Sequence 20 (SLL) is & selsmic event which cauvses & large LOCA
due to steam generator and reactor coolent pump support failures.
No credit is given for subsequent ope.ator actions because of

the confusion caused by the seismic event.

Additional station blackout sequences were initielly in the

top 20 sequences prior to electric power recovery. These se-
quences were initisted by loss of offsite power and subsequent
failure of ooth diesels or one diesel and the opposite train of
service water or PCC. The recove-e¢d sequences were assumed to be
stable sequences becsuse at least one train of cooling would be
available., The first sequence now with ac power recovery fajled
is Sequence 43 (B.BE-B per year). This sequence involves loss of
offsite power while drained down (LOSPX) and failure of both
diesels (GAZ * GBD) and failure to recover electric power before
core uncovery (ER8). Also, the operator fails to control gravity
draining of the RWST (LC4) which {s being attempted in parallel
with efforts to restore electric power.

2.6 Uncertainty and Sensitivity Analyses

2.6.1 Uncertainty Analysis

An uncertainty analysis was performed to quantify the range of
possible resvlts due to specific sources of uncertainty. This analysis
involved assigning a distribution for each source of uncertainty in the
model and then combining the distributions based on the logic from the
model using a Monte Carlo simulation. The important sources of un-
certainty and the Monte Carlo model for combining uncertainties are

discussed in detail in Sections 5.6 and 10,






Case | minimizes the time in a drained down condition (X) by de-
cressing the frequency of drained vutages (frequency of A outages frow
0.45 to 0.05 per year), end decreasing the time in post-refueling drained
maintenance (time in procedure tree C4é from 1440 to 14k hours per outage).
The hours taken away from tree C4 were added to procedure tree C5 (time
in filled condition after refueling from 193 to 1440 hours per outage) in
order to preserve to total hours in refueling per outage. This factor of
10 decrease i time in drzined down resulted in a factor of 2 decresse in
core melt frequency. Plant damage states R2P and R2H are low pressure
states 50 the frequency of these states decreased as expected (drained
down is gusrenteed to be low pressure). Plant damage state REP increased
in frequency due to the incressed number of hours in postrefueling non-
drained outages.

Case 2, minimizing the time in the relsatively short, non-
drained maintenance outages (type A outages), reduced the high pressure
plant damage ctate R6P by about a factor of two. Total core mell wes
reduced by 12%. The frequency of core melt with the equipment hatch of f
{necreased because of the assumption that the hatch is off 2 fixed time
(48 hours per year) while in the nondreined condition (W), Thus, when
the fraction of time in W per year decreases, the fractional time the
hatch ‘s off in W increases. The conclusion from Case 4 is that the type
A outages are not highly significaut risk-wise. This ie because of the
presence of secondary cooling which provides at least 12 hours for re~
covery without active decay hest removal.

Case 3 increases the time when the RCS inventory level is at
the hot leg mid-plane. This would be the case {f the nozzle dams were

not used during steam generator inspection and maintenance, Use of
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nogzie dams «)1 .6 refilling to the vessel flange and provides several
hours oddicionsl totl-off time. The fraction of time was incr/ssed so
thet 7508t all (,966) of the *lme in drained ma’ntenance is in mid-
loop op-ratios. The results show sn increase of about 22% in core
damage lveyuency. This sensitivity modeled only the effect of the
sdditional *)me for operetor sctions and recovery and not the {ncressed
1ikelibhoc" wf loss A suction to che KHR pump due to opeiating on the
"edge" with regard to level. "his case shows that reducing the time
for operator actis by one to two hiours has sun effect but ¢ . not
dramaticallv increase risk.

Cases 4 und 5 examine the sensizivity of assump”ion; tegarding
the oparator cation model. Operator action OR (operator fails to
diagiose the situation or fails to decide on a viadble cooling method in
the availavle tiie) is a time dependent model based on a curve pro-

vided in the Handbook of Human Reliability Analysis (Reference 17)

as diccussed in Sections 6.! and 6.2, Case 6 shows the importance

of the large uncertainty assigned to OR. When the error factor is
desreased from 30 to 3 (which has the effect of decreasing the mean,
for & fixed median, by a factur of about 7) the total core damage
frequency decreased by a tactor of 2. Increasing the mean value by

a factor of 10 (Case 5) increases the core damage frequency by more
than a factor of 6. These two caces show the {mportance of operator
action during shutdown., As OR increases, it begins to dominate so that
increasing OR is more significant to core damage frequency than de-~
creas.ng OR. Operator action OR {s less lmportant for the plant damage

states «ith the hatch off.
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Case 6 shows the importance of gravity feed and bleed which is
modeled only for low pressure sequences with loss of all support
systams. Decressing the reliability of LC4 by a factor of 40 (from
0.918 to 0.5) increases total core damage frequency by a factor of 2.
Thus, the availability of gravity feed and bleed is important but minor
changes to the value of the split fraction LC4 (e.g., by 8 factor 2) is
not criticsl.

Case 7 increases the fraction of time the hatch is off in
condition W (RC* full) but maintains the hatch on in the drained con~
dition (X). As wx;cc ed *he core damage frequency is unaffected but
the frequencies of R2H and REH are ‘rcressed by factors of 7 and 10,
respectively., The low pressure plant damage state (R2HY {increase
reflecte the importance of LOCAs to the likelihood of the hatch off
during a core damage sequence.

Case B zeros out the effect of LOCAs. The effect is not too
significant for total core damage freguency (20% decrease) Yt {s very
gsignificant for plant damage states with the hatch of f = R2H (factor
of 4 decrease) and R6H (factor of 8 decrease), This again reflec.s the
jmportance of LOCAs to the likelihood of the hatch off during a core
damage sequence,

Case 9 examines the sensitivity of tw. pump operation, which
may occur early in the outage. Clearly, the effect is wminimal to core
davage frequency and to plant damage states. The only potentially
significant effect of 2 pump operation is that both pumps may fail due
to & common loss of suction cavitation event. However, {f the cross
train suction depowering is correctly aligned, it is very unlikely that

guction valves in both lines would be inadvertently closed.
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o Adpinistrative Controls

Alternative Cooling - With the RCS intact, secondar; cooling

should be functional with st lesst two steam generators. When
the RCS {g drained down, the RCS should be vented sufficiently
to assure the abllity of gravity feed-and~-bleed irom the RWST,

Equipment Hatch - The hatch should be removed only when the

RCS {s full with secondary cooling available. When the hatch

is rewoved, it should be replaced as soon as practical to re-
duce the likelihood of the hatch off during accidents. Al-
ternatively, future evaluations may consider plant specific

data on time to replace the hatch versus time to core uncovery
({.e., late ir outage after refueling, replacement of hatch

may be easily accomplished during drcindown).

Containment Integrity - The current status of each isolation
valve and penetration should be maintained to provide confidence

that all penetrations are or will be closec after an abnormal
event.

o Training
Additioial operator training that specifically covers all of the
above changes. The training should also exmphasize the time to
core uncovery (with loss of cooling) for various plant configura-
tions, the importance of sarly containment isolation, and the
primary i{nstrumentation to monitor (e.g., core exit thermocouples).
The resulte of this study will be evaluated and revised, {f
necessary, based on the actual implementation of these plant improvements.
The sensitivity studies in Section 2.6.,2 clearly show the importance of
the improvements to core damage and public risk. Including the {mpro
ments in the model obviated the need to examine some otherwise potentially
fmportant issues. Fo: example, the assumption of a large, high point,
hot leg vent (e.g., a pressurizer safety valve removed) whenever the RCS
is drained down eliminated concern of the plant configuration with a
cold leg open and either the hot leg intacted or nozzle dams in both hot
and cold legs. In either configuration, an increase in pressure in the

hot leg or region above the core would cause reactor coolant to be ex =lled

via the cold leg opening. This increase {n pressure can be the result of a
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loss of RHR or & gas intusion (Ny) into the RCS from the PRT. This

vould result {5 core heatup and dame,. in @& short period of time. The
cold leg opening could be a stcam generator manway or a large leak due to
RCP seal/impeller or check valves maintenance, etc. All of these scenarios
vhich would result in very short time to core uncovery would be eliminated
by the presence of a hot leg vent.
2.8 Conclusions
The principle conclusion is that, with the benefit of rela-
tively low cost modifications and sdministrative controls identified in
this study, the frequency of core damsge during shutdown is small, but
not negligible, in comparison to power operation (see Figure 2-1). The
risk at shutdown is influenced by the fission product inventory and decay
heat loads, different plant configurations unique to shutdown, and greater
reliance on operator actions to assure safe plant operation. The decay
heat load quickly decreases to 2% of full power (68,5 MW) fust one hour
after shutdown but is still ~t J,2% of full power (6.9 MW) at one month
and 0.15% (5.1 MW) one hundred days after shutdown, Thus, a significent
heat load is present in the core many days after initial shutdown.
Puring shutdown, the plent is placed in configuretions not permitted at
power but which are required for plant maintenance. These include draining
the RCS to the mid-plane of the hot legs for primary system inspection;
taking one train of RHR and support systems out for planned meintenance;
and opening the equipment hatch for major maintenance inside containment.
The following summarizes the additional conclusions of the
study:

QUANTITATIVE CONCLUSIONS

° Core damage mean frequency when shutdown is less than during
operation by about a factor of 6.
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to early health risks, Table 2-3 shows that the "large con~
tainment opening" release type, which accounts for the majority
of public risk, is domingted by RCS configuration W, RCS full,
This configuration is, in turn, dominated by LOCA inftiatiag
events &s shown {n Table 2~6. The explanation 1is that if &
LOCA occurs, which is modeled to occur only when the RCS is
pressurized (Conf juration W), the equipment hateh is permitted
to oe off. However, because of the loss of orimary coeant
{inventory, the time for operstor action to rettore core cooling
is relstively short. Also, because of this short time to core
uncovery, it is very unlikely that the hatch could be restored
before the containment s uninhabitable.

Because of the importance of LOCAs, the potential sources of
LOCA were carefully investigated. A nusber of LOCA initiators
were included in the model, such as a stuck-open reliefl valve
(see Section 3.2.3). Other LOCAs were considered but not in-
cluded in the model, such as random pipe breaks {(see Section
3.2.5) and LOCAs through low pressure piping outside containment
(see Section 7.6.1). Also, in particular, LOCA L3 (LOCA to the
RWST through RH=V33) would be much higher in frequency {f the
crosstie valves (RH=V21, V22) were left open when initiating RHR
cooling, that s, if the RHR were required to be in the ECCS
"injection mode" in Mode 4, Because of the importance of LOCAs,
they deserve special attention in training and emergency response
procedures.
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FIGURE 2-1

CORE DAMAGE FREQUENCY
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TABLE 2-1 Sheet 1 of 1
CONTRIBUTORS TO CORE DAMAGE RY INITIATING GROUP
PERCENT PERCENT
INITIATOR GROUP CONTRIBUTION CONTRIBUTORS CONTRIBUTION
Loss of RHR 61 Hardware failures of RHR or Support systems 35
- Interna! Events
Loss of RHR Suction from RCS 26
Loss of RHR
~ External Events 21 Seismic Event 8
Logss of Offsite Power 6
Loss of Other Support Systems 3
Fires and Floods 4
LOCA 18 LOCA due to Sump Valve Failure 9
LOCA due to RCS/RHR Overpressure 8
Other Events 1
TOTAL 100 100
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Sheet 1 of |

TABLE 2-3

CONTRIBUTORS TO CORE DAMACE BY RELEASE TYPE

RELATIVE
RISK SIGNIFICANCE PERCENT CONTRIBUTION
EARLY |  LATENT RCH
RELEASE TYPES FATALITIES | FATALITIES TOTAL CONFIGURATION
Large Containment Opening Major Major 1.5 - - 1.2
x - 0-3
| ~ o < 0.1
1[
Small Containment Opening | Minor Major 3.8 W - 1.0
J "
; x . g o..ﬁ.‘
‘ Y o < O-‘
t |
"
Intact Containment | None None 95

Y - 0.4
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Sheet 1 of 1

TABLE 2-5

THE CONTRIBUTIONS RELEASE CATEGORIES
MAKE TO CORE DAMAGE FREQUENCY DURING SHUTDOWN

RELEASE FREQUENCY (events/year) PER CENT OF
__CATEGORIES 95th Mean S0th Sth TOTAL (mean)
SRID S.AE-B* < 0.l
SR1P 2.58-9% < 0.1
‘ SRIH 2.9E-10% < 0.1
; SR2D 1.2E-4 |3.9E-5 |1.5E-5 |4.0E-6 86.7
SR2° 4.78=-6 |[1,5t-6 |S5.0E-7 |9.0E-B 3.3
SR2H 1,3E-6 4.6E-7 2.5E-7 4,6E-8 1.0
SRED ,1.5E-5 L,6E-b |2.0E-6 |3.6E~7 10.2
SReP ?5.42-7 1:3E=7 S.1E-8 [7.1E~9 0.3
SRF" }ﬁ.7£-7 1.1E=7 5.1E«8 {6.4E-9 0.2
t
TOTAL CORE DAMAGE )l.BE«h g&.SE-S 1.9E-5 |5.8E~6 100
L

* poin. estimates - no uncertainty calculations due to low frequency

B e i e .



TABLE 2-6 Sheet | of |
CONTRIBUTION TO CORE DAMACE BY RCS CONFIGURATION/INITIATING GROUP
| PERCENT
RCS CONDITION CORE DAMACE INITIATOR PERCENT CONTRIBUTION PERCENT
CONTRIBUTION GROUP
X - RCS Drained to Vessel Flange or to 71 Loss of RHR 57 Rardware Failure 31
Hot Leg Midplane. - Internal
Event Loss of Suction 25
Loss of RHR 14 Loss of Ofisite 5.9
~ External Fower
Event Loss of Support 2.1
Systems
Fire/Flood 3.4
Sefsmic Event 2.5
W - RCS Filled with Secondary Cooling 29 fL.oss of RHR 4 Hardware Fallure i P
Available. - Internal
Fvent Loss of Suction 0.9
Loss of RHR 7 Loss of Offsite 0.4
- Exterral Power
Event Loss of Support 0.6
System
Fire/Flood 0.5
Seismic Event 5.2
LOCA 18 Overpressure 8.3
Event
Containment Sump 8.6
Valve
Other 0.9
Y - RCS Filled to Refueling Level 0.5 Loss of RHR 0.3 Hardware Fallure 0.3
- Internal
Event Loss of Suction < 0.1
LOCA 0.2 Refueling Cavity 0.
Seal Failure
5 Other < 0.1
TOTAL 100 100 100
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Sheet 1 of 2

TABLE 2-7
ACCIDENT SEQUENCES RANKED BY
CONTRIBUTION TO CORE MELT FREQUENCY
(a) (v) (c)
SUPPORT MEAN
RANK | INITIATING SYSTEM PLANT RESPONSE FAILURES CORE MELT PERCENT
EVENT FAILURES FREQ CONTRIBUTOR

1 X5N OR2 1.0E-5 22.8

2 X3N OR3 1.0E-5 22.8

3 s Lce 2.2E-6 4.9

&4 SSBOW* 2.1E-6 4.8

5 WilA OCl * IRl * LCA 2.0E~6 45

6 X6N LCl 1.3E-6 3.0

7 x5N RR4 * LCI 1.2E~6 2.7

8 LS PBA 1.2E-6 247

9 WiA PBA 0Cl * IRl 1.1E~6 2.4
10 SSBOX* ! 1.1E-6 2.4
11 WiN t OR1 B.4E~7 1.9
12 LOSPX GA2 * GBD| ORS 1+ 5E=7 ied
13 X4N OR3 5.0E~7 1.1
14 LFCAX OR2 4,7E~7 1.1
15 LOSPX WAL *WBI LC4 4.6E-7 1.0
16 LOSPX GA2 OR2 4,5e-7 1.0
1?7 X5N OR2 * SP2 4.2E-7 1.0
18 X3N OR3 * SP. 4.2E-7 1.0
19 FSGAX OR2 4.1E~7 0.9
20 SLL* 3.5E~7 0.8
OTHER 6.8E-6 15.5
TOTAL 4.4E-5 100.0

* These "initiating events" are actually complete sequences initiated by a
seismic event,

The sequences are discussed and quantified in § ction B.l.1,
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TABLE 2-8

SUMMARY OF SENSITIVITY STUDIES

Sheet 1 of 1

RATIO OF SENSITIVITY CASE TO BASE CASE

Case Core Melt
No. Sensitivity Studies Total R2P R2H R6P R6H
1. Minimize time in a drained down 0,51 0,43 0.63 1.65 0.94
condition (X) by a factor of 10.
2. Minimize frequency of type A 0,88 0.92 1.28 0.47 1.22
outages - non-drained maintenance
outages (mean annual frequency from
3.6 to 0.34).
3. Increase time in mid-loop operation 1,22 1.26 1.09 1.00 1.00
(fraction of time in X, drained to
the hot leg mid-plane, from 0.034
to 0.966, given druined maint,).
4. Decrease uncertainty in top event 0.50 0.47 0.81 0.83 0.93
OR (error factor from 30 to 3).
5. Increase top event OR by a fsctor €.44 6.78 313 2.84 1.80
of 10.
6. Minimize credit for gravity feed 1.93 .06 1.00 1.00 1.00
and ble’. cooling (LC4 from 0.018
to 0.5).
7. Increase time equipment hatch is 1.00 1.00 7.00 1.00 9.70
off in condition W - RCS full
(fraction of time in W with
equipment hatch off from 0.033 to
0.33).
8. Zero out effect of LOCAs. 0.80 0.78 0.25 0.86 .13
9. Two pump RHR operation, 1.0 1.0 1.0 1.0 1.0
10. Remove autoclosure of RHR suction 0.95 1.0 0.91 1.0 0.95
valves.

11, Zero out eifect of assumed 35 746 725 31.7 10.6
improvements.,
Base Case (mean annual frequency) 4.5E-5 1.5E~6 }4,6E~-7 11.3E~7 j1.1E~7
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3.0 PLANT MODEL

3.1 Overview of the Model

The plant model defines the progression of accident sequences
from initiating events to plant damage states. This model provides
the basic framework for estimating the frequencies of accidents and
it sets the stage for performing the containment and source term
analysis. It is comprised of a logical combination of initiating fault
and equipment operation and operator actions in response to the ini-
tiating events. The sequence of failures that are of interest are those
that result in inadequate core cooling and eventual core damage. The
plant model is composed of three distinct parts:

o Initiating Events

The events that cause a plant upset condition (e.g.,
loss or degradation of decay heat removal, over-
pressurization, loss of offsite power) and which re-
quire operator and hardware respcnse.

o Support Systems Event Tree

The functional relation among auxiliary systems (e.g.,
electric power, component cooling) whose response to
the initiating events directly affects the availability
of front line systems (e.g., RHR, charging pump) that
are needed to respond to the initiating event.

° Plant Respo, - Event Trees

The logical relation among operator actions and equip~-
ment and instrumentation in front line systems that
must function correctly to prevent a loss of core
cooling and eventual core damage. Separate frees are
provided for LOCA and non-LOCA (transient) initiators.
The possibility for transient-induced LOCAs is also
modeled. This combination of operator and hardware
successes necessary and sufficient to prevent & core
damage event is dependent on the initiating event and
the availability of support systems.



The end result of the plant model is a set of ccre damage accident
sequences whose end ¢ :ates (plant uamage states) define key conditions

of the RCS and containment at the time of core damage necessary for

source term/consequence determination. This allows core damage sequences

to be pioperly related to offsite consequences. The general flow of the
plant model is shown in Figure 3-1.
The initiating events can be categorized into four groups as

follows:

v Procedure~Initiated Transients

The plant upset conditions (loss or degradation of
decay heat removal, or overpressurization) which

occur during the course of plant shutdown evolutions.
Theee events which include operator errors and equip-
men. failures are modeled explicitly in the procedural
event trees (see Section 4) and are used as initiators
to the transient response event trees.

o Procedure-Initiated LOCAs

Events that result in substantial losses of primary
coolant inventory which occur during the course of

plant shutdown evolutions., These events which include
operato- errors and equipment failures are also modeled
explicitly in the procedural event trees and are used as
initiators to the transient and LOCA response event Lrees.

o Support System Failures

Failures of a single train or both trains _f normally
operating systems which support RHR decay heat re-
moval. The support systems include Service Water,
Primary Component Cooling, and Electric P -r. These
failure events are handled separate from . e procedural
event trees.

o Internal /External Hazard Events

Events such as fires, floods, seismic events, which re-
sult in a degradation or loss of RHR decay heat removal.

Initiating events are described further in Section 3.2,



The Support System event tree is described in Section 3.3,

various combinations of svccess and failure of support systems are

grouped according to the following end state descriptions:

o FO - both support trains A and B are available
(none failed)

o FA - Support train B only available (train A
failed)

o FB - Support train a only available (trair B
failed)

0 FAB =~ No support trains available (trains A and B
failed)

This groupini was achieved by conservatively modeling the loss of a
suppert train as loss of AC electric power to the emcigency bus.
The effect on decay heat removal and makeup is essentially the same
for loss of power or loss of component cooling. However, the effect

| on the plant is in general much less severe for less of component

cooling versus loss of AC power. The support system event tree is

quantified once for each unique impact of the initiating events on the

support systems. The transient response event trees are then quantified

for each of the four support system states for each initiating event.

There are two plant response event trees which model the re-

sponse of the front line systems to the various initiators. The shutdown

transient tree models the plant response to loss or degradation of ducay

heat removal and/or primary system overpressurization. The shutdown LOCA

tree models the response to LOCAs that may occur as & result of an operafor

error during shutdown or due to overpressurization events in the shutdown

| transient tree where the pressure relief valves have failed. These trees

are described in more detail in Section 3.4 (Transient tree) and Section

3.5 (LOCA tree).



"-,
Ceer
re
141 -
r)

Y

»

Lo

= wit
or
~ e
}

el il/ €
eqgure

S 1€
ratr
81

; f
1eLE
res
rra

’

»



section involve hardware failures of systems which support RHR. Hard-
ware failures of the RHR system itself are modeled in the procedure
event trees (ree Sections 3.2.3 and 3.2.4).

Each initiator is divided into two groups based on the RCS
condition present when the failure occurs. Thie is done in order to
yroperly model the plant and oper~tor response to the event. The RCS
conditions are designated as follows:

X = RCS drained to the vessel flange or hot leg mid-plane
and RCS vented.

W = RCS filled and closed with secondary cooling available
via at least two steam generators.

The other possible RCS condition during shatdown, with the vessel heed
off and flooded o the fueling level (Y), is not included here because
loss of RHR with the water level at refueling leve’ would have to per-
sist for on the order of days to result in core damage.

The following support system fajlures are modeled as {nitiators:

LOSP - Loss of off{site power., This initiator reguires the
diesel generators to start and the normally operating
systems to restart and run. While loss of offsite
power by itself does not cause loss of decay heat
removal, it does put the plant in a somewhat degraded
configuration with regard to core cooling.

LPCCA - Loss of primary component cooling water train A. The
plant is modeled with RHR train A as the normally
operating train. Loss of PCC train A tesults in loss
of RHR pump cooling and loss of cooling to the RHR
heat exchanger. This requires the operator to shift
to the standby trsin (B) of RHR if available or vo go
to an alternate means of long term cooling - steam
generator cooling (for RCS Condition W) or feed &-d
bleed (for RCS Condition X).

LSWA - Loss of service water train A. This event includes
the unavailability of train A of the cooling towers.
This event results in loss of cooling to the train A
PCC heat exchanger and thus is modeled as initiator
1 PCCA above. Service water train A also cools the
diesel generator heat cxchanger. However, offsite
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power is assumcd to be available for this event and,
thus, the diesels are not required to operate.

LPCC - T.oss of both primary component cooling water trains.
This resulte in loss of both trains of RHR and requires
an alternate measns »f long term coolirg that does not
require PCC. For RCS Candition ¥W. long term cooiing
involves steam generacor cooling. For BCS Hnditiun X.
gravity draining of the RWST {s mndeleZ o provide core
cooling.

LOSW - Loss of both trains of service water. This initiator
includes unavuilability of bo:h trains of the cooling
.ower. Loss of service water resuits in loss of PCC
and, thus, is modeled as initiator LPCC.

3.2+3 Internal /External Hazards Events

Loss of decay heat removal due tc hazards {nternal or external
the plant are described below. As with support system failure initiator.
these events are also divided into two zroups, based on the RCS Con-
dition: X - RCS drained, W - RCS filled.

FLSW ~ External flood causing loss of all service water.
This flood, due to low probability meteorological
conditions, results in failure of equipment in the
service water pump house and cooling tower. The
sccompanying storm is assumed to result in loss of
offsite power. This causes loss of all RHR and re-
quires alternate means of long term cooling.

TCTL - Truck crash into the SFg transmission lines. This
event causes loss of offsite power which would be
unrecoverable (within the 24 hour mission time).

This initiator is modeled the same as LOSP except for
the electric power recovery model.

FSGA =~ Fire in switchgear room A. This event causes loss of
the =ssential 4160 Vac Bus ES, which results in loss
of the operating RHR train. The operator must start
the standby RHR train if operable or begin some al-
ternate means of cooling.

FCRAC =~ Fire in the control room causing loss of all AC power.
In additicn to the fire in the control room, this
event include. the failure of the operators to maintain
core cooling from outside the control room. This event
results in loss of RHR and loss of alternate cooling
opticns due to operator error.




FETG

FPCC

g sl o

FPAR

FLRHR

FL18G

8SBO

SLL

Fire in the electrical tunnel above the RHR vault.
T™his fire causes loss of both trains of RHR and loss
of one train ot PCC and Service Water.

Fire in the electrical tunnel train R, causing loss of
suction to the operating RHR train A4 (hot short) and
loss of train B of Service Water. 7his results in loss
of both RHR trains and requiree an alternate cooling
method.

Fire in the PAB causing loss of both trains of PCL.
This results in loss of both troins of REK ané is
modeled like initiator LPCC,

Fire in the turbine building causing locs of offsite
power. This loss in unreco.ereble (within 24 hours)
and is modeled like initiator TCTL.

Fire in the PAB causing loss of both trains of Service
Water and one train of PCC. This results in loss of
all RHR and requires alternate cooling methods.

Flood in the RHR vault due to a leak in an KRHR train.
This event results in the failure of both RHR trains
and requires alternate cooling methods.

Flocd in the turbine hall due to circulating water pipe
break. This results in loss of offsite power and leaks
into switchgear room A causing failure of essential bus
ES. The offsite power loss is assumed to be unrecover-
able. The operator must start the standby RHR train
(B) or use some alternate cooling method.

Seismic station blackout. This event 15 a seismic
event which causes loss of offsite power with sub-
gequent seismic or hardware failure of the diesel
generators. No alternate cooling method is modeied
because of the difficulty of operator action,

Seismic large LOCA and loss of offsite power. This
seismic event causes large displacements of the RCS
components (e.g., stecm generators) resulting in &
large LOCA. This event is assumed to be a core melt
because no credit i{s taken for manual initiation of
low pressure injection. is event is modeled only
with the RCS in Condition W {full). When the RCS is
drained (X), the LOCA is not important because only
8 small amount of primary inventory would be lost.
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3.2:.4 Procedure~Initiated Transients

Procedure-initiated transient initiators are end states of th
procedure eveni. trees, as shown in Section 4 and quantified in Section
5.5. These events include degradation or loss of RHR cooling and con-
current or independent overpres  iization.

The procedure-initiated events are listed in Table 3-2 anc the
deuigrators are defined in Table 3-3. The designators are a three
lotter code where:

o the first letter defines the RCS condition present when the
event occurs!

W - RCS filled and closed; secondary cooling availahle using
steam generators.

X = RCS drained to the vessel flange or hot leg center line,

Y - RCS open and filled for refueling.

0 the second letter defines the status of the RHR system:
] = operating RHR train and standby train are available;

2 - operating RHR train available; stsndby train unavail~
able;

2
t

ope ating RHR trzin suction lost; standby train avail~
able,

& - operating RHR train suction lost; stacaby train unavail-
able;

5 - op2rating RHR train unavailable; standby train available;
6 - operating and standby RHR trains are unavailable.

<] the third lecter defines the overpressure condition occurring in
the procedural event:
A - overpressurization with at lesst two relief paths;
B - overpressurizetion with one relief path;

C + overpressurization with no relief paths;
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N = no overpressurization,
Note, with regard to RHR status, that the procedure trees model specific
failure modes for each train. For the operating train (A), the procedure
trees model hardware failure to start (in tree 1), hardware failure to
run (in all 6 trees), and loss of pump suction (in all 6 t.ees). For
the standby RHR train (B), the procedure trees model only hardware failure
to start (in tree 1) and failure to reslign after refueling (in tree 4).
Other possible failure wodes are handled as follows:
o failure of either RHR train due to support systems is modeled

in the Support Systems event tree and in the support systems

failure initiating events;

o planned mazintenance of the E train is modeled in top event RR
in the Transient and LOCA event trees;

o failure for either train to continue to run during the transient
and failure to restart and run following LOSP are also modeled
in top event RR.

36245 Initiating Events Excluded From Shutdown Study

The following initiating events were evaluated and were deter-
mined to be not applicable (i.e., cannot occur during shutdown) or
were not explicitly included because of their estimated low frequency.

LoCAs

LOCAs are modeled at shutdown explicitly rather than implicitly
as randonm initiated even*s. These LOCAs include those due to overpres-
surization events with either failure of relief valves to oren (RHR pump
seal leak) or failure of relief valves to reseat (relief valve LOCA).
Overpressure events as well as other LOCAs are i{dentified in the procedure
initiated event model (Section 4). 1In addition, other internal/external

causes of LOCA initistors are explicitly included in the model.
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OPl =
-

1N
<
RECIRC =
-4
oPl' =
4

LC
¢

operator fails to diagnose LOCA and stop RHR
pump(s)

10-2

failure of high pressure and low pre sure in-
jection

104

failure of both trains of low pressure recirc-
ulation

1073

operator fails to diagnose LOCA and isolate the
leak (close RHR suction valves) and trip the RHR

pump
102

failure of low term cooling (secondary cooling,
normal RHP cooling, feed &nd bleed)

10-4

Thus the frequency of large LOCA is on the order of 1078 per year.

Similarly for small LOCA the frequency of & core damage scenario during

Mode 4 can be estimated as follows:

SLy/c = FR(M4) * FR(SL) * [OP2 + INJ + RECIKC]

Slo/c = FR(M4) * FR(SL) * [OP2' + LC)

Where
FR(SL) =
v
OP2 =
-
OP2' =

R

frequency of small LOCA (same as at power)
6.CE-3

operator fails to diagnose small LOCA and stop
RHR pump(s) - more time available than for OPI
(LL)

10-3

operator fails to dlagnose small LOCA and isolate
leak and trip the RHR pump

103



Thus, the frequency of small LOCA is on the order of 1077 per year,

These scenarios are clearly dominated by operator action to diagnose
the LOCA and initiate corrective action, The operator failure esti-
mates assume considerable improvements in procedures and training due
to NRC and Westinghouse Owner's Group efforts and consistent with the

recommendations made in this study for the explicitly identified LOCAs.

Steam Generatcr Tube Rupture

Although steam generator leaks could conceivably occur during shutdown,
they would not cause a transient condition while operating on RHR due
to impossibility of reactor trip and reduction or reversal of pressure
differentials.

Reactor Trip and Turbine Trip

These events cannot occur during shutdown by definition.

Loss/Excess Feedwater, Loss of Condenser Vacuum, Closure of MSIVs, Steam
Line Breaks, Loss of Primary Flow

These events are not applicable during shutdown because the primary
system is at low pressure, reactor coclant pur s are stopped, MS5IVs are
closed, etc.

Inadvertent Safety Injection

During shutdown, it is possible to get an inadvertent safety injection
which could cause a cold overpressurizstion condition in the RCS. This
inadvertent SI can be of two general types. (1) The more likely event
consists of one charging pump injecting at maximum flow with isolation of
letdown. This event requires only an inadvertent SI signal which can
occur either during initisl shutdown, if the SI signals are not blocked,
or during the cutage due to a maintenance error. The inadvertent safely
injection due to SI not blocked can occur only in Mode 3} a* 1875 psig,
with full ECCS available. This event is modeled conservatively by Iin-
advertent S1 during power operatien, The inadvertent safety injestion
due to maintenance error is considered a source of excess charging and is
{included in Top Event NC in procedure t-ee. (2) The less likely event
consists of several high pressure pumps (SI or charging pumps) injecting
and results in a more severe challenge to the RCS. However, the operators
have explici: procedures and Technical Specification requirements to
disable both SI pumps and one charging pump when in Modes S and 6. For
several high pressure pumps to inadvertently inject and challenge the RCS
requires the following very unlikely series of failures (with estimated
frequency of each):



(a) Inadvertent $: signal received during shutdown (assume 1/year).

() Operators fail to put switches for the three pumpc in "pull to
lock" per shutdown procedure (3 * 0.001).

(e Opersturs fail to remove power to pumps by racking out breakers
{n switehgesr rooms per procedure. Technical Specifications
require action within & hours of intering Mode 4. Veri‘ied once
per 31 days (3 * 0.01).

(4) Next operating crew falls to observe “he pump contrel switch
1ight on (0.1) or light burts out (small).

(e) Multiple (two or more) relief valves fai) (assume common caure
bets factec = 0.12%5) (0,145 * 4E-3),

The frequcncy of this initisting event (insdvertent full §1 and failure
of rell ¢) is estimeted ut spproximately 5E~9/yr, which is negligible.

Instrument Tube LOCA

Incore instrument tubes were considered as potential sources of loss of
coolent sccidents. The instrument tubes are welded to the vessel and arc
run to the sesl table, which is at the level of the vessel flange. The
tubes are en RCS boundar+ and are designed and supported as such, including
considerations of Seismic 1/11 analyses. Basec on this design, the fre~
quency of tube rupture is considered to be negligible.

A leak of the swage lock connection in the seal table would result in a
very small lesk (0.35" 1.D.) which would be alarmed via radiation monitors,
1f the lewk was unattended or {f a number of connections failed, the RCS
level could not drain below the vessel flange. This is judged to be low
in frequency and relatively insignificant in consequences.

Reactor Coclsnt P mp Seal LOCA

Sigr ficent leskage out the reactor coolant pump seals occurs iy 4.

the presence of high temperature reartor coolant, which degrades “he
elastomer seals, and high primary pressure, which forces fluid pas® the
degraded sesls, During shutdown, the reactor coolant temperature . .
normally less than 300°F with low (< 50 psig) primary pressure, Thus,
conditions are not normally present during shutdown which would result in
s pump se2al LOCA, During a loss of heat removal scenario, the coolent
temperatur: will increase until the coolant boils. When the temperature {s
high enough to threaten the seals, the psimary inventory will have boiled
avay to just above the top of the core. Thus, 8 seal failure would have
no effect in the course of the accident.

Boron Dilution snd Recriticelity

Recriticality was judged to be an insigniiicant contributor to risk durinr
shutdown because of the controls that pr:ent borou dilution, the possi-
bility of operator action to terminate re riticality ev ly, and the minor
consequences of recriticality.
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Boron dilution is prevented by limiting the maxisum inadvertent addition

of unborated vater. Technical Specifications require: the Boron Thermal
Regeneration System (BTRS) to be isolated from the RCS; the Reactor Makeup
Systems to be inoperable except for one pump; ard the primary coolant boron
concentration to be monitored daily.

1f boron dilution were to occur, the onset to recriticality would be detected
(and alarmed) by either of the redundant shutdown monritor channe’  and/or

by one or more of the redundant source range neutron detectors. .perators
have emergency procedures and are trainea to respond to thiv condition
Technical Specifications require that a boration path (RWST - charging

pump or BAST - transfer pump) be availasble., At the point of the alarms,

the operator has at least 15 minutes (based on conservative licensing
assumptions) to increace the RCS boron concentration,

I1f there were no oper :-or sctions to terminate this event, reactor powsr
would increase slowly. This would increase bot  fuel and mrderator
teap . ture until boiling in the core is reached. Boiling would increase
until there is sufficien: neutron leakage to prevent any additional power
increase.,

Thus, equilibrium povwer level reached in the core will depend on and be
limited by the heat removal capability of the RHR, Heat fluxes developed
in the core will be small. The core will continue to be cooled for an
even longer period of time.

Because of the very slow rates of reactivity addition possible via dilu-
tion and the long periods of time needed to postulate no operator actions,
these events which have very low risk significance while at power, have
essentially no risk significance at shutdown.

. -dpport Systems Tree

Support system failures can affect multiple systems thereby
representing a potential dependent failure mecha-ism. For this reason
a support system event tree (Figure 3-2) is used to explicitly model
support system dependencies consistent with the SSPSA (Reference 1)
methodology.

Given a demand (initiating event) for plant response (plant re-
sponse trees), the support system event tree model analyzes the status
of key plant support systems that are necessary to support operation of
the front line systems. Three key support systems, AC power, service

water, and primary component cooling, are mudeled, These support systems
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guaranteed failure (GF). As shown, primary component cooling Train A
is dependent on Service Water Train A and AC power Train A.  Also
Service Water Train A is dependent on AC power Train A. The same is
true for Train R,

The endstate definition distinguishes between Train A and
Train B failures (endstate FA and FB), 1In order to correctly track
RHR status through the model, it is sssumed that Train A RHR is always
the operating train and Train B is in siandby. This assumption is
made to - ian ify the modeling and is made based on the symmetry be-
tveen RHR troins, Therefore, initisting events enter' ag the support
system tree will be tracking the status of the operating train and the
standby train.

Dependencies between initiating events and support systen tree
top events are addressed in the model quantification in Section S« The

event tree top everts are described below:

Top Event GA: Emergency AC Train A

This top event quantifies the frequency of fajlure of emergency
AC power Train A (diesel generator A) for initiating events
resulting in loss of offsite power. Failure of this top event
guarantees failure of Train A service water &nd primary component
cooling for loss of offsite power initiators. For initiating
events which do not result in loss of offsite power, this event
{s not questioned (guaranteed success). Loss of offsite over

24 hour mission timec and failure of & diesel or failure of the
emergency bus is unlikely in comparison to other support systems.

Top Fvent GB: Fmergency AC Train B

This top event quantifies the frequency of failure of emergency
AC power Train B for initiating events resulting in loss of
offsite power., The effects of failure of this top event are
similar to top event GA.
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vent WA: (A W rain A

This top eveit quantifies the frequency of fallure of service
water Train .. Failure of this top event results in failure
of T+ain A pri, ary component cooling.

Top “vent WEB: Se vice Water Train B

This top event quantifies the frequency of failure of service
water Train B. Failure of this top event results in failure
of Train 8 primary component cooling.

Top Event PA: FPCC Train A

This tep event quantifies the frequency of fallure of primary
component cooling (PCC) Train A. This event is guaranteed to
fail and is not asked if event GA o. event WA fails,

Top Event PB: PCC Train B

This top event gquantifies the frequency of fallure of pr'mary

component cooling (PCC) Train B, This event is guarantees to

fall and is not asked {f event GB or event WB fails.
3.4 Shutdown Transient Tree

The Shutdown Transient Tree {s used to model the response of
plant systems and operators to initiating events {nvolving loss of RHR
cooling, loss of RHR suction, and/or an RCS overprussure condition
(non-LOCA events). 1Initiating events of this type fnciude internal and
external initiatore a: well as procedure {nitiated events from the Pro-
cedure Event Trees. Table 3-2 provides a summary c¢. i%e initiating
events quantified in this study and identifies the specific inftiators
for which the Shutdown Transient Tree is used to model the plint response.

Figure 3-3 shows the event sequence diagram used to sssess the
plant systems and operator response to & (non-LOCA) transient condition
in the plant. Following a discussion of this diagranm, the more detailed
event tree will be described.

Briefly, the flow of events in Figure 3-3 is s follows. Civen

the occurrence of an initiating event, "lock | questions whether an RCS
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overpressure condition exists, and {f it does, blocks 2 and ) assess the
resy mse to this condition., Block & questions whether suction is avail-
able to the operating RHR pump and if not, block 5 questions whether the
operator trips the pump before it fails. Block 6 asks whether the oper-
ator correctly sssesses the plant situation (assuming RHR cooling has
been lost) and vhat recovery action should be taken. If the operator is
successful in block 6, blocks 7 and 8 sre used to determine whether RHF
cooling or alternate core cooling is subsequently established. 1f the
operator fails in block 6, or {f blocks 7 and B fail, core damage is
assumed to occur., 1f core damage occurs, block 9 questions whether the
equipmert hatch is closed prior to significant relecase. Block 10 ques” 9ns
vhether other smaller containment openings are closed prior to release.
1f block 9 fails, & R2H or R6H plant damage state (PDS) occurs and if
block 10 fails, a R2P or R6P PDS occurs, I1f blocks 9 and 10 are both
successful, a R2D or R6D PDS occurs. Table 3-1 describes plant damage
states.

Additional information on the events represented by blocks |
through 10 is provided below.

Block !

After the initiation of a non-LOCA transient, block 1 ques~

tions whether an RCS overpressure condition exists at the start

of the traansient., 1f pressure is controlled, then no RCS over-
pressure condition exists. This block will either be a guaranteed
success or a guaranteed failure, depending only on the procedure
initiating event being analyzed, Since none of the {nternal or
external hazard events (e.g., fires) were found to cause an over~
pressure condition, this block is guaranteed to be successful for
al) internal and external hazard events.

Blocks 2 and 3

1f block | fails (i.e,, overpressure condition exists), then
blocks 2 and ) are asked to assess the planct response to the
overpressure condition. If block 1 1is successful , blocks 2
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and 3 are not asked because there is no overpressure con-

dition. Block 2 ssks whether the relief valves op-a to

mitigate the overpressure condition, 1f block 2 fails, it is
sssumed that the pump seal on the operating RHR pump will rupture
due t» overpressurization and & LOCA results. This plant condition
is then further snalyzed in the LOCA Event Tree. 1f block 2 is
successful, block 3 is used to question whether the operator
corrects the cause of the overpressure condition and whether the
relief valves close afte- opening in block 2. 1f block 3 fails,
it is assumed that the relief walves remsin open and a LOCA
condition results. This plant condition is further enaiyzed in
the LOCA Fvent Tree. 1f block 3 is successful, the overpressure
condition has beer ccrrected and the plant response continues with
block 4.

Blocks 4 and §

Block 4 questions whether suction is available to the operating
RHR pump. Similar to block 1, this block will either be guar-
anteed to succeed or guaranteed to feil depending on the ini-
tisting event being enalyzed. 1f suction is not avallable,

and the RHR pump is running, it is sssumed that the pump will
fail unless the operator crips the pump within 30 minutes based
on experience events. %lock 5 is used vo question whether the
operator trips the purmp within 30 minutes to prevent pump failure
and is esked only if block & fails,

Block

Block 6 questione whether the operator is able to correctly assess
conditions in the plant and identify actions to be taken to avoid
core damage. 1f a loss of RHR cooling transient or a loss of RHR
suction transient has occurred, the operator sust assess what
actions to take to restore core cooling. If an overpressure
transient ie being analyzed, no operator action is required in
block 6 since blocks 1, 2, and 3 previously analyzed the possible
plant /operator responses to the overpressure condition where
failures transfer to the LOCA tree, If block 6 fails, it is
assumed that core damage will result due to lack of core cooling.
1f block 6 is successful, blocks 7 and 8 are used to Jetermine
whether the operators correctly implement actions required to
restore core cooling.

Blocks 7 and 8

Block 7 questions whether RHR cooling is restored. ror most
initiating events, the primary means of restoring core cooling
{s to re-establish RHR cooling using either the previously
operating RHR pump or the standby pump. In some cases how-
ever, both RHR pumps may be unavailable or may fail to start
or run for the required mission time., In these cases (1.0.,
{f block 7 fails) it is assumed that the operator will

attempt to i{nitiate alternate means of core cooling. The



basis for this assumption is that the prior success of block 6
(operator identifies recovery action) ifmplies the operator has
correct’; ascessed the plant situation and will therefore re~
spond correctly if RHR cooling ceannot be restored. 1If block 7
is successful RHR cooling s restored and the plant conditions
are stabilized with no core damage,

Block B asks whether alternate means of core cooling are es~
tablished 1f RHR cooling cannot be restored. This block is
reached only 1f block 7 has failed. Alternate means of core
cooling consist of (1) using steam genevators (if available)

to remove core heat, (2) using ¢harging or S§1 pumps to feed

the RCS and bleeding off excess inventory through RCS openings
or the pressurizer PORV, or (3) draining the RWST inventory (by
gravity) into the RCS if plant conditions permit (modeled only
for no support systems available). 1f one or more of these al-
ternate core cooling methods is successful, the plant condition:
are stabilized with no core damage. 1f alternate core cooling is
not established (block B fails), core damage is assumed to occur.

Blocks 9 and 10

Blocks 9 and 10 are questioned only if core damage has occurred
due to loss of cooling. This condition is represented in

Figure 3-3 by either failure of block 6 (operator fails to
identify correct actions to testore core cooling) or fallure

of blocks 7 and 8 (RHR cooling and alternate core cooling is

not established and maintained Block 9 questions whether

the equipment hatch is closed prior to a significant release.

1f this block fails, a large release results (PDS RIZH or R&H).
(See Section 10 for definition of release categories). 1f block
9 {8 successful, block 10 asks whether small containment pene~
trations are closed prior to release. 1f block 10 fails, a small
release results (PDS R2P or R6P) and {f block 10 is successful,
ro release results (PDS R2D or R6D). Note that 4f block 9 fails
({.e., equipment hatch is not closed before release) it is not
necessary tu question block 10 because the successful closing of

small containment penetrations will be of little consequence if the

containment equipment hatch {s not closed.

¥igure 3-4 contains the Shutdown Transient Event Tree. 1In this

tree, tte top events correspond to the blocks in Figure 3-3 as follows:

Block 1 => Top Event PC, RCS Pressure Controlled
Block 2 => Top Event VO, Relief Valve Opens

Block 3 => Top Event OC, Operator Stops Overpressure
Block 4 => Top Event SA, RHR Suction Available

Block 5 +=> Top Event TP, Operator Trips RHR Pump
Block & => Top Event OR, Operator ldentifies Action
Block 7 => Top Event RR, RHR Restored

Block 8 => Top Event LC, Alternate Long Term Cooling
Block 9 => Top Event EH, Equipment Hatch Closed




Block 10 <> Top Event SP, Containment Small Penetrations
1solated

In the event tree, sequences | through # represent cransients in
which no overpressure condition exists (top event PC is successful), and
no loss of suction exists (top cvent SA is successful), so that the
transient consists only of loss of RHR cooling. In sequence | the oper~
stor correctly identifies actions to be taken (top event OR {s successful)
and RHR cooling is restored (top event BR is successful) leading to a
stable plant state. fequence 2 is similar to sequence | except that
RHR cooling is not restored (top event RR faila) but alternate core
cooling {s restored (top event LC 1s successful) leading to a stable
plant state. 1n sequences 3 through 5 the operator correctly ident{-
fles actions to be :asken to restore core cooling but top events RR
and LC both fail, leading to core damage. In sequence 3 the equipment
hatch {8 closed and small penetrations are secured prior to release
(top events EH and SP are successful), In sequence & the equipment hatch
{s closed but small penetrations are not secured prior tc release (top
event EH is successful, top event 5P fails). 1In sequence 5 the equipment
hatch ‘s not clrsed prior to release (top event EH fails, top event SP is
not asked). Sequences 6 through B result in the same release types as
sequences 3 through 5. 1In sequences 6 through B core damage results due
to failure of the operator to correctly fidentify actions to be taken to
lvola core damage (top event OR fails).

Sequences 9 through 16 are the same as sequences | through 8
except that in sequences 9 through 16 & loss of RHR suction resulted
from the initiating event (top event SA failed) rd the operator

successfully tripped the RHR pump before it failed due to operating
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cooling. 1f block 5 is successful, blocks 6 anu 7 are used to determine

whether RHR cocling or alternate core co ling is subsequently estab-
1ished. 1f the operator fails in block 5, or {f blocks 6 and 7 fail,
core damage occurs. 1f core damage occurs, block B questions whether
the equipment hatch is closed prior to release and block 9 questions
whether other, smaller containment openings are closed prior to release.
1f block 8 fails, a RIH, RZH or R6H plant damage s~ste (PDS) occurs. 1If
blouvk 9 falls, a AP, 5P or R6F PDS nccurs. If blocks 8 and 9 are
both successful, a RID, R2D or R6D PDS occurs. Table 3~] describes
piant Aemage states.

Additional information on the events represented by blocks |
through 9 is provided below.

Block |

After a LOCA occurs block 1 questions whether the operator
detects the condition within 30 minutes, 1t is assumed that
failure to detect the LOCA within this short time interval
will result in RCS inventory loss sufficient to cause loss of
suction to the operating RHR pump. Also, fallure of block |
is assumed to result in failure to establish short tero make-
up flow (block 3) and faflure of the operator to trip the RdR
pump (block &), thereby causing failure of the operating RHR
pump. 1f block 1 fails, the next block questioned is block 5
(operator identifies action to establish long term cooling prior
to core damage) and no oportunity for restoring RHR (block 6)
is allowed. 1f block | is successful, block 2 is questioned.

Block 2

Block 2 asks whether the operator isolates the LOCA within 10
minutes after {t occurs. It i{s assumed that this block will
fail {f the LOCA is not in the RHR cooling loop because LOCAs
in other locations would be difficult to locate in this short
time period. GCiven a LOCA of unknown origins, the operator
would most likely initially assume It was in the RHR cooling
loop and would isolate RHR. If block 2 is successful, the LOCA
is in the RHR cooling loop and the leak is isolated by closing
the RHR suction valves, Under this condition, suction will be
lost to the operating RHR pump and the operator must trip the
pump to prevent pump failure (see block 4). If block 2 fails,
RCS inventory continues to be lost due to the leak and restor-
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ation of normal RHR (block &) is guaranteed to fail,

Block 3

1f the operator detects the LOCA (block 1 is successful ) and
the leak is not isolated (block « fails), block 3 questions
whether the operator establishes makeup flow to the RCS within
30 minutes after the LOCA occurs. Success of this sction pro=
vides the operator with additionsl time to complete the sub-
sequent corrective actions represented by blocks & and 5.
Failure of this action requires more rapid operator responses
for success in blocks & and 5. No'e in Figure 3-5 that
vhether block 3 {s ssccessful or failed, block & (operator
trips RHR pump) is asked bezause it is assumed that ioitial RCS
{nventory loss is sufficient (with or without makeup flow) to
cause loss of suction to the operating RHK pump.

Block &

Block & questions whether the operator trip che operating
RHR pump after suction has beer lost due to .o8s of RCS {in~
ventory. 1t is assumed that whether blockt ', 2, and 3
succeed or fail, RCS inventory loss results in loss of
guction to the RHR pump, requiring action in block &4 to
avoid pump failure.

1f block 2 or block 3 is successful, the operator is more likely
to trip the operating RHR pump than if blocks 2 and 3 both fail.
1f the operator fails to detect the LOCA (block | fails), block &
is assumed to fail.

Block 5

Block 5 questions whether the operator is able to correctly
assess conditions in the plant and identify actions to be
taken to terminate the LOCA and avoid core damige. 1he time
available for the operator to successfully complete this ac-
tion is dependent on the type of LOCA initiator as well as
previous success or failure of block 2 (operator isnlates RHR)
and block 3 (operator established makeup flow). If block 5
fails it is assomed that core damage will result due to loss
of RCS inventory. If block 5 is successful, blocks 6 and 7
are used to determine whether the operators correctly implement
actions required to establish long term core cooling.

Blocks 6 and 7

Blocks 6 and 7 question whether long term core cooling is es-
tablished. Block 6 asks if RHR cooling is re-established,
given success of blocks 1 and 2, and {f successful, leads to
a stable plant condition with no core damage. I1f RHR cooling
cannot be re-established or maintained (block 6 fails) it is
assumed that the operator will attempt to initiate alternate
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Sequences 9 through 16 are identical to sequences | through B, except

that in sequences 9 through 16, the operating RHR pump has fail d due to
failure of the operator to trip the pump after suction is lost (top event
TP fails).

In sequences 17 through 30 the operator detects the LOCA (top
event OD {s successful), the RHR system is not isolated (top event IR
feils), and makeup flow is initiated (cop event MU is successful). In
all of these sequeices, top event R2 is guscanteed to fail becsise
failure to fsolate the RHR system (fallure of top event IR) is assumed
to preclude restoration of 8 normel KHR alignment. Sequences 17 through
23 correspond to sequences 2 through B since the RHR pump is tripped
pefore failure (top event TP {s successful) and sequences 24 through 30
correspond to sequences 10 through 16 {n which the operating RHR pump
fails due to failure of top event TP,

Sequences 31 through 44 are ldentical to sequences 17 through
30 except that in sequences 3| through 44, makeup flow is not estab-
lishe! (top event MU fails) after the operator detects the LOCA (top
event OD is successful) and the RHR system is not isolated (top event IR
fails). The failure to establish makeupr flow in sequences 3! through
44 results in less time being available for the operator to be success-
ful in completing top events TP (RHR pump tripped) and OL (operator
identifies long term cooling cptions).

In sequences 45 through 50, the ope -ator fails to detect the L A
within 30 minutes after it occurs (top event OD fails). This failure .s
sssumed to result in fallure of the operator to isolate the RHR system
(top event IR fails), failure to initiate makeup flow (top event MU

fails), and failure to trip the RHR pump (top event TP fails). As a
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PDS DESICNATOR

TABLE 3-1

PLANT DAMAGE STATE PEFINITIONS

PDS DEFINITTON

Sheet 1 of 1

END STATE DESCRIFTION

R1D

RiP

RIH

R2D

R2P

R2H

R6D

R6P

R6H

RCS Pressure Low,

RCS Pressure Low,
trations Open.

RCS Pressure Low,
Open.

RCS Pressure Low,

RCS Pressure Low,
tratlons Open.

RCS Pressure Low,
Open-

Reactor Cavity Wet, Containment Isolated.

Reactor Cavity Wet, Containment Pene-

Reactor Cavity Wet, Contalnment Hatch

Reactor Cavity Dry, Containment Isolated.

Reactor Cavity Dry, Couta’nment Pene-

Reactor Cavity Dry, Containment Hatch

RCS Pressure High, Reactor Cavity Dry, Contalnment Iso-

lated.

RCS Pressure High, Reactor Cavity Dry, Contalnment Pene—

trations Open.

RCS Pressure High, Reactor Cavity Dry, Contalnment Hatch

Open.

Refueling poal s=al LOCA; Top Events
SP and EM successful.

Refuelling poo) seal LOCA; Top Event SP
flilﬂl.

Refueling pool seal LOCA; Jop Event EW
falled.

RCS Corditions X, ¥ or LOCA: Top Events
SP and EH successfui.

RCS Conditlors X_ ¥V or LOCA: Top Event
SP falled.

RCS Conditions X, Y or LOCA; Top Event
EH falled.

RCS Conditlion W, Top Events SP and EH
successful.

RCS condition W; Top Event SP failed.

RCS Condition W: Top Event EH fafled.
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SUMMARY OF INITIATING EVENTS
ME AN
INITIATING | FREQUENCY REPORT
EVENT (o) | (PER YEAR) DESCRIPTION SECTION
Support Syetes Failures |
LOSP(X) 3.0E-2 Lose of offeite power, 7.2.3
LOSP(W) 2.7E-2
L¥CCALX) 2.9E-3 Loss of the operating PCC Train A. 7.3.3
LPCCA(W) 2.9E-3
LSWa(Xx) 3.0E~4 Loss ¢f the opersting Service Water 7.6.5
LEWA(W) 3.1%+4 Train A.
LPCC(X) 3,587 Loss of both PCC trains. 7:3.4
LPCC(W) 1.5C=3
LOSW(X) 3.8E-8 Losc of all Service Water. Tobod
kgsw(w) o4 1,7E-7
|

Internal /External
Hazards Events
FLSW(X) 3.0E-7 External flood, loss of all Service 8.1.3
FLSW(W) 2.,7E=7 Water.
TCTL(X) 5.1E-5 Truck crash into the 8Fg transmission B8.1.4
TCTL(W) 4,6E-5 lines, a non-recoverable loss of

offsite power.
FSGA(X) 2.5E~3 Fire in Switchgear Room A. 8.2.1
FSGA(W) 2.3E=3
FCRAC(X) 4. 1E~-B Fire in Control Room causing loss of | 8.2.]
FCRAC(W) 3.7E~8 all AC power.
FETG(X) 1.,4E-5 Fire in the electrical tunnel above 8.2.1
FETG(W) 1.3E-5 the RHR vault, causing loss of both

traine of RHR and loss nf one train

of PCC and Service Water.
FETB(X) 1,4E=S Fire in electrical tunnel train B, 8.2.1
FETB(W) 1.3E-5 causing loss of suction to the

operating RHR train (A) and loss of

opposite train (B) of SW.
FTBLP(X) 3,2E-4 Fire in Turbine Building causing 8.2.1
FTBLP(W) 3.1E-4 non-recoverable loss of offsite

power.
FPCC(X) 1.2E-6 Fire in PAB causing loss of PCC. 8.2.1
FPCC(W) 1.0E~6







SUMMARY OF INITIATING EVENTS

7iilheot'3 o(,;,,,,,

MEAN

INITIATING | FREQUENCY : REPORT

IV!ﬂI (g) (PER YEAR) DESCRIPTION SECTION

Procedure-initiated

‘

Trarsients §Ccnt d

WiB(w) 2.0E~5 Overpressurization event, | relief 4 &5
% .ve aveilable (B); operating RHR
pump cavitating (3); RCS filled (W),

WiC(w) T.1E-6 Overpressurization event, no relief &5
valves available (C); operating RHK
pusp ravitating (3); KCS filled (W),

WINIW) 2,2E-2 Operating RER pump cavitating (3); b6 5
RCS filied (W),

X3N(X) 6.2E=2 Operating RHR pump cavitating (3); b6 5
RCS drained (X).

YaN(Y) 1.3~ Operating RHR pump cavitating (3); & & 5
RCS at refueling level (Y).

XaN(X) 3.1E-3 Operating RHR pump cavitating, b5
standby pump unavailable (4); RCS
drained (X).

W5A(W) 4.6E-4 Overpressurization event, 2 relief &5
valves available {(A); operating RHR
pump failed (5); RCS filled (W),

WSB(W) | 1.2€-7 Overpressurization event, | relief b &5
valve available (B); operating RHR
pump failed (5); PCS filled (W).

w5C(W) 4,BE-8 Overpressurization event, no relief &5
valves available (C); o .rating RHR
pump failed (5); RCS filled (W).

WSNIW) 5.4E=2 Operating RHR pump failed (5); RCS &5
filleg (W).

XSN(X) 6.2E~2 Operating RHR pump failed (5); RCS &5
drained (X).

YSN(Y) 5.2E-3 Operating RHR pump failed (5); RCS &5
at refueling level (Y).
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SUMMARY OF INITIATING EVENTE

ME AN
INITIATING | FREQUENCY REPORT
EVENT (a) | (PER YEAR) DESCRIPTION SECTION
Procedure~Initiated
Transients (Cont'
WHA(W) L.7E~-) Overpressurization event, 2 relief 4 &5
valves evaileble (A); operating RHR
pump failed, stondby pump unaveil-
able (6); RCS filled (W).
WEB(W) 9.3E~9 Overpressurization event, | relief 4 &5
valve available (B); operating HHR
pump failed, standb pump unavail-
able (6); RCS filled (W).
WEC(W) . J42E-9 Overpressurization event, no relief 65
valves available (C); operating RHE
pump failed, standby pump unavail~
able (6); RCS filled (W).
WEN(W) 2,0E~3 Operating RHR pump failed, standby 465
pump unavailable (6); RCS filled (W)
X6N(X) 6.0E~4 Operating RHR pump failed, standby &5
pump unavailable (6); RCS drained
(X)-
NOTES:

(a) The designator in parenthesis i
time of the initiating event.

fined as follows:

W =~ RCS filled and intact,
X ~ RCS drained and open,
Y = RCS at refueling level.

ndicates the RCS condition at the
RCS condition designators are de-




TABLE 3-3

PROCEDURE-INITIATED EVENTS - BESIGIﬂTUR‘nE?INITIOHS-

13
RCS CONDITION RCS FAILED
OVERPRESSURE CONDITION
RHR
AVATLABILITY YES S
2 RELIEF 1 RELIEF 0 RELIFF NO & 1EF NO RELIEF NO RELITF
PATHS PATH FATHS REGUIRED REQUIRED REGUIRED
A B C N N N
Standby 1
Operating Available | WiA ke ek * * *
RHR Standby 2
Available Unavailable + bk el * * *
Standbv 3
RPR | Avail v WIA LEL wicC LEL X3 YN
Suct ion S5tandb 4
| Lost Unavail). o + + + + X&N +
St undi - 5 W5A w58 W5C WSN X5N Y5N
0 A Avallable
berd Standby 6
Unaval. wle | Unavailable [7 WhA WhE WhHC 1 weN X6N +

# 1IN is the Normal {Stable) Endstate Condition where RHR coolfng is available and no
overpressure condition exists.

2N is also a Stable Endstate Condition where RHR cooling 1s available but standby
pump i{s urav..lable, and no overpressure conditlion exists.

** 1B and IC are not possible hecause with both RHR pumps available at least the
2 RHR relief paths are avallable.

2C is not possible because at least the ! RHR relief path is svailable with
the operating RHR

2B is not possible because any single suction loss resulting in only one relief
path is always assumed to occur in the operating RHR train preclading 28.

+ No procedure—~initiated ~vents were {dentified, which resuited in ihese conditions.



4.0 PROCEDURE INITIATED EVENTS MODEL

Procedure~initiated events represent the category of initiating
events which occur due to operator errors or failures of equipment during
execution of shutdown procedures. To identify such initistors, an event
tree model is developed for each of the six mejor plant evolutions. 1In
developing the event trees, operating experience and Seabrook-specific
procedures and systems configurations were considered.

Operating experience events were reviewed to gain a perspective
on how shutdown initiating events can occur due to procedural errors
and/or equipment malfunctions. Appendix A summarizes loss of decay heat
removal experience events from 1982 through 1986, These events supplement
NSAC-52 (Reference 7) which includes events through 1981,

Seahrook-specific procedures used during shutdown were reviewed

in detail including walkdowns in the plant. These procedures are described

in Secti An overview of the model is provided in Section 4.1, and
the ev. . '=+. are des~ribed in Section 4.3,
4.1 S of the Model

1:v¢  .ypes of plant shutdowns are modeled:

Case A: Non-drained maintenance shutdown - outages for main-
tenance or inservice inspections (ISI) which Go not
require draining the RCS.

Case B: Drained maintenance - outages for maintenance or 181
that require draining the RCS (e.g., steam generator
tube inspections).

Case {: Refveling shutdown - rages for refueling and sub-
sequent maintenance.

These three categoris- envelope all types of plant shutdowns.

=1
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on the plant, The type of plant information that is tracked by end-
state definition is availability of RHR, overpressure, RCS level,
steam generator availability, and recovery time.

The annual frequency of entering the Procedure Event Trees is
calculated separately for Cases A, B, and C based on the data in Sec-
tion 9.2. This annual frequency for each type of shutdewn (A, B, and C)
is used as the initiating frequency or Tree 1 for the corresponding case.
Stable sequences transfer to the subsequent procedure tree as the ini-
tiating event of the new procedure tree. The quantification process
‘or Cases A, B, and C is discussed further in Section 5.5.

4.2 Summary of Seabrook Procedures

The shutdown Procedure Event Trees are based on Seabrook Station
operating procedures for plant evolutions during shutdown. Seabrook
Station operating proce ures guide the plant staff through three typical
shutdown types (Cases A, B, and C) as discussed in Section 4.1:

Non-drained maintenince outage (Case A),

Drained meintenance outage (Case B),

Refueling outage (Case C).

The six major plant evolutions that are accomplished in the

course of these shutdowns have separate operation procedures, as

follows:
nd Name Procedure No.
ls Cooldown to cold shutdown 081000.04
2. Draining down the RCS 081001.02
3. Refueling cavity fill 081015.02
4 Refueling cavity drain 081015.10
5. RCS £111 and evacuation 081001.01
6. Cold startup to hot standby 081000.01

4-3
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These six operating procedures reference additional procedures

that are used to perform activities related to placing systems in
standby or restoring systems to operahle status after the shucdown
activities are completed.

$.2.1 Reactor Cooldown To Cold Shutdown (0851000.04)

The goal of this procelure is to place the RCS in & cold shut-
down conditiun (i.e., in Mode 5, which requires that the average
coolant temperature is less than 200°F).

The reactor {s slowly cooled and depressurized from an average
primary coolant temperature (T,ys) of 557°F and primary pressure (P)
of 2235 psig down to about 100°F and 50 psig. The cooldown rate is
maintained at less than or equal to 50°F per hour. During the initial
phase of the cooldown, heat is transferred to the ultimate heat sink via
the steam generators.

The time after shutdown required to reach cold shutdown (i.e.,
Tavc less than 200°F) can vary as a minimum between 7.2 hours when two
RHR trains are used and 38 hours when one RHR train is used (Reference
11, Figures 5.4-5 and %.4-6).

The Seabrook Technical Specifications reguire tnat one train of
low pressure injection be available in Mode 4 (200° < T, yp < 350°F).
Only one RHR train i{s used for decay heat removal in this mode while
the other remains onerable and capa’ ie of taking suciion from the RWST
and the containment sump (i.e., op 1ble to perform i{ts ECCS function),

As pressure (s decreased in the RCS, safety system actuation
signals that are initiated on low reactor pressure, such as the (I
signal, are disabled to reduce the chance of inadvertent repressuriza-

tion by the charging and safety injection pumps.
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Reactor coolant circulation is mainteined using a main RCS
pump to provide adequate mixing for hest removal and accurate temp-
erature monitering when the pressure is abcve 325 psig.

During the RCS cooldown the shutdown procedure requires that both
Safety linjection pumps and one charging pump be rendered inoperable by
having their control switches placed in the “pull to lock" position.
Additionally, the electrical supply breakers for these pumps are racked
out and the breakers secured in the racked out position,

The RHR system is placed in operation when RCS temperature is
less than 350°F end RCS pressure is less than 365 psig. Opening of the
RHR suction valve is precluded at pressure greater than 365 psig by a
pressure interlock. Should RCS pressure exceed 660 psig, these suction
valves receive an automatic close signal,

Operating procedures require that if RCS pressure decreases
below 325 psig, the operating RCS pump(s) must be tripped to prevent
purn damage as & result of low net positive suction head (NPSH).

The steam generators remain operable while the RHR system is
placed in operation. When RCS temperature is less than 270°F, the steam
generator can be placed in "wet layup” (i.e., the secondary side filled
with water with a nitrogen blanket overpressure) or in '"dry layup" (i.e.,
the secondary side water drained with a nitrogen fill) depending on the
reason for the shutdown. If the shutdown is not for drained RCS main-
tenance and is of short duraticn, the steam generators a:e expected to
rerain operable.

RCS pressure is normally maintained et about 50 psig using a
steam bubble in the pressurizer., However, if RCS draining is scheduled,

the pressurizer bubble is collapsed and the pressurizer is brought solid
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prior to being drained.

Overpressure protection at RCS temperatures less than 329°F is
provided by (1) the pressurizer PORV actuated by the Low Temperature
Overpressure System (LTOP) or (2) the RHR suction relief valves in each
train (setpoint = 450 psig), or (3) the pressurizer vent.

Low temperature overpressure protection i{s automatically placed
in service when the cold leg temperature is below 329°F., The actuating
pressure is & function of RCS temperature and is shown in Figure 3.4-4

[ the Seabrook Technical Specifications (Raference 19). Upon receipt of
an actuation signal, the PORVs will open to relieve pressure.

The RHR suction valves are placed in the cross-train alignment
mode to minimize the chance of having both RHR relief valves isolated.
The RHR suction valve "cross-train alignment' removes power from the open
cross train valve in the suction line as shown i{n Figure 4-8. When
Train A of the RHR system is operating in the RHR mode, both suction
valves are op-ned with the suction valve powered from the 8 Train power
source havirr its power removed. Both suction valves in RHR Train B are
opened and the one that {s normally powered from the Train A electrical
power source has its motor starter racked out. The two remaining suction
valves remain open. This scheme provides protection against a spurious
auio isolation signal isolating both RHR suction lines which then isolates
the RHR suction relief valves.

4.2.2 Draining The RCS (051001.02)

The RCS {s degassed and drained down prior to refueling or
drained maintenace using this procedure.
The RHR system is used to drain the RCS inventory to the Pri-

mary Drain Tank (PDT). The void created in the RCS during the drain
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down is filled with nitrogen gas (N;).

Prier to implementing this procedure the pressurizer bubble has
been collapsed, the reactor coolant pumps (RCF) have been secured, and
RCP number | seal leakoffs have been isolated. The RCS evacuation system
is sligned to degas the RCS and provide a Ny blanket. A temporary level
monitor (Tygon tube) is installed and opened to the RCS.

As the RCS is drained down, the pressurizer level indicator
L1-462 reading is compared to the indicated level in the temporary
level transmitter. When level i{s about 5 to 102 pressurizer level, the
RHR flowrate is reduced from the nominal 3000 GPM to 1000 GPM, to prevent
pump cavitation,

Next, the head vent is opened when level is below the top of
the reactor head. The reactor is degassed using the RCS evacuation pump.
After degassing, the level is decreased to -7 feet (7 feet below the
vesse]l flange) which is the elevation of the mid-plane of the vessel hot
leg nozzle.

Reactor vessel level indicator LI-9405 is located in the RCS
loop #1 crossover leg, and is placed in service by opening its iso~
lation valves. The RCS is then vented tc atmosphere.

1f refueling is planned, the fcllowing procedures are imple~
mented prior to vessel drain down.

MS0504.01 =~ Reactor missile shield and CRDM shroud cooling

removal and storage
MS80504.02 =~ Px head seismic support removal

MS0504,03 - CRDM shroud cooling ductwork removal

MS0504.04 =~ Rx head vent pipling removal

MS0504.30 -~ Rx head spool piece vemoval and blind flange
installation

MS0504.,05 =~ Removal of neutron shield panels

MS80504.06 - Removal of Rx head insulatrion

MS0504.07 -~ Installation of cavity seal and leak test



After vessel has been drained, these additional procedures are

perforued:

151690815 - Retraction of incore detectors

MS0504.08 =~ Detensioning reactor head studs

MS0504.09 -~ Removal of reactor head studs

MS0504.26 -~ 1Installation of Rx head lifting elignment
pins and stud hole plugs.

Next, the cavity is filled per Procedure 081015.02 a-4 the
reactor head is stored per Procedure “.0504,10.

4.2.3 Cavity Fill (081015.02)

The reactor cavity {s filled using either RHR Train A or B,
Before filling starts, the cavity seal is installed and the cavity
drain line valve is closed and a blank flange is installed.

An operator is stationed at the valve in the RWST to RHR suc-
tion line, CBS-V2 or V5 depending on which RHR train is operating.
The valve is cracked open and suction is taken from the RWST. The fill
process is controlled so that the vessel head (s not wetted during the
fill process.

When the desired level is reached, the RWST-RHR suction valve
ie closed.

4.2.4 Cavity Drain (0810!5.10)

When refueling is completed, the upper internals are installed
and the control rod extension shafts are relatched.

The refueling cavity is drained via the RHR system to the RWST,
Train B of the RHR system {s norwally used to pass flow through valve
RHR-V33 to the RWST. Containment spray pump CBS-9B is made inoperable
by placing its control switch in the "pull-to-lock" position and the
CBS-9B suction path from RWST is isolated by closing CBS-V6. A flow

path from the RHR "B" Train to the RWST is established by:
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RCS pressure is raised to 3.5 psig and the RC pumps are started
and stopped using Procedure 051001.05, RC Pump Operation., This process
sweeps air in the "U" tubes into the vessel head and pressurizer. The
RCS is depressurized to 50 psig and the reactor head vent and pressurizer
vent is opened. Safety injection is aligned for operation.

A bubble is formed in the pressurizer using 0S1001.06 Pressur~
izer Bubble Formation.

4.2.6 Cold Stertup (081000.01)

The objective of this procedure 1ls to bring the RCS from Mode 5
to Mode 3 Hot Standby.

The steam generators (5/G) are filled and placed in operation
using Procedure 081027.,01 (Fill S§/G) if in dr layup or 081027.03
(Lowering S/G Level) if in wet layup.

The RCS temperature {s slowly increased by adding RC pump heat
and bypassing flow around the RHR heat exchanger. Letdown is increased
to maintain pressurizer level.

The Mode 4 checklist is completed prior to RCS temperature
exceeding 200°F, Containment spray system is restored to operable
status and containment set for Mode 4 entry.

RCS temperature is increased gradually as the circulating
water system, condensate system, and feedwater system are placed in
service.

At RCS temperature of less than or equal to 350°F and pressure
“ess than or equal to 425 psig, the RHR systems are aligned for ECCS
operation. The Mode 3 checklist is completed prior to reaching an RCS
temperature of 350°F. Emergency feedwater system is aligned to auto

infitiation.



When temperature T,y; is greater than 325°F, the charging
pumps are restored to operable status. The SI accumulators are filled
when pressure reaches 850 to 950 psig.

Pressure and temperature are increased until RCS pressure

equals 2235 psig and T,yg is greater than 551°F.

4.3 Procedure Event Tree Development

Each step in the procedures was analyzed with respect to oper=~
ator errors or hardware failures that could lead to the following tran-

sient conditions:

Loss of coolant (LOCA)

Loss of the opereting train of RHR

Overpressure condition

Overpressure following loss of RHR

Operator errors committed during execution of the procedure can
be categorized as:

Failure to control a process variable.

Failure to perform an action correctly.

Failure to perform an action in the proper sequence.

This investigstive analysis has both indur-ive and deductive
aspects. The deductive process determines the causes of fallure of
eystems that are needed during reactor shutdown, The inductive process
evaluates single errors or groups of errors that can lead to abnormal
conditions. Failure modes that lesd to a transient or LOCA condition are
identified. Failure modes that do not affect RHR cooling or pressure
relieving systems are usually discarded,

Operator actions usually depend on instrumentation and/or
equipment to successfully complete the procedural step. If the hardware

is not available, then the operator cannot complete the procedural step

in many cases. For these situations, hardware required for the procedural
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evolution is idontif.ed. Faillure expressions include contributions for
both human error and hardware failures.

431 Procedure Event Tree Endstate Definitions

This section describes the definition and assignment of sequence
"endstates” in the Procedure Event Trees. Each sequence in a Proceduie
Event Tree terminstes in either a “stable" or "non-stable” plant state.
Stable states represent instances in which normal shutdown evolutions
will continue and the analysis of potential procedural errors i{s con=
tinued on & subsequent Procedure Event Tree. Non-stable states repre-
sent instances in which a failure (human or hardware) has occurred and
corrective action must be taken to recover core cooling.

Non-stable plant states are modeled as plant response model
initiators. Typical non-stable plant states incluide loss of RHR cooling,
LOCA, and overpressure condition. Endstates ace essigned to each Procedure
Event Tree sequence by a -re-defined convention which accounts for:

The type of non-stable state resulting from the sequence
(e.g., loss of cooling, overpressure, etc.)

The status of the RCS when the sequence occurred (e.g.,

RCS level, vessel head on or off, steam generator avail-

abllity, etc.)

This information is tracked for each Procedure Eveni Tree se~
quence to permit an accurate evaluation of tne plant/operator response,
The following two sections describe the convention used to define and
assign sequence endstates which contain the necessary plant status in-

formation.

4.3.1.1 Transient Type Designator

A two-character designator is used to identify the type of se-
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