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ABSTRACT

The MELCOR project is developing a new generation of risk
assessment computer programs for analysis of severe accidents
at nuclear' power plants. As a part of this project, a three-
part study was conducted to identify the relevant phenomena and
rodels required for performing ~these PRA studies. Evaluations
were performed in (1) thermal-hydraulics, (2) fission product
behavior and (3) health and environmental consequences areas.
This document-details the findings in the thermal-hydraulic
areas for PWRs and areas common to both PWRs and BWRs. A
separate BWR specific report has been published by Oak Ridge-

National Laboratory. Reports are being prepared for the other
two topics.

The study was. performed by specialists from each of the
various nuclear plant design or analysis. areas where thermal-
hydraulics is important; these specialists conducted a review
of the modeling requirements of each area and contributed a
section to this report detailing their findings. The general
guidance as to scope for each section provided each author
was: (a) identify the systems, structures, and phenomena that
must be modeled. (b) review available models, (c) assess models
for uncertainties, (d) identify numerical solution strategies
and (e) make recommendations for the first version of MELCOR.

The study found that the current level of thermal-hydraulic-

modeling that exists for performing risk assessments is typi-
fled by the modeling in the MARCH code. This level of modeling
was found to be inadequate for MELCOR because of inconsistent
or' nonexistent modeling of-important phenomena, particularly
invessel' phenomena, systems, and structures. Pressurized water
reactor ~modeling was found to be more complete than modeling
for boiling water reactor designs, particularly in contain-
Eent. Finally, although reactor cavity modeling was considered
essential for risk ~ assessments,'the 1ack of adequate modeling

~

found for the cavity was identified as a serious impediment to
the. development of second generation-risk codes.
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INTRODUCTION
;

The MELCOR' program, conducted by Sandia National
Laboratories for the Nuclear Regulatory Commission (NRC), is
developing a second generation of risk assessment codes to
replace the MARCH [1], MATADOR (2), and CRAC [3] system of risk
analysis codes. User experience and peer review have identified
major deficiencies in this set of codes, including:

models that are inadequate or employ inconsistent*

treatments of important phenomena or plant features.
code architectures that do not easily permit the*

uncertainties associated with calculated results to be
estimated.
code architectures that do not facilitate the.

incorporation of alternative or improved phenomeno-
logical modeling.
interfaces that are not well matched.*

documentation that is inadequate..

To overcome these deficiencies, the MELCOR program is
developing a new integrated system of risk assessment codes.

| the MELCOR system of codes. The key features of this system of
codes are:

accommodation of sensitivity and uncertainty analysese

| portability (ANSI FORTRAN 77 Standard Code)*

ease of modification and development+

modularity and structured format|
*

user friendliness' *

appropriate execution speede

self-documenting coding*

A series of phenomena assessments were performed to identify
the modeling requirements for the MELCOR code system. The scope
of the assessment was broad and included the identification of
the systems, structures, and phenomena in power reactors that
can significantly influence the progression and consequences of
severe accidents. The assessments were not limited to systems,
structures, or phenomena that are treated in existing risk
analysis tools or that could reasonably be expected to be,

included in the first version of MELCOR. Future research areas
were also considered.

The assessment effort was divided into four parts: (1)
pressurized water reactor (PWR) thermal-hydraulic issues, (2)
boiling water reactor (BWR) thermal-hydraulic issues, (3)
fission product issues, and (4) health and environmental
consequence issues. This report contains the results of the

ix
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assessments of PWR thermal-hydraulic issues and issues common to
both PWRs and BWRs. The latter three studies are documented in
separate reports [4,5,6,7,8,9].

This assessment was conducted by technical specialists with
expertise in reactor safety from Sandia National Laborator-les
and their contractors. It is a compendium of topical papers;

| covering:
1

PWR Plant Accident Scope and Systemsj =

Reactor Coolant Systems*

Containment Systems' *

Auxiliary Systems*

i
! The authors of these topical papers are acknowledged in

Table 1. The format, whereby the authors were independently1

responsible for the contents of their papers, allowed each of
: the specialists to conduct the assessment with relatively little
| constraint. General guidance as to the scope for each paper was

provided as follows:'

:

i Identify The Systems and Structures Involved*

Identify The Phenomena That Must Be Modeled*
' Review Available Models*

Assess Models For Uncertainties*

Make Recommendations For First Version of MELCOR*

Identify Numerical Solution Strategies.*

i Furthermore, organizational meetings with the participants
in the assessment resulted in the following additional general

'
guidelines and constraints on modeling recommendations:

:
The MELCOR code's principal use will be for performing
severe accident risk analysis, e.g., probabilistic risk
assessments (PRAs), and for evaluating the risk-reduction
benefit or impact of design alternatives or plant operation

i changes. Risk analysis, which is currently characterized by
large uncertainties, does not necessarily require
thermal-hydraulic models that have a high degree of detail
and accuracy. Instead, risk-code models need to character-

,

ize the key physical behavior of the more detailed mecha-
nistic treatments and must be thoroughly exercised to

j document the parameter sensitivities and modeling
i uncertainties. *

Since the fundamental goal of severe accident analysis is to
determine the timing, mode and magnitude of releases of
fission' products to the environment, any reactor system,:

' structure, thermal-hydraulic phenomenon, or fission-product
phenomenon that has a capacity to significantly influence
the fission product release should be represented in MELCOR,

~

| irrespective of the modeling uncertainty that may exist.
4

*
i
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The relationship between MELCOR and existing, developing, or
planned codes that utilize a mechanistic approach is shown

I in Figure 1. Table 2 lists the required features for new
risk assessment codes and lists, ranked in rough order of

! importance for MELCOR, the desirable features of models for
L systems, structures, or thermal-hydraulic phenomena. Each

element is self explanatory; however, several are worth
discussing. An integrated system of codes approach is
essential for MELCOR: without it modeling approximations.are
inconsistent, interfaces between modeled physics are
incomplete, and code interfacing costs are large when com-,

pared to execution costs. A broad spectrum of phenomena and
systems'models for both PWR and BWR reactors is also
essential; a lack of modeling capabilities is one of the
major shortcomings of the current generation of risk-

| assessment codes. Finally, unless the codes can demon-
| strate mass and energy conservation, the technict1 community

will remain skeptical of the risk assessment code's
computational capabilities.

| The compendium of papers in this report contains detailed
| discussions about reactor systems, structures, and thermal-

hydraulic phenomena required for risk analysis. Details of the!

available models are provided along with the identification of
the gaps that exist in the modeling of the required systems,

[ structures, and thermal-hydraulic phenomena. The thoroughness,
! level of detail provided, and level of modeling sophistication

recommended vary widely between the papers. This variation in
I modeling recommendations will require synthesizing to arrive at

a consistent modeling approach for MELCOR.

This assessment does not, nor was ever intended to, describe
the MELCOR code or develop models for the MELCOR code. It

| attempted to gather the information from the experts in the
! various fields that will be needed by the MELCOR code devel-

opers to define a consistent set of models to be used in the
MELCOR system of codes.

,
,

I The papers are arranged in three major sections: papers 1.1
! and 1.2, PWR Plant Accident Scope And Systems; papers 2.1 and
i 2.2, Reactor Coolant Systems (Primarily PWR): papers 3.1 through

3.8, Containment and Auxiliary Systems.
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E



r ,

|

PARAMETRIC OR B0UNDING
MODELS

lateria utilisaties with extenstems
based en physics or data

V
MELCOR MODELS ---- i

n |
|

|
simplified models developed f rom i
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DETAILED MECHANISTIC (_ _ _ _ ,
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,

Figure 1. Illustration showing the role of a risk
code in thermal-hydraulics modeling
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TABLE 2

SECOND GENERATION RISK-CODE MODELING CONSTRAINTS

Required Features

Run Times Consistent With PRA Requirements |
Clear Modular Interfaces With Well Defined Data Base
Model For Each Essential Phenomenon, An Interim Model
Broad Spectrum Of Accidents Predicted
Operator Interventions And Mitigative. Features Modeled
Integrated System Of Thermal-Hydraulic, Fission-Product

Behavior, And Health and Economic Consequence
Codes Having Well Defined, Robust Interfaces

Mass And Energy Conservation
PWR And BWR Modeling Capabilities
Friendly Interface With Users
Uncertainty / Sensitivity Analysis Accesses Via Input
Maximized Machine Independent Codes

Desirable Features *

Models And Methods Are Code Proven And Do Not
Encounter Numerical Or Stability Problems

Realistic Phenomenological Models (acceptability
of models to the scientific community)

Immediately Available Models
Fast Executing Models
Models With Alternative Bounding Options For Poorly

Understood Phenomena
Models Having Some Degree Of Validation With*

Experiment
Accurate Models

,

Simple Models That Are Easy To Code

*The desirable features list became a mechanism to narrow the
assessment effort and maintain a focus on the current state of
the art in risk code modeling.

xiv
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1.0 PWR PLANT-ACCIDENT SCOPE AND PWR SYSTEMS

1.1 PWR PLANT-ACCIDENT SCOPE

by

F. E. Haskin
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l.1.1 INTRODUCTION

In.PRAs the continuum of possible occurrences is grouped
into a finite' number of " events." An " event" constitutes a
set of possible occurrences any.of which would have a simi-
lar -impact on-plant safety. There are three basic types of
events: accident- initiating events, f ailures of plant sys-
tems, and failures of containment. The continuum of possi-
ble' accidents is approximated by. event trees which start with
the various initiating events and proceed through the various
failure events to define a finite number of sequences of
events. These accident sequences, their estimated proba-
bilities, and their estimated consequences collectivelyconstitute the risk estimate for the plant. Sequences with
the largest probability-consequence products dominate the
risk.

Customarily events are denoted by alphanumeric symbols
and accident sequences by strings of such symbols. A stan-
dard event nomenclature does not exist for either PWRs orBWRs. Different symbols are used in the various PRAs due to
plant dif ferences, differences in event definitions, and
preferences of the analysts. In Section 1.1.2 we introduce
representative PWR event nomenclature. In Section 1.1.3 weuse this representative nomenclature to summarize the domi-
nant accident sequences.which have been identified in exist-
~ing PRAs.

We should emphasize that there is no standard definition
of dominance. Different PRAs have employed different cri-
teria for dominance. Insights which have been gained since

! the PRAs were performed tend to alter the perceived domi-'

nance of particular sequences. Also, uncertainties regard-
ing the thermal hydraulic progression of some sequences are
large. Future reductions of such uncertainties may further
alter perceptions of dominance.

In Subsections 1.1.3.1 through 1.1.3.6 we discuss the. dominant accident sequences frcm existing PRAs and theinsights and uncertainties which tend to alter their per-
ceived dominance. Based- on these considerations we make
some recommendations regarding the PWR systems, components,
parameters, and modes of. operation which MELCOR shouldmodel. Ideally MELCOR would be capable of treating anyaccident sequence which is currently or could in the future
-be perceived as dominant. However, we point out some areas
in.which the scope of MELCOR may have to be compromised due
to practical considerations.

.The material in this part of the assessment draws heavily
.upon results from existing PRAs and upon research currently
being conducted at Sandia National Laboratories in the-Accident Sequence Evaluation Program. The ASEP research

1.1-5

. . _ .
.
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is sponsored by the U.S. Nuclear Regulatory Commission.
ASEP results will be documented in much greater detail in
forthcoming reports.
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l.1.2 REPRESENTATIVE EVENT NOMENCLATURE

Figure 1.1.2-1 is a very simplified event tree which
illustrates the failures which can lead to PWR core damage.
The event headings in Figure 1.1.2-1 are safety functions
which, if failed, may lead to core damage. More specific
PWR failure event symbols are indicated on the failure
branches of Figure 1.1.2-1. These alphanumeric failure event
symbols are based primarily on the nomenclature used in the
Reactor Safety Study [1] and are defined in Table 1.1.2-1.

The first function on the general event tree is reactor
scram, the achievement of reactor subcriticality by control
rod insertion. As indicated by Outcome 4 on Figure 1.1.2-1,
failure to scram (Event K) does not necessarily lead to core
damage. For example, given a large LOCA, injection of

f borated - water is sufficient to maintain suberiticality and
control rod - insertion - is not required. Also, it should be
noted that many of the physical processes governing core
meltdown and associated threats to containment integrity are
the same for accidents involving failure to scram as for
accidents in which reactor scram occurs.

Outcomes 1, 2, and 3 in Figure 1.1.2-1 result from acci-
dent sequences in which reactor scram occurs. Core damage'

is avoided in sequences leading to Outcomes 1 and 2 butoccurs in sequences leading to Outcome 3.

Outcome 1 is reached when adequate cooling of the pri-
mary system is provided via the steam generators. This
requires that the primary system pressure boundary (PSPB) be
substantially intact. Primary coolant can then flow through
the steam generators by natural circulation or be forced
through the steam generators if the reactor coolant pumps
are available.* Steam from the secondary side of the steam
generators would either be relieved to the outside atmo-
sphere or, as long as condenser vacuum and cooling can be
. maintained, dumped to the condenser. Feedwater to the steam
generators would usually be pumped by the auxiliary feed-
water system which would take suction from the condensate
storage tank or from backup sources, if required. The main
feedwater pumps (used intermittently) could provide backup
pumping capability. The plant could be maintained in hot
shutdown as long as feedwater could be supplied to the steam

| generators or until primary system makeup was required to
compensate for primary system leakage (e.g., through pump

!
,

* At later stages of accidents when primary water inventory
is low, steam produced 1in-vessel could condense on cold
steam generator tubes. It is uncertain whether heat
removed in this manner would be adequate to prevent core
melting.

I

1.1-7
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P OUTCOMESN lA ING SCRATA A EO ATE A O ATE
CO OLING EMERGENCY
THROUGH CORE
STEAM COOLING
GENERATORS

1. NO CORE DAMAGE

YES
b

' FEED & BLEED *

/\ 2. NO CORE DAMAGE
<

A,S1,S2,V

O,TML

B, D U OR H,
3. CORE DAMAGE

K 4. POTENTIAL COREy DAMAGE
NO (ACCIDENT SPECIFIC)

Figure 1.1.2-1. PWR Early Sequence Event Tree
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. Table 1.1.2-1

PWR Event Symbols

)

~A - Breach of reactor coolant pressure boundary with an
equivalent diameter of greater than 6 inches.

B -_FailureHof electric power to ESF's.
,

B'- Failure to recover either onsite of offsite electric ;

[ power within about 1 to 3 hours following an initiating- '

| transient which is a loss of offsite AC power.
L C - Failure of the containment spray injection system.
| D - Failure of the emergency coolant injection system.
. F - Failure of the containment spray recirculation system.
! G - Failure of the containment heat removal systems.
| H - Failure of the emergency coolant recirculation system.

K - Failure of the reactor protection system.
L - Failure to provide steam generator cooling by use of

the auxiliary feedwater system.
M - Failure . to provide steam generator cooling by use of

the power conversion system. '

j O - Failure of the containment fan coolers to prevent con-
' tainment overpressure failure.

P - Failure of the reactor coolant system safety relief ;

valves to open.
Q - Failure of reactor coolant system relief valves to

L
close after opening. '

' R - Reactor pressure vessel rupture.
Sl - Breach of the_ reactor coolant pressure boundary with an

,

equivalent diameter of 2 to 6 inches.
S2 - Breach of the reactor coolant pressure boundary with an

equivalent diameter of 0.5 to 2 inches.
T - Transient event.
U - Failure -to establish adequate flow f rom the borated .!

water storage tank to the reactor coolant system using
the high pressure injection pumps for the purpose of
core cooling via a " feed and bleed" operation.

V - Failure of the valves which isolate the reactor coolant
system from the low pressure systems outside
containment.

W - Failure of the residual heat removal system.
a - Containment breach due to an in-vessel steam explosion.
6 - Containment-isolation failure.
o - Containment failure due to combustion.
& -. containment failure due to gas overpressure.
c - Containment failure due to basemat melt-through.

'
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sosic) or thorc21 contraction upon cooldown. The residual
heat removal system would be required to cool the plant to
cold shutdown after initial cooling via the steam generators.

For some accident initiators, adequate cooling via the
steam generators is not possible. In particular, for LOCAs
(initiating events A. S1, S2, and V in Table 1.1.2-1) fail-
ure of forced and natural circulation would occur. The time
required for such failure obviously decreases with increas-
ing break size. Also, for transient-initiated accidents
involving total loss of feedwater (TML-initiated sequences
per Table 1.1.2-1), cooling via the steam generators would
become ineffective when all the secondary side liquid boiled
away.

If scram occurs, but cooling via the steam generators is
not possible, the core can still be cooled if adequate cool-
ant can be pumped into the reactor vessel in a " feed" and
" bleed" mode of operation. This is true both for LOCAs and
TML-initiated accidents. The high-pressure injection system
must be capable of delivering sufficient " feed" flow and
there must be sufficient area for " bleed" out of the break
or, for transients, the relief valves. If adequate coolant
is provided, Outcome 2 is reached and there is no core
damage. Inadequate cooling leads to core damage, as indi-
cated by Outcome 3.

For very small openings in the primary pressure bound-
ary, the pumps which provide reactor coolant makeup during
normal operation will . suffice for inventory maintenance.
For larger openings, higher capacity emergency core cooling
(ECC) pumps would be required in a feed and bleed mode of
operation. The ECC pumps are automatically actuated if the
primary system pressure falls below a specified level
(usually from 1600 to 1700 psig).

,

Given a safety injection signal, emergency coolant
injection (ECI) of water from the borated water storage tank
(BWST) is attempted. If ECI fails (Event U or D,

Table 1.1.2-1) or the BWST inventory is depleted, switchover
to emergency coolant recirculation (ECR) from the contain-
ment sump is required. Failure of ECR is Event H in

Table 1.1.2-1.

ECI failure (Event D) does not necessarily imply ECR
failure (Event H); however, this is a likely result because
the two functions are accomplished with the same pumps and
much of the same piping--differing only in the source of
water (BWST for ECI and containment sump for ECR). Even if
the cause of the ECI failure (Event D) were blocked flow
from the BWST and the ECC pumps were operable, recirculation
failure (Event H) might still result. Blockage of flow from
the BWST would also result in containment spray injection

1.1-10 1
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(CSI) failuro (Event C) in plants using common lineo for ECI
and CSI flow from the BWST. If such blockage occurred
early, water in the containment sump would be from primary
system blowdown alone and could be insufficient to permit
sustained ECR.

The loss of electrical power to engineered safeguard
features (Event B or B' in Table 1.1.2-1) implies failure of
AC-dependent systems including both ECI and ECR. A power
outage of limited duration may or may not lead to core
damage depending on the accident initiator and the time at
which power is restored.

Failure of ECR alone can result due to a failure to
automatically or manually align suction to the containment
sump, due to failures of valves required for such alignment,
due to failures of the low-pressure injection pumps if they
are required for recirculation but not for injection, or
physical blockage of water flow to or from the containment
sump. A failure of ECR could also result from a failure of
containment heat removal (containment spray recirculation
heat exchangers and fan coolers if installed. Event G). In
this case, the containment sump water could heat up suffi-
ciently to cause recirculation failure due to pump or pump-
motor overheating.
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1.1.3 DOMINANT ~ ACCIDENT SE9UENCES

Table 1.1.3-1 identifies the PWR accident sequences
which have been indicated as dominant in existing PRAs. The
event nomenclature and functional acronyms are found in

Table 1.1.2-1. For each sequence. Table 1.1.3-1 indicates
the functional failures associated with the reactor protec-
tion system (RPS), main feedwater (MFW), and auxiliary feed-
water (AFW) to the secondary side of the steam generators,
the primary coolant pressure boundary (PCPB) and safety
relief valves (SRVs), emergency coolant injection (ECI),

emergency coolant recirculation (ECR), containment spray
injection (CSI), containment spray recirculation (CSR), and
containment heat removal (CHR). Table 1.1.3-1 also indi-
cates the core criticality state (yes or no), the relative
primary system pressure at the time of fission product
release (high, medium, or low), and the relative timing of
core melting (early, intermediate, or late).

In Table 1.1.3-1 and the subsections which follow, the
dominant PWR accident sequences are divided into six groups:

a. ATWS Sequences (Subsection 1.1.3.1)
b. Loss of Feedwater Sequences (Subsection 1.1.3.2)
c. ECI-Failure Sequences (Subsection 1.1.3.3)
d. ECR-Failure Sequences (Subsection 1.1.3.4)
e. V-Sequence LOCA (Subsection 1.1.3.5)
f. Other PWR Events and Sequences (Subsection 1.1.3.6).

In the indicated subsections we discuss the sequences and
identify insights and uncertainties which may alter future
perceptions of dominance. We also discuss implications with
respect to MELCOR modeling. Section 1.1.4 provides a list
of key PWR systems and components and their control actions,
failures, and key parameters to be modeled in MELCOR.

1.1.3.1 ATWS Sequences

Sequences of this type are initiated by transients and
involve failure to insert the reactor control rods (scram)
sufficiently to achieve subcriticality. Such sequences are
commonly referred to as anticipated transients without scram
(ATWS). Dominant ATWS sequences include TKML. TKMU, TKMQ,
and TKQ. LOCAs involving failure to scram have not been
found to be dominant in existing PRAs.

In accidents, reactor suberi'ticality is normally accom-
plished by the rapid insertion (scram) of the reactor control
rods. In a PWR, the control rods are released, by an inter-
ruption of electrical power, to drop by gravity into the
core. Following a failure to scram, the ECC systems may or
may not be able to render the reactor suberitical via injec-
tion of borated water. This depends on the degree of control
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rod insertion and the rate and nature of the subsequent
neutronic and thermal hydraulic response of the system,

if the ECC systems operate but the buildup of the boron
concentration in the core is too slow, continued generation
of a substantial fraction (up to 30 percent or more) of

normal reactor power could result. The ECC systems are
designed to remove decay heat but do not ensure flow rates
high enough to remove substantial fractions of nstmal core
power. Therefore, relatively early core melting could occur
in ATWS accidents. Recent ATWS work [2] suggeste that, in
the TKQ and TKMQ sequences in which auxiliary feedwater
(AFW) and high-pressure injection (HPI) function normally,
the primary system could survive an initial pressure spike
with adequate boration to achieve suberiticality. Also,
there exists the possibility of accident termination after
partial core melting in ATWS sequences in which HPI func-
tions [2.1]. There is considerable uncertainty regarding
these possibilities: however, if true. TKMU would tend to
become the dominant ATWS sequence with TKO, TKMQ, and possi-
bly TKML becoming less important.

Variations in ATWS sequence probabilities in existing
PRAs are not large compared to variations in other sequence
classes. The sequence probabilities range from 6 x 10-5
to 1 x 10-6 or even nondominant. A consensus on the RPS
failure probability has not yet been obtained based on the
various studies performed. Assumptions regarding relative
weighting of electrical versus mechanical failures and defi-
nition of scram failure differ. RPS failure values near the
WASH-1400 value of 3 x 10-5 have been used in most PRAs.
Depending on the resolution of the uncertainties mentioned
above, plant differences in feedwater systems, primary sys-
tem relief capability, and HPI systems could determine the
significance of TKQ, TKML, and TKMQ sequences.

The role MELCOR should play in modeling ATWS sequences
deserves careful consideration.

Based on preliminary ASEP work, the probabilities of
some ATWS sequences may have been overestimated in existing
PWR PRAs; however, this is true for some non-ATWS sequences
as well--see discussion of ECR Failure and V-sequences
below. Thus, there is no clearcut reason to believe that
ATWS sequences will be totally removed from PWR dominant
sequence lists. Conversely, there is no reason to doubt
that sequences involving successful scram will continue to
vastly outnumber the ATWS sequences on such lists.

The challenges involved in modeling core degradation are
formidable even with successful scram (2.1]. For ATWS acci-
dents significant additional challenges would be encoun-
tered. A consistent treatment of reactor kinetics would
have to be coupled with the thermal hydraulic models of core
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dsgradation. Clocrly, MELCOR is not intended to be
developed as a primary tool for resolving uncertainties in
the Nuclear Steam Supply System (NSSS) response in ATWS
accidents. Other codes such as TRAC, RELAP5, SCDAP, and
MELPROG will be applied to resolve such uncertainties. We
therefore adopt the position that the appropriate level of
modeling for MELCOR should be established by careful assess-
ment of phenomenological modeling for severe accidents
involving successful scram.

Once this appropriate level of modeling is established
for MELCOR, a consistent level of reactor-kinetics modeling
can be adopted. Time constraints may preclude incorporating
reactor kinetics in the initial version of MELCOR. All
versions of MELCOR should, however, be designed so that
calculations for ATWS sequences can be initiated after crit-
icality is precluded using initial conditions based on cal-
culations with other, more sophisticated codes.

1.1.3.2 Loss of Feedwater Sequences

The TMLU, TMLUC, TMLUO. and TMLB' sequences arc all
transient-initiated sequences involving total loss of feed-
water and no " feed and bleed" cooling. Variations exist
regarding the operability of containment systems. These
include:

a. All containment systems operable,
b. No containment systems operable,
c. Containment sprays operable but fan coolers failed,
d. Fan coolers operable but containment spray failed.

Many PRAs suggest there is little difference among these
sequences since the containment failure modes, their proba-
bilities, and release category assignments are similar.
However, the Zion PRA suggest that "b" above is potentially
very significant. That is, for containments with high-
failure pressures, the loss of all containment cooling may
be required before above-ground containment integrity is
threatened. All containment failure modes except melt
through appear to be potentially important for loss of feed-
water sequences.

Since the probabilities of dominant loss of feedwater
sequences range from 1 x 10-3 to 1 x 10-7, it would seem
that plant-specific differences, particularly in AFW reli-
ability and " feed and bleed" capability affect the probabili-
ties of such sequences to a large degree.

Pre-TMI-2 estimates of AFW failure probabilities were
probably too low based on pre-TMI-2 licensing event reports
(LERs). However, post-TMI-2 fixes have improved AFW reli-
ability by improving and automating AFW initiation circuitry,
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eliminating AC dependencies in steam-driven AFW trains, and
locking open certain flow isolation valves. The degree of
redundancy and diversit' in AFW pumps and flow paths can be
important. Some plants are adding cross-connects between
adjacent units to improve AFW reliability.

The use of HPI in a " feed and bleed" cooling mode is
generally believed possible in most of the B&W units and in
roughly half of the Westinghouse units. The ability to
" feed and bleed" depends primarily on:

a. Whether PORV's are installed, and, if installed
their number and capacity, I

|
b. Electrical and compressed air needs for PORV

operation,
c. Probability of PORV block valve closure,
d. Ability of operators to manually open PORVs,
e. PORV and safety valve setpoints,
f. Flow versus head curve for HPI pumps, and
g. Whether " feed and bleed" would be interrupted on

eventual safety injection (for example by contain-
ment isolation of instrument air which could close
the PORVs) and the associated recovery potential.

For some of the Westinghouse units the ability to feed and
bleed is uncertain. None of the CE units have the capabil-
ity to " feed and bleed" at high pressure due to relatively
low-head pumps or insufficient to no PORV capacity. Such
units must be depressurized in order to utilize HPI flow for
decay heat removal. If the operator can depressurize suf-
ficiently, the residual heat removal system could be used to
bring the plant to safe shutdown. Depressurization would
have to be accomplished using some combination of pres-
surizer sprays, PORVs, turbine bypass valves, or steam
generator atmospheric dump valves.

Generic considerations of offsite power recovery suggest
that recovery potential does not increase at as rapid a rate
beyond 1-2 hours as previously thought. This would tend to
increase the relative significance of the TMLB' ' sequence.
In addition, the A-44 Station Blackout work has suggested
the potential importance of TMB'-L sequence which involves
early success of AFW (the steam-driven train) with later
failure due to battery depletion or condensate storage tank
depletion. The ability to provide backup source of AFW
without AC power would be important for such sequences.
Also, the possibility of initiating a LOCA- via RCP - seal
failure should be considered in both TMLB' and TMB'-1.
sequences.

Early ASEP work suggests relatively high probabilities
for loss of feedwater sequences in which core cooling and
makeup is restored in time to arrest core damage. For such

1.1-16



sequancos, hydrogen burns may be particularly important if
they induce failure of restored core cooling and makeup. It
should be recognized that restoration of both secondarycooling and " feed and bleed" may differ from restoration of
" feed and bleed" alone in terms of the amount of hydrogen
released to containment.

The above considerations imply that MELCOR should be
capable of modeling features which affect " feed and bleed"
and primary system depressurization. This implies modeling
of ECC system flow curves including pump performance curves
and system resistances, flow from PORVs or primary system
safety relief valves, pressurizer sprays, and turbine bypass
or steam generator atmospheric dump valves. MELCOR shouldbe able to treat intermittent operation or throttling of ECC
and containment spray systems. RCP operation, trip, coast-
down, restart, and seal failure may also be involved in loss
of feedwater sequences. Late RCP restart could result inquenching a partially uncovered core as could late ECI.Such quenching should be modeled to the extent feasible.

Primary to secondary coupling is very important in loss
of feedwater accidents. In general, voiding in the primary
system would not occur until steam generator dryout unless

i the operator failed to maintain subcooling in a depressur-
ization attempt. Restoration of feedwater before or after
steam generator dryout may have a significant impact on
accident progression. MELCOR should allow the user to pos-
tulate steam generator tube ruptures upon feedwater restora-
tion. In addition, some attention should be devoted to
modeling of condensing heat transfer within steam generator
tubes in the case of feedwater restoration after voiding has
occurred in the primary. Finally, RELAP4 and TRAC calcula-
tions indicate-that at the time of initial core uncovery in

; loss of feedwater sequences, the pressurizer may be full or
nearly full. Careful attention should be paid to the dispo-sition of this pressurizer liquid since flow back into the

. reactor vessel could significantly alter accident progres-'

sion. An assessment of core uncovering and core-damage
modeling is provided in [2.1].

Containment ESF's in most loss of feedwater sequences
are fully operational. However, in the station blackout
(TMLB' or TMB'-L) sequences, failure of containment ESFscould lead to early overpressure failure or inerting of the
containment atmosphere due to high steam concentrationswhich would permit the buildup of combustible gasconcentrations in containment. Hydrogen burns are possible
in loss of feedwater sequences with containment ESFs operat-
ing or upon restoration of containment ESFs. In either case
the-effects of combustion on subsequent ESF operation should
-be considered.
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1.1.3.3 ECI-Failure Sequences

Sequences in this group are all loss of coolant acci-
dents (LOCAs) either induced by transients or the result of
small to large pipe breaks. The sequences include TMLQ-D,
TMQ-D, AD, SlD, S2D, ADC, SlDC, and S2DC, all of which

involve Event D, failure of emergency coolant injection

(ECI).

Event C, failure of containment spray injection (CSI)
also occurs in sequences ADC, S1DC, and S2DC. Only two of
the existing PWR PRAs list corresponding D and DC sequences
as dominant. Both of these plants have fan coolers as well
as containment sprays, so that the operation of containment
sprays does not appear to be particularly significant when
containment failure modes are compared for D and DC

sequences. However, for some plants with containment sprays
but without fan coolers or ice condensers, this conclusion
could prove incorrect.

Considering tne dominant PWR sequences, it is clear that
MELCOR should be capable of modeling all size LOCA sequences
with failure of ECI. The capability to model any feasible
break location should be included. For large LOCAs, accumu-
lator success seems highly probable even though active ECI
systems fail. Thus accumulator injection should be modeled
in MELCOR. Based on exir> ting PRAs, combustion and steam
explosions are important causes of containment failure for
ECI-failure sequences. For containments- with low failure
pressures, the buildup of noncondensible gases from core-
concrete interactions could also be significant.

The probabilities of ECI-failure sequences range from
approximately 7 x 10-5 to less than 5 x 10-7 While
some of this variation is due to the range of LOCA sizes,
variations in criteria for success in preventing cere damage
and relevant system failure probabilities also contribute to
the vide range.

preliminary ASEP work suggests that for the small-break
and transient-induced LOCAs, the probability of restoring

some core cooling and makeup before full melting may be
large enough to warrant consideration for MELCOR modeling.
Hydrogen burns could prove important in such sequences if
they compromise the restored functicns.

1.1.3.4 ECR-Failure Sequences

As for the ECI-failure sequences, the ECR-failure
sequences are all loss of coolant accidents either initiated
by transients or small to large breaks in the primary system
pressure boundary. Dominant ECR-failure sequences include
TQM-H, TQM-E7, TM-H, AH, SlH. S2H, AHF, SlHF, S2HF. Event
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H. ECR. failure, .is explicit in all these sequences. The S2C
s equence for Surry is also included in this group because it
involves ECR-failure induced by CSI failure.

Event F. CSR failure, also occurs in some of the domi-
nant ECR-f ailure sequences. In reviewing the containment
failure mode probabilities for ECR-failure sequences from
existing PRAs, Event F does not appear to be particularly
significant for plants with fan coolers or ice condensers as
well as containment sprays. For plants with containment
sprays but no other containment heat removal systems, Event
F could prove more significant.

PRAs have identified dominant sequences involving recir- '

culation failure for all LOCA sizes. .However, preliminary
ASEP work indicates that for small-break or transient-
induced LOCAs, recirculation failure may not be'as important
as indicated in existing PRAs. For such initiators, suffi-
cient. time is available to depressurize the primary system
and. bring the plant to shutdown using the AFW, feed and
bleed with HPI, the PORVs and pressurizer sprays, or combi-
nations of-these. The operator would have many indications
of the need-to depressurize. He would have to be careful to
keep the primary system subcooled so as to prevent voiding
and associated complications, but with post-TMI procedures
and training, successful depressurization seems likely.
Early ASEP estimates indicate that core-melt probabilities
associated with ' TMQ-H, TMQ-HF, S2H, S2HF, and the Surry S2C
sequences should be reduced by at least an order of magni-
tude from their values in existing PRAs.

In addition to the MELCOR modeling requirements identi-
fled f or' loss of feedwater and ECI-failure sequences, the
ECR-failure sequences require modeling of BWST level.-ECR-
pump net positive suction head available (hPSHA), ECR-pump
inlet temperature, debris dispersed.to the containment sump,
and possibly ECR-pump room temperatures. Limits based on
any of these parameters could initiate ECR-failure. '

l.1.3.5 V-Sequence

The V-sequence interfacing system LOCA is caused by
failure of the valves (in series) which isolate the low-
pressure systems in the auxiliary building from the high-
pressure reactor coolant system inside containment. The
postulated isolation valve failures would result in flow
-from the reactor coolant system into the low-pressure sys-
tems (LPS), initially through the LPS relief valves.*
Should the . backflow through the ' f ailed valves exceed the
capacity of the LPG relief valves, breach of the LPS pres-
sure boundary due to overpressure or dynamic loading-beyond
the design-basis could occur. Thus, a V- sequence LOCA could
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result in the discharge of primary coolant directly to the
auxiliary building.*

Core damage in a V-sequence LOCA could, in general, only
be prevented if the operators act promptly to isolate the
discharge flow path by closing the appropriate motor-

operated valve. If this valve were not closed promptly, the
motor for the valve operator could overheat since it would
be located in the vicinity of the postulated break in the
auxiliary building. The ECC pump motors could also fail due
to steam flooding unless prompt action were taken. An
astute operator might diagnose the V-sequence LOCA by its
dictinct signature--no initial change in containment param-
eters but sharp increases in auxiliary building pressure,
temperature, and radiation levels. Obviously, the larger

the flow area, the less time would be available for the
operator to isolate the break.

The probability for a V-sequence LOCA and the details of
its progression are very plant specific, depending on the
design and testing and maintenance procedures.

The Reactor Safety Study [1] assumed that a V-sequence
LOCA would "almost surely" lead to total ECC failure. The
Reactor Safety Study postulated a 15.24-cm (6-inch) diameter
break in the LPS pressure boundary. Even if ECC injection

from the refueling water storage tank were to function

properly, switchover to ECC recirculation would not be pos-
sible because the containment sump would be empty.

Depending on the nature of the LPS isolation valve fail-
ures and the details of the ECCS design and layout, it is
conceivable that backflow through the LPS isolation valves
could be accommodated by the LPS relief valves. If not,

small breaks in interconnecting process or instrument lines
could well occur before a larger (e.g., 6-inch diameter as
per RSS) process line break. It is also conceivable that
only on* ECC train, the one in which the break occurred,
would fail. To test such hypotheses would require detailed
design information and analyses. Although break-size

analyses are clearly beyond the scope of MELCOR, MELCOR
should be capable of analyzing steam flooding which could
affect the operability of ECCS pump motors and valve

operators in the auxiliary building.

MELCOR should also be able to treat the holdup and
plateout of fission products in the auxiliary building. Of
course, at some point in a severe V-sequence LOCA, certainly
by the time of vesse'l breach, materials would be discharged

In some plants flow from the LPS relief valves is returned*

via a collection header to containment.
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to.the containment atmosphere. The size of the opening into
. the auxiliary building would then influence the degree . of
holdup and plate out of radionuclides in the containment
atmosphere.

1.1.3.6 Other PWR Events and Sequences

There are at least two events which have not beentreated in sufficient detail in existing PRA and which could
prove significant based on future analyses.

.First, steam generator. tube . ruptures (SGTR) constitute
relatively likely initiating events which, if compounded by-
ECC -f ailure, could lead to core damage. An important dis-
tinction'between SGTRs and other small-break LOCA initiators
(Events S1 and S2 in Tablo 1.1.2-1) is that the operator can
effectively isolate a SGTR by depressurizing the primary
system to less than the secondary system pressure. In doing
so,:the operator . must be careful to maintain subcooling in
the primary system. . SGTRs also introduce the potential for
steam generator overfill and liquid in the main steam lines
such as occurred at Ginna. This introduces the potential
for. a stuck open main. steam safety valve or even a main ,,

. steam line break inside containment since the main steam !lines are not designed to be liquid filled. Also, SGTHs
could- occur during the course of other severe accidents,
particularly accident involving significant secondary system
occurrences such. as dumping feedwater into a dry steam
generator.

Second, in accidents involving overcooling of- the pri- '

mary coolant system, pressurized thermal shock (PTS) could
result in breach of the reactor pressure vessel'where it has '

become embrittled due to neutron irradiation. In general.
PTS would be most likely in high-pressure,' low-temperature
sequences. Post-TMI-2 operator . training to avoid loss of
primary subcooling should work- to reduce the potential for
high-pressure, low-temperature scenarios.

Uncertainties regarding SGTR and PTS are large. Con-
siderable research is underway to resolve these-
uncertainties; however, decisions regarding the treatment of
SGTR and PTS in MELCOR will have to be made before signifi-
cant research results become available. We feel that MELCOR' '

should permit the user to treat SGTRs as initiating events
.or postulate their occurrence during other sequences perhaps
based on ~ primary-to-secondary differential pressure and
-temperature criteria. Similarly, MELCOR should permit the
user to postulate PTS based on primary-pressure and vessel- '

temperature criteria.

|

|
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l.1.4 PWR FUNCTIONS TO BE MODELED

| Table 1.1.4-1 summarizes the PWR systems and components
' to be modeled in MELCOR to permit analyses of potentially )

dominant PWR accident -sequences identified in the preceding !

section.. The systems and components are listed in Table

j 1.1.4-1 in roughly the same order as the functions are
listed across the top of Table 1.1.3-1. Table 1.1.4-1 also
indicates automatic and manual control actions, component

,

failures, and system parameters to be modeled. j
+

\

For the most ' part, the automatic functions listed in

Table 1.1.4-1 are fairly straightforward. . involving isola-
3

tion or actuation of systems or components triggered by

plant ' parameter responses with sensing and control system
delays. The manual control functions and functional fail- '

ures present more significant modeling challenges as indi-
cated in the notes. In particular, as indicated elsewhere <

in this report, modeling of ATWS sequences, multiple SGTRs,,

" feed and bleed" capability, depressurization in transient-
initiated or small-break initiated LOCAs with no " feed and
bleed," late ECI onto a partially damaged core, and determi-

;
^ ~ nation of success criteria in general are areas involving

substantial thermal hydraulic uncertainties. ,

It should be recognized that MELCOR is not intended .to
be designed as a tool for the resolution of such uncertain-~

ties. Existing best-estimate codes such as TRAC and RELAPS-
as well as future detailed phenomenological codes such as

,

SCDAP and MELPROG . are more appropriate tools for resolving
such uncertainties. In fact, the detailed neutronic and
thermal hydraulic capabilities associated with such codes

;
would ' conflict with the objective that MELCOR be a fast
running code with proven models. It is recognized that less,

detailed modeling may impose certain limitations on MELCOR.

i The- mitigation . functions to be modeled in MELCOR .as
4 listed in Table 1.1.4-1 are those which we perceive could

have a significant impact on the potential for above-ground
containment failure or radionuclide releases to the environ-,

ment.

.

.

i

1

1

C
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Table 1.8.4-1

PWR systes/ component Modeling sequirements for MRIEDE

System. Punetton. Autmat te Menuet
or componest control control Pottures Parameters (1)

peactor Protection scram yeste) event utal reactivity

Main stream

safety vetves open/close --- fait open s.P.T.P

Atmospherte Dg vetves open/close open/close(g) fell open s.P.T.P

isolation velves no(b) no see note c

Turbine-sypass velves noth) no

Main h rbine no(b) no

condensate no(b) yes P.T. P

H Main Peeduster no(b) yes(d) Event M P.T.P

P Austilary Peeduster intt.. ftou resto.g) Event L. parttal to total P.T.P.
I control on demand or deleyed. c57 L-CSTN depletlon.

bJ
peector coolant Systee

Pressure poundary - - - --- 8 vents A. St. 52 p(fl. V. s.P.T.P
SCTR(d). DCP Seal Pailure

safety pelief valves open/close - event 0 (stuck open) s.P.T.P
popve open/close yes(g) Event 9 (stuck open), lack 3.P.T.P

of power or block valve sbut.

High Point vent velves --- open/ctose stucb open z.P.T.P

Pressuriser Sprays notb) yestg)

Pressurtzer Meeters no(b) no

RCP forced (tw trty yes z.P.P.T.J-pCP

___ __

-
- -

.



. _ _ .

z,P,P.T for makesgy,
Cheetcal & Wolisme controt no(b) yes

letdown, seat flows

Residual Heal Demovat no(b) no

necuou1ator injectton disnp ---

inadv. actuation Event D T.P.P to PCS & Cont.,
Nigh-Pressure Injectlen actuate, yes

switch to (partial to total, on demand Pus? L ptsup-room T

recirculation or delayed).

Beergency Boration actuate yes

See low Pressure Rectrc. See 14ns Pressure recirc.
High Pressure Recirculation switch frous yes

Injection

tou Pressure injection actuate, yes See High Pressure Injection See High Pressure

low Pressure Recirculation switch from yes event H (part tal to total, on T P,P to RCS and Cont.,

f ras ECI demand o; delayed), due to J, sump L, NPSHA, pump-

inadequate NPSHA. high ptmp- inlet T. pupp-rorum

inlet T. high pump-rormi T. debris in stany

debris in stany

Event C (see twent D above) P T. Others per Nigh
contatrument Spray injection actuate yes

Pressure Injection abovew
x-spray additivese

M
i
DJ Spray Chemical Injection injection --- Event I

dh Event M (see Event H abowel P,7, others per tow
Contatrument Spray Rectrculation switchover yes Pressure Recirculation

above.

Contatrument MVRC

Event O (partial to total, heat removat rate,
Pan Cooters actuate or yes conde watton rate.switch speed
Cnnt. Vent isot. yes f all to close P

- ---
Init. Cont. Ces Crunp.

Pre-inerting

dcO2/dt
CO2 inerting no yes

dH24t
H2 recombines no yes

no yes loss of power
Igniters



_ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ . . .

-
-

-

Conteisument Flceding no 70 L-cont .

Ctreuteting weter no no

service ipoter actuate no total f atture F.T.J

component Cooling water no no total fatture F.T.J

Ultimate IIeet Sint no no failure J

uma
scram f atture or detered seran will require modeling of reactor kinettes.e,
may not be feasible for MEtion and may not be required.

b. Por MEtxtut can essee system or component is isolated. Manuel control
should be moeted if indicated. Subsequent versions of MPtron may
sinutete autmetle controt for normat and of f-normat ondes of operet ton.

c. Inadvertent MstV closure and f atture of MSIV to close on demand do not
, contribute to dominent PWR sequences,
g 4. Delay of MPW or AFw untti 90 dryout could indute SCTps.
y Event P. stuck closed safety rettet valves does not appear in deinent Pwite.y

accident sequences.gi
f. Event R could result from PT5 in overcooling sequences.

Use of Arw. pressuttaer sprays. ADvs. and ropvs to depressurtre Wn feedg. and bleed is not evettable involves significent thernet hydroutic
uncerta1ntles.

h. Inadvertent spray actuetton does not appear in dominent PWR accident
sequences.

1. Parameter Sey: P - Flow
J - Power or heat transfer rate
L = Level

WPSMR - Avellebte not positive Suction head
P - Pressure
? - Temperature
s - Composit1on or concenttatton

.-

- .
. .

. . . . .
. . . . . . . . . _ _ . _

. . . . . . . . . . . . . ..
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PWR SUMMARY DESCRIPTION |

1

1.2.1 INTRODUCTION

Pressurized water reactors (PWR) are the energy source
as shown in Figure 1,2-1 for the. Nuclear Steam Supply Sys- ,

tems provided by three major manufacturers: Westinghouse,
Combustion Engineering, and Babcock and Wilcox. A steam
supply system consists of the reactor . coolant system (RCS)
known as the primary loop and .a power conversion system
known as the secondary loop. The primary loop is a closed
cycle design located completely within the containment
building a nti Lncludes the reactor vessel, steam generat >r,
circulation pump, and associated piping. The secondary loop
includes the steam generator inside the containment building
and the turbine generator, condenser, and feedwater pump
outside the containment building.

This section will include descriptions of the reactor
coolant system, the nuclear core, the RCS safeguards sys-
tems, the containment, the secondary loop, and the auxiliary
cooling systema.

.
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1.2.2 REACTOR COOLANT SYSTEM

The functions of the reactor coolant system are to:

A. Transfer energy from the reactor core to the steam
generator where steam is produced for use in a tur-
bine generator.

B. Serve as the primary barrier to the release of fis-
sion products from the reactor core to the environ-
ment (see Figure 1.2-2).

The major components of the system are the reactor ves-
sel, two or more parallel heat transfer loops each contain-
ing a steam generator, reactor coolant pump, and a pres-
surizer connected to one of the reactor vessel outlet
pipes. All components in contact with the reactor coolant
are stainless steel, or carbon steel lined with stainless
steel. All components that form part of the reactor coolant
system pressure boundary meet the code requirements of ASME
Section III Class I components.

During normal operation, the reactor coolant is cir-
culated through the reactor vessel and steam generators by
the reactor coolant pumps. The coolant is heated by the
fissioning fuel in the core as-it passes through the reactor
vessel, and is cooled in the steam generators as it gives up
heat to the secondary system to form steam. The coolant
also serves as'a neutron moderator in the core and contains
a soluble neutron absorber (boric acid) for reactivity con-

; trol. The coolant is maintained in a subcooled condition by
'

maintaining a high-system pressur.e..

The - reactor coolant system pressure is maintained and,

| controlled through the use of a pressurizer in which steam
! and water are maintained in thermal equilibrium. During

full-load operation, the pressurizer. volume is almost evenly
divided between saturated water and saturated steam. Steam
-is_ either formed by energizing immersion heaters in the
pressurizer, or condensed by a subcooled pressurizer spray,;

'

as necessary to maintain operating pressure and limit pres-
sure variations due to plant-load transients.

Overpressure protection for the system is provided by
power-operated relief valves and/or spring-loaded ASME Code
safety valves. These valves discharge to the quench tank
where the steam is released under water to be condensed and
cooled.

1.2-9
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The system also includes the interconnecting piping to
auxiliary systems and the instrumentation necessary for
operation and control.

The functions of the systems and components provided by
the three major manufacturers are nearly identical withmajor differences as summarized in Table 1.2.2-1 and is
shown in Figures 1.2-3, 1.2-4, and 1.2-5.

Table 1.2.2-1

MAJOR DESIGN DIFFERENCES

Combustion Babcock &
Features Westinchouse Engineerina Wilcox

,

! Number of loops 4 2 2
Pumps per loop 1 2 2

: Type of steam generator U-tube U-tube Once-through

1

The components of the reactor coolant system are
arranged with the reactor vessel located in the approximate
center of the reactor building and the steam generators and
the reactor coolant pumps located symmetrically on opposite
sides of the reactor vessel. The steam generators are
located at a higher elevation than the reactor vessel so
that sufficient natural circulation in the RCS may exist to
remove core-decay heat following coast down of all reactor

; coolant pumps in the event of loss of normal station power.
1.2.2.1 Reactor Vessel

The reactor vessel shown in Figure 1.2-6 for a typical
reactor contains the fuel bundles, the control rods, and
other internals necessary for support and flow direction. A
PWR vessel is a large thick-walled right-circular steel
cylinder approximately 4.0 m in diameter, 15.0 m in height,

! and 0.2 m thick. The vessel is closed at the bottom with an
integral hemispherical head and closed at the top by an
approximately hemispherical head held in place by about 50
bolts. The top head is removed for refueling. The vessel
is designed to operate at about 15.0 MPa internal pressure.
There ara penetrations in the vessel for coolant flow, con-
trol mechanisms, and instrumentation. Major internal
regions in the vessel are the reactor core, the lower
plenum, one upper plenum, and the down comer.

During normal operation, the reactor coolant enters the
vessel through four inlet nozzles, turns and flows downward
-through the down comer between the reactor vessel shell and
the core' support barrel, and enters the lower plenum through

1.2-11
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the flow skirt. Hero the reactor coolant turns and flows
upward through the core barrel lower support structure. The
coolant then flows up through the core support plate holes
and parallel to the axis of the fuel bundles, removing the
heat generated within the fuel as it passes. The coolant
cont {.nues its upward flow through the upper guide structure,
then turns and leaves the reactor vessel through two or more
outlet nozzles.

1.2.2.2 Reactor Core Assembly

The reactor core assembly is made up of fuel assemblies
and control assemblies as shown in Figure 1.2-7. The core
assembly is surrounded by the core baffle. the core support
barrel, the thermal shield, and finally, the reactor vessel.

The fuel assemblies rest on a lower core plate which is
perforated to allow the flow of coolant from the lower
plenum to the reactor core. This plate is supported from
the lower end of the core barrel by a lower core support
structure. The core barrel which is the flow boundary
between downward and upward flowing coolant is supported at
the lower flange where the top head is bolted onto the ves-
sel. Thus, the whole weight of the core hangs by the core
barrel from the inside of the lower flange.

The thermal shield is a radiation and heat shield for
the reactor vessel. Flow through the down comer between the
core barrel and reactor vessel provides cooling for the
thermal shield.

The lower plenum may contain a perforated diffuser plate
between the lower core support structure and the lower core
plate. The diffuser plate is designed to make the coolant
flow suitably mixed and uniform. In addition, a support
system between the lower end of the core barrel and the
vessel bottom head is usually provided to take care of a
design-basis accident in which the core barrel fails. In
that event, this auxiliary support system permits the core
to fall only a limited distance into the lower plenum and
allows the core to retain its geometry.

1.2.2.2.1 Fuel Assemblies

The fuel rods and control rod guide tubes within a fuel
assembly are structurally bound together in a square array
of typically 15 x 15 or 17 x 17 rods. Typical PWR fuel rods
(see Figure 1.2-8) consist of enriched uranium dioxide pel-
lets inserted into zircaloy tubes and each end of the tube
is welded shut. Reflector pellets are located above and
below the fuel section in each rod. Above the upper reflec-
tor pellets in each rod there is a fission gas plenum, i.e..
a space in which gases can accumulate. Recently, the PWR
fuel rods are prepressurized to reduce the extent of
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cyclic stresses that the cladding undergoes. The fuel rod
spacing is maintained by spring-loaded guide grid assemblies
usually made of zircaloy located along the length of the
assembly.

1.2.2.2.2 Control Assemblies

Control assemblies are ured, along with chemical control
(boric acid) for reactor start-up, shutdown, load following
and compensation for small-power transients. The control
assemblies as shown in Figure 1.2-9 consist of cylindrical
neutron absorber rods, each having approximately the same
dimensions as a fuel rod. Several rods are connected
together. at the top by a spider-like bracket to form a con-
trol assembly. Each absorber rod in a control rod assembly
moves vertically in its own tubular guide tube.

The control rods typically occupy 12 to 20 fuel rod
locations in each of about half of the fuel assemblies. A
typical PWR reactor core will have 190 to 220 fuel assem-
blies and about 1400 to 1700 burnable poison rods.

The burnable poisons commonly used in control rods are
boron carbide (B C) and an alloy of silver, indium, and4
cadmium (AgInCd). The control rod guide tubes and cladding
are made of either stainless steel or zircaloy. Nonpoison
sections of control rods might be filled with aluminum oxide.

Each control assembly is connected through a drive rod
I which patses through a penetration in the vessel top head to
| a drive mechanism. When withdrawn, the control rod assem-
' blies occupy space in the upper plenum between the upper

core plate and the upper core support.

Westinghouse and Combustion Engineering designs use a
magnetic-jack type of drive mechanism as shown in
Figure 1.2-10 in which the rod is moved in discrete steps by
sequentially energizing coils located outside the pressure
housing containing the drive shaft. The pressure housing is
a welded extension of the reactor vessel head, made of
stainless steel, has a design pressure of 2500 psia and, in
effect, constitutes an integral part of the vessel.

The Babcock and Wilcox design used a motor-driven roller
nut drive mechanism as shown in Figure 1.2-11. In this
arrangement a threaded lead screw is rotated within a roller
nut assembly, raising or lowering the control assembly.

1.2.2.3 Steam Generators

The steam generator is a tube and shell heat exchanger
which transfers the heat generated in the reactor coolant
system to the secondary system, forming steam for use in the
plant turbine generator. Two basic steam generator designs

1.2-19
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are used in pWR power plants. Both the Westinghouse and
Combustion Engineering designs use a recirculation type (see
1/igures 1.2-12.and 1.2-13) and the Babcock and Wilcox design
uses the once-through type (see Figure 1.2-14).

1.2.2.3.1 Recirculation-Type Steam Generator

Each recirculation-type steam generator is a vertical
U-tube heat exchanger which operates with the reactor cool-
ant on the tube side and the secondary coolant on the shell
side.

Hot reactor coolant from the reactor vessel enters the
steam generator through the inlet nozzle in the primary
head. From here it flows through the U-tubes, where it
gives up heat to the secondary coolant, to the outlet side
of the primary head, and leaves through the outlet nozzles.
A vertical divider plate separates the inlet and outlet
plenums of the primary head. Secondary system feedwater
enters the steam generator through the feed nozzle passing
into a preheater section where it is heated by the cold leg
reactor coolant. The preheater, or economizer, is designed
to heat the feedwater almost to the saturation temperature
before it mixes with the water in the boiling section.

The wet steam passes through sets of moisture separators
and steam driers in the upper portion of the steam genera-
tor, and leaves as dry steam through the outlet nozzle at
the top.

1.2.2.3.2 Once-Throuch Type Steam Generator

The once-through type steam generator is a vertical,
straight-tube, shell-and-tube heat exchanger, which produces
superheated steam at constant pressure over the power
range. Reactor coolant flows downward through the tubes and
transfers heat to generate steam on the shell side. The
high-pressure (reactor coolant pressure) parts of the unit
are the hemispherical heads, the tube sheets, and the tubes
between the tube sheets. Tube support plates maintain the
tubes in a uniform pattern along their length. The unit is
supported by a skirt attached to the bottom head.

The shell, the outside of the tubes, and the tube sheets
form the boundaries of the steam-producing section of the
vessel. Within the shell, the tube bundle is surrounded by
a cylindrical baffle. The upper part of the annulus, formed
by the baffle plate and the shell, is the superheated steam
outlet, while the lower part is the feedwater inlet heating
zone.
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1.2.2.4 Ccolent Pumps

The reactor coolant pumps (see Figure 1.2-15) are of
single-speed vertical-shaft, single-stage, and shaft-sealed
centrifugal type designed to pump large volumes of coolant
at high pressure and high temperatures through the reactor
coolant system. Reactor coolant is pumped by an impeller
attached to the bottom of the .otor shaft. The coolant is
drawn up through the bottom of the pump casing, through the
impeller, and diccharged through the diffuser and an exit
nozzle in the side of the casing. The diffuser converts
velocity head from the impeller to pressure head, and the
circular casing collects the flow and discharnes it to the
single diacharge nozzle.

Each pump motor is provided with a flywheel to increase
the rotating inertia of the pump which increases the pump
coast down time. Nonreverse rotation devices are provided
on the pump motors to prevent pump windmilling in the
reverse direction and to limit backflow through a stopped
pump.

Typically, two cooling systems are provided for the
pumps. Water is injected below the seal assembly where part
of the injected water flows downward along the shaft, cool-
ing the shaft and providing water for the lower bearing.
The remainder of the injected water flows upward through and
around the seal assembly. In the event that seal-injection
water flow is lost, the lower bearing seal assembly can be
cooled by a coil-type water heat exchanger located inside
the pump casing and below the lower pump radial bearing and
seal.

The shaft seal arrangement for a typical Westinghouse
punp consists of three face-type' seals operating in a series
arrangement. The primary seal is located above the lower
radial bearing and is basically a film-riding face seal
designed for a normal leakage rate of 3 gal / min at system
operating pressure. The second seal is a rubbing face-type
seal of conventional design employing a rotating runner and

, a stationary carbon member designed to normally accept the
3 gal / min leakage of the primary seal at a pressure of
approximately 50 psi with a leakage of 3 gal /hr. The second
seal is also designed to handle for a short period of time,
the full system pressure across its face during an emer-

.

gency. A third seal, similar to the second seal is a smal-
1er, low pressure, rubbing face-type seal designed to limit
leakage into the containment to 100 cc/hr.
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1.2.2.5 pressurizer

The pressurizer attached to the hot leg of one loop
maintains reactor coolant system operating pressure during
steady state operation, and limits pressure changes during
system transients. A sketch of the pressurizer is shown in
Figure 1.2-16.

During steady state operating conditions, approximately
60 percent of the pressurizer volume is occupied by water
and 40 percent by steam. Electrical immersion heaters.
located in the lower section of the vessel, keep the water
at saturation temperature and maintain a constant system
operating pressure.

A reduction in plant electrical load causes a temporary
increase in average reactor coolant temperature with an

| attendant increase in coolant volume. The expansion of the
| reactor coolant raises the water level in the pressurizer.
| This increase in water level compresses the steam, raising

the pressure and actuating valve: in the spray lines.
Reactor coolant from the cold legs of the coolant loops
sprays into the steam space and condenses a portion of the
steam. This quenching action reduces pressure and limits,

the pressure increases,'

i
'

An increase in plant electrical load results in a ten-
porary decrease in average coolant temperature and a con-
traction of coolant volume. Coolant then flows from the,

! pressurizer into the loops, thus reducing the pressurizer
i level and pressure. Water in the pressurizer 11 ashes to
! steam to limit the pressure reduction. This reduction in'

pressure also closes immersion heater contacts, heating the
remaining water in the pressurizer to further limit the

; pressure reduction.
|

1.2.2.6 Safety / Relief Valves. Relief Line, and Quench Tank

A typical pressurizer has both relief and saf ety valves
ocated at the top. The Westinghouse design, for instance,

L ts two power-operated relief valves and three self-
actuating safety valves.

Reductions in paant electrical load, with resultant
pressure increases boyond the pressure-Ilmiting capability,

'

of the pressurizer steam system, cause the motor relief
valves to open. The relief valves are automatically opened
at a pressure below system design pressure and can also be
opened manually from the control console. If the system
pressure continues to rise, self-actuating ASME-code safety
valves will open. The safety valves are spring load and
self-actuating, with back pressure compensation.

1.2-29



p .. .
.

.

RELIEF NOZZLE

SPRAY NOZZLE

SAFETY NOZZLE

f MANWAY

[ ,
UPPER HEAD

INSTRUMENTATION,

NOZZLE

[
t

h|( j l LIFTING
TRUNNION

(LOAN BASIS)

; ;
I SHELL

f

N

|| \
HEATER SUPPORT

PLATE

^ LOWER HEAD

~ ~ INSTRUME N TATION
[.|[,M- NOZZLE

ELECTRICAL HEATER'4 . 7.

J

%
SUPPORT SKIRT

SURGE NOZZLE

Figure 1.2-16. Cutaway of a Typical Pressurizer

.

1.2-30

_ _ _ .._



. . _ _ , . . _ . _ - _ _ _ _ _ . . . _ _ __ --

Steam from the relief valves is piped to the pressurizer
relief tank, which contains sufficient water to condense tho

,

| steam. Cold water can be sprayed into the pressurizer
relief ~ tank to increase the heat sink capacity. If design
pressure is exceeded, a rupture disc vents the tank to the
containment. Carbon steel is used for the pressurizer
relief line.

1.2.2.7 Reactor Coolant Piping

Reactor coolant piping and fittings are made either of
stainless steel or carbon steel clad with stainless steel.
Hot and cold leg pipe diameters for a typical 1000 MW(e)
Combustion Engineering plant are 42 and 30 inches,
respectively,

i
!

|

|
|

I

i
t

|
.

1.

I
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1.2.3 RCS SAFEGUARD SYSTEMS

Engineered safety features (ESF).are systems designed to
minimize the severity and to mitigate the consequences of a
loss of coolant accident (LOCA). Engineered safety features
are not the only safety-related systems provided for PWR's;
the term usually refers to just those systems required to
protect against a LOCA. Many of the systems designated as
safety features perform other safety-related functions, such
as long-term cooldown, or perform normal operational func-
tions, such as maintaining the RCS chemistry.

1.2.3.1 Chemical and Volume Control System

The Chemical and Volume Control System (CVCS) provides
the equipment, piping, and instrumentation to maintain the:

Purity of the reactor coolant-

Required volume of water in the reactor coolant-

system
Chemistry of the reactor coolant-

Desired boric acid concentration in the reac:.or-

coolant
Provides high pressure seal water for the reactor-

coolant pump seals.

During power operation, a continuous feed-and-bleed
stream is maintained to and from the RCS (see
Figure 1.2-17). Figure 1.2-17 is for a Westinghouse plant
but is similar in function for all three PWR manufacturers.
Let down water leaves the RCS and flows through the shell
side of the regenerative heat exchanger where it gives up
ith heat to makeup water being returned to the RCS. The let
down water then flows through the orifices where its pres-
sure is reduced, then through the let down heat exchanger,
followed by a second pressure reduction by a low-pressure
let down valve. After passing through a mixed-bed dominer-
alizer, where ionic impurities are removed, the water flows
either through the thermal regeneration resins or directly
through the reactor coolant filter, and into the volume
control tank via a spray nozzle. The vapor space in the
volume control tank contains hydrogen which dissolves in the
coolant. Any fission gases present are removed from the
system by continuous venting of the volume control tank.

The charging pumps take the coolant from the volume
control tank and sand it along two parallel paths: (1) to
the RCS through the tube side of the regenerative heat
exchanger; and (2) to the seals of the reactor coolant
pumps. The streams divide with some water flowing into the
RCS and the remainder leaving the pumps as seal leakage.
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1.2.3.2 Residual Heat Removal Systcm

The residual heat removal system (RHRS) has several
functions, but will be used most frequently for removing
fission product decay heat from the reactor core during the
latter stages of cooldown. During cooldown, the reactor
coolant temperature is reduced from the normal operating
temperature to a temperature of about 300*F by the steam
generatore, and then it is further reduced by the RHRS to a
temperature that permits refueling. The RHRS also provides
cooling water flow to the pressurizer for normal cooldown,
maintains the reactor coolant temperature at a suitable
level for refueling, provides a means for recirculating the
coolant in the fuel transfer canal during refueling, drains
the fuel transfer canal following refueling, and provides an
engineered safeguard action. The safeguard function of the
RHRS is to provide reactor core with borated water and core
cooling for the entire spectrum of rupture sizes in the
Reactor Coolant System (RCS).

Operation of the system is basically identical for all
three reactor manufacturers, with the only significant dif-
ferences being the point of connection of the RHRS to the
reactor coolant system. The following description is for
the Westinghouse RHRS as shown in Figure 1.2-18.

To operate the RHRS, circulation of component cooling
water through the shells of the recidual heat exchangers is
established. The block valves in the lines to the RCS are
opened and the residual heat removal pumps are started. At
this point the reactor cooling function has been taken over
by the RHRS, and the turbine bypass system is shut down.
One reactor coolant pump is kept running to ensure uniform
cooldown of all loops until the coolant temperature is below
160*F.

When the RHRS is first placed in operation, a manual
throttle valve is opened slightly to limit reactor coolant
flow through the heat exchangers to minimize thermal shock.
The valve is then adjusted for the decired flow to remove
reactor core residual heat and cool the RCS at the desired
rate.

A modulating valve is located in a bypass around the
residual heat exchangers. This valve is automatically posi-
tioned by a flow controller that measures flow in the main
return line to the RCS. Operation of the controller and
bypass valve maintains constant return flow to the RCS. As
the reactor coolant temperature decreases, the flow through
the heat exchangers is increased to compensate for reduced
temperature differences across the exchanger tubes.
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Bypass flow is then automatically reduced. When the reactor
coolant temperature is reduced to approximately 160*F, the
reactor coolant pump is shut down.

With time, the residual heat produced by the reactor
core declines until it is only necessary to operate one heat
exchanger and one residual heat removal pump. The second
heat exchanger and pump may then be taken out of service.
The residual heat removal equipment continues to operate
after the reactor vessel is opened and refueling operations
proceed.

Until appropriate checkout of the RCS is complete. the
system continues to remove heat or is in standby to do so.
When the reactor coolant pumps are started. the residual
heat removal equipment is shut down.

1.2.3.3 Safety Injection System

The primary function of the Safety Injection System
shown in Figure 1.2-19 is to supply borated water to the
reactor coolant system to limit fuel rod cladding tempera-
ture in the unlikely event of a loss of coolant accident.
Short-term core cooling consists of injecting a large volume
of borated water into the reactor cooling system from
storage tanks. Long-term core cooling is provided by recir-
culating the borated water which has spilled out of the
reactor coolant system through the pipe break into the con-
tainment sump, back to the reactor coolant system.

The effectiveness of the safety injection systems depend
somewhat upon the location of injection which varies from
plant to plant. Possible locations for safety injection
into the RCS include injection into the hot leg piping,
injection into the cold leg piping (on either side of the
main pump), injection into the upper head (Ulli) and injec-
tion directly into the upper plenum (UPI).

1.2.3.3.1 Accumulators

This syctem consists of tanks partially filled with
borated water and pressurized with nitrogen gas which are
isolated from the reactor coolant system by check valves.
As the reactor coolant pressure falls below the flooding
tank pressure (about 600 psig) after a LOCA, the check
valves open and borated water is forced into the reactor
coolant system.

1.2.3.3.2 Hich-Prescure Safety Iniection System

The high-pressure injoction system (IIP IS ) prevents
uncovering of the core during small coolant piping leaks.
Where high reactor pressure is maintained, and delays
uncovering of the core during intermediate-sized leaks.
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High-head centrifugal pumps valved to take suction from the
refueling water storage tank delivers borated water to the
core through the injection nozzles on each of the RCS hot
legs. Some PWR's also have reciprocating charging pumps
which provide with a rapid response a small amount of high-
head flow into the cold-legs of each loop from a boron
injection tank located upstream of the cold-leg injection
header.

1.2.3.3.3 Low-Pressure Safety Iniection System

The low-pressure injection system (LPIS) is available to
inject borated water into the RCS for large breaks which
would result in rapid blowdown and depressurization. The
low-head system uses two residual heat removal centrifugal
pumps which take suction from the same large refueling water
storage tank as the high-head pumps and pumps a relatively
high flow rate compared to the high- pres sur e safety injec-
tion pumps.

~~ ~ Borated I ueling water is pumped through one of the two
residual heat exchangers, and through an injection header,
and injection lines to the hot-leg piping of each of the
reactor coolant loops. The accumulators and low-pressure
injection system are designed to recover the core at inter-
mediate-to-low reactor coolant system pressures, and to

ensure adequate core cooling for reactor coolant system
break sizes ranging from intermediate breaks to the double-
ended rupture of the largest pipe,

1.2.3.3.4 Recirculation

Long-term emergency core cooling is accomplished by
recirculation of injection water from the containment sump
back to the core by the high-pressure recirculation system
(HPRS) or the low-presrure recirculation system (LPRS).
Switchover from the injection phase to recirculation phase
occurs after the large volume tank of injection water is

nearly empty about 20 to 30 minutes, depending on the acci-
dent, after the initiation of safety injection. The water
is cooled by heat exchangers as it recirculates back to the
reactor coolant system. The high-head pumps take suction
from the discharge of the low-head pumps.
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l .' 2 . 4 PWR CONTAINMENTS

As the final barrier to the release of fission products
from the reactor core to the environment, the PWR contain-
ment building houses tr e reactor and reactor coolant system
including the steam generators, reactor coolant pumps, pres-
surizer, piping, and the safety injection equipment. The
functional requirements of a containment structur.i which
recognize every hazard that could conceivably occur as a
criterion for the design of a nuclear generating station are
indicated by the following criteria:

1. Containments must be as leak-tight as practicable to
confine any escape of radioactive materials within

i reasonable limits.

2. Containments must withstand the peak pressure and
time-varying thermal gradient resulting from a loss
of coolant accident.

3. Containments must survive dynamic loadings due toi earthquake, missile impact, tornado or other cyclonic
wind, blast, "small compartment" pressurization,
aircraft impact, pipe whip, etc.

4. Containments must provide for the necessary access
for maintenance and for periodic refueling.

5. Containments must provide penetrations for steam and
I feedwater lines, electrical wiring, cabling, instru-
| mentation, and control lines as well as personnel

and equipment hatches.

6. Containments must provide for control and monitoring
of leakage and surveillance of structural systems.

7. Containments provide shielding in case of major
accident.

1.2.4.1 Containment Structural Design

The first containments for nuclear power plants, con-
structed prior to 1961, were steel spheres and usually
single containments. The next step in containment develop-
ment was to a steel cylinder with a hemispheric top and
bottom, then some containment geometry with an outer rein-
forced concrete shield building making a double containment.

1.2-39
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These have largely been supplemented by tha various
versions of the domed concrete cylinders with foundation
slabs reinforced with high-strength reinforcing steel. The
most widely used containment for the past several years has
been the single containment or reinforced concrete with an
integral steel liner plate. Used mostly for PWRs, the rein-
forced concrete is usually posttensioned by prestressing
tendons. The containment is buttressed at three or six
points to carry tendon anchorage loads. In its original
concept, a flat-type dome of semi-elliptical, or toro-
spheroidal shape was used with a ring girder for dome-tendon
anchorage. This has since evolved to a hemispheric dome
without ring girder since dome tendons are extended continu-
ously down the side walls and anchored in the tendon galler-
ies. The use of three buttresses rather than six for
anchorage of hoop tendons has become standard.

There is an increasing trend toward double containment
among the more recent nuclear power plant projects. The
most significant advantage for double containment plants is
in the postaccident conditions where the radiation dose to
the public at large from released activity is reduced by a
factor as much as 100, depending on the specific plant
design. It may be noted that in double containment plants,
the primary containment is either a self-supporting steel
cylinder or sphere within the secondary concrete shield
building, or, the primary containment is a concrete shell
within a secondary concrete or steel building.

The approximate dimensions of a typical containment
are: 124 feet inside diameter, 203 feet inside height,
3-1/2 feet wall thicknees, and 2-1/2 feet dome thickness.
The internal net-tree volume is about 2,000,000 cubic feet.

Containment penetrations include equipment and personnel
access hatches, a fuel transfer penetration, and ventilation
system purge ducts. An equipment hatch 19 feet in diameter
fabricated from welded steel and furnished with a double-
gasketed flange and bolted disked door is provided. Two
personnel locks are provided with a welded steel double door
air-lock assembly. A 20-inch fuel transfer penetration is
provided for fuel movement between the refueling transfer
canal in the containment and the spent-fuel pool outside.

1.2.4.2 Containment System Layout

All components of the reactor coolant system are
arranged inside the reactor building as shown in

Figures 1.2-20 and 1.2-21. The reactor vessel is located in
approximately the certer of the reactor building. The steam
generators and the reactor coolant pumps are symmetrically
located on opposite sides of the reactor vessel and at a
higher elevation. The symmetrical arrangement equalizes the
friction pressure losses in each heat transfer loop.
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To p:rait p2rsonnel occOss to tha reactor building dur-
ing power operation, the reactor coolant system is sur-
rounded, within the reactor building, by concrete shield
walls. These walls around the steam generators are referred
to as the secondary shield walls. In addition to this
shield, the reactor vessel is installed in a thick concrete
shield wall referred to as the reactor cavity or primary
shield. The primary shield wall reduces the radiation level
in the steam generator compartments, to maintain the activa-
tion of the loop components within acceptable limits to
permit maintenance on these components during plant shut-
down. The secondary shielding, in conjunction with the
primary shield, limits the radiation levels in the reactor
building so that, depending on the design criteria, it may
be possible to have access to areas of the containment out-
side the secondary shielding for maintenance.

Spent fuel is handled underwater from the time it leaves
the reactor vessel until it is placed in a cask for shipment
from the site. The fuel handling facilities shown in
Figure 1.2-22 are generally divided into two areas: the
refueling cavity and fuel transfer canal, which are flooded
only during plant shutdown for refueling; and the spent fuel
pit, which is kept full of water and is always accessible to
operating personnel. These two areas are connected by the
fuel transfer tube through which an underwater conveyor
carries the new fuel into the plant containment. In the
refueling cavity, fuel is removed from the reactor vessel,
transferred through the water and placed in the fuel trans-
fer system.

The reactor cavity is a reinforced concrete structure;
when filled with borated water for refueling, it forms a
pool above the reactor. The cavity is filled to a depth
that limits radiation at the surface of the water to accept-
able levels during those brief periods when a fuel assembly
is being transferred over the reactor vessel flange. The
reactor vessel flange is scaled to the bottom of the reactor
cavity by a clamped, gasketed seal ring that prevents leak-
age of refueling water from the cavity. This seal is
clamped closed during the flooding of the cavity for refuel-
ing operations. The cavity is large enough to provide stor-
age space for the reactor upper and lower internals, and for
miscellaneous refueling tools.

The refueling canal is a passageway that extends from
the reactor cavity to the inside surface of the reactor
containment. The canal is formed by concrete shielding
walls extending upward to the same elevation as the reactor
cavity. The floor of the canal is at a lower elevation than
the reactor cavity, thus providing the greater depth
required for the fuel transfer system tilting device and the
rod cluster control changing fixture located in the canal.
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The transfer tube enters the reactor containment and pro-
trudes through the end of the canal.

1.2.4.3 Containment Isolation System

The Containment Isolation System is an engineered safety
1f eature which provides the means of isolating the various '

fluid systems passing through the containment walls as
required ,to prevent the release of radioactivity to theoutside environment.

Subsequent to an accident which may release radionu-
clides within the containment, there must be a barrier inall fluid lines between the atmosphere outside the contain-
ment and (1) the containment atmosphere, (2) the RCS. or
(3) closed systems inside the containment which are assumed
vulnerable to accident forces. Leakage from the containment
through all fluid lines which penetrate the containment and
are not part of an engineered safeguards system is minimized
by a double barrier. Use of a double barrier ensures that
failure of a single active component along a leakage path
will not result in loss of ability to isolate thecontainment.

A barrier may be a valve, a blind flange (two barriers
by . use of a double gasket), or a closed piping system or
vessel, each of which must be missile protected, and
designed for a pressure equal to or greater than the design
pressure of the containment.

1.2.4.4 Containment Spray System

The containment spray system sprays borated water into
the containment atmosphere. The spray cools the atmosphere
and reduces the postaccident temperature and pressure within
the building. Simultaneously, the spray reduces, by chemi-
cal reaction, the postaccident level of fission products in
the containment atmosphere. Borated water is pumped into
containment spray headers. located high in the containment.
A chemical additive, such as NaOH. is sometimes added to the
spray water to allow control of spray pH. The spray system
operates in two phases similar to the emergency core cooling
system; an injection phase, and a recirculation phase.
During the injection phase, the containment spray pumps take
suction from the same. large, borated water supply tank that
supplies the highand low-pressure injection systems. Once
this source is depleted, the spray pump suction is trans-
ferred to the containment sump, and recirculation occurs.
Heat exchangers are sometimes provided to cool the spray
during recirculation.
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1.2.4.5 Containment Fan Coolor System

The containment fan cooler units, an engineered safe-
guard system, are designed to remove heat from the contain-
ment building during both normal operation and in the event
of a severe accident. There are a total of about five units
per containment located outside of the missile shields.

During normal operation, air is drawn from the upper
part of the containment through the return air ductwork.
The flow is routed through the normal flow inlet damper into
the roughing filter plenum. The air is~ then drawn through
the cooling coils and discharged by the fan into the venti-
lation system distribution ductwork.

During the post-LOCA operating mode, the air flow is
routed from the return air ductwork through the accident

. flow inlet damper and then into the filtration package
plenum. The air then flows through moisture separators,
HEPA filters, and discharges through the accident flow out-
let dampers into the roughing filter plenum and into the
coils. When a LOCA is sensed, the fan motors are automati-
cally switched to low speed to provide proper flow of the
steam-air mixture. Space is provided in the filter package
between the HEPA filters and the outlet dampers for possible
future installation of charcoal filters and racks.

A gravity-actuated backdraft damper is provided for
installation into the ventilation system , discharge ductwork
from each fan. These dampers serve to isolate units from
the ventilation system when the fan is not in use and to
protect each unit from damage due to a reverse flow during a
LOCA pressure transient.

The cooling coils remove heat from the air with the fan
providing the required air flow rates. Cooling water is

supplied by the service water system. Drain troughs and
piping are provided to remove condensate from the cooling
coils. The drain piping is routed to the containment sump.

1.2.4.6 Containment Ice Condenser

The ice condenser system provides a large volume of ice
within the containment to condense steam and absorb energy
released during a severe accident. The heat sink capacity
of the ice bed reduces the peak temperatures and pressures
in the containment during an accident and allows the con-
tainment to be designed with a smaller volume.

The peak pressure in an ice-condenser reactor contain-
ment following a loss of coolant accident is one-quarter or
less than that which could occur in an earlier type contain-
ment structure. Furthermore, the containment pressure is

reduced to a few pounds per square inch within minutes after
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an accident. Because of the reduced containment pressure, I

the probability of significant leakage of radioactive vapor
or gases to the environment. is greatly decreased. In
addition, mucn of the radioactivity r.eleased within the
containment is condensed with the steam. Finally, because
the ice condenser is a static heat sink that is not
dependent upon any external power source for its operation,
its reliability as an engineered safe- guard is maximized.

The . ice condenser system is an inherently passive
(static) safeguard system. No external source of power is
needed for operation of the ice condenser during the blow-
down period. The chemical composition of the ice inventory
allows the melted ice to be used for reactor cooling, and
has the further capability of removing fission products from
the containment atmosphere both during and after blowdown.

-The ice condenser is a completely enclosed refrigerated
,

annular compartment formed between the crane wall and the
containment shell (see Figures 1.2-23 and 1.2-24). In ele-
vation the ice condenser is generally above the operating
deck.

In the event of a loss of coolant accident, door panels
located below the operating deck to the bottom of the ice
condenser open. immediately due to the pressure rise in the
lower compartment, thereby allowing the air and steam to
flow from the lower compartment into the ice condenser. In
turn, the door panels at the top of the ice condenser open
and allow the air which was initially in the lower compart-
ment to flow into the upper compartment. Steam contacting
the ice is immediately condensed limiting the pressure in
the containment. Condensation of steam within the ice con-
denser also promotes flow of steam from the lower compart-
ment to the condensing surface of the ice, thus
-substantially reducing the time that the containment is at
an elevated pressure.

1.2.4.7 Containment Air Purification and Cleanup Systems

The containment spray system, in addition to its depres-
surization function, serves as a medium for the removal of
certain fission products, particularly iodine. Some PWR's
have charcoal filters installed in the emergency air cooling
system, as well, for the removal of fission products.
Again, the fission product of primary interest is iodine,
which is absorbed in the activated charcoal filters. In
order to further reduce.the amount of radioactivity released
to the atmosphere after a LOCA, some . projects have incor-
porated penetration-building ~ charcoal filter systems. The
Vogtle project has .taken one further step with a containment
enclosure building.
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1.2.4.8 Combustiblo Gas Control Systens

Following a LOCA, hydrogen gas may be generated inside
the containment by reactions such as zirconium metal with
water, corrosion, and radiolysis of water in the core and
containment sump. To ensure that the hydrogen concentration
is maintained at-a safe level, i.e., less than 4-percent, it
is necessary that combustible gas control systems be pro-'

vided. On earlier plants, the system simply consisted of a
purge system which vented the containment to atmosphere,
thereby reducing the hydrogen concentration of the contain-
ment air. More recently, hydrogen recombiners are being
provided, with the hydrogen-purge system acting as a backup
system. The hydrogen recombiners process containment air
containing hydrogen, recombining the hydrogen with oxygen,
to produce water. The recombiners being proposed on the
Vogtle project are electrical recombiners, with recombina-
tion taking place in an electric heater device at tempera-
tures around 1150 to 1400*F. Catalytic recombiner units are
also available.

.
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1.2.5 SECONDARY LOOP AND POWER CONVERSION SYSTEM

Th'e secondary loop of a PWR nuc ir.a r steam power system
includes the secondary side of the steam generator, the
power conversion system (turbine generator, condenser, and
-feedwater pump) and associated piping, pumps, reheaters,
-etc. The secondary loop for a typical Westinghouse design
will be described in this section and will be typical of
other designs as well.

1.2.5.1 -Turbine-Generator Set

The typical turbine (see Figure 1.2-25) is a four-casing
1800 rpm unit with tandem-compound six-flow exhaust and
44-inch. last- row blades. The turbine consists of one
double-flow high-pressure element in tandem with three
' double-flow low-pressure elements. Combination moisture-
separator steam reheater assemblies are provided between the
high -and low-pressure elements to dry and superheat the
steam.

The high-pressure turbine is a double-flow element with
an impulse control stage followed by reaction blading in
each end_of-the element. The steam enters the high-pressure
element through two steam chests, one located on each side
'of the high-pressure casing. Each steam chest contains two
throttle-stop valves and two governing valves. The_ govern-
ing _ valve _ outlets are connected to the high-pressure-casing
through four inlet pipes, each of which connects to a nozzle
chamber enclosed within the high-pressure casing. Two of
these inlet connections are in the base and two are in the
cover. LThe steam flows axially in both directions from the
nozzle chambers, .through the control stage and reaction
blading to the~four exhaust . openings (two at each end) in
the-casing base, then through the' cross-under piping to the
moisture-separator reheaters. ' Cross-over pipes - return ~ thethe
steam through the reheat stop and interceptor valves to
three low-pressure turbines.

The. cross-under and cross-over pipes are provided with
diaphragm-link, hinge-type expansion joints. These joints-
absorb the differential pipe- movements, utilizing axial
pressure load,-carrying links in conjunction with flat-plate
.diaphragas.
.

Each . low-pressure turbine is a double-flow element
employing reaction blading. Steam enters at the center of
the -blade path, flows through the blading to an exhaust
opening at each end, then. downward to the condenser. Open-
'ings are provided.in the casings through which steam may be
extracted for feedwater heating.
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A typical main generator for a large nuclear station is
of the hydrogen inner-cooled synchronous type with a water-
cooled stator. Cooling for a generator of this size is
provided by circulating hydrogen, at a pressure of about 75
psig, through the generator by fans attached to the genera-
tor shaft. The hydrogen passes through the hydrogen coolers
where the heat is transferred to the Service Water System.
Cooling is provided for the stator by a closed-circuit cool-
ing water system. The stator cooling water system uses
demineralized water which passes through the stator coils
and picks up heat to be transferred to the Service Water
System at the stator cooling system heat exchangers.

1.2.5.2 Main Steam Lines

During operation the steam generators deliver saturated
steam through an equal number of steam lines to the main
turbine. These lines are crosstied near the turbine to
ensure that the pressure difference between any of the steam
generators does not exceed 10 psi thus maintaining system
balance and ensuring uniform heat removal from the Reactor
Coolant System.

Each steam line is routed from its steam generator to
one of the feedwater-steam line containment tunnels by the
shortest possible route. A flow limiter is located in each
steam line inside the containment to limit the cool down
rate of the Reactor Coolant System in maintaining an ade-
quate shutdown reactivity margin after trip at end of core
life if a steam line break occurs upstream of the main steam
stop valves.

The main steam lines are provided with a stop valve and
a check valve in each line just outside the containment.
The main steam stop valves automatically close on high steam o

flow coincident with either low average temperature or low
steam line pressure, or on a high-high containment pressure
signal, and can be operated manually from the main control
room or local panels. The swing check valves protect
against back flow of steam in the event of a steam line
break inside the containment.

1.2.5.3 Reheaters

A portion of the steam in the high-pressure turbine is
extracted to the highest pressure feedwater heaters; the
remainder is exhausted to six moisture-separator reheaters
(see Figure 1.2-26) and the fifth-stage feedwater heaters.
In the moisture-separator reheaters, moisture is mechani-
cally separated from the turbine steam and the steam is then
superheated before entering three low-pressure turbines.
Part of it is extracted to the four lowest stage feedwater
heaters and the remainder exhausted to the condenser.
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Typical combinsd moisture separator-steam reheaters
between . the _ high-pressure and low-pressure turbine elements
remove the moisture in the wet steam coming from the high-
pressure element exhaust and reheat the steam to over 100*F
superheat. The wet steam enters the moisture removal sec-
tion and rises through chevron-type moisture-separators
where the water is removed and drained to the feedwater
-heater system. The dried steam then passes through the )
reheater section where it is reheated by a portion o f. the
main steam which is withdrawn before the throttle valves,
and passed through the tube bundles where it condenses in

;

the tubes and is drained to the feedwater heater. The
reheated steam goes to the low-pressure turbines and to the
two main feedwater-pump turbines.

1.2.5.4 Main Steam Condenser
1

The main condenser condenses the exhaust from the main
turbine and the two feedwater pump turbines. There is also
sufficient surface to condense steam from the steam-dump

'

system. The condenser is usually a single-pass dearerating |
type with admiralty tubes. Under normal operation the air
is removed by steam jet-air ejectors.

!The . steam dump system is provided to accommodate the
inertial heat from the primary cycle. Inertial heat, in the
form of steam generated in excess of turbine demand, is
present- at times of sudden load reduction. This heat is
rejected to the condenser through the steam-dump valves.

1.2.5.5 Feedwater Heating System

The. Feadwater Heating System (see Figure 1.2-27) is of
-the closed type with deareration accomplished to the con-
denser hotwell. The_ condensate pumps take suction from the
condenser hotwell and' pump condensate through the air ejec-
tor condensers and_the gland steam condensers to the suction
of the condesate booster pumps. These pump the condensate
through-five stages-'of. low-pressure feedwater heaters to the
main feedwater pumps. The water discharge from the feed-
water pumps flows through one stage of high-pressure heaters
into - the steam generators. All feedwater heaters are one-
third-size units arranged in three parallel strings. Each
string - of low-pressure feedwater heaters is provided with

~

motor-operated shut off valves. There is usually a single
bypass sized to handle the flow of one low-pressure feed-
water heater string. Each high-pressure feedwater heater is
also provided with motor-operated isolating valves and a
high single bypass sized to handle the flow through one
feedwater heater.

There are four one-third capacity centrifugal condensate
pumps -with motor drives and common suction and discharge
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headers, and four one-third capacity condensate booster
pumps with common suction and discharge headers.

There are three one-half capacity feedwater pumps with
common suction and discharge headers. Two pumps are turbine
driven with hot reheat steam and in this case the third pump
is motor driven. The motor-driven pump may be used for
start-up and as a reserve' oc. s,tandby pump. The discharge
f rom the pumpe is automatically ' recirculated back to the
condenser whenever the flow to the high-pressure feedwater
falls below minimum.

Feedwater flow to each steam generator is controlled by
a feedwater regulator in each feedwater line. The regulator
is controlled by steam generator level, steam flow, and
feedwater flow.

Drains from the reheaters, the highest pressure feed-
water heaters, and the moisture separators are cascaded to
the fifth low-pressure feedwater heater and then to a single
heater drain tank. An emergency overflow from the heater
drain tank back to the condenser and an emergency makeup to
the heater drain tank from the condensate booster header are
provided. Drains from the four lowest pressure feedwater
heaters are cascaded back to the condenser. Heater drain
pumps take their suction from the single common heater drain
tank and discharge into a common header which then splits up
into three lines, one going to each condensate heater string.

1.2.5.6 Auxiliary Feedwater System

The function of the Auxiliary Feedwater System is to
provide ' adequate cooling water to the steam generators in
the event of a unit trip coupled with a loss of offsite
power. One of the two motor-driven auxiliary feedwater
pumps supplying two of the four steam generators will pro-
vide enough feedwater to safely cool the unit down to the
temperature at which the Residual Heat Removal System can be
utilized. The single turbine-driven auxiliary feedwater
pump has twice the capacity of either motor-driven pump and
can supply all four steam generators.

The Auxiliary Feedwater System consists of two sub-
systems, one of which utilizes a single turbine-driven pump,
the other consisting of two motor-driven pumps. Each of the
two subsystems can deliver feedwater to all four steam
generators. The system is designed to meet single failure
criteria which could be main feedwater line rupture coupled
with a single active failure in the Auxiliary Feedwater
System. ,
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1.2.6 AUXILIARY COOLING SYSTEMS

The auxiliary cooling systems include the circulating
and service-water systems, and the component and spent fuel
pit-cooling systems. These systems will be described
briefly for a typical Westinghouse design.

1.2.6.1 Circulating Water System

The Circulating Water System serves as the major heat
sink for the station by providing large amounts of screened
cooling water for the main condensers, the Service Water
System, the Fire Protection System, and Screen Wash System.

Water entering . the forebay of the crib house from the
intake lines must pass through the bar grills mounted across
the inlet. The crib house is divided into intake bays with
each bay equipped with bar grills, traveling water screens,
and circulating and service-water pumps.

.

Circulating water for each main condenser is supplied by
vertical, mixed flow, volute-circulating water pumps taking
suction from the intake bays and discharging water through
individual discharge lines into a common discharge line for
the main condensers.

1.2.6.2 Service-Water System

The Service-Water System (see Figures 1.2-28 and 1.2-29)
cupplies all the equipment cooling water for the plant,<

ircluding the emergency shutdown requirements. The essen-
tial coolers are provided with two cooling. water supplies by
loop headers coming from the main supply header. The non-
essential equipment coolers are fed from separate branch
headers that can be isolated from the main headers under
accident conditions to conserve water.

1

The pumps are located in the crib house forebay and
discharge through strainers to a common header. Double
isolation valves are provided in the loops and single isola-,

tion valves in each of the feeds to individual coolers so
that the f ailure _ of the valve on a single line break will
not jeopardize any essential cooling.

The service-water system typically supplies water to the
component cooling heat exchangers, containment ventilation
coolers, diesel generator coolers, auxiliary feedwater
pumps, auxiliary building room coolers, containment-spray
pump diesel engine coolers, penetration pressurization air-

r compressor coolers, auxiliary building ventilation system
cooling coils, and control and computer room air condition-

.

ing system condensers.

~
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1.2.6.3 Cceponsnt Cooling Systsa

The Component Cooling System (see Figure 1,2-30) is
designed to remove heat from heat exchangers, pumps and
waste disposal systems. Component cooling water flows
through these units in parallel flow circuits, picks up heat
from the various components, and flows to the component
cooling heat exchangers which are cooled by the Service- |

Water System. The component-cooling loop thus serves as an
intermediate system between the Reactor Coolant System and
the Service-Water System.

The Component Cooling System consists of pumps, heat
exchangers, a surge tank, and associated piping and valves.
All components are arranged in parallel flow circuits so
that individual components may be isolated. Component cool-
ing is provided for the residual heat exchangers, reactor
coolant pump-motor bearings, and thermal barriers, let down
heat exchanger, seal-water heat exchangers, spent fuel-pit
heat exchangers, boric and evaporator condenser, reactor
vessel support cooling, residual heat removal pumps, safety
injection pumps, charging pumps, waste gas compressors, and
boric acid evaporator vent condenser and distillate cooler.

1.2.6.4 Spent-Fuel Pit Cooling System

The Spent-Fuel Pit Cooling System in designed to remove
from the spent-fuel pit the heat generated by stored spent-
fuel elements. The cooling loop in the Spent-Fuel Pit Cool-
ing System consists of a pump, heat exchanger, filter,
demineralizer, piping, and associated valves and instrumen-
tation. The pump draws water from the pit, circulates it
through the heat exchanger and returns it to the pit. Com-
ponent cooling water cools the heat exchanger.

,
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2. REACTOR COOLANT SYSTEMS

2.1 RCS ASSESSMENT FOR MELCOR
.

by

J. B. Rivard
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2.1.1 GENERAL SYSTEM MODELS

2.1.1.1 Accident Time Regimes

For the purpose .of organizing discussion of reactor
coolant system (RCS) processes, it is convenient to divide
the accident. progression into six time regimes. The six are
given in Table 2.1.1-1, together with their characteris-
tics. Because the time regimes are not intended to be acci-
dent sequence-specific, detailed correspondence in the
description to that- for specific sequences cannot be
expected. Also, it should be recognized that the coverage
denoted by time regime 1 can be quite broad and may, for
some sequences, overlap with time regime 2. Overlap between
other time regimes is also possible.

Table 2.1.1-1

In-vessel Accident Time Regimes

Time
Regime Initial Event Characteristics

1 Initiation Large reduction in RCS cool-
ant inventory; high, tran-
sient flows for larger LOCAs:
RCS may depressurize

2 Core Uncovering Gradual uncovering of core
for many sequences: heat
generation exceeds heat loss
from core in uncovered region

3 Zr Oxidation Fuel temperatures exceed
1300 K: energy addition from
oxidation greatly exceeds
local decay heat core " melts"

4 Melt-H O " Molten" core materials2
Interactions discharge from core region

into lower plenum; steam
explosion (s) may occur

5 Quasistatic Evaporation of residual
RPV Attack coolant; core debris heats

reactor vessel; stress fields
develop

6 Breach of RPV Vessel is breached by stress
failure and/or thermal weak-
ening; core material is , dis-
charged to containment envi-
ronment

2.1-5
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The time regimes have been devised in an attempt to

isolate thermal hydraulic regimes with similar characteris-
tics from one another. Thus, it is intended that time

regime 1 represent all the highly dynamic, two-phase flow
which characterizes the initial stages of LOCAs (see Section
2.1.1.3 below), while time regime 2 represents the much less
dynamic regime during the core uncovering process. When

significant oxidation of the core begins, local heat genera-
tion at oxidation sites strongly accelerates local core heat
up, and the bulk of the steam generated is reduced to hydro-
gen within the core. This marks the onset of time regime 3,
during which sufficient energy is developed within the core
matrix to produce distortion, liquefaction, and significant
change in the geometry of the core components (i.e., " melt-

down").
Unless arrested, the degradation of the core continues

until sufficient liquefied core materials are formed to

allow gravity-driven discharge of the materials from the
core zone into the lower plenum of the RPV. This discharge

marks the start of time regime 4, which represents the

highly transient thermal hydraulic phenomena resulting from
the mixing of very hot core materials with the coolant
remaining in the lower plenum. Following the vaporization

of all remaining coolant, a quasi-steady regime is again
entered in which the reheating core debris in the plenum
heats the RPV wall, which denotes the start of time regime
5. Time regime 5 continues until the breach of the RPV,
which marks the start of time regime 6 which treats the
discharge of core material and coolant through the breach
into the containment, and continues until the impact of RCS
conditions and events on containment or environment con-
ditions becomes negligible.

The above-described time regimes do not specifically
address the conditions arising from ECC injection of coolant
into very hot (perhaps molten) regions of the uncovered
reactor core, nor full or partial fission power conditions
characterizing anticipated transients without scram (ATWS).
In the first case, it is recognized that operator / system
actions to stem-core degradation by injecting coolant into/
onto an uncovered core (during a non-ATWS sequence) may

occur at any time during the sequence. When this occurs
early in the sequence before gross changes in core geometry
and large-scale fuel liquefaction, termination of the acci-
dent sequence and long-term cooling of the core are quite
likely if continued flow and necessary decay-heat removal
(heat sink) conditions are satisfied (as at TMI-2). However,

if coolant injection occurs late, when a significant fraction

2.1-6
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|- of tha core has undergone deformation at high temperature.
| an imbalance between the heat removed by vaporization of
u coolant and the heat generated by the enhanced oxidation of

remaining core Zircaloy may result in acceleration, rather
than termination, of the accident progression.

An assessment of conditions necessary and sufficient to
cause termination of the accident due to coolant injection
requires determination of the rate of cooling afforded by
vaporization of the injected coolant relative to the rate of
heating resulting from the exothermic oxidation of Zr.

To a first approximation, the cooling rate Qd is given
by the surface integral

Of = Q dS (2.1.1-1)B,

'
S

B
|

where qB is the boiling heat flux over the surface SB-This will be strongly affected by the boiling regime (s)
j (nucleate, film, etc.) present over SB- SB is, in gen-

eral, time dependent.

The heating rate QX is approximately
! -

9 Xg

OB
Og = MIN h X (2.1.1-2)R

| fg
! -

t

where qx is the heat flux due to the oxidation reaction
over the oxidation surface Sx, hgg is the enthalpy ofvaporization for water, and RX is the heat of reaction
referenced to water (16.5 MJ/kg). The rate of hydrogen
evolution differs by only a constant from Equation (2.1.1-2).
The latter approximation is introduced by assuming, in the
term containing Q, no delay time for transport of steamB
from the boiling site to the site of the chemical reaction.

The magnitude of qx depends upon the local oxide bar-
rier thickness, and strongly (see Section 2.1.1.4.1) upon
the local surface temperature. The enthalpy of vaporization
hgg decreases strongly at high pressure. It should be

2.1-7
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noted that the surface being cooled by injected coolant,
is not necessarily identical with the surface under-SB,

going oxidation, SX, so that questions of net energy
increase or decrease must be posed over suitable volumes of
the reactor core.

Instantaneously, termination of the accident is favored
when OB >> OX; integration over tirie with consideration
for the contribution due to decay heating and various loss
terms considered here to be small relative to QB, is nec-
essary.to determine the actual outcome.

Examination of Equation (2.1.1-2) shows that, if all the
steam generated by the boiling is reacted,

,

q 00 " 9 dS (2.1.1-3),

X B
S '9X B

R /htg varies between 7.3 at 0.1 MPa and about 19where X
at 17.0 MPa. Equation (2.1.1-3) illustrates the difficulty
of terminating the accident in the presence of substantial
oxidation.

For MELCOR, the modeling difficulties are summarized by
consideration of the need to evaluate the surface integral's
in Equations (2.1.1-1) and (2.1.1-2). This requires not

only knowledge of the respective configurations, but surface
temperature information throughout SB and SX, as func-

tions of time. Obtaining such information for a deforming
core is obviously very difficult, and certainly not within
the capabilities envisioned for MELCOR.

Yet, to model operator / system termination attempts using
MELCOR, it will be necessary to provide a scheme for allow-
ing the sequence branching described above. Such a scheme,

which is a specific example of a more general requirement
for treating poorly understood or difficult-to-model phenom-
ena, is discussed in the next section.

Treatment of ATWS requires special attention because of
the potential for uncovering part of the reactor core while
at high (fission) power levels.

2.1-8
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Standard, zero-dimensional neutron kinetics require

N

f = (p-1)4 + ][ K C (2.1.1-4)gy
1=1

dC B
C i=1,....N (2.1.1-5).dt "i*- i g, ,

where

4(t) = neutron density
t = time
B = delayed neutron fraction (E{i)
( = neutron generation time

p(t) = reactivity in dollars (subprompt critical)
Ki - group i delayed neutron decay constant

Ci(t) = group i delayed neutron precursor concentration
Si - group i delayed neutron fraction
N = number of delayed neutron groups.

The effectiveness of such a formulation in modeling the
temporal behavior of reactor power during ATWS depends upon
two key requirements:

1. Ability to overcome the numerical limitations imposed,

by the small (, and

! 2. Ability to adequately model the reactivity feedback
terms which determine p(t).

! Techniques for overcoming the numerical (timestep lim-
E itation) handicap are available - the several asymptotic
| approximations [1], including the well known " prompt jump"
( . approximation, for example.

Calculating the time-dependent reactivity p(t) is a;

multifaceted problem which can include the following factors:'

1. Reactivity ramps due to control rod motion,
2. Doppler feedback due to fuel temperature,

3. Moderator feedback due to both homogeneous (con-
tinuous phase) and heterogeneous (bubble) density
variations caused by temperature and heat flux
variation within the mixed phase, and coolant
voidage above the upper surface of the mixture,

.4 . Feedback due to motion of the fissile species when
damage levels exceed those which permit the core to
remain undeformed,

2.1-9
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5. Feedback duo to injection of boron solution.

This approach using point kinetics is approximate, yields
no information on the spatial power distribution, and is dif-
ficult to implement with adequate accuracy because of the
spatially heterogeneous nature of p(t). A recent analysis
of a LOFT ATWS [2] using point kinetics appears to be suc-
cessful. However, the particular transient modeled led to
benign termination, core uncovering apparently did not occur,
and no reactivity modeling of the uncovering, boron injec-
tion, or fissile material motion processes was involved.
Modeling of ATWS with more serious outcomes is, of course,
essential for PRA applications.

A reasonably accurate treatment of ATWS fission power
probably requires a one-dimensional (axial) kinetics model,
but treatment using a two-region point kinetics hybrid may
suffice. Considerable experimentation with various
approaches * is needed to determine what scheme, if any, is
consistent with the objectives of MELCOR. To the extent
that MELCOR is unable to provide ATWS modeling, the generic
treatment accorded MELCOR uncertainties is applicable, and
is described next.

2.1.1.2 RCS Model Uncertainties

RCS model uncertainties will arise in MELCOR because of
two basic modeling limitations:

1. The model is inadequate because the phenomenon is
inadequately understood.

2. The model is inadequate because code-imposed con-
straints do not permit adequate modeling of the
phenomena.

To some extent, all code models suffer from both limita-
tions, and it is not necessarily useful to distinguish
between the two causes of uncertainty. However, a few
examples are given to attempt to clarify the intent here,
which emphasizes severe limitations rather than the more
routine, but less important, limitations which afflict code
models generally.

* See for example the several approaches to space-dependent
kinetics in D. L. Hetrick (loc. cit.).

I
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As was mentioned above, current knowledge is insufficient
to define some of the core conditions under which coolant
injection becomes ineffective in cooling a deformed core and
thus terminating the accident. The MARCH code handles these
processes in a totally unrealistic manner [3]. Nevertheless,
because of the great difference in outcomes, it is necessary
to provide MELCOR with a mechanism for the branching in the
sequence which can result, e.g., from termination of the
accident sequence to an accelerated meltdown sequence.

In instances of this kind, where the progression of the
accident is dominated by uncertainty, it is desirable that
the uncertainty be made obvious to the code user, as well as
to those applying the results of the calculation (e.g., NRC).

One method which emphasizes the uncertainty consiscs in
requiring user input to control the outcome directly. In
this instance, this would mean requiring the code user to
select a value, for example, for an input temperature
TECCFAIL such that, if the core-averaged fuel temperature is
greater than TECCFAIL at the time of ECC actuation, meltdown
is accelerated, whereas if the core-averaged temperature is
less than, or equal to. TECCFAIL, benign termination of the
accident is initiated. (A more complicated model with more
parameters could, of course, be implemented with the same
final result.)

An adjunct to this approach consists of assigning mes-
sages to output whenever a very uncertain branching decision
is implemented. Such a message might consist of the follow-
ing,

BRANCHING PHENOMENA UNCERTAIN.
CALCULATED RESULTS DEPEND
STRONGLY ON USER INPUT. CONSULT
CODE DESCRIPTION FOR DETAILED
EXPLANATION.

which would serve to alert both the user and others of the
uncertainty.

Other examples of RCS phenomena requiring this type of
treatment include the occurrence and magnitude of steam
explosions, transition from intact core geometry to highly
damaged relocated geometry, the initial size and type of RPV
breach for most scenarios, and some aspects of ATWS
sequences. It is expected that other phenomena .will be
added to this classification as MELCOR development proceeds.

2.1-11

Lu ___ _ _ _ _ _ _ _ _ . _. ._ __ __ _ _ .



_ _ _ _ _ _

2.1.1.3 Mass, Momentum and Energy Transport, and Conser-
vation

Before discussing the MELCOR RCS fluid flow modeling
concept, it is useful to attempt a broad evaluation of the
thermal hydraulic regimes which are operative in the RCS
during the six accident time regimes given in Section 1.1
above.

Time regime 1 is intended 't o represent the highly

dynamic, primarily two-phase flow which characterizes the
initial stages of LOCAs, and, to a lesser extent, parts of
transients (T sequences).

A large-break LOCA (LBLOCA) is caused by a broken large
pipe in the reactor cooling system, and initiates a fast
blowdown during which the reactor is shut down by excessive
void. The licensing Design Basis LOCA is defined as a sud-
den severence of a large diameter cold leg pipe in a pressur-
ized water reactor (PWR) or a recirculation jet-pump inlet
pipe in a boiling water reactor (BWR). In the large LOCA
accident, the reactor core is cooled by emergency core cool-
ing systems (ECCS), which are automatically activated during
a fast depressurization in a matter of tens of seconds.

After the core is quenched, low-pressure long-term core
cooling relies on the Decay Heat Removal system for any size
break in either a PWR or a BWR. Failure of the ECC or Decay

Heat Removal -systems to perform may result in a severe
accident.

A small-break LOCA (SBLOCA) is caused by a broken small
pipe or a stuck-open safety relief valve in the RCS, and
initiates a slow blowdown during which the heat initially
stored in the core will be readily transferred to the

coolant; however, the core decay heat may not be entirely
removed by the break flow, such as during the Three Mile
Island accident. The primary system pressures in SBLOCAs of
various break areas are calculated to last for hours, as
shown in Figure 2.1.1-1. During this period of sustained
pressure, if ECCS does not work properly or if the accident
results from a transient, such as loss of all feedwater or '
station blackout, a SBLOCA may result in prolonged uncover-
ing of the core. This situation makes operator action
crucial to the course of the accident, and timing during the
transient important to the potential for plant recovery.

Table 2.1.1-2 [4] compares several characteristics of
SBLOCAs and LBLOCAs. Important features to be modeled
during a LBLOCA include

1. Subcooled blowdown (PMR) - propagation of pressure
waves throughout the RCS at sonic velocities until
the vapor pressure of the coolant is reached:

2.1-12 |
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Table 2.1.1-2

COMPARISON OF SMALL BREAK AND LARGE SREAK
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2. Saturated blowdown - formation of steam " voids."
damping of pressure waves, and choked flow at the
break:

3. Accumulator injection - downcomer flooding (penetra-
tion) phenomena, steam venting, core frothing, and
initial core uncovering:

4. Vessel reflood - refill thermal hydraulics, core
quenching, and reflood.

Initial behavior during a SBLOCA has some of the charac-
teristics of LBLOCA: transients (T sequences) may share some
of these.

Modeling of LOCA phenomena is typified by that contained
in codes such as-RELAP [5], RETRAN [6], and TRAC [7]. They
basically solve a one-dimensional transient version of the
field equations for a one component, two-phase system. For
example, the RELAPS/ MOD 1 formulation includes two mass con-
servation equations, two momentum equations, (one for each
phase), and a mixture energy - equation. At least one phase
is assumed to be at saturation, and interphase energy trans-
fer is implicitly lumped into the vapor mass generation
model. Auxiliary equations treat noncondensible gas as a
component of the vapor phase and dissolved solids as a com-
ponent of the liquid phase.

In TRAC, the field equations are augmented to a total of
six by an additional energy equation. They are:

Mixture Mass Equation:

" + (a p +a p v ) =0 (2.1.1-6).ggg yyy

Vapor Mass Equation:

+ (a p v ) = l' (2.1.1-7)- (a pg) .ggg g

2.1-15
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Vapor Momen?.um Equation:

8v av C

1)
-

gyq q g

1) -V-#+ "- 8xat g 8x ap g g
gg

CI'" (2.1.1-8)(v -vgg) - ap g g
V V + g .-

p g
9g 99

Liquid Momentum Equation:

8v 8v Cy y i

1) gN+ V #
at 1 8x "ap g

1

U "1- LU+ (v _v ) - y v + g (2.1.1-9).

p 8x ap 9 "l#y y1 1

Mixture Energy Equation:

8 8 (n p u v +a p u v )g (a p u +c p ug g g) +yyy y y yy gggg

8
= - p 'p ( a v + a vg g) +Q +Q (2.1.1-10)

yg y1

Vapor Energy Equation:

8 8 '8h 8
"

p (a p u ) + g (a p u v ) =-p + g (av )
g gggg g

(2.1.1-11)+O + Ogg + P hg gggg

where ,

Ci = interfacial shear coefficient
C and Cui = wall shear coefficientsyg

g = acceleration of gravity
hsq = saturated vapor enthalpy

p = pressure
Q = volumetric heat transfer rate
t = time
u = specific internal energy

2.1-16
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v = velocity
3a - volume fraction
I

T = interphase mass transfer rate
p = density.

Subscripts
g = vapor
i = interface

.ig = interface to gas
il = interface to liquid
1 = liquid
m = mixture

wg = wall to gas
wl - wall to liquid.

Requiring the closure of the two-phase mass, momentum,
and energy field equations in one dimension is essential but
not necessarily adequate for a general representation of
fluid flow in the RCS. This is especially true for the
highly dynamic stages of (for example) the LBLOCA described
above. It is recommended that tabular input (from RELAP,
TRAC, etc.) be the preferred method for implementing LBLOCA
dynamics into MELCOR (as.is allowed in MARCH). The frequent
availability of RELAP, etc. blowdown data makes this an
especially attractive option. Ultimately, it may also be
desirable to allow tabular input for the highly dynamic flow
during time regimes 4 and 6 (Tables 2.1.1-1 and 2.1.1-3).

The computational effort required for full closure of
the field equations is often considerable, especially when
all constitutive relations are considered and when an exten-
sive (multivolume) representation of the RCS is required.
The treatment of hydrogen, fission product and aerosol com-
ponents in the flow adds complexity. Current opinion holds
that- a one-dimensional, fully conservative treatment is
inconsistent with the MELCOR requirement for rapid problem
execution, and that a.more simplified treatment is feasible
and needed. Developing a modified treatment with adequate
characteristics for MELCOR is clearly (as will be seen) a
significant task.

2.1.1.3.1 Flow and Heat Transfer Regimes

Table 2.1.1-3 gives a few selected thermal hydraulic
parameters ~(with very approximate ~ values) arranged by
sequence time regimes as discussed in Section 2.1.1.1. The

2Froude Number (Fr = v /lg), where v is the velocity, 1 is
a characteristic length, and g is the acceleration of
gravity, is.a measure of the importance of the velocity terms
in the momentum equation relative to the gravitational body-
force term, such that for Fr >> 1 gravitational body . force
may generally be neglected in comparison with the remaining~

terms. Conversely, 'small Fr (<< 1) imply the dominance of
fluid flow phenomena driven by gravity, i.e., natural

2.1-17
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Table 2.1.1-3

TDE PSRIOD PrH.L. rep 1 ReH.L. rad /WTP1 RAH /WTP1 Grd/Re>50P1 Uncover Flow
During Regimes

Blow down

Normal Oper. 200(V) >107 MJa104 --- - M.A. --- --

6(1)

13. LsLoCA (>6*) 3.5 3:105 >106 --- .-- N.A. Yes 2e Bubbly /
Dispersed

Ib. SELOCA (2*) >0.05 4x104 -106 N.A. No Stratitled

-10 K-1 -Sa1012K*19Ic. SBLoCA
(1*) >0.001 104 -105 No stratified

310 g-1 >5:1012n-1 M.A. M.A. Turbulent. 2e92. Core Uncovering -10-5 3000 3:104
Ar.nularUntil It-ox Start
Stratified

3. Start of
10 -1 Yes N.A. Laminar /Turb-6

tr-os -10-5 -300 3000 -5 10 g.1 -2 10 K

Until Helt Dischg (H ) (H ) (Hg) (H ) (H ) ulent Nat. Cony.,
2 2 2 2

to lower Plene 24 Annular.
StratifteJ

310 g-1 35:1012n-1 u,A. u,n, y9
4. Melt-H O >0.02 >7x104 >106

2
Interactions (CHF) - (CHF) (CHP)

<3x104 c5:108
(sonic) (sonic)

5. Quasistatic 0 0 0 >10'K-1 >5 1012x-1 Yes M.A. taminar/
TurbulentRPV Attack Nat. Conv.

6. Steach cf RPY --- --- --- -Sm10 K-1 -1012 -1 N.A. M.A. ?8 K

Untti no tapact

Abbreviations Fr a Froude Ntsaber N. A. * Not Applicable
De * Reynolds Nutwr M2 * Hydrogen
Ra * Rayleigh WmL tr H.L. * Hot 1Ag

DiametralCr a Grashoff Numbe. d a
heightDT = Temperature (if 9tence between H =
Upper Plenumbulk fluid and wall P1 *

2e * Two-phase
CHF * Critical Heat FluI
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- circulation and free convection. The Reynolds numbers
(Re - vd/v where d is the diameter or hydraulic diameter
and v is the kinematic viscosity) given are based upon the
length normal to the nominal flow direction, that is, the
effective (hydraulic) diameter for the upper plenum and the
actual diameter for the hot leg pipes. For Re > 3 x 103,
the flow may be considered turbulent.

For either laminar or turbulent forced convection flow,
the heat transfer is conventionally described by an equation
of the form

Nu = f(Re.Pr) (2.1.1-12)

where Re is the Reynolds number based upon the free stream
velocity, and Pr is the fluid Prandt1 number.

A flow regime is called free- or natural-convection flow
when it is created by body forces. In this case, no
prescribed velocity is available which might be used to
define a Reynolds number. Under these conditions, the
boundary layer momentum equation is

"
+ pu, - Spg(T-T,) (2.1.1-13)pu +v =

where the velocities and coordinates are given in
Figure 2.1.1-2, p is density, u is Vf.scosity, g is grav-
ity, B is the temperature coefficient of expansion, and T
the temperature. The last term on the right of Equation
(2.1.1-13) is the body force, with which it is now coupled
to the energy equation. In the case of pure forced
coraection, this last term may be neglected, which permits
solving for the velocity distribution in the hydrodynamic
boundary layer without consideration of the thermal boundary
layer because of the absence of any term containing fluid
temperatures.

Because of the lack of an explicit velocity, manipula-
tion of the dimensionless boundary layer equations proceeds
in such a manner so as to define the heat transfer behavior
with parameters which do not contain velocity. When this is
accomplished, it is found that the heat transfer is described
by an equation of the form

Nu = f(Ra,Pr) (2.1.1-14),

where Ra is the Rayleigh number.
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Figure 2.1.1-2. Coordinates and velocities for boundary
layer
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3The Rayleigh numbers (Ra = BL 6T/va where 8 is
the temperature coefficient of expansion, and a is the
thermal diffusivity) given in Table 2.1.1-3 are for the
upper plenum and are based upon lengths L either normal (d)
or parallel (H) to the nominal (upward) flow direction,
where d is the hydraulic diameter, with the AT represent-
ing the temperature difference between the bulk of the fluid
and the wall. Dividing the Ra by the Prandtl number for the
fluid yields the Grashof (Gr) number. Both the Ra and Gr
are important measures of the magnitude of free convection
effects on both fluid flow and heat transfer since they
derive from the body force term which drives the convective
flow under nonisothermal conditions. The flow situation is
dominated by free or natural convection flow for large Ra
and Gr and small Re.

In Table 2.1.1-3, the dimensionless Ra has been divided
by AT to yield' a number with dimensions K-1 because, in
general, the temperature difference between the bulk fluid
and the wall a priori is unknown. However, it can be noted
that the values quoted in the table are generally such that,
even in the existence of small ATs, the Ra would be very
large, indicating the general importance of natural-
convection flow and heat transfer during the latter stages
of an accident.

For Ra > 109, the resulting flow regime generally is
characterized by turbulence of sufficient irregularity
and magnitude to be described statistically, while for
104 < Ra < 109 the forces are smaller, and laminar flow
dominates.

In mixed forced- and free-convection, velocities deter-
mined by both the conventional and body forces are compa-
rable. The situation is complicated by the necessity for
coupling the velocities induced by the thermal field with
those induced by nonthermal forces.

For mixed free- and forced-convection in which the flow
is parallel to the gravity vector (such as in the upper
plenum and the hot leg of BW PWRs), the flow regime is
affected by whether the body force aids (heat transfer to an

.

upflowing stream) or counters (heat transfer from an upflow-
ing stream) the forced flow. The situation, which is
uniquely determined by the velocity profile normal to the
flow vector, can be characterized by the Gr/Re ratio for a
given condition (heated or cooled upflow, for example).

For cooled upflow and Re that would otherwise yield
laminar flow, the velocity at the center of the flow stream
increases, and the velocity at the wall decreases, as the
heat flux increases. For Gr/Re-50 [8], flow reversal
(i.e., down flow) occurs at the boundary of the flow stream
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(Figuro 2.1.1-3). An incroaso in tha ratio of heat flux to
flow rate increases the magnitude of this reversal and
results in separation and a sudden transition to unsteady
flow.

Figure 2.1.1-4 shows a visualization of a section through
a possible flow field within the upper plenum of a PWR. Such
a flow field is obviously three-dimensional, but incorpo-

rates features of the two-dimensional field illustrated in
Figure 2.1.1-3.

Metais and Eckert [9] offered a flow regime map
(Figure 2.1.1-5) for mixed free and forced convection in
vertical flow which extends over a large range of Ra and Re,
treats both heat-flux aided and heat-flux retarded flows,
and contains both uniform heat flux (UHF) and uniform wall
temperature (UWT) experimental results.

2.1.1.3.2 Flow Development

All of the information discussed up to this point about
the flow and heat transfer regimes has been restricted to
fully developed tiow. A typically used criterion for
determining the flow stream length required to achieve a
fully developed flow condition is

L> .05 red (2.1.1-15),

where L is the required length and D is the diameter (or
hydrauliq diameter). Thus, for the upper plenum in a PWR
with a hydraulic diameter of 0.26 m, the required length is
always greater than the physical length (height) for

Re > 300. For hot legs, the required length for Re > 3000
is more than 100 m, and thus greater than any physical
length. Only in steam generator tubes are developed flows
attained. This means that the flow regimes of interest are
most often of the developing type, Figure 2.1.1-6, in which
the thermal and hydraulic boundary layers are always thinner
than those posited by analyses and experiment (such as those
discussed above). Correspondingly, the developing flows are
characterized by generally higher heat transfer and less
stable flows than the developed flow of equal Re.

Because of the often strong coupling of fluid flow and
heat transfer regimes represented in Table 2.1.1-3, the
absence of developed flow regimes in the RCS (except in

steam generator tubes), and the central role of mass
transfer-heat transfer analogies in the treatment of fission
product and aerosol processes during time regimes 3, 4, 5,

and 6 (Table 2.1.1-1), the appearance of widely varying
values for Ra and Re for those time regimes implies:
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Figure 2.1.1-3. Velocity profiles for laminar down flow
with uniform heat flux heating (from [8)).
Note point of inflection near pipe wall for
larger Gr/Re.

2.1-23

.__. __



, _ _

AXIS

I

! l

'A\' s
h N \ UPPER

"

/ -{iN
PLENUM

es ,

a"J,-)N
"( j' s-

NOZZLE
TO H.L.

C

Pigure 2.1.1-4. Visualization of a possible flow pattern on
a nozzle bisector plane in an upper plenum
quadrant, showing down flow at the outer
periphery and suggesting the three-
dimensional character of the flow field.
(The represented velocities are
proportional to the length of the vectors.)
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1. The need for choosing the thercal hydrculic trcat-
ment to conform to the flow and heat transfer
regimes present during each time regime:

2. The requirement for treating free-convection as the
dominant driving process in the upper plenum during
time regimes 3 and 5; and

3. The need to develop improved modeling techniques

applicable to mixed and free convection flow in

regions of developing flow.

The situation confronting the thermal hydraulic MELCOR
modeler is exemplified by consideration of the modeling

requirements for a PWR upper plenum during time regime 3,

say during a TMLB' sequence. Because steam flow during this
time regime is driven mainly by core boiloff with the bulk
of the core exposed, the net steam flow rates are quite low
(on the order of a few kg/s). High fuel temperatures some-
what above the vertical center of the core result in vigor-
ous Zr oxidation such that the reaction reduces virtually
all of the steam in the flow stream. The resulting hydro-

gen, fission product, and aeresol flow at temperatures of
1000-1500 K exits the core at velocities on the order of 1
cm/s and enters the environment of the upper plenum, which,
in a }i reactor, resembles a high-ceilinged circular room
nearly four meters across, with many columns spanning the
distance between the floor and the cei. ling. Several
fractional-m openings (hot leg nozzles) pierce the walls.
The walls and columns are at temperatures typically several
hundred degrees below that of the entering flow stream.
Because of the small Fr and Re, and the high Gr/Re, the flow
regime is dominated by unstable free-convective flow (Figure
2.1.1-4). Because of the short length (height) of the

plenum, the flow is developing, the boundary layers are thin
(relative to developed thicknesses) and the flow is highly
disturbed (and possibly unsteady) throughout the plenum.
The net flow of gas out of the plenum into the hot leg
nozzles is small, and has only a weak influence on the flow
field. Based on the height Rayleigh number, the boundary

layer on vertical surfaces is turbulent for all reasonable
ATs. A mechanistic treatment of this three-dimensional,

turbulent, and possibly unsteady flow field is probably

beyond current modeling capabilities, and is obviously

beyond the simplified one-dimensional fluids treatment scope
of MELCOR.

A stylized, conventional treatment of the thermal

hydraulics situation outlined above might (based on the

small Re alone) result in the assumption of laminar,

developed flow with a resultant Nusselt number of 3 or 4.

Such a clearly incorrect result strongly underpredicts the
heat loss from the flow, the mass transfer of vaporized
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fission products to the wall, and the aerosol transport to
surfaces via several of the operative mechanisms (see
Radionuclide Transport and Deposition in LWR Coolant
Systems).

A more correct treatment, consistent with MELCOR, calls
for the use of Ra, Re flow regime maps somewhat along the
lines of Figure 2.1.1-2, with the possible addition of
auxiliary information relative to the local dimensionless
flow distance x/L*, where L* is the developed length.
One of the subroutines designated on the Ra, Re flow regime
map could then be accessed for appropriate heat, mass, and
aerosol transfer and transport correlations. Use of the
x/L* parameter would allow the development of pertinent
spatially dependent information. This use of a flow and
heat transfer regime map is distinct from the use of flow
regime maps in codes like RELAP and TRAC in which the maps
classify two-phase flow regimes as a function of mass flux
and void fraction; interfacial areas and various coeffi-
cients are then determined in accordance with relations
chosen on the basis of the appropriate flow regime.

Updating of the surface conditions at each time step may
be necessary to the calculation of fission product and aero-
sol processes which depend strongly on wall conditions;
updating is essential if, and when, deposition of fission
products on surfaces is sufficiently dense to produce sig-
nificant temperature increases at these surfaces due to the
liberation of decay energy [10). Preliminary calculations
prior to the development of MELCOR would provide invaluable
guidance in the development process. It may also be noted

; that the latter consideration implies the need (if it is not
already required) to treat thermal conduction parallel and
normal to the flow stream direction in surfaces adjacent to

| the flow (Section 2.1.1.6 below).
Implementation of the above-suggested approaches is not

straightforward, however, when combined with the need for
various degrees of spatial discretization within control
volumes. Again for example, consider the upper plenum
problem. Large parallel-to-flow temperature gradients in
the walls, and rapid temperature reductions in the flow
stream, due to enhanced heat transfer, combine to reduce
severely the numerical solution accuracy with a coarse
nodalization. Thus it may be necessary to employ a number
of computational subvolumes within the upper plenum volume.
However, such subvolumes must be meshed with the main volume
in such a way that determination of the overall flow regime
(which is determined partly by the physical plenum volume)
is not compromised by introduction of subvolumes. In other
words, the subvolumes must serve only to provide reduced
parallel-to-flow wall temperature differences and a reduced
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cpsn of fluid tcaporcturos within the subvolumn for the cel-
culation of local transfer and transport quantities, while
not offering artificial restrictions to flow or introducing
spurious flow regime considerations. The design of MELCOR
will benefit from the use of control volume and subvolu'me
selection techniques which insure conformance to these prin-
ciples. This is discussed further in 2.1.1.3.5.

2.1.1.3.3 Flow Recime Framework

Table 2.1.1-3 is meant to suggest (though it is just a
sample) that flow and heat transfer regimes varying with
both space (location in the RCS) and time, and differing
with sequence, can occur during severe accidents (variation
with reactor type and manufacturer has been alluded to

previously). For example, in time regime 3, during some
PWR-SBLOCAs, the flow regime in the upper plenum will be
developing turbulent free convection of mostly hydrogen
species, while the regime in the hot leg of aW broken loop
will experience developing turbulent forced flow of mostly
hydrogen species. During time regime 6 the RCS high pres-
sure will be relieved in a blowdown through the vessel
breach into containment, inducing a highly transient decaying
high-speed flow regime, reversing previous flow directions
in some parts of the circuit with an attendant discharge of
accumulator water into the cold leg (s) when the pressure
reaches the discharge set point. Such regimes are important
both because they determine the progress of thermal hydraulic
events and because they provide the environment for the
transport, chemistry, deposition, and possible resuspension

.

of fission products and aerosols from time regime 3 onwards.
These facts suggest a framework within which the modeling
implications f or MELCOR can be developed. A possibic frame-
work is illustrated in chart f orra in Table 2.1.1-4, which is
intended to illustrate how the flow and heat transfer regimes
vary with time and space for a given sequence, using the time
periods f rom Table 2.1.1-3 and a set of PWR control volumes
truncated from Figure 2.1.1-3 (Section 2.1.1.3.5). The
letters A B,...,F symbolically represent examples of appli-
cable thermal hydraulic regimes during time regime 3.

A set of completed charts like Table 2.1.1-4 for domi-
nant accident sequences would provide guidance for the

selection of appropriate modeling approaches for MELCOR
because it would indicate

1. What regime models are needed for thermal hydraulic
event modeling,

2. What regime models are needed for fission product
and aerosol process modeling.
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3. What combination of parameters (input as well as
calculated) best represents the flow regime (d.g.,
Re, Ra, Gr/Re, etc.),

4. Possible changes in models or model tradeoffs which
could reduce MELCOR execution time without sac-
rificing overall accuracy.

Table 2.1.1-4

Flow and Heat Transfer Regime Framework

PWR Sequence TMLB' Location of Break ___ Size ___
AFW7 N.

Time Regime

RCS Volume 1 2 3 4 5 6

Core A
Upper Plenum B
H.L. (Break) C .

St. Gen. (Break) D
C. L. (Break) --

Lower Plenum --

Pressurizer E
Dump Tank F
H. L. (Intact) --

St. Gen. (Intact) --

C. L. (Intact) --

Possible model changes or model tradeoffs include the follow-
ing:

1. Truncation in the number of flow (and heat / mass
transfer) calculations performed for a given control
volume by recognition of the dominant regime
(species / phase) in that volume (during a given time
period).

2. Reduction of the number of control volumes utilized
in the calculation during times that either fission
product / aerosol processes can be neglected or when
the calculation of thermal hydraulic events is rela-
tively independent of processes in certain control
volumes.

,
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2.1.1.3.4 Mass and Enerav Balance Verification

One of the chief criticisms [3] leveled at the MARCH 1.1
. code is the lack of any explicit scheme which allows veri-
fication that mass and energy are conserved during code
execution. It is therefore essential that such a scheme be
included in MELCOR. For the RCS model, it is proposed that
the method consist of two code modules which, when called at
user-determined frequency, evaluate the energy or mass
balance information and transfer the information to the
output.

For the energy balance, this requires that a reference
energy level be established for all masses initially in the
system at the beginning of the problem, and that all energy
additions to the system (fission product decay, exothermic
chemical reactions, etc.) and energy losses from the system
(steam vented to containment, etc.) be summed and accumu-
lated in a systematic manner. At the time step at which
balance information was requested, the module would reevalu-
ate the energy level for all masses in the system and per-
form the balance

AEj = Ea - El + Ej - Eo (2.1.1-16)

where

Ea = Energy added to RCS
El = Energy lost from RCS
Eo = Reference energy for the RCS
Ej = Energy for the RCS at timestep j

6Ej = Energy imbalance at timestep j.
For this information to be useful, it is necessary that

the same routines be used for evaluating energies as were
used during code execution. An analogous procedure is used
for determining the mass balance.

It should be emphasized that these procedures provide
global information only and provide no information on the
accuracy or appropriateness of the energy or mass parti-
tioning within the system.

2.1.1.3.5 R_CS Nodalization

Figure 2.1.1-7 shows a possible MELCOR control volume
(CV) nodalization for a Westinghouse four-loop PWR with the
break (if existing) in the pressurizer loop. If a break
exists in a different loop, a rearrangement of Figure 2.1.1-7
would be necessary. (The flow directions shown are only the
nominal ones, of course.) For other reactors, and for cer-
tain sequences, and/or certain conditions, it may be possible
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to rcduco tho numbar of CVs. For exrmplo, RCPs cnd C.L.c
may be omitted if they have negligible deposition of fission
products and are not thermal hydraulically significant. For
BW reactors, the upflow CV in the steam generators would be
omitted. For BWRs, a completely different nodalization is,
of course, required.

Each CV must have specifications which match its func-
tions during the accident sequence, and which are suffi-
ciently flexible to allow treatment of the various vendors'
designs. The BW hot leg, for example, is long and aligned
vertically; this is important for any gravity-driven flow
regime, such as condensate down flow or gaseous upflow with
large Gr/Re, or for assessing the effects of noncondensible
" pocketing" near steam generators. On the other hand, the

Westinghouse and CE H.L.s are short and aligned horizon-
tally, which have implications for both condensate flow and
aerosol deposition in the leg.

For MELCOR, the division of CVs into subvolumes must be
done in such a manner as to reduce the degree of subdivision
to the requirements of the numerics such that acceptable
accuracy is attained. Generally, it is assumed that sub-
division occurs only in the flow direction (subdivision of
the core volume is an exception - Section 2.1.2.1). The
subdivision requirements will, in general, not be the same
for all time regimes of the problem, so compromises between
changing the subvolume nodalization during problem execution
on the one hand, and performing the calculation with the
subvolume nodalization required by the most stringent part
of the calculation on the other hand, may need to be struck.

Subvolume nodalization will be determined by several

needs:

1. Need to treat significant changes in geometry within
CVs (pipe size transitions, etc.)

2. Need to treat liquid inventories in well-separated
geometries (liquid level in pressurizer, loop seals,
etc),

3. Need to obtain acceptable accuracy in CVs With high
rates of heat transfer from fluid to surfaces (upper
plenum during late times, etc.),

4. Need to treat distributed energy sources within CVs
(due to fission product deposition) in the presence
of distribution gradients,

5. Need to treat nonuniform concentrations in CVs (such
as aerosols or coolant voids) to obtain acceptable
accuracy in process calculations.
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Subvoluco ncdolization rcquirceonts which mininize oxacution
time and preserve a desired level of accuracy can only be
established in an iterative manner, since establishment of
optimum nodalization requires knowledge of the problem
solution. -

As mentioned above in connection with upper plenum
modeling, the method of subvolume nodalization must not
introduce artificial flow restrictions or spurious flow / heat
transfer regimes.

2.1.1.4 Chemistry and Phase Change

2.1.1.4.1 Oxidation

Several models are available for treating the oxidation
of solid Zircaloy cladding in a hot steam environment (e.g.,
Cathcart, Baker-Just, and Urbanic-Heidrick). These models
make use of the so-called aparabolic" rate equation for the
reduction of steam to hydrogen and the oxidation of Zircaloy

=Aexp(-f) (2.1.1-17)

where

x = oxide layer thickness,
t = time
T = absolute temperature

|
! and A and B are parameters with different values in the sev-

eral models.

The models take account of the thickness of the oxide
layer and are strongly dependent on temperature. None of,

j these models is defined above the melting point of Zircaloy.
! Parabolic rate equations may also be used to describe the
! oxidation of steel. Associated with each reaction is the

energy released (or absorbed). For the oxidation of Zr,
this release has the value of 6.5 MJ per kg of Zr reacted.

! The adequacy of these treatments depends very strongly
on the ability to predict accurately the temperatures and
the surface area available for interaction and to extrapolate
beyond the applicable temperature range - where that is
required. Because of large uncertainties in the surface
area of liquefied species. and the necessity to extrapolate
the ' kinetics, recourse to the methods of Section 2.1.1.2
above are presently required to address the oxidation of
molten Zircaloy and/or molten steel, or molten metals in an
oxide matrix (i.e., the analyses are highly uncertain),

t
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2.1.1.4.2 Phase Chanons and Liquefaction

2.1.1.4.2.1 Core Materials

Zircaloy melting begins at the peak damage location as
it attains a nominal 2000 K (Zircaloy-4 melts at 1993 K).
There is a strong coupling (more forward than reverse)
between fuel damage processes and the associated processes
governing the release, chemistry, and transport of fission
products.

When the local temperature of the fuel reaches the
Zircaloy melting temperature, flow of metallic cladding
beneath the oxidized layer will occur, which should provide
significant contact between the melted metal and the UO2
fuel. Recent experiments have provided dramatic evidence of
the interaction of molten Zircaloy-4 and solid UO2 which
can subsequently occur. In one series of laboratory experi-
ments [11), UO2 crucibles holding molten Zircaloy at

temperatures between 2073 K and 2273 K (in argon atmo-
spheres) were rapidly destroyed by the dissolution of solid
UO2 in molten Zircaloy. In another laboratory experiment,
(12] electrically-heated fuel rod (9-rod bundle) simulations
in steam were massively liquefied and relocated when the
oxidation-driven temperature approrched (a measured) 2300 K.

This process, in which Zirca'.oy reduces UO2 to form a .

homogeneous (U, Zr, 0) melt at low oxygen concentrations or
a heterogeneous (U, Zr, 0) melt containing UO2 particles
at high oxygen concentrations, provides a powerful mechanism
promoting the destruction of fuel rod geometry at tempera-
tures slightly above the Zircaloy meltir.g temperature but
far below the melting point of UO2-

Apparently, the rapid disintegration of the solid UO2
is due initially to the formation of liquid uranium pre-
ferentially along U02 grain boundaries near the UO /2
Zircaloy interface, causing a loss of cohesion. (The
uranium results from reduction of the UO2 by the Zircaloy).
In addition to destroying the UO2 matrix, these processes
will apparently also accelerate the release of fission pro-
ducts from the fuel.

It is thus presumed that significant liquefaction of
fuel can occur at local temperatures between 2000 and 2300
K. resulting in downward flow of the liquid. Because of the
much lower temperatures existing at lower levels in the
core, freezing of the liquid will tend to be promoted. How-
ever, a countering tendency is the possibility of accelerated
oxidation as high-temperature liquefied metal flows downward
into a steam-rich region, Figure 2.1.1-8. The balance
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between these countering tendencies will determine the
extent to which material solidifies above the bottom of the
core, and is currently very uncertain. Both the SCDAP [13]
and ANCHAR [14) codes, which treat downward relocation ci
fuel rod materials, consider the freezing phenomena, but
neither considers the oxidation of the downward flowing
liquid. Such treatments may overemphasize blockage for-
mation in LWR cores.

The equilibrium solubility of UO in oxygen-saturated2
a-Zr (at ~2300 K) is uncertain, but lies between 8 and
20 mol percent, according to Hofmann et al. [11] At ~2700
K and high oxygen concentrations, an equilibrium 85 mol
percent UO2 is dissolved. Equilibrium conditions are not
expected, in any case. Also, the extent of destruction of
the UO2 matrix may be only qualitatively related to the
fraction dissolved in the melting Zr. Thus the degradation
from rod geometry to a relocated, partially liquefied mass
as temperatures increase involves complex chemical and
physical processes.

In general, models that treat phase changes, e.g.,
ablation, melting and freezing, and vaporization and con-
densation, need to be formulated within the framework
imposed by mass and energy conservation. Moreover, for
mechanistic treatment of phase changes in the presence of
fluid flow, additional constraints imposed by momentum
conservation may need to be included. For multicomponent
fluids, however, the models needed to treat vaporization and
condensation in the presence of noncondensibles are very
complicated, and formulation of such models is probably
beyond the scope of MELCOR. The necessarily simplified
treatment adopted for MELCOR should attempt to provide
reasonable comparisons with existing data.

The phase change or liquefaction models in MARCH are too
unrealistic [3] to be adopted for MELCOR, since they gen-
erally require a set of single property values (specific
heat, melting point, etc.) for a " mixture" of core materialu
((U-Zr-0) ternary plus steel, its oxides, etc.) Development
of improved modeling capability for homogeneous and hetero-
geneous mixtures in MELCOR is considered absolutely nec-
essary to provide reasonable estimates of the behavior of
reactor materials and fission products / aerosols following
significant core degradation.

2.1.1.5 Convective and Radiative Heat Transfer

2.1.1.5.1 Convective Heat Transfer
%

Parametric or correlational models are recommended for
convective heat-transfor coefficients. Where available,
correlations based on empirical results should be used. The
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nunbar of conv0ctiva haat-transfer correlations (coeffi-
cients) needed depends on the fluid model chosen, on the
number of fluid components, and on the specific flow and heat
transfer regimes considered (see for example Figure 2.1.1-5).
Table 2.1.1-5 lists the majority of the convective heat-
transfer regimes that may be needed.

Table 2.1.1-5

Convective Heat Transfer Regimes

Water, Steam and Hydrogen

Bubbly flow
Slug Flow
Annular Flow
Dispersed Droplet
Countercurrent flow
Nucleate boiling
Film boiling
Transition (nucleate-film) boiling
Dry steam

*

Natural convection
Water
Particulates in steam
Steam and hydrogen
Rubble Bed Flow
Debris

Core Materials Flow
Liquid Zr
Liquid (U. Zr..O)
Liquid steel
Liquid ZrO2
Liquid control materials (Cd, In, Ag)

Geometrical Considerations
Axial flow through rod bundles
Flow through porous media
Stratified 2$ Flow

For fluid-surf ace heat transfer, single , two-phase, and
boiling (water) relations may be adapted from TRAC [7] or
RELAP [5] formulations for fully developed flow. For single-
phase, forced convection, developing flow, the laminar Nus-
selt number may be based on
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Nu(d) = 0.036 Re * Pr (u/u )0*14(d/x) (2.1.1-18)
* *

s

where d is the hydraulic diameter, (u/Us) is the ratio
of the fluid viscosities evaluated at the bulk and wall
temperatures, and x is the length in the developing direc-
tion. For single-phase, forced convection, developing flow,
the turbulent Nusselt number may be taken as

Nu(x) = 0.029 Re(x)0.8 pro.33 (2.1.1-19)

where the Nusselt and Reynolds numbers are now based on the
length x. This equation is useful for all large diameter
(> 10cm) pipes.

For free convection from single-phase fluids to vertical
surfaces, the laminar Nusselt number is

Nu(L) = 0.59 Ra0.25 (104 < Ra 1 109) (2.1.1-20)

and the turbulent Nusselt number is

Nu(L) = 0.13 Ra0.33 (109 < RA). (2.1.1-21)

In these equations, the Nusselt and Rayleigh numbers are
based on the vertical height L, and thus the Nusselt number
is the effective value over the full height. For Equation
(2.1.1-21), the 1/3 power to, which the Rayleigh number is
raised results la cancellation of the characteristic dimen-
sion in the Nusselt number, so that the heat-transfer
coefficient calculated is independent of the dimension used.
However, it is known that local heat-transfer coefficients
are larger near the entrance for developing flows.

Additional relationships as required may be derived from
the appropriate literature.

2.1.1.5.2 Radiative Heat Transfer

Three models are considered for radiative heat trans-
fer. All of the models require view factors between sur-
faces and emissivities for each surface. The first model
treats the direct radiative exchange between two surfaces.
The model is described by

4T (2.1.1-22)Q = oF A I'1 1 -'2 2) ,

12 12 l
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whoro
Q12 = net energy transfer from

surface 1 to surface 2,
o = Stefan-Boltzman constant,

F12 = view factor from surface 1
to surface 2

A1 = area of surface 1
cl.c2 = emissivities of surfaces

1 and 2, and
T .T2 = temperatures of surfaces1

1 and 2.

The second model is more complicated because it includes
diffuse reflection. This model requires the simultaneous
solution of a set of equations for the total flux leaving a
surface. [15, 16) This model is called a net enclosure
model.

The third model includes diffuse emission and absorption
by intervening media. This model also requires the simul-
taneous solution of a set of equations for the total flux
leaving a surface. [16] This model is a net enclosure model
with intervening media.

Geometry is very important in radiative heat transfer,
a.. view factors are difficult to calculate for real (i.e.,
complex) geometries. The difficulty can be reduced somewhat
by dividing the volume of interest into regions each of
which is treated as a net enclosure. The artificial sur-
faces (defined numerically by cell boundaries) are treated
as black bodies, and view factors between the surfaces
(including cell boundaries) are calculated within each
cell. [17] This procedure also applies to the calculation
of the transmission coefficients [16] that are needed in the
third model.

Because of the complexity of the geometrical aspects of
the radiation problem, a clear choice of radiation model for
MELCOR is not obvious at this time. However, because of the
significant absorption of energy in steam at high pressures
which is expected, the choice of model should include capa-
bility for treating absorbing and emitting intervening media.

2.1.1.6 Conductive Heat Transfer

Lumped-parameter or finite difference models can be used
to model conductive heat transfer. An example of a lumped-
parameter model is a model that uses an analytical solution
for a steady state temperature distribution and treats the
time-dependent solution as a perturbation. Depending on the<

geometry of the region being modeled, different steady state
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solutions will b9 roquired for the difforont boundcry c o n--
ditions. Because of the limitations of lumped-parameter
models, they cannot be used to treat transient phenomena.

1

A finite difference model divides the region to be I
modeled into a finite mesh. Although the accuracy of the |

treatment is a function of both the mesh size and the tem-
perature gradient, finite difference models can be used to
treat a wide variety of boundary conditions and rapid .

Itransients. [18] These models can also be formulated so
that they are implicit in space and time.

Both types of models can be used to treat multiple
dimensions, variations in material properties, and melting, i

freezing, and ablation. Crust formation, liquid-solid I

conduction, and time-dependent volumetric heat sources can
also be handled through the use of these two types of models.

As has been implied above (Section 2.1.1.3), some parts
of some sequences may be characterized by conditions which
call for a two-dimensional, finite difference treatment of
thermal conduction in RCS structures. An example of such a
situation is a thick pipe wall upon which significant fis-
sion products have deposited with a strong gradient in
density in the flow direction. Under these conditions, the
wall temperature of the pipe is strongly affected by con-
duction through the wall thickness as well as parallel to
the pipe axis.

Because such calculations are inherently time consuming,
external calculations should be performed prior to implemen-
tation in MELCOR to determine the need, and the discretiza-
tion and time step requirements, for such calculations.
Only in this manner can the approach finally adopted for
MELCOR be justified.

(
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2.1.2 REACTOR VESSEL

2.1.2.1 Incore Models

The assumption of a one-dimensional fluid treatme'nt
implies uniformity of radial fluid conditions within the
core region and requires that fluid conditions be based on
averages over the core radii. Thus, for example, fluid
enthalpies and void fractions (in two-rnase mixtures) will
be overestimated at the periphery of the core and under-
estimated in the highest power core zones. If radial
variation in core power is modeled in the core fuel, the
uniformity of radial fluid conditions leads to errors in
local fuel rod-to-fluid heat transfer. Correction of the
introduced error can be accomplished partially by modifica-
tion of the fluid conditions (for heat transfer calculations
alone) to yield more nearly correct local heat transfer, but
only at the expense of additional computation. The error is
particularly difficult to evaluate and correct when two flow
regimes (e.g., turbulent and laminar) are simultaneously
present in different radial zones of the core. Crossflow in
a PWR core tends to decrease the magnitude of the errors by
increasing the radial mixing. Fuel assembly shrouds in BWRs
prevent crossflow, and enhance the radial nonuniformity of
fluid conditions. This BWR feature may require incorpora-
tion in MELCOR of several one-dimensional fluid channel
models in parallel to provide an adequate treatment of local
fluid and heat-transfer conditions (such as the three
channels usad in TRAC-BD1) . Such a scheme, while remaining
within the context of a one-dimensional fluids treatment,
requires calculation of branching flows in the core, and
implementation of solution algorithms capable of satisfying
the uniform pressure drop boundary condition for all such
channels.

.

For MELCOR, it is assumed that the intact reactor core
will be geometrically represented as a right cylinder com-
prised of a number of annular cylinders representing radial
regions of uniform power. As the number of cylinders is
increased, the radial. power distribution approaches a smooth
but- otherwise arbitrary distribution. Each annulus is
divided into a number of axial segments representing regions
of uniform power. As the number of axial segments is
increased, the axial power distribution approaches a smooth,
but otherwise arbitrary distribution. For proper"normaliza-
tion, the core power fractions in each radial / axial segment,
when summed over all segments, must equal 1.
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It is also assumed that a single fuel rod and associated
flow channel (Section 2.1.2.1.1 below) represents all fuel
rods and channels within a constant radial power annulus'

such that if there are n radial segments, n rod andr r
flow channel combinations represent the core. Each flow
channel model is subject to the constraints imposed by the
one-dimenulonal fluid treatment assumption, including errors
introduced by radial averaging as discussed above. The goal-

in the' design of these models is to achieve reasonably accu--

rate calculated local heat transfer without incurring unac- ;

ceptably complex fluid or correction calculations.

Within each annular cylinder, an auxiliary annular
cylinder representing the control rods / blades within that
region can be formulated. Again, all rods / blades in the
annular cylinder would be represented by a single rod / blade

i calculation (Section 2.1.2.1.2 below).
r

i .The complexity introduced by the occurrence of a wide
spectrum of core damage states is not easily accommodated in
a simplified code like MELCOR. In particular, mechanistici

modeling of the relocation of solid and liquid core mate-
rials appears to be infeasible.,

One-dimensional relocation of fuel / control rod materials
by gravity following severe damage can be represented within
the assumed cylindrical geometry framework. However, upon
the accretion of significant amounts of damaged materials,
modification of the representational ~ framework (example'

given below) is probably necessary to allow a crudely real-
istic treatment while maintaining simplified computational

,

approaches. A modified framework may allow for subsequent
conditions during which liquefied core material may flow
from the core zone into the lower plenum of the reactor' '

vessel. Such a framework should provide for at least a
I crude representation of the damaged states of the core

materials and their location during the core damage pro-.

! cess. Current attempts to treat these phenomena are
represented by the SCDAP [13], ANCHAR [14], RPI [19), and .

,

| MELPROG [20) code developments. In each, 'a small set of

|
discrete damage states has been chosen to represent the

|
continuum of damaged and relocated core components.

!

| A parallel consideration is the necessity to model the
! release of fission products and the generation of aerosols

} during the progression of core damage. The loss of fission
products from the fuel matrix significantly reduces the

| heating rate of the overall core and thus must be accounted
| for. As is discussed in detail in (D. Powers' section), the

|
release rates for fission products and aerosols depend on

| melt.and gas temperatures, core configuration, gas pressure,
composition and flow rates, and vaporization chemistry.

|

|
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Generally, these conditions will have a strong spatial
dependence as well as time dependence. Especially at the
higher temperatures, large quantities of aerosols are likely
to be produced by vaporization of both fission products and
structural / control materials, followed by nucleation and
condensation of' these vapore during transport from hot sur-
faces into cooler gas. Thus the framework, however crude,
must allow estimation of these conditions and processes.
None of the above-mentioned codes presently contain real-
istic models of fission product / aerosol processes.

An example of a possible framework is illustrated in
Figure 2.1.2-1 and described below. The concept relies on
dividing the continuous spectrum of damage states into a few
discrete, less specific states. In the example, a crude
division into 3 states (Table 2.1.2-1) is proposed. The
core zone is subdivided into subzones within which a single
state (or void) is allowed, based on energy, temperature
and/or relocation criteria.

Table 2.1.2-1

Damage State Subzones

Damage State Type Fluid (not
.Subzone including melt)

Vol Frac

1 Rod and Channel O.56~

2 Permeable Rubble 0.40
3 Melt-w/ Crust 0.10

The radial boundaries of the subzones coincide with the
earlier-defined radial boundaries, but the upper and lower
axial boundaries of the subzones would be , relocated con-
sistent with the mass, density, fluid volume fraction, and
-type of damage represented. Thus the calculation would
allow a crude representation of downward relocation, coin-
cident compaction, and the formation ci blockages as core
damage progressed.

Mass and energy fluxes across damage state subzone
boundaries would be governed by rules which account for the
' adjacent discrete state pairs, the subzone conditions, and
the orientation of the boundaries. Such rules would govern
"(for example) transformations from state 2 to state 3 (and
the reverse), and from state 1 to state 2 (but prohibit the-
reverse).
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2.1.2.1.1 Fuel Roda

As described in Section 2.1.2.1 above, it is assumed
that the intact core will be geometrically represented in
MELCOR as a right cylinder comprised of a number of annular
cylinders representing radial regions of different power,
and that a single fuel rod and associated flow channel will
represent the fuel rods in a given annular cylinder.

Modeling of intact fuel rods and associated flow channel
is one of the more straightforward tasks in the development
of MELCOR. A wide choice of models of varying levels of
detail are available. The major considerations in such a
model are the coupling of energy evolution / absorption pro-
cesses (isotope decay, phase change, chemical reaction) with
energy transfer and transport processes (heat transfer and
fluid flow).

Evidence developed in recent years indicates that fairly
simple rod / channel models suffice to treat nearly all the
phenomena of importance during time regimes 1, 2, and 3 of
Table 2.1.1-1. For example, it has been found that modeling
of the radial temperature dependence within fuel rods and
cladding is unnecessary during decay heat-driven sequences--
a lumped model consisting of a fuel node and a cladding node
connected by a simple gap conductance is adequate. Calcula-
tions have also confirmed that axial thermal conduction
(even in the metallic phase of the cladding) is unimportant
unless fidelity in the fuel / cladding temperatures in the
vicinity of a quench front are required.

It is also likely that processes in the fuel and clad-
ding such as cladding ballooning / embrittlement can probably
be neglected as having only temporary importance in the
progression of core damage. This is, of course, not true if
modeling of the coupling of core damage with ECC injection
processes assumes great importance (witness the core con-
dition of TMI-2).

On the other hand, modeling of the cladding oxidation
process must be done carefully because of the strong tem-
perature dependence of the reaction and the positive feed-
back of relatively large quantities of energy evolved by Zr
oxidation. It has been found, for example, that a small
axial mesh size is needed to model the very localized deposi-
tion of cladding oxidation energy during time regime 3
(Table 2.1.1-1). Typically, tiiis requires 'an axial mesh
size -(in the zone of oxidation) ~10 cm; a larger mesh size
will artificially reduce the concentration of deposited
energy and result in underprediction of the reaction rate.
This mesh size constraint, if allowed to govern the choice
of uniform core mesh, could result in several thousand core
meshes, an unacceptable number for MELCOR. Thus, c system
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allowing more than one axial mesh size in the core is essen-
tial f o r - MELCOR . This is most easily accomplished by an
automatic subdivision of the larger mesh into,small meshes ,

in core zones attaining temperatures above a threshold value.
'

.F

Considerable uncertainty in the modeling of the core
. damage progression is introduced when fuel temperatures ,

exceed ~2000 K, the approximate melting temperature of

Zircaloy-4. This uncertainty is due to the very complex
(U-Zr-0) interactions possible, which is discussed above in :,

Section 2.1.1.4.2. For MELCOR, the method outlined in :

Section~2.1.1.2 above will be necessary to treat the transi-,

tion of intact core zones at temperatures > 2000 K to a
relocated core configuration--for example, the 3 damage-

state zone model outlined above in Section 2.1.2.1.
;

| 2.1.2.1.2 Control Rods / Blades
1

Control rods / blades for LWRs consist of either boron
(B C) or an alloy of silver, indium, and . cadmium -

carbide 4(AgInCd), encapsulated in either stainless steel or Zircaloy.
B C melts at about 2750 K, while the AgInCd alloy liquefies#

4
,

at temperatures between 900 Ind 1200 K. Control rods / blades
' clad with Zircaloy will be subject to exothermic oxidation

at temperatures above 1300_K, while those clad with steel
will oxidize relatively more slowly below 1700 K (and with
less specific energy evolution).'

Despite the fact that little energy is generated in the
control materials during an accident' sequence, surface ten-
peratures of the control rods / blades will lag. fuel rod ten-
peratures by relatively small amounts due to convective and'

radiativa heat transfer from the fueled rods. Thus it is
expected the degradation of the ; control rods / blades will
occur on roughly the same time scale as-the remainder of the
core. Models of control rod / blade degradation are not
available--they will need to be developed for MELCOR.

2.1.2.2 Excore Models
.

Although the lower plenum participates to a limited"

extent in the accident progression prior to tims regime 4,-
'

; it is the source volume for evaluation during time ~ regimes,.

4, 5, and 6. Time regime 4 begins with discharge of core
materials into the lower plenum. The progression treated
here assumes'that water exists in the plenum although this

.

will not be true for some sequences. Upon melt-water con-
i' tact the conditions and nature of the ' contact are unknown.

Based upon currently 'available knowledge,. the melt might
issue from the' core region in three possible modes:

4

i 1. In a narrow continuous stream over-.a period of
fractions of minutes to several minutes, ;

;
1

'

I

I

'
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2. In a_ narrow discontinuous stream distributed over a,

longer period of time,

3. In a relatively massive, coherent discharge occu- :
pying a few seconds or less. i

\
The temporal- distribution of the discharge is related to ;

the three ' modes listed- and the timing of the discharge
relative to the level of damage achieved (fraction of core
liquefied). This is true because the rate of formation of
liquefied fuel is slow compared to all but the very slowest
discharge rates. Thus, .if a large fraction of the core is
liquefied at the onset of discharge, a larger amount might
be. discharged; conversely, if only a small fraction is lique-
fied at the onset of discharge, a smaller amount might be
discharged-(corresponding to mode 1 or 2 above).

. Experiments have shown that, under certain conditions,
5 high . temperature melts explode upon water contact. Such_a

" steam explosion" results from transfer of thermal energy
*

q from the molten mass to water on a time scale so short
(~1 as) as to produce effects associated with chemical '

explosions. Industrial - experience with thermal explosions
' has shown them to be often powerfully destructive.

The four ' major stages of such an explosion have been
identified as

1. Initial coarse premixing without la.pge heat trans-
fer, generally implying stable film boiling, , 3

2. Destabilization of film boiling either spontaneously
or from an external pressure pulse (triggering),
leading to small-scale mixing and rapid heat trans-
fer in a local _ region.

3. Propagation of a zone of rapid heat transfer through->

the coarse mixture, which may develop into a propa-
gating detonation.

4. Highly dynamic expansion driven by steam at high
pressure.

Four najor scenarios are possible:

1. A series of .relatively low-yield steam explosions-
-continuing until the whole of the molten mass of
fuel has been fragmented or all the water evaporated,

2. A low-yield steam explosion which stimulates a large
steam explosion involving a significant fraction of
the melt,

'3. A single large steam explosion,
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.

4. No steam explosion but violent boiling which may or
raay not. quench the debris depending.on the quantity~

i of water available and the agglomeration of the
debris. -Hot debris'may collect at the vessel bottom
and thermally attack it immediately.

.

Because of the resultant disruption (and possible dis-

'..
persal) of internal structures and. residual core materials,
the occurrence of even : a relatively low-yield steam explo-
sion will-qualitatively alter the subsequent progression of
damage.

' Outcomes 2 or 3 (above) could cause brea d of the reac-
tor vesse1 ~ and possibly generation of containment-failing
missiles. Either possibility would completely alter the
course of the accident, particularly the second which would
involve breach of the reactor vessel, ejection of fuel and i

*

'

fission products, and venting- the containment, all nearly
simultaneously.

I Because of major uncertainties in all the processes
discussed here and consequent lack of models, MELCOR will
have to depend primarily on: the methods outlined in

.

;Section 2.1.1.2 for treating these processes.

2.1.2.2.1 . Core Support Structures Failure (PWR and BWR) and-
Core Discharoe

t The first criterion which should be met by this struc-
tural failure model is that it~ be consistent with the core
deformation model discussed in Section 2.1.2.1, above.

Useful, but nonmechanistic, failure threshold criteria
can be constructed for(the discharge modes discussed at the-

i beginning of the previous section by . combining temperature
"

or energy . criteria, ' damage ' state subzone criteria
(Table 2.1.2-1), and user input. An outline of a possible
set:of criteria is given in Table 2.1.2-2.

2.1.2.2.2 ' Steam Explosi'on'

'

' Occurrence- of a steam explosion, and its magnitude,
would be,;as the table indicates, dependent on user choice,
but would be- constrained to correlate with the selected
discharge mode. as indicated. The actual magnitude of the
steam explosion.would depend on the amount of melt available

..
for discharge at the. time-of the structures failure and the +

l' efficiency for the explosion' selected by-the user as input.
:

Selections of - options- governing the . branching during
.this time regime are-highly uncertain, and the approach of
Section:. 2.1.1.2, of making these obvious to the user is

.

highly recommended.

. .
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Table 2.1.2-2
,

Structures Failure Threshold Criteria

Discharge Mode Energy Adjacent Selected Correlated
Transferred Damage Hole Size Magnitude
to Structures State of Steam
Prior te Explosion *
Failure

1. Narrow Medium 2 or 3 One to Small-Medium
Continuous Several
Stream Fuel (multiple?)

Assembly.

Areas

2. Discon- Low 2 or 3 One Fuel Small
tinuous Assembly (Multiple?)
Narrow
Stream

> 10 fuel Small-Largh3.. Massive High 3
Assembly (single)
Areas

* If a steam explosion is selected by the user

2.1.2.2.3 Quenchina and Debris Bed Formation

In the event that the vessei is not breached by a steam
explosion, a fraction of the core melt (Table . 2.1.2-3 ) may

! be quenched. For core fractions ' equaling or exceeding the
values in Table 2.1.2-3 (or smaller fractions for less
water), the quenching will. vaporize all of the water in,the

- plenum.

If-excess melt over that which'can be quenched is depos-
ited in the plenum, it will begin heating the reactor vessel

' wall immediately. The fraction quenched by the. vaporization
i of the residual water' will subsequently begin rehe: ting, but-

will require 20 to 40 minutes to attain temperatures which
augment the attack of the pressure vessel.

.The table indicates the limited capacity for the for-
'mation of quenched debris in the lower. plenum. (The capac-
ity is further reduced if the inventory of residual water-

3has been reduced below 29m ). [3] The' implication for
debris cooling and vessel attack is discussed below.

.
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Table 2.1.2-3

Fractions of Core Mixture * Which
Can Be Quenched in Below-Core Water **

Atmos 800 psia 1600 psia 2500 psia

0.1 MPa 5.5 MPa 11. MPa 17. MPa

AT = 1500 K

NO FREEZE O.79 0.44 0.31 0.17

AT = 2000 K

NO FREEZE O.59 0.33 0.23 0.13

AT - 2500 K

FREEZE 0.37 0.21 0.14 0.08

* 105 kg UO2 + 2(104) kg Zr + 104 kg Steel

** in 29 m3 of Water

To this description must be added the contribution from
accompanying chemical reaction. As is noted above, sub-
stantial quantities of unoxidized zirconium are likely to be
involved in the core liquefaction processes. Mixing of this
metallic phase at high temperatures with the water (and
steam) in the lower plenum will ' promote rapid oxidation of.
the zirconium, depending primarily upon the degree to which
fragmentation of the ~ melt provides large increases in the<

interfacial area for interaction. Certainly in the case of
a steam explosion, the resulting fine fragmentation in the
presence of a steam environment should promote oxidation,
and there is some experimental evidence of this -occurring.
Regardless of-the exact _ outcome, the addition of substantial
reaction energy and liberation of a-quantity of hydrogen by
the oxidation of zirconium during the melt-water interaction
-phase seems likely.

2.1.~2.2.4. Vessel Breach

Treatment of the attack of the RPV by the high-
temperature-core materials is complicated by a wide range of
initial . conditions which may precede vessel breach,
including:

2.1-50
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1. RPV internal pressure excesses (over containment
pressure) ranging from 0 to 17 MPa,

2. Quantities of core materi'als in the lower vessel
head ranging from a few tons to a hundred tons at
temperatures ranging from coolant saturation tem-
peratures to 3000*K+,

3. Failure modes ranging from hoop stress-induced tears
to failure of local features such as instrument tube
penetrations in the vessel.

'Once a' breach has occurred, the rate of discharge of
materials through the opening, and possible accompanying

, enlargement of the opening, also depend upon the above
parameters.

In sequences in which accumulator (flood tank) discharge
occurs during the blowdown following breach (as the RCS
pressure falls below the discharge set point), the breach /
discharge process will be complicated by melt-water inter-
actions (Section 2.1.2.2) as the coolant flows toward the
opening and meets the hot core materials discharging from
the vessel.

Models for the formation of the RPV breach do not
currently exist (the model contained in the MARCH ~ code is
quite unrealistic). Study is needed to

1. Develop a systematic classification of initial
conditions and possible breach modes,

'

2. Develop a program of source characterization
(pressures, loads, heat fluxes, etc.) and
corresponding stress and strain field charac-
terizations for representative RPV types.

Such studies could utilize existing large def ormation-
finite element structural analysis tools. . Correlation of
the results could yield formula or look-up tables applicable
to MELCOR.

The implications of the breach characteristics for the
treatment of fission products -are several, including the
possibilities of resuspension and of the formation of sig-
nificant aerosols during core materials discharge [10).
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2.1.3 CONCLUSIONS, MELCOR RCS MODELING ASSESSMENT

l'. -A very wide range of thermal hydraulic (flow and heat
transfer) regimes occurs in the RCS during severe |

'

| accidents. The. regimes vary generally with time . and !

space (RCS component), and are functions. of accident
sequence, reactor type, and (sometimes) manufacturer and
RCS. configuration-(Section 2.1.1.3).

; -2. - Some important flow regimes are difficult to charac-
: terize (and model) because of .a strong influence of

natural convection and the dominance of developing flow'

(as contrasted with fully-developed flow). Conventional,
" stylized" treatment of these regimes can be shown to

,
'

produce large errors-in results (Sections 2.1.1.3.1.3).

. 3. Approximate treatment of the flow and heat transfer
| regimes is a necessary (but not sufficient) condition
i for meaningful treatment of the deposition . of fission |

;. products / aerosols within the , RCS because of the broad j

application .of heat-transfer mass-transfer analogies.'
-

. . and the use of thermal hydraulic parameters in the
analyses. Approaches have been recommended (Section'

2.1.1.3). While this assessment has not defined the
I acceptable minimum treatment to be accorded the thermal
. hydraulic phenomena in the RCS, the assessment does show

f ' that meaningful fission. Product / aerosol deposition treat-
ment requires a higher level.of thermal hydraulic model-

j ing than would otherwise be necessary. The assessment
!. has not developed. technical assurance that meaningful
' treatment -of fission product aerosol processes is pos-

( sible within current technical and code constraints;
neither has the opposite proposition been confirmed.

! Considerable additional work, including numerical
l' experimentation, is required to provide definitive

resolution of this issue.

4.- Nodalization of _ the RCS into control volumes (CVs),'and'
- discretization into subvolumes consistent with obtaining
reasonable' accuracy in the treatment of thermal-hydrau-
- lic and fission product / aerosol phenomena, is sometimes
restrictive (Section'2.1.1.3.5). Uniform. time-
independent, discretization appears to be particularly <

: restrictive. and could easily yield very impractical
execution. times for MELCOR (see also 6., below). .

5. - Sequencing and branching of MELCOR RCS ' models ~ in the
presence. of certain -phenomena is highly uncertain.
(Section 2.1.1.2). This is.true because of limitations 1

arising from code-imposed constraints ' and an inadequate |

c understanding- of phenomena (e.g., the treatment ' of the- |

|transition yfrom intact core geometry to. a highly-

-distorted geometry, core support and RPV structure |
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breaching, steam explosions, etc.). MELCOR will
therefore not generally provide a unique accident
pathway even for the most carefully defined -accident
sequence. In this regard, MELCOR RCS treatment can
represent only a modest advance over the currently
available treatment (e.g., MARCH) in reducing the base
uncertainty, although it can clearly offer broader and
improved coverage of the phenomena.

User-selected options for controlling code sequencing
and branching, and code output which emphasizes the
nature of these _ selections, appear to be the best
methods for treating these base uncertainties.

6. Depending somewhat upon the local nodalization which is
finally found to be necessary for " adequate" thermal
hydraulic and fission product / aerosol treatment,
extensive application of regime-specific model selection
techniques (Table 2.1.1-4) and selective nodalization
and discretization approaches (in both time and space,
see Sections 2.1.1.3.5 and 2.1.2.1.1) may be essential
to achieving acceptable execution times with MELCOR.
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2.1.4 NOMENCLATURE
.

AFW Auxiliary Feedwater
ATWS Anticipated Transients Without SCRAM

. BW Babcock and Wilcox
BWR Boiling Water Reactor
CE Combustion Engineering
C.L. Cold Leg
CV Control Volume
ECC Emergency Core Cooling
H.L. Hot Leg
LOCA Loss of Coolant Accident
LOFT Loss of Flow Test
MSL Main Steam Line
NRC Nuclear Regulatory Commission
PRA Probabilistic Risk Assessment
PWR Pressurized Water Reactor
RCP Reactor Coolant Pump
RCS Reactor Coolant System
RPV Reactor Pressure Vessel
St. Gen. Steam Generator
TMI-2 Three Mile Island (plant), Unit 2
W Westinghouse

|:

2.1-54

. - . .- - - - . . - _ , _ - _ _ .. - . _ . - .- -



__

w 2.1.5 REFERENCES

1. MacMillan, D. .B., " Asymptotic Formulas for Approximate
Numerical Solution of the Reactor . Kinetics Equations",.

p. 265-276 in Dynamics of Nuclear Systems, D. L.
Hetrick, Ed, Univ. of: Ariz. Press (1972).

2. Tylee, J. L. " Simple Reactor Model Simulation of a LOFT
ATWS Event," Nuc. Tech, ,6_l, April 1983, p. 25-32 (1983).

3. Rivard,-J. B..et al., " Interim Technical Assessment of
the. MARCH Code," Sandia National Laboratories. SAND 81-
1672, NUREG/CR-2285 (1981).

4. Tong, L. S., "USNRC LOCA Research Program," IAEA-CN-
39/99 (1980).

5. .Ranson, V. H. et al., "RELAPS/ MOD 1 Code Manual, V.1:
System Models.and Numerical Methods," EG&G Idaho, Inc.,
EGG-2070 NUREG/CR-1826 (1982).

6. McFadden, J. H. et al., "RETRAN-01-A Program for Tran-
sient Thermal-Hydraulic Analysis of Complex Fluid Flow
Systems, V.1: Equations and Numerics," EPRI, Palo Alto,
CA, NP-1850 (1981).

7. Safety Code Development Group, " TRAC-PF1: An Advanced
Best Estimate Computer Program for Pressurized Water-
Reactor Analysis," LANL Report Draft (1981).

8. Sche, ele, G. F., and Hanratty. T. J., "Effect of Natural
Convection on Stability of . Flow in a Vertical Pipe,"
J. Fluid Mechs, 1,4 , 2, p. 244-246 (1962).

9. Metais, B. and - Eckert ,' E. R. G., J. Heat Trans, 8_6 , 295
(1964).

10. Sprung, J. L., et al., " Assessment of Fission Product
Behavior During Severe LWR Accident Sequences: Modeling
Recommendation for the MELCOR Code System," Sandia,

National Laboratorie1, Albuquerque, NM (to be pub-
lished).

'

11. Hofmann, P., Kerwin-Peck, D., and Nikolopoulos, P.,
" Physical and Chemical Phenomena Associated with the
Dissolution of Solid UO2 by Molten Zircaloy-4,"
Kernforschungszentrum Karlsruhe GmbH, Report 06.01.16
p. 10c (PNS-Nr.675/82)(1982).

12. .Hagen, S. J., (Kernforschungszentrum Karlsruhe GmbH,
IT), private communication regarding experiment ESBU-1,
July 1982.

- 2.1-55



., . .- _ - - _ _ _ - - .. . . - -.. .-

1
:

13. Marino, G. P., Allison C. M. , and Majumdar D., "SCDAP:
i A- Light Water Reactor . Computer Code f or -Severe Core

Damage Analysis," .Proceedinos, Int'l Mtg. .on Thermal
-

. Reactor. Safety, NUREG/CP-0027, p. 1145-1157 (1982).
*

14. Bowers, C.iH., Hosteny, R. P., and. Thomas, G. R.,
" Status .of Major Modeling Phenomena in the ANL/NSAC
Core Heatup And Redistribution (ANCHAR) Code "

,

Proceedinos, Int'l Mtg. on Thermal Reactor Safety,
NUREG/CP-0027 p. 1209-1221 (1982)..#

15. Hottel, H..C., and Sarofin, Radiative Transfer, McGraw-
Hill-(1967). j

16. Siegel, R., and Howell, J. R., Thermal Radiation Heat
; . Transfer, 2nd Ed, McGraw Hill (1981).

17. Maudlin, P. J. et al., " Light-Water Reactor Degraded-
- Core ' . Cooling . Program Technical Note: A Damage
Assessment of TMI-2," LA-UR-83-737 (1983).

18. Carnahan, B., Luther, H. A., and Wilkes, J. O., A'oplied
Mumerical Methods, John Wiley and Sons (1969).

19. Ikeda, T., Podowski, M., Koh, B., Lahey, R..T., Jr., "A
Heat Transfer- Model f or ' LWR Fuel Rods During Hypo-
thetical Core Meltdown Accidents" (1982).

-20. Rivard, J. B. et al., "Modeling of LWR Reactor Co_olant
~

Systems ' During Severe Accidents: MELPROG Perspective"
Draft SAND Report, Sandia National Labs (1983).

i

!

~

s

2.1-56

- - .. . . . - . - . - _ _ - - . . _ _ - . -_ - . . __ _ _ _ __. ___
_ _ _ _j



J
.+,

s

2.2 RCS COMPONENT MODELS

by

C. J. Shaffer

5,

4

.



--
;

_ - . - - ._ - _ - -

1

,

CONTENTS

Pace
4

i 2.2.l~ Introduction . 2.2-5. . . . . . . . . . . . . . . .

2.2.2 RCS and Component Descriptions 2.2-6'
. . . . . . . .

2.2.2.1 PWR. 2.2-6. . . . . . . . . . . . . . . . . .

2.2.2.2 BWR. 2.2-6. . . . . . . . . . . . . . . . . .

- 2.2.3- Macrophenomena 2.2-19 |. . . . . . . . . . . . . . . .

2.2.3.1 RCS System Pressure. 2.2-19. . . . . . . . . .

2.2.3.1.1 PWR 2.2-19. . . . . . . . . . . . . . .

2.2.3.1.2 BWR 2.2-21 |
. . . . . . . . . . . . . . .

2.2.3.2 RCS Fluid Flow . 2.2-22. . . . . . . . . . . .

2.2.3.2.1 RCS Fluid Flow Rates. 2.2-22. . . . . . ,

2.2.3.2.1.1 Time Period 1. 2.2-22 |. . . . . .

2.2.3.2.1.2 Time Periods 2 and 3 2.2-22. . .

2.2.3.2.1.2.1 PWR 2.2-23. . . . . . . .

2.2.3.2.1.2.2 BWR 2.2-28. . . . . . . .

2.2.3.2.1.3 Time Period 4. 2.2-29. . . . . .

2.2.3.2.1.4 Time Period 5. 2.2-30. . . . . .

2.2.3.2.1.5 Time Period 6. 2.2-30. . . . . .

2.2.3.2.2 RCS Fluid Flow Regimes. 2.2-32. . . . .

2.2.3.2.2.1 Time Period 1. 2.2-32. . . . . .

2.2.3.2.2.2 Time Periods 2 and 3 2.2-32. . .

2.2.3.2.2.2.1 PWR 2.2-32-

. . . . . . . .

2.2.3.2.2.2.2 BWR 2.2-34. . . . . . . .

2.2.3.2.2.2.3 Time Period 4 2.2-40. . .

2.2.3.2.2.2.4 Time Period 5 2.2-40. . .

2.2.3.2.2.2.5 Time Period 6 2.2-40. . .

2.2.3.2.3 RCS Heat Transfer 2.2-40. . . . . . . .

2.2.3.2.3.1 Component Surface Heat
Transfer. 2.2-40'

. . . . . . . .

2.2.3.2.3.2 Convective Heat Transfer
Coefficients 2.2-40. . . . . . .

12.2.3.2.3.3 Fluid Component to Fluid
Component Two Phase Heat

. . . . . . . . .- 2.2-41- Transfer

2.2.4 RCS Models 2.2-42. . . . . . . . . . . . . . . . . .

2.2.4.1 Component Models 2.2-42. . . . . . . . . . . .
' 2.2.4.1.1 PWR 2.2-42. . . . . . . . . . . . . . .

2.2.4.1.1.1 Primary System Flow Models 2.2-42
2.2.4.1.1.2 Relief Line and Quench Tank 2.2-49
2.2.4.1.1.3 Surface Heat Transfer. 2.2-49..

2.2.4.1.1.4 Secondary System . 2.2-50. . . .

2.2.4.1.2 BWR 2.2-50. . . . . . . . . . . . . . .
s

2.2.4.2 System Models. 2.2-50. . . . . . . . . . . . .

2.2.4.2.1 System Flow Models. 2.2-50. . . . . . .

2.2.4.2.2 System Nodalization . 2.2-51. . . . . .

!

2.2-2

4

4

, . , + - , . - - , - - - ,- - ,, -emn,- ,w ,----, , , - - - , - - , - - - - - ,



LIST OF FIGURES

Pace

2.2.2-1 Westinghouse 4-Loop Reactor Coolant System . 2.2-8

2.2.2-2 Combustion Engineering 2-Loop Reactor
Coolant System . 2.2-9. . . . . . . . . . . . . .

2.2.2-3 Babcock and Wilcox 2-Loop Reactor Coolant
System . 2.2-10. . . . . . . . . . . . . . . . . .

2.2.2-4 Westir.ghouse Steam Generator 2.2-11. . . . . . . .

2.2.2-5 Combustion Engineering Steam Generator 2.2-12. . .

2.2.2-6 Babcock and Wilcox Once-Through Steam
Generator. 2.2-13 '. . . . . . . . . . . . . . . . .

2.2.2-7 Cutaway of a Typical Pressurizer 2.2-14. . . . . .

2.2.2-8 BWR Single-Cycle Power Loop. 2.2-15. . . . . . . .

2.2.2-9 BWR Jet Pump System. 2.2-16. . . . . . . . . . . .

2.2.2-10 Schematic of BWR Reactor Coolant System. 2.2-17. .

2.2.3-1 PWR RCS System Pressure. 2.2-20. . . . . . . . . .

2.2.3-2 RCS Periods 2 and 3 Fluid Loss Rates
for Injection (D) Failure Small and Inter-
mediate Break-Accident Sequences 2.2-24. . . . . .

2.2.3-3 RCS Periods 2 and 3 Fluid Loss Rates for
Recirculation Failure (H) Small and,

Intermediate Break-Accident Sequences. 2.2-25. . .

2.2.3-4 Designated Break Locations-. 2.2-27. . . . . . . .

2.2.3-5 Flow Pattern Map for Horizontal Flow
(Baker) for Period 2 . . 2.2-36. . .. . . . . . .

2.2.3-6 Flow Pattern Map for Horizontal Flow
(Baker)-for Period 3 2.2-37. . . . . . . . . . . .

2.2.3-7 Flow Pattern Map for Vertical Flow
-(Hewitt and Roberts) for Period 2. 2.2-38. . . . .

2.2.3-8 Flow Pattern Map for Vertical Flow
(Hewitt and Roberts) for Period 3. 2.2-39. . . . .

2.2.4-1 Vertical Flow Patterns 2.2-46. . . . . . . . . . .

2.2.4-2 Horizontal Flow Patterns 2.2-47. . . . . . . . . .

2.2-3



_ _ _ _ _ _ _. _ _ _ . . . _ . . _ _

LIST OF TABLES

Pace

2.2.2-1 PWR Plant Design Comparison. 2.2-7. . . . . . . .
4

2.2.3-1 Approximate Intact-to-Break Loop Steam
Flow Ratios. 2.2-28. . . . . . . . . . . . . . . .

2.2.3-2 Interstitial Water Evaporation Rates.
LBM/ MIN. 2.2-31. . . . . . . . . . . . . . . . . .

2.2.3-3 Lower Plenum Water Remaining at Beginning
of Period 4 (Calculated by March). 2.2-31. . . . .

2.2.3-4 Minimum Void Fraction. 2.2-35. . . . . . . . . . .

2.2.4-1 Predominant Component Two-Phase Flow '

Configurations 2.2-43. . . . . . . . . . . . . . .

2.2.4-2 Loop Component Flow Geometry . 2.2-44. . . . . . .

2.2.4-3 Loop Component Two-Phase Flow Regimes. 2.2-45. . .

.

...

4

2.2-4

1
- .- . ._ ---



.

2.2.1 INTRODUCTION

In a meltdown accident, the escape of radionuclides to
the environment requires successive release from three phys-
ical barriers: (1) the reactor fuel rods, (2) the reactor
coolant system, and (3) the containment system boundary.
Section 2 discussed fission-product release from the fuel,
and this section briefly discusses the phenomena and models
that must be considered to determine the release of fission
products from the reactor coolant system.

The radionuclide release to the environment depends
strongly upon the release from the reactor coolant system.
In past analyses, (e.g., MARCH analyses), fission-product
release from the coolant system was assumed to be instan-
taneous and complete for all species released from the
fuel. In a real accident, however, it is reasonable to
expect that the fission products released from the melt will
undergo chemical and physical changes and will deposit on
various surfaces as they are transported through the reactor
coolant system to.the containment.

This section discusses the RCS and components, the RCS
macrophenomena, and the alternative and recommended models.

2.2-5
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2.2.2 RCS AND COMPONENT DESCRIPTIONS

A description of the PWR and BWR plant designs and steam
supply systems is found in Section 1 of part 1 " Plant /Acci-
dent Scope." This section will review and summarize those
aspects which are important in understanding the react.or
cooling systems and component models.

2.2.2.1 PWR

The three PWR plant designs, Westinghouse (W), Combus-
tion Engineering (CE), and Babcock and Wilcox (BW), are
shown in Figures 2.2.2-1, 2.2.2-2, and 2.2.2-3, respectively
and a comparison is shown in Ta ble 2. 2. 2-1. One major dis- I

tinguishing feature of the three designs in regards to the
RCS is that the W design has four loops and CE and BW have
two loops. However, the two-loop designs still have four
cold legs and four coolant pumps. Another major distin-
guishing feature is the steam generator designs which are
shown in Figures 2.2.2-4, 2.2.2-5, and 2.2.2-6. The W and
CE designs are both vertical U-tube types (W has four and CE
has two) and the BW design uses a once-through vertical
type. Each PWR has a pressurizer connected to the hot leg
of one RCS loop. A typical procsurizer is shown in Figure
2.2.2-7. Pressure relief valves are located on the top of
the pressurizer.

2.2.2.2 BWR

The General Electric (GE) BWR reactor and RCS is shown
in Figures 2.2.2-8, 2.2.2-9, and 2.2.2-10. The BWR gener-
ates steam directly within the reactor core which becomes
the working fluid for the associated power cycle. The
reactor coolant flow in the core is the sum of the feedwater
flow and the recirculation flow. The feedwater flow, as
shown in Figure 2.2.2-8, is the cold leg, or return, water
flow from the condenser of the power-cycle loop. The reac-
tor water recirculation system shown in Figures 2.2.2-9 and
2.2.2-10 consist of two loops external to the reactor vessel
each of which contains a recirculation pump, a flow control
valve, and two shutoff valves. High-performance jet pumps,
located within the reactor vessel, are used in the recir-
culation system.

2.2-6
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Tab'e 2.2.2-1
i

PWR Plant Design Comparison

Combustion Babcock and
Parameter Westinchouse Engineerinq Wilcox

Number of RCS Loops 4 2 2

Reactor Coolant Pumps / 1 2 2
Loop

Steam Generator / Loop 1 1 1

Steam Generator Vertical, Vertical Vertical
Type U-tube U-tube once-through

Total RCS Water ~11,720 ~12,540 ~12,800
Volume, ft3

2.2-7
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Steam exists from the vonsel several feet below the
reactor vessel flange through four no::zles to which the

steam lines are welded. The steam lines, or. hot legs, run '

parallel to the vertical axis of the vessel, downward to the
elevation at which they emerge from the containment.

.Two air-operated isolacion valves are installed on each
steam line, one inboard and one outboard of the primary con-
tainment penetration. A flow-restricting nozzle is included (
in each steam line as an additional safeguard to protect |

'

against rapid uncovering of the core in case of a break of a
main steam line.

The safety-relief valves, which are dual-function valves
that discharge directly to the pressure suppression pool,

I

are flange-connected to the main steam line. The safety
function includes protection against overpressurization of
the reactor coolant system, and the relief function provides
actuated opening of the valves to depressurize the reactor
coolant system. For the pressure relief function, the
valves are power-actuated manually from the control room or
power-actuated automatically by high pressure.

:
?

\
r

|

)

t

1
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2.2.3 MACROPHENOMENA

Fission products can be transported throughout the cool-
ant system by flowing steam, water, and noncondensible gases.
The transport processes will depend upon conditions such as
flow rates, flow veloci ties, interphase mass transfer (con-
densation and evaporation), flow regimes (e.g., two phase,
laminar or turbulent flow), fluid and wall temperatures, and
the chemical and physical states of the fission products
themselves.

i The deposition of fission products at various locations
within the coolant system can depend upon a number of com-
plex. processes in addition to those mentioned above. These
processes include the transfer of fission products among the
liquid and gaseous components of the fluid, aerosol deposi-
tion and resuspension, and the transfer (adsorption and
desorption) ~f fission products at the boundary between theo
wall and flowing fluid.

This section will discuss the RCS system pressure, the
RCS component flow rates and flow regimes, and the RCS com-
ponent heat transfer.

2.2.3.1 RCS System Pressure

The effects of high-coolant system pressure in both PWR
and BWR accident sequences are significant. In LOCA
sequences, high pressures in the reactor coolant systems may
engender critical break-flow phenomena. In transient
sequences, pressure spikes, generated for example by
in-vessel steam explosions, can cause breaks and rapid
fission-product transport. More generally, the effects of
high-coolant system pressure will be manifested in thermo-
hydraulic -properties (in particular, the latent heat of
vaporization of water), the steam void fraction, and the,

mechanism of reactor vessel rupture.

2.2.3.1.1 PWR
,

The RCS system pressure for a series of PWR accident
sequences is shown in Figure 2.2.3-1 for four degraded core
events as a function of event time. This data was obtained
for the ZION PWR using the MARCH code. The degraded core
events shown include (1) the time of core uncovering.
(2) the _ metal-water reaction ignition time (i.e., the time
at which the rate becomes very rapid which coincides
approximately with the' first 2000* F fuel temperature),
(3) the time'at which first core melt occurs, and (4) the
time of first significant melt-water interaction (i.e., the
MARCH code slump time). The sequences shown include small

2.2-19
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ond intercsdiate break sizes (S1 and
S2)_ for the total

of 1/2, 1,

1 1/2, 2, 3, 4, 5, and 6 inches in diameter
failure of ECC injection (D) and the failure of ECC recir-
culation after injection (H). A TMLB' is also shown.

In Figure 2.2.3-1, the RCS pressure is shown as a func-
tion of the ECC failure mode, the LOCA break size, and the
core degradation process for each accident sequence. The
pressure is shown lower for the larger breaks and decreases
throughout the core degradation process from the core uncov-
ering time to the melt-water interaction time. The pressure
is shown higher for the smaller breaks and in some of the
smaller break sizes the pressure increases through the boil
down period and then decreases again. The large break
sequences. AD and AH (greater than 6 inches diameter), are
not shown but would be located in the lower left corner of
the figure. Transient accident sequences other than the
TMLB' would appear on same pressure line as the TMLB' except
those with the failure to close the system relief valves
after opening, Q. (TMLQB', TMQU, TMQH, and TKQ) which will
appear at lower pressures along with small break, S2
sequences.

2.2.3.1.2 BWR

The boiling water reactors which generates steam
directly within the reactor core operate at a lower system
pressure than the pressurized water reactors. For example,
Dresden 1 Station of the Commonwealth Edison Company gener-
ates primary steam at 1000 psia.

The BWR RCS system pressures during a severe accident
differs considerably from the PWR RCS pressures. The BWR
automatic depressurization system (ADS) which employs pres-
sure relief valves for steam discharge to the pressure sup-
pression pool is used to reduce the RCS pressure so that
flow from the low-pressure ECC systems can operate suc-
cessfully. When the ADS functions successfully the RCS
pressure during the core-degradation period is relatively
low (< 300 psia).

A high RCS pressure transient accident sequence (such as
TQUX) is possible should the ADS system fail. The safety
relief valves will operate for pressure relief and will open
when the RCS pressure exceeds 70 to 90 psi above the rated
operating pressure and close when the pressure falls to a
preset pressure of 35 to 55 psi below the pressure switch
setpoint. Intermediate RCS pressure accident sequences are
possible when the ADS fails for sequences involving a small
break S QUX) or a stuck open relief valve(S OUX andi 2
(TPQUX).
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2.2.3.2 RCS Fluid Flcw

2.2.3.2.1 RCS Fluid Flow Rates |

The RCS fluid flow rates during the course of a severe ,

accident will vary from high to low and include single-phase
liquid, single-phase gas and two-phase flows. The flow
rates can be broken down into six specific time periods as
follows for easier examination.

|

1. From accident initiation to the time of core
uncovering.

2. From the time of core uncovering to the metal-water
reaction ignition time.

!

3. From the metal-water reaction ignition time to the |
'

time of the first significant mult-water inter-

action.

4. From the time of the first significant melt-water
interaction to the time of relatively slow transient'

lower plenum boiling rates.

5. From the time of relatively slow transient lower
plenum boiling rates to the time of vessel rupture.

6. From the time of vessel rupture to the time of com-
plete depressurization.

2.2.3.2.1.1 Time Period 1

Time period 1 includes the time from the accident ini-
tiation to the time of core uncovering. During this period
the RCS flow rates can be very high and all single and
two-phase flow regimes are possible. Flow modeling through
this period of time is very complex and accurate calcu-
lations require computer programs like TRAC and RE. LAP. The
flow calculations during this period should use TRAC /RELAP
results as input to MELCOR. Period 1 is important mainly to

initialize the code for period 2. The important fission
product release processes do not begin until after the core
begins to uncover.

2.2.3.2.1.2 Time Periods 2 and 3 ,

These periods include the time from the core uncovering
to the time of significant melt-water interaction. These

periods can be characterized as relatively easy to model in
terms of the RCS flow rates and important in terms of fis-
sion product release to the containment. In contrast,

period 4 will be relatively difficult to model even though
it is important in terms of fission product release also.
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2.2.3.2.1.2.1 PWR

The RCS flow rate during periods 2 and 3 can be charac-
terized by the break flow rates as determined by the MARCH
code. These break flow rates are shown in Figures 2.2.312
and 2.2.3-3 for a series of small and intermediate break
(Si and S2) LOCA sequences with injection (D) and recir-
culation (H) failures, respectively. Figures 2.2.3-2 and
2.2.3-3 show higher break flow rates for period 2 than
period 3, higher flow rate ranges for the larger break acci-
dents, and the injection failure sequences have higher flow
rates than the recirculation failure sequences. For 1/2 and
1 inch small break-injection failure accident sequences, the
RCS pressure was high enough to involve pressure relief by
means of the safety relief valves. In these sequences, the
totals of the relief valve and break flow rates are shown as
dashed curves in the left side of the Figure 2.2.3-2. The
RCS flow rates for the TMLB' accident sequence calculated by
MARCH are 750 to 3000 and 550 to 750 lbm/ min for periods 2
and 3, respectively.

Transient and possibly even LOCA sequences containing
the letter K (TKQ, TKMU, TKML, S K) involve theS K, andt 2
total failure or the partial failure and belated response of
the reactor's protection systems. These sequences can
entail a critical and partially uncovered core operating at
power during the critical time interval. Some risk assess-
ments estimate that this power is about 30 percent of normal
core power (F. T. Harper et al. 1982). This power level can
produce steam in the range of 100,000 to 160,000 lbm/ min,
which must exit the RCS system through either a break or a
relief valve.

Steam condensation in the steam generators due to either
the main or auxiliary feedwate: or water tapped in the sec-
ondary side of the steam generators can be an important heat
removal mechanism for the RCS. This condensation which will
flow back towards the reactor vessel in both the hot and
cold legs of the RCS due to gravity can create two-phase
flow regimes both cocurrent and countercurrent which can
greatly effect fission product release to the containment.
The possible two-phase flow regimes which can exist depends
upon the amount of condensation occurring, the total break
steam flow rate and the distribution of the break flow
through the broken and intact loops.

2.2-23



.

1os , , ,, ,

I I 1. 3 | | | | BREAK i

| | | | | | 1 1 FLOWS j

I | | I | -- BRE AK PLUS |
| | | I | 1 I l RELIEF VALVEI | g

i I I I | FLOWSI | g
I 1 1 I I | !

| I I i i l |
'

I
g

I | | | || '1

1s I i
I |

I I [

|
8 -

i104 - | | 1 | |

! I |
I

I I I PERIOD 2

| | ) g|
| |

FLOW RATEE |
RANGE| | g g gE g g

| | 3 I |
l I l If, ~~Ts |g

I
,

i
I |

,<
E

||! ' '
I i= i

I
3 1 I | g PERIOD 3

;
8 1 | | I FLOW RATEi -

6 |1o l | | RANGE
-

1 | |
g g |I I I

W" l I i g I | |
.

1 |I i 1 | |I 1f I I | | |
.,

'

I I I II I II I I | 1 |
1 I 1 | | | ||*

1 1 I I I| | 3

1 " ~ l4," !s"!6"|11/2" !2"|1/2" 3 DIAMETER1"
, ,

to-3 10-8 to-i
2BREAK ARE A (f t }

4

Figure 2.2.3-2. RCS Periods 2 and 3 Fluid Loss Rates for
Injection (D) Failure Small and Inter-
mediate Break-Accident Sequences

2.2-24

1

- -. . - . . . - - ,. - - ., __ ,



l

,

105 i '8 T I I' I II I i 1 i I |1 1 I I I I |1 I | | 1 | gI g i I I |
| 1 I | I I

| | || |1 - BREAKI
l I | | i FLOWSg g
I i | 1 I:I I I I I I |3 I | 1 | | |3 I | | 1 I

!
g4 I I I i 110 - g-

! | | | |i
1 I I

I | | i i i i
E | | | | 1 | |
$ l 1 I I I I I

$ ! ! !IE I | PERIOD 2', i

g | |
1 1 8 | FLOW RATE

I I RANGEO g i I
g

108 ' I--

| |
F i

g PERIOD 3
| 1

*

g g g | FLOW RATE
g | | | | l RANGE
I I i I i l
1 1 | | 8 | 1
8

1 I I I |
| | 1 I I

| |
1 1 I
8 ' ' I | 3

I I I I

|1" , | 1-1/2 " 2" 13" 14," 15" 16" DIAMETER

10-3 10-2 10 "
tBREAK AREA (f t )

Figure 2.2.3-3. RCO Periods 2 and 3 Fluid Loss Rates for
Recirculation Failure (H) Small and Inter-
mediate Break-Accident Sequences

2.2-25

- . . - _ _ - _ - - - - _ _ . . _ - - . _ . . _ - ._. _ ._-- . - - - . . . .



|

Tho distribution of tha break flow through the broken
and intact RCS loops during periods 2 and 3 depends upon the
break location and the amount and location of liquid water
in the loops from the steam generator condensation. The
flow distribution as a function of break location is shown
in Figure 2.2.3-4 and Table 2.2.3-1. Seven possible break
locations are shown in Figure 2.2.3-4 as follows:

Bl. Hot leg break close to the reactor-vessel. o

|

B2. Hot leg break close to the steam generator. |

|
B3. Steam generator tube rupture at the tubes i

midpoint.

B4. Cold leg break close to the-steam generators. |

B5. Cold leg break at the midpoint between the main ,

'circulation pump and the steam generator (lowest
elevation in the loop).

B6. Cold leg break close to the main circulation pump
between the reactor vessel and the pump.

B7. Cold leg break close to the reactor vessel.

During a LOCA, steam formed by blow down and boil off will
leave the upper head of the reactor vessel through the hot
leg piping of the broken loop and exit t,he RCS directly at
the break. Also, a portion of the steam can leave the upp ;
head of the reactor vessel through the remaining intact loop
and could eventually reach the break by a less direct
route. After passing through the intact loops, steam will
reenter the reactor vessel and the downcomer and flow on to
the break via the cold leg and steam generator of the broken
loop. These indirect paths to the break can offer greater
flow resistance than the direct path depending upon the
break location in the RCS loop. The portion of the' break
steam flow flowing through the intact loops depends upon the
break location and the amount and location of liquid water
in the loops. The steam flow distribution for a case of no
liquid water in any of the loops (implies that the steam
generators are not condensing steam) is shown in
Table 2.2.3-1. Table 2.2.3-1 shows the approximate ratios
of the steam flowing in the intact loops to the steam flow-
ing in the broken loop as measured in the hot leg piping
where the steam exits the reactor vessel. The ratios are
listed for the three PWR plant designs, i.e., Westinghouse,
Combustion Engineering, and Babcock and Wilcox. The
Westinghouse design has four RCS loops which lets the ratio
be greater than one for cold leg breaks close to the reactor
vessel. The Combustion Engineering and Babcock and Wilcox
designs each have two RCS loops which limit the ratio to a
maximum of one.
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Table 2.2.3-1

Approximate Intact-To-Break Loop Steam Flow Ratios-

a

Break Locatio$i

RCS Desian. B1 B2 B3 R4_ B5 B_6_ B.7,

- Westinghouse 1/3 1/2 3/5 2/3 1 1 2/5 2

Combustion f

. Engineering 1/5 1/3 3/8 2/5 2/3 9/10 1
i

Babcock &'Wilcox 1/5 1/2 3/5 2/3 3/4 9/10 1'

,

.t

|
|

Liquid water in the RCS loops can greatly alter the flow I
|resistance. The water can be present in the loops either by

condensation of steam in the steam generator or by ECC
injection into either the' hot or cold piping. Steam gen-
erator . condensate could fill the cold leg pipes between the-

.

main circulation pumps and the steam generators. These
i pipes have the lowest elevation in the loops. During
l' periods 2 and 3, the.RCS loop steam flow rates might not be
| high enough to pass through this liquid region. In this
i case the intact loop flow rates will be . small relative to
: the broken loop flow. In this case, a significant amount of

steam can still convect to the steam generators of the
intact loops by means of natural convection. After hydrogen

,
'

gas has accumulated in the intact loops during period 3, a
i diffusion of steam through hydrogen gas in the intact loops
| will be established,

2.2.3.2.1.2.2 Rj[R
'

:

The BWR period 2 and 3 break flow rates will be somewhat
lower than the PWR rates due to the~1ower RCS pressures. If
the ADS operates successfully, then the break. flow will be

! . driven by a relatively low pressure dif f erentia1 ' and if the
ADS fails as in the transient sequence TOUX, the relief<

valve operating' pressure will maintain a pressure consider-
ably ~ lower than the P*dR transient pressure. The highest
steam flow rates will _ occur when the core is operating at

! some levh1 of fission power, i .e. , in sequences -(S CH and1
TCH) that entail failure of the reactor protection system.

Formation of condensate as a result of natural convec-
tion of the steam to the condensers, can occur if the steam

'
1

l
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line isolation valves fail on at least one steam line. How-
ever, the condensate will remain in the condensers because of
the geometry of the hot leg piping and the condensers. As a
consequence, the only significant liquid flow rates during
periods 2 and 3 will depend upon feedwater flow or flow in
the recirculation loops that may be possible for sequences
such as S CH and "0H.1

Possible BF :eak locations include the hot leg pipes
from the react < assel to the steam turbine, the cold leg
pipes from the $ denser to the reactor vessels, and the
recirculation loop piping. If the hot and cold leg iso-
lation valves function successfully then the accident will
be limited and contained within the containment building
which will exclude the turbine / condenser unit.

The RCS flow will be primarily limited to the piping
which contains the break. The exceptions will be sequences
S CH and TCH which will have a hot leg steam flow to the1
turbines and a feedwater flow in the cold leg and sequences
which include the failure to isolate one or more of the hot
leg pipes. If the hot legs are not isolated, a natural con-
vection flow to the condenser might be established.

2.2.3.2.1.3 Time Period 4

Time period 4 includes the time from the time of the
first significant melt-water interaction to the time of rel-
atively slow transient lower plenum boiling rates. During
core degradation, structural collapse will allow some or all
of the 'high temperature core material to enter the lower
vessel head. The melt-water geometry in the lower head
which determines the interfacial area available for both
heat transfer and for metal . water oxidation reactions
strongly influences the subsequent events. The initial
events during period 4 will be highly transient if not
explosive.

The RCS steam flow rates during the highly transient and
possibly explosive events will be very high and can carry
water and solid particles from the lower plenum into the RCS
loops. Fission fragments already deposited into the RCS
loops could be picked up by the flows and transported else-
where. In the case of a steam explosion, new RCS ruptures or
breaks are possible.

The time to evaporate the interstitial water between the
fragmented debris particles can be used to get a handle on
the possible flow rates. As discussed in reference
(NUREG/CR-1988 December 1981), the interstitial water will
be boiled away in seconds or fractions of seconds producing
very high steam flow rates. The interstitial water for a
TMLB' accident sequence was calculated to vary from 4645 to
11,443 lbm depending upon the system precsure and a fluid
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volume fraction of 35 to 40' percent. The tima to evaporate
- this water depends on the particle size (or diameter) and is
listed in the above reference (page A-26, Table A.3.2-2).
Table 2.2.3-2 lists the flow rates calculated from this
data. ' Table 2.2.3-3 lists the MARCH calculated lower plenum

: water masses at the beginning of period 4 for several acci-
dent sequences.

! The flow rates in Table 2.2.3-2 vary from 20 to 2300
; times as large as the largest flow shown in Figures 2.2.3-2

and 2.2.3-3 for time periods 2 and 3. The transient flows'

will be relatively difficult to model in the RCS loops but;

|
can be quite important.

t-

j 2.2.3.2.1.4 Time Period 5

5 Time period 5 includes the time from the time of rela- |
! tively-slow transient lower plenum boiling rates to the time
!' of vessel rupture. If the core debris can essentially
i quench without boiling away all of the lower plenum water,

then RCS flows could become relatively stable again before
y
~

vessel rupture.
t

: For example, the TMLB' sequence decay heat power at
j beginning of time period 4 is about 1.3 x 108 Btu /hr and

]
will produce steam at the rate of 6200 lbm/ min.

i- 2.2.3.2.1.5 Time Period 6

This time period includes the time from vessel rupture
,

.
to the time of complete RCS depressurization. This time

!' period will be characterized by an RCS depressurization - ,

through the vessel rupture in the lower plenum as well as,

the original break. In the case of a transient accident
!, sequence, the depressurization will be through the vessel
! rupture'alone and the RCS loops will depressurize back into

the reactor vessel.j

! The RCS loop flows will be directly related to the RCS
| pressure which will' range from the pressure at the time of'

vessel rupture to the pressure of the containment. The RCS
pressure at the beginning of period 6 will range from a lowi

pressure associated with a large-break sequence to the high
pressure of a transient sequence. The pressure at the ves-

i sel rupture, even in a large-break sequence, will have been l

l' increased by the rapid boil off of lower plenum water during
! periods 4 and 5 and there could still be water remaining in

the lower plenum during period 6 to boil off and contribute
~

'

to the system pressure.
!

: The depressurization of the RCS through the vessel rup- |

ture will be complicated by the presence of water and core1

| debris which will also exit- the vessel through the rupture.*

.

!
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Table 2.2.3-2

. Interstitial Water Evaporation Rates, LBM/ MIN

Water Particle Diameter
Mass. Ibn Imm Smm 25mm 50mm

11,443 1.4 x 107 2.6 x 106 5.2 x 105 2.6 x 105

4.645 2.8 x 107 5.6 x 106 1,1 x 106 5.7 x 105

Table 2.2.3-3

Lower Plenum Water Remaining at Eeginning of Period 4
(Calculated By March)

Secuence L.P. Water Mass. Ibm

SD 1/2 inch break 62,6802
<

SD 1 inch break 63,2002

SD 1 1/2 inch break 65,9302

I SD 2 inch break 67,2302

SD 3 inch break 68,8901

SD 4 inch break 68,2401

SD 5 inch break 66,9501

SD 6 inch break 69,5201.

SH 1 inch break 67,7202

SH 1 1/2 inch break 74,3602

SH 2 inch break 82,5502

SH 3 inch break 89,5401

SH 4 inch break '90.990
'

1

SH 5 inch break 90.9301

SH 6 inch break 89,6701

TMLB' 58,230

I
i
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!

!.

This flow will be dependent upon the location, type, and
size of vossel. rupture and geometry of the core debris. !

- The flow rates through.the RCS loops during period 6 can
be as high as the flow rates of periods 2 and 3 but not as
high as the transients rates of period 4. The RCS loop flow '

.

distribution will be similar to the distribution discussed
- for periods 2 and 3 with the. exceptions of when the vessel

| rupture leak rate is considerably higher thao the break leak i

rate (transient or small break sizes) and the RCS loops
,

depressurize back into the reactor vessel and when the lower
,

plenum water level is below the down comer exit so that the
J steam flow may go up the down comer to the cold legs as well

'

: as up the core region.
i,

f 2.2.3.2.2 RCS Fluid Flow Realmes
<

i RCS fluid flow regimes include single and two-phase
flow, horizontal and ' vertical flow, counter and cocurrent |

'

flow, : critical and noncritical flow, forced and natural ;
'

t
! flow, laminar and turbulent flow, and steam diffusion flow

through noncondensible gas. Two-phase flow. regimes could
;

; include' stratified, annular, wavy, dispersed droplet, churn,
j slug, plug, and bubbly regimes. Gas flow (whether single or

two phase) can be a mixture of steam and noncondensible !.

gases (in particular, hydrogen gas).and can transport solid:

i particles. This section will examine these flow regimes for I

each of the six time periods,'

t i
'

2.2.3.2.2.1 Time Period 1 .

During time period 1, the possible. flow regimes in the >

RCS = components could , include the full range possible from. .

,

single-phase liquid flow to single-phase gas flow. Acci- |
L

j dents involving intermediate or large breaks will be highly
~

]- transient and difficult to model.
;-

) 2.2.3.2.2.2 Time Periods 2 and 3 i

|- ,

! 2.2.3.2.2.2.1 EMR
, .

I
,

I During time periods 2 and 3.- the possible flow regimes
! in the PWR-RCS components will include most of the possible

single and two-phase flow regimes. Only the low void f rac-'

. tion regimes, (i.e., plug, bubbly, single-phase liquid) will
normally be missing. However, sequences involving partial!

i ECC'auccess~could include these as well. !

.

Single-phase gas flow through the RCS loops will occur
during. periods ^ 2 and 3 if the steam' generators become 'com-

|. pletely ineffective in regards to condensing steam. The
!
; ;

ij

i
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primary system water level during these time periods is
already below the top of the core which means the RCS loops
are essentially dry with the possible exception of the
circulation pump well between the pump and the steam gener-
ator on the cold leg. Therefore, without steam generator
condensate, the RCS loop flows are single phase (primarily
steam and hydrogen) and the loop flow distributions are as
shown in Table 2.2.3-1 of Section 2.2.3.2.1.2.1. The
single-phase flow will be predominantly turbulent but could
be laminar in the steam generator tubes at low flow rates or
in a RCS loop convecting by natural circulation. The gas
flows could carry particulates including fission products
into the RCS components particularly at the higher flow
rates.

The two-phase flow regimes can involve either coeurrent
or countercurrent flows and either horizontal or vertical
directions. The horizontal two-phase flow will occur pri-
marily'in the hot leg piping of the W and CE plant designs
where steam generator condensate will flow from the steam
generator back to the reactor vessel. The hot leg two-phase

! flow will usually be countercurrent. Horizontal cocurrent
flow can occur in the cold leg pipes when flow through the
intact loops is possible or when the break is in the cold
leg between the vessel and the pump. In the BW design, all
condensate will flow by gravitational force to the cold leg
piping leaving the hot leg pipe in a single-phase flow con-
dition. The vertical two-phase flow in both cocurrent and,

| countercurrent flows will occur in the steam generators.
| For example, with the W design and a cold leg break,
j countercurrent flow will occur in the hot leg side of the
| U-tubes and cocurrent flow in the cold leg side.

| Both forced and natural two-phase flows can occur in the
| RCS loops. Forced flow occurs anytime there is a direct
| flow path between the reactor vessel and the break. Natural

flow can occur in a RCS loop when the cold leg of that loop
has been effectively plugged by condensate from the steam
generators. In these loops, steam will flow to the steam
generators due to the differential pressure between the
reactor vessel and the steam generator caused by the con-
densation. During period 3, the hydrogen gas produced by
the metal-water reactions in the core will flow into the RCS
loops and act to restrict the natural convection flow. As
the hydrogen gas flows into the loops, a diffusion process
of steam diffusing through hydrogen could be established.

During time periods 2 and 3, the break flows (or relief
value flows) will be in a critical flow condition except
possibly in the large-break sequences. The critical break
flow could be either single or two-phase flows.

2.2-33



_____ _ _ _ _ _ _ - _ _ _ _ _ _ _ _____________ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

The possible two-phase flow regimes which could cccur in
the RCS loops given the small and intermediate break
sequence (SD and SH) flow rates of Section 2.2.3.2.1.2 are
shown with flow pattern maps for horizontal flow in
Figures 2.2.3-5 and 2.2.3-6 and for vertical flow in
Figures 2.2.3-7 and 2.2.3-8 for periods 2 and 3.
respectively. The maximum flow parameters, gas and liquid,
were calculated assuming that the total break flow was flow-
ing through a RCS component as a gas and as a liquid. The
minimum gas flows were based upon the break flow and the
possible RCS distributions, the minimum liquid flows were
considered zero, i.e., the range of steam generator con-
densate can go from zero to the total gas flow. The large
cross hashed area in Figures 2.2.3-5 through 2.2.3-8 were
calculated assuming flow in a one foot diameter pipe and the
dotted area in the lower corner of Figures 2.2.3-7 and
2.2.3-8 were calculated for a typical Westinghouse steam
generator.

The possible horizontal flow regimes shown in
Figures 2.2.3-5 and 2.2.3-6 include stratified, wavy, annu-
lar, slug, and dispersed droplet. The possible vertical
flow regimes shown in Figures 2.2.3-7 and 2.2.3-8 include
annular and churn for the RCS piping and churn for the steam
generators. The bubbly and plug flow regimes could still be
possible in the pump cavity of the cold legs when those cav-
ities become full of steam generator condensate.

The high flow rates associated with the failure of the
reactor protection systems sequences, K, will result in
either annular or annular-dispersed droplet flow regimes.
The flow regimes for the transient sequences (TMLB') are the
same as the regimes in Figures 2.2.3-5 through 2.2.3-8 for

the SD and SH sequences.

A void fraction correlation for turbulent gas and
turbulent liquid annular flow was used to calculate a
minimum void fraction in a one foot diameter pipe for

period 2 and 3. The results and the correlation are shown
in Table 2.2.3-4 as a function of the accident sequence.
The minimum void fractions calculated were 0.87 and 0.91 for
periods 2 and 3 respectively.

2.2.3.2.2.2.2 BWR

The BWR flow regimes for flow rates discussed in
Section 2.2.3.2.1.2.2 will be predominately single-phase gas
flows with either turbulent or laminar flow regimes
possible. The only significant liquid or two-phase flow
regimes during periods 2 and 3 will depend upon feedwater
flow or flow in the recirculation loops that may be possible
f or sequences such as S Cil and TCil.1
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Table 2.2.3 4

Minimum Void Fraction *

Break Time Time
Sequence Diameter, in. Period 2 Period 3

5D 1/2 0.88 0.912

SD 1 0.88 0.922

'SD 1 1/2 0.89 0.922

SD 2 0.90 0.932

SD 3 0.91 0.951

SD 4 0.92 0.961

SD 5 O.92 0.971

SD 6 0.93 0.971

......__ ...__ .... ___....................... . .....____.._

SH 1 0.89 0.922

SH 1 1/2 0.91 0.942

SH 2 0.92 0.952

SH 3 0.94 0.971

SH 4 0.95 0.981
*

SH 5 0.96 0.981

SH 6 0.96 0.961

....... _ ........................_____ ......... ........

TMLB' 0.87 0.91-

2
(1-a)2 f1+75 (1.all # Sf f,

"

"5/2 2
#g $g

(Reference: G. B. Wallis, "One-Dimensional Two-Phase Flow."
McGraw-Hill. 1969, Page 325.)

<
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,

2.2.3.2.2.3 Tine Period'4

The flow rates during time period 4 will be highly tran-'

' sient if not explosive. If flow regimes were predicted
based upon ' the flow rates of Table 2.2.3-2 and the flow

,

n pattern map in Figure 2.2.3-5 through 2.2.3-8 the regimes
' would be either- annular or annular-dispersed droplet.
| However, the transient nature of the period 4 steam flows
| . could carry. water and solid particles from the lower' plenum

to the RCS loops. -More understanding of period 4 phenomena
,

! will be needed before the flow regimes can be accurately I

L defined.

2.2.3.2.2.4 Time Period 5 ,

|
The flow regimes of period 5 will be similar.to the flowi

regimes of period 2. The regimes will probably be annular' -

- with stratified a possibility. -

2.2.3.2.2.5 Time Period 6
, .

,

The flow regimes of period 6 will'be similar to the flow.

i regimes of periods 2 and 3. Towards the end of the depres-
surization as the flow rates go to zero, the flow regimes'

!. will. probably be either single-phase gas or horizontal-
'

t' stratified and vertical churn.
t

i- 2.2.'3.2.3 RCS' Heat Transfer

2.2.3.2.3.1 Component Surface Heat Transfer
4

Surface heat transfer by conduction will occur through-
~

! out the RCS loops. Wall surface temperatures will initially
be -at the operating temperature of the component and will'

cool' as the system depressurizes. The temperature will
;

i increase again .-for components . subject to the hot upper
|; plenum gases during core -. meltdown. The heat transfer rates

and' surface' temperatures can effect the'RCS flow regimes and-
! fission ~ product processes,
i

i - 2.2.3.2.3.2 Convective Heat Transfer Coefficients ,

..

;

[- The convective' heat . transfer coefficients will be a
'

function of the system pressure, fluid temperatures. and;.
| flow ; regimes present' in each RCS ' components. .The system

L pressure and - flow regimes have already been discussed. .The
liquid fluid temperatures will be close to saturation except.
for ECC flows. The gas fluid temperatures will range from"

saturation to'the highly superheated steam / hydrogen gases of,

the' upper plenum during core meltdown.,

!
'j.

Y

[
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2.2.3.2.3.3 Fluid Couponont to Fluid Component Two-Phase
Heat Transfer

Heat transfer from one fluid component to another will
occur whenever the components are not at the same temper-

,

ature. For example, at the hot leg vessel exit, high
temperature upper plenum gases could be flowing counter-
current to water at the saturation temperature. In this
situation, the fluid component heat transfer is quite
important and will result in a surface evaporation of the
water component. Fluid component phase change is also an
important phenomena.

1

.
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2.2.4 RCS MODELS

2.2.4.1 Component Models

2.2.4.1.1 PWR

2.2.4.1.1.1 Primary System Flow Models

Fluid flow models for the PWR-RCS loop flows will need
to include virtually all the possible single and two-phase
flow regimes. The single-phase flows include both gas and
liquid flows. Two-phase flows occur during time period 1 as
the RCS loops void from fluid loss, during time period 4
when water could be expelled from the vessel, and during the
other time periods from condensation occurring in the
loops. Steam condensation in the loops is caused in the
steam generator by heat transfer to the secondary system and
in the other loop components by heat transfer to the com-
ponent surfaces. Steam generator condensation, when occur-
ring, is dominant over the surface condensation.

When two-phase flow exists, both coeurrent and counter-
current flow configurations are possible. The predominant
component two-phase flow configurations for the three PWR
plant designs are shown in Table 2.2.4-1 for each of major
RCS loop components. Countercurrent flow configurations are
shown for the hot leg piping and the steam generators of the
Westinghouse and Combustion Engineering designs. The
countercurrent flow consists of vapor flow through the hot
leg pipes to the steam generators and condensate flow in the
hot leg pipes by gravitational force from the steam gener-
ators.back to the reactor vessel. In the Babcock and Wilcox
design, the hog leg pipes enter the steam generators at the
top so tha't all the steam generator condensate must flow
downward to the cold leg pipes.

The RCS loop components involve both horizontal and'

vertical flows depending upon the specific component and
plant design. The horizontal and vertical flow geometries
are shown in Table 2.2.4-2. The hot leg piping is hori-
zontal except for the vertical section in the BW design.
The cold legs all centain vertical sections in the pump
cavity wells between the pumps and the steam generators.
The steam generators are vertical except for the top of the
U-tubes. The pumps act as an elbow and a flow resistance in
the cold leg.

The possible two-phase flow regimes are shown in
Table 2.2.4-3 as a function of the RCS loop component, the
accident time period, and the plant design. Figures 2.2.4-1

,

and 2.2.4-2 illustrate vertical and horizontal flow
regimes.
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Table 2.2.4-1 ;

Predominant Component Two-Phase Flow Configurations

Loop Component

Plant Time Hot Leg Cold Leg Steam
Desian Period Pipe Pipe Generator Pump

Westinghouse 1 Co Co Co Co
and
Combustion
Engineering 2 Counter Co Co/Countet Co

3 Counter Co Co/ Counter Co

4 Co Co Co Co

5 Counter Co Co/ Counter Co
,

6 Co/ Counter Co Co/ Counter Co

1 Co Co Co Co.

Babcock 2 - Co Co Co
and 3 - Co Co Co
Wilcox 4 Co Co Co Co

5 - Co Co Co
*~

/ 6 Co Co Co-

,,

l '

s

Co - Cocurrent Flow

Counter-Countercurrent Flow

,

E

g
o

E
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Table 2. 2.4-2

Loop Component Flow Geometry

Plant Hot Leg Cold Leg Steam
Desion Pipe Pipe Generator Pump

Westinghouse Horizontal Horizontal Vertical Horizontal
& Vertical & Vertical
(3)* (3) (1)

.

Combustion Horizontal Horizontal Vertical Horizontal
Engineering & Vertical & Vertical

(3) (3) (1)

Babcock Horizontal Horizontal Vertical Horizontal
& Wilcox & Vertical & Vertical & Vertical

(3) (3) (3) (1)

* The number of flow direction changes

.

6

/

,

4
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Table 2.2.4-3

Loop Component Two-Phase Flow Regimes

Loop Component'-

Plant Time Hot Leg Cold Leg Steam
Desian Period Pipe Pipe Generator Pump

Westinghouse 1 All All All All
and
Combustion
Engineering 2.3 Stratified

Wavy All Churn All
Slug
Annular
Dispersed

4 Annular
Explosive
Fast Transient
Particulate

5,6 Stratified
Wavy All Churn All
Slug
Annular
Dispersed

1 All All All All
Babcock
and
Wilcox

2.3 - All Churn All

~4 Annular
Explosive
Fast Transient
Particulate

-s

5,6 - All Churn All

2.2-45

. . _ _ _ - _ -



r

.

*-.. r.. .
. .. .

O. .g e .<.4
- - -

. . . . . '

... .

. e *

'0 ' jj$, l.;-
':.

- ..

. d.- :i' . -d..
.h

- ~

: 95;-
. -

,.'
: 'W

.'' S -iQ *
-

- .

f .' : ,O'.
* * ''

y .i ..
- ]|:,

4. .-
s'.'JW 4. ( Q, .i

.
~

:- ;
. . g ;'.:

-

tr. ..: -

' iib .n. ,''' % ,

i .G. . W....g~.$ -
. . . . .

. q.,f: ' ..g .. - : ,-
.

..

:. . - e
.

-

: .

. .

q
-

.
< . . ;, .._; .c.? ,. t 0. . 1 . . - : .. . .e

.

.,
* .

n) . a;ntu..,
-

' "-
.. .

t!g'{-n,y -
- * ,

.~ 9 ' e - '

:. .. . .

. y:4&. .- ~.y ;

.: - ... n
. .

o. .

.

'

.. -.* o' 3 .
*

s .g '

. $,,(* .'' ,'.
} f[i,j.t .

..

,' ,U'.; .[ #'s-
' ...''

O. 'i*.=
.

, . , . . . . .

... , ... e, ,. ~.-,
...

.

.

3.*I-( |k h 'i'*'
' :f ... ".2,

Subbt'y Slug Churn Wispy annutar Annutar

r-
!
!

| Figure 2.2.4-1. Vertical Flow Patterns
i

!

!

e

>

f

|
!

|
|
|

2.2-46

f
'

. _ _ _ _ _ __



h_ib,rbbr. .. -

<

Bubbly

Plug

9 /____.......
\ w-:.- ..-- -

Stratified

Wavy

_.. . .

] :.k'h5* '

V . ...

Slug

::.--_ y

Y , $$- - -

Annular

Figure 2.2.4-2. Horizontal Flow Patterns

|

I

2.2-47

_ _ _ _ - . _ _ -



During tii::o pariod 1. ' ll two-phase flow regimes areo
possible from single-phase liquid to single-phase gas. Flow
models through this time period are very complex and accu-
rate calculations require computer programs like TRAC and
RELAP.

During periods 2, 3, 5, and 6, the hot leg pipe flow
regimes will involve the high void fraction horizontal
regimes (plug and bubbly flows require relatively low void
fractions). In the BW design, the hot leg pipe flow is basi-
cally simple phase gas. The cold leg pipes involve both
horizontal and vertical flow and will involve high void
fraction regimes at locations of high eleration and can
involve low void fraction regimes (or even single-phase
liquid) in the pump cavity well. The steam generator flows
will be in the vertical-churn regime as shown in
Figures 2.2.3-6 and 2.2.3-7. The pump flow regimes will
basically be the same as the cold leg regimes.

The flow regimes during time period 4 are highly
transient, if not explosive, and will be difficult to

.model. To accurately calculate the flow during this time
will require _ a complex program similar to TRAC or RELAP.
There may be some possibility of using TRAC or RELAP to
develop models for time period 4.

The steam flows can carry water and solid particles from
the lower plenum into the RCS loops. If the time period 4
f!nw rates are nonerolosive such that the RCS flow reoimes
are definable, then the regimes would be of the annular or
dispersed annular type.

The RCS loops flows will be forced except when a loop is
blocked by water in the pump cavity well. When a loop is
blocked, a natural convection flow to the steam generator
can be established. A natural convection flow can involve
steam diffusion through hydrogen.

Turbulent flows will be predominant throughout the RCS
loops. However, laminar flows could occur in forced flow
through a steam generator at low rates (due to high cross-
sectional flow areas), in a natural convection flow, or
possibly in a liquid film flow.

! ' Critical flows could involve either single or two-phase
flows. The break flow will be critical except possibly the
low flows associated with large-break sequences during time
period 2, and 3, or the low flows toward the end of time
period 6. During period 4, critical flows could be estab-
11shed throughout the RCS loops under the possible explosive
conditions.
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2.2.4.1.1.2 Relief Line and Quench Tank
Gas escaping to the relief line experiences a large i'

pressure drop on passage through the relief valve. The'

pressure drop is from the primary system pressure (~2550
psia) to quench tank pressure (< 150 psia) for a pressure
differential of the order of 2300 to 2400 psi. The adi-,

abatic expansion cooling will produce steam condensation in
the relief line except possibly during time periods 3 and 4,

when the relief valve flow gas temperature can be higher.

than 1500*F.
4

! For example, a gas at 1500*F and 2500 psia will have an
entropy-of 1.7116 Btu /lbm/*R and will have to expand isen-
tropically down to 31 psia for condensation . to begin. For

'

nonisentropic expansion, the tank pressure will have to be
even lower. The quench tank pressure can very likely be,

higher than this during period 3 implying that superheated'

i flow is possible.

'
The relief line and quench tank condensation will wet

the surfaces affording good possibilities of fission product
trapping on the surfaces. In addition, scrubbing of the
exit gases in the quench tank can further attenuate fission
product release to the containment.4

2-2.4.1.1.3 Surface Heat Transfer
S

e Conduction he:t tr:n f:5 Ot:urs throughout-the RCS loop
components. Surface heat transfer and surface temperatures
can be important to the fluid flow regimes and fission prod-
uct processes. Lumped parameter or finite difference models
can be us~ed to model the conductive heat transfer.

*

The lumped heat capacity model, for example, models sys-
tems which can be considered uniform in temperature. In
general, the smaller the physical size of the body, the more
realistic the assumption of a uniform temperature throughout
the body and also when the outside convection heat transfer
resistance is dominant over the body conduction resistance.
Another example of a . lumped parameter model is a mode' that
uses an analytical solution for a steady state temperature
distribution and treats the time-dependent solution as a
perturbation.

A finite difference model (one or more dimensions)
-

divides the region to be modeled into a finite mech. *

Although the accuracy of the treatment is a function of both-
the mesh size and the temperature gradient, finite dif-
ference models can be used to treat a wide variety of
boundary conditions and rapid transients. 'These models can
also be formulated implicitly in space and time.
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The level =of treatment of the two models varios from low
to high. The lumped-parameter model provides a low to
medium level depending on the geometric detail treated. The
finite difference model provides a level of treatmest that
varies from low to high depending upon the dimensio'ns
represented and the calculational mesh size.

A one-dimensional finite difference model should be
adequate for RCS loop components with relatively uniform
geometry such as a pipe, steam generator tube or a vessel
wall. A component such as a circulation pump rotor which
has a considerable more complex geometry would probably. do

,

well with a lumped parameter, time-dependent model.

2.2.4.1.1.4 Secondary System

A secondary system model will be needed to establish the ,

steam generator heat transfer rates and to determine fission
. product transport in the secondary system in the case of a
steam generator tube rupture. Initially relatively simple
models will suffice.

The steam generator heat transfer model will require the
,

fluid condition of the secondary side to determine the heat
transfer coefficient. The conditions needed are the water
level, water and steam temperature, secondarc system pres-

: sure, and flow velocities. If the steam generator is iso-
lated from the remainder of secondary system, the flow
velocities will be zero.

2.2.4.1.2 BWR
!

The BWR RCS loop component models will, in general, be,'

|
simpler than the PWR models. The fluid flows during time
periods 2, 3, 5 and 6 will be predominantly single-phase gas -

flows with either turbulent or laminar flow regimes pos-
;.

! sible. The fluid flows during periods 2 and 4 will be simi-
lar to the corresponding PWR flows. Wall heat transfer and
surface condensations models will also. be similar to the
corresponding PWR models. The flow paths will be primarily
from the reactor vessel to the break (or relief valve) loca-
tion and the piping not involved in the flow path will func-
tion as a steam volume.

2.2.4.2 System Models

2.2.4.2.1 System Flow Models

A separated two-phase flow model will be needed to model
the variety of flow conditions in the RCS components. The
homogeneous model, for instance, will not model the coun-
tercurrent flow situations. The separate flow model
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should include the conservation of mass, momentum, and
energy. The available separate flow models include the
drift-flux model and the multifield model.

The drift-flux model is characterized by a single momen-
tum conservation equation, but slip ratios are used to
account for velocity differences between fluid components.
In theory, a drift-flux model can be-used to treat a variety
of flow regimes including annular flow and countercurrent
flow. In practice, however, it is difficult to calculate
slip ratios for rapidly changing conditions.

The multifield model is characterized by separate mass,
momentum, and energy equations for each major fluid com-
ponent. The equations are coupled to one another through
interface equations which describe mass, momentum, and
energy exchanges between the components and the containing
wall. For example, the phase change between the liquid and
gas, the convection heat transfer between components and the
friction drag between components. This model explicitly
calculates individual component velocities and is applicable
to a wide variety of flow regimes and flow conditions
including annular flow, countercurrent flow, quenching and
flashing. In fact, the multifield model can model more than
two components at a time, for example, dispersed annular
flow with its three flowing components, liquid film, gas,
and dispersed droplets.

2.2.4.2.2 System Nodalization

The nodalization system divides the RCS into several
volumes, each of which may contain a mixture of liquid and
vapor (or single-phase liquid or vapor) and each having a
temperature and pressure of its own. Each volume conserves
mass, momentum, and energy. The TRAC and RELAP nodalization
experience may be useful in defining the MELCOR nodalization
system. In fact, the nodalization system for time period 1
should be a TRAC or RELAP system and for time period 4
should be similar.

The nodalization controlling phenomena will be different
during time periods 2, 3, 5, and 6 than during periods 1 and
4 and optimum nodalization system may be different. The
MELCOR nodalization system during time periods 2, 3, 5, and
6 should include sufficient nodes to model the following
controlling phenomena.

1. Hot leg pipe heat transfer between fluid components
and between a fluid component and the pipe surface
is important because of the large fluid component
temperature differential possible. Liquid-to-vapor
phase change may be quite important also. More than
one hot leg node may be needed,

s
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2. .The steam generator should have sufficient nodes to
I

1 . mode 1~ both sides of a U-tube design,-a steam gener-
ator tube rupture, and variations in the heat trans-
fer rates. In the case of a variable secondary
water level, a variable steam generator node may be
considered. I

l
~

3. The' cold leg pipe node model should include a node j
for each of four sections of' the pipe and a pump i

node. The cold leg pipe between the pump and a 1

steam generator will probably need three nodes to
model water blockage. Each of the three individual
sections may have a different flow regimes. From
the steam generator, the first vertical section may
be a high-void fraction regime, the next section may
then be a low-void fraction regime in horizontal
flow, and the third section may be a low-void frac-'

tion regime in vertical flow.

4. Other loop considerations will need to consider
major flow resistances, the break location, and ECC
injection locations.

5. For transient or very small break accident
sequences,~a node system for the pressurizer, relief

.

valve,. relief line, and quench tank will be needed.
The controlling phenomena for this node system will
be fission product processes.

<
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3.1.1 INTRODUCTION AND OVERVIEW

A variety of reactor containment structures, discussed
in earlier sections of this document, are currently in use,
and MELCOR can be expected to be used to model a wide vari-
ety of accident sequences in these containments. Rather
than provide specialized versions of the code for different
situations. .a flexible structure and a general purpose set
of models are recommended which can be selected and tailored
through the code input to meet the needs of a particular
task. A containment system can be divided into a number of
pieces for analysis, with the number of pieces determined by
the degree of detail or accuracy desired in the analycir.
In general, each of these pieces is different, however,

4

several generic building blocks or main components can be3

identified out of which the containment systems model can be
built up: Cells, Flow paths, Structures, a Reactor Cavity,

,

| and Engineered Safety Features. Each of these components
'

consists of a set of phenomenological models which can be
tailored to suit various situations. Some of the main com-
ponents can be further subdivided into several pieces.,

3.1.1.1 Cells

! Reactor containment systems consist of one or more physi-
i cally distinct rooms, chambers, or compartments. Most codes
! which deal with containment phenomena allow the containment
! to be modeled as a set of separate computational cells, each
; of which has its own temperature, pressure, etc. Depending
i on the problem, several physical compartments can be modeled

| as a single computational cell if their pressures, tempera-
ture, and- gas compositions are all nearly equal. However,

# for the purpose of modeling natural convection within large
compartments, codes such as RALOC, HECTR, and CONTAIN can
model a single physical compartment as a set of computa-
tional cells. When convection is the only~significant mech-
anism for transporting gases (and suspended particles and
droplets) from one cell to the next, these codes currently
provide an acceptable approach. However, within a compart-
ment there are additional transport processes that can be
important; intermixing of the constituents of adjacent cells
due to diffusion, turbulence, or fine-scale convection loops:
particle settling into lower cells: radiation transport; etc.

As a consequence, the following approach is recommended
for MELCOR I. The cell should be the primary computational
unit of the code. Within each cell the gas is assumed to be
well mixed and characterizable by a single temperature, pres-
sure, composition, etc. Since the basic code structure may
be dif ficult to change, and since some aspects (e.g., natu-
ral convection, aerosol settling) of a multicell compartment
can be readily modeled, the structure of MELCOR should be
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designed to allow several computational cells within a phys-
ical compartment; however, MELCOR I may not have all the
models needed for realistic modeling of multicell compart-
ments in all cases. For example, intercell radiation
transport may not be modeled until MELCOR II. In addition
to providing places for the addition of the needed models, |

MELCOR I should provide compartment-wide auditing of mass,
energy, etc.

In addition to the cells that are modeled in contain-
ment, the outside atmosphere needs to be taken into account.
This can be done, as in CONTAIN by treating the outside atmo-
sphere as a very large cell. However, this requires more
storage space and computational time than may be warranted.
An alternative that may be preferable is to designate cell 0
(zero) as the outside atmosphere, with composition and tem-
perature which are specified in the input, and which may
vary with time. As with any other cell, material may flow )
to and from the outside atmosphere through flow paths and iengineered safety systems, and heat may be transferred !

through the structures: however, this would not change the !

outside atmosphere conditions. Information on the amount of
material, fission products, aerosols released to the atmo-
sphere.will be available through the mass and energy account-
ing described in Section 3.1.2.3.,

3.1.1.2 Flow Paths

A second basic building block of the code is the flow
path, which provides for the transport of gases and sus-
pended particles and droplets from one cell to another.
These can vary from the simple junction or interface between
two adjacent cells in the same compartment, to more complex

| flow paths which may contain fans, filters, etc. It may be
| possible to use a single generic flow path model which can
| be specialized to handle various cases by. setting appropriate

terms to zero. However, there are several basic types of
flow paths, and it may be desirable to provide separate
generic models for each of them. The four main types of
flow-path models are: (1) parametric flow models where the
rate of flow is specified in the input: (2) pressure-driven
noninertial flow models: (3) pressure-driven inertial flow
models; and (4) special-purpose flow models such as BWR sup-
pression pools and ice condensers.

|

The flow paths can also be divided for purposes of dis-
cussion into two categories, incompartment and excompartment.,

! The incompartment flow paths connect two cells within the
same compartment and are simple interfaces between the cells.
The first three types of models can be used for these flow
paths. The excompartment flow paths pass outside of the com-
partment and may have a finite extent themselves (for exam-

i ple, a pipe between two compartments). A fan cooler removes

|
|
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air from a compartment, and can return it to the same com-
partment. Since it is not a simple interface, has a finite
extent, and to some extent lies outside the compartment, it
would be classified as an excompartment flow path. All four
types of flow models may be used for the excompartment flow
paths. The excompartment flow models could include the
effects of fans, or filters, and possibly heat transfer.

Most codes allow only one flow path between each pair of
cells. This restriction results from the indexing scheme

~

used for storing the flow-path characteristics. By a simple
change in the indexing scheme, this restriction can be
removed. With this change, an arbitrary number of flow
paths can interconnect any two cells, and a flow path such
as a fan cooler can have both ends connected to the same
cell. This flexibility is recommended for MELCOR and is

assumed in Section 3.1.2.
.

3.1.1.3 Structures

The third basic building block is the structure model,
which deals with heat (and mass) transfer within the struc-
tures (walls, etc.) in containment, and with heat and mass
transfer to and from the gas in a cell. It can also be used
for heat transfer from one cell to another. The principal
mechanisms for heat transfer from gas to the structures
include convection, conduction, and radiation. The struc-
ture model includes steam condensation and evaporation at
the structure's surface. Aerosols (particles and droplets)
can be deposited on the structure surface (by the aerosol
model), and, once deposited, can provide an insulating layer
and/or a source of heat (if they contain fission products).
The aerosols can be removed when condensed steam runs or
drips off the structure surf ace. In addition, if the struc-
ture is concrete, the water inside it can migrate to the sur-
face and be released when the concrete is heated.

3.1.1.4 Reactor Cavity

A fourth building block is the reactor cavity model which
deals with core debris release from the reactor vessel, steam
explosions, debris bed behavior, core-concrete interactions,
and related phenomena. The reactor cavity model is intended
to be used principally in the reactor cavity cell.

3.1.1.5 ESFs

The Engineered Safety Features (ESFs) are a set of build-
ing blocks consisting of containment sprays, fan coolers, ice
condensers, cell sumps, suppression pools, filtered vents,
etc. and the interconnecting fluid transfer system. In addi-
tion to dealing with the fluid transfer between parts of
ESFs, the fluid transfer system should also handle run-off

3.1-7



.

fron walls, ovsrflowing of sumps. etc. A given ESF can be
connected with more than one cell. For example, the spray
ESF can remove water from the sump in one cell and spray it
into another. Some of the ESFs such as the suppression pool
may also be classified as special-purpose flow paths since
they provide paths for the flow of gases between cells. The
ice condenser may be modeled as one or more cells, and the,

ice condenser doors as special-purpose flow paths,
i

|
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3.1.2 FLOW AND THERMODYNAMICS

This section discusses the equations governing the
thermodynamics of the cell atmosphere. These equations are
very similar, except as noted, to the equations used in the
CONTAIN and HECTR codes (and are generally similar to equa-
tions used in RELAP. CONTEMPT, and other control volume
codes). The equations used in both codes are nearly equiva-
lent, except that HECTR does not treat aerosol behavior nor
does it allow for a two-phase mixture of liquid and vapor in
the atmosphere. Most codes use the pressure drop between
cells to calculate the rate of flow from one cell to another.
The correlations relating flow to pressure drop are generally
similar, although some codes (e.g., CONTEMPT) include some
optional correlations for special purposes. MACE. in MARCH.
however, simply moves material between cells so that the
pressures equilibriate each time step. CONTAIN and HECTR
use somewhat different methods for numerically integrating
the differential equations: these are discussed at the end
of this section. The principal symbols used in this section
are listed in Table 2.1; other symbols will be defined where
they are used. Throughout. MKS units are used, and the unit
of temperature is degrees Kelvin.

Table 3.1.2-1

Definitions of Principal Variables

Symbol Units Definition

A m2 Area

Aj m2 Cross-sectional area of flow
path j

CPk J/kg K Specific heat at constant pres-
sure of material k

CVk J/kg K Specific heat at constant vol-
une of material k

CVAki J/kg K Specific heat at constant volume
of material k in the atmosphere
of cell i

ECAki J Integrated generation of heat
by chemical reactions in the
atmosphere of cell i

Engi J Integrated generation of heat
f:cm fissica product docsy in
the atmosphere of cell i

3.1-9
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Table 3.1.2-1 (Continued)

Symbol Units Definition
|

EEAi J Integrated transfer of energy
from ESF j to the atmosphere of ,

lcell i

Egyij J Integrated transfer of energy
from the atmosphere of cell i
into flow path j

E gij J Integrated energy from the jthi ,

Input-specified source in the I'

atmosphere of cell i
I

ERAi J Integrated transfer of heat from
the Reactor cavity to the atmo- i

sphere of cell i

ESAnj J Integrated transfer of heat from
surface j of structure m to the

'

atmosphere

EVAi J Integrated transfer of heat from
the RCS (V for Vessel) to the
atmosphere of cell i

Gk kg/kmole Molecular weight of material k

j h J/m2 s K Heat transfer coefficient

Hk J/kg Specific enthalpy of material k

HAFkij J/kg Enthalpy of material k entering
or leaving the atmosphere of
cell i through flow path j

HEAkij J/kg Enthalpy of material k entering
or . leaving the atmosphere of
cell i through engineered safety'

feature j

HRAki J/kg Enthalpy of material k entering
or leaving the atmosphere of
cell i from the Reactor cavity

HSAkm) J/kg Enthalpy of. material k entering
cr leaving the atmosphere from
surface j of Structure n

,

1
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Table 3.1.2-1 (Continued)

Symbol Units Definition

HVAki J/kg Enthalpy of material k entering
the atmosphere of cell i from
the RCS (Vessel)

HIAkij Enthalpy of material k entering
the atmosphere of cell i from
Input-specified source

k J/m s K Thermal conductivity

m Effective length of flow path jLj

mai kg Total mass in atmosphere of
cell i

mAki kg Mass of material k in atmosphere
of cell i

aCAki kg Integrated creation of mass of
material.k by chemical reactions
in the atmosphere of cell i

mEAkij kg Integrated transfer of mass of
material k by fron ESF j to the
atmosphere of cell i

mAFkij kg Integrated mass of: material k
that has left the atmosphere of
cell i through flow path j

mIAkij kg Integrated mass of material k
from the jth Input-specified
source in the atmosphere of
cell i

mRAki kg' Integrated transfer of mass of
material k from the Reactor
cavity to the atmosphere of
cell i

mSAkm) kg Integrated transfer of mass of
material k from surface j of
Structure a to the atmosphere

3.1-11-
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Table 3.1.2-1 (Continued)

Symbol Units D_efinition

mVAki kg Integrated transfer of mass of
material k from the RCS (V for ,

Vessel) to the atmosphere of
cell i

NAki kmole Kilogram moles of material k in
the atmosphere of cell i

P N/m2 Pressure

PAi N/m2 Total pressure in the atmosphere
j

of cell i i

:

PAki N/m2 Partial pressure of material k i

in the atmosphere of cell i

P jun N/m2 Buoyancy pressure differenceb
between cells m and n through
flow path j

Ptj N/m2 Pressure difference caused by a
fan in flow path j

Prj N/m2 Pressure difference (or loss)
caused by flow resistance in
flow path j

Q J/s Energy source

QCAi J/s Rate of generation of heat by
chemical reactions in the atmo-
sphere of cell i

QEAij J/s Rate of transfer of heat from
ESF j to the atmosphere of cell
i

ODAi J/s Rate of heat generation from
radioisotope decay in the atmo-
sphere of cell i

QIgij J/s Energy source rate from the jth
Input-specified source in the
atmosphere of cell i

QRAi J/s Rate of transfer of heat from
the Reactor cavity to the atmo-

_

sphere of cell i

3.1-12
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Table 3.1.2-1 (Continued)
.

Symbol Units Definition

QSAnj J/s Rate of transfer of heat from
surface j of Structure a to the
atmosphere

OVAi J/s Rate of transfer of heat from
the RCS (V for Vessel) to the
atmosphere of cell i

q J/m3 s Energy density source

Pk kg/m3 Density or mass concentration
of material k

'#Aki kg/m3 Mass concentration of material
k in the atmosphere of cell i
(=mAki/Vai)

s -kg/m3 s Mass density source

Sk kg/s Mass source of material k
SCAki kg/s Rate of creation of mass of

material k by chemical reactions
in the atmosphere of cell i

SEAki) kg/s Rate of transfer of mass _of'
material k from ESF j to the
atmosphere of cell i,

S ~

IAki) kg/s Mass source rate of material k
from the jth Input-specified

e' source in the atmosphere of
cell i

SRAki kg/s Rate of transfer of mass of
material k from the Reactor
cavity to the atmosphere of
cell i

SSAKm)_ kg/s = Rate of transfer of mass of
material k from surface j of
Structure a to the atmosphere

SVAki kg/s Rate of transfer of mass of
material k from the RCS (V for
dessel) to the atmosphere of
cell i
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Table 3.1.2-1 (Continued)

Symbol Units Definition

t s Time

T K Temperature

Uk J/kg Specific internal energy of
material k

Uggi J/kg Specific internal energy of
material k in the atmosphere of
cell i

J/m3 [8Uk(Ak.T)/8pk]TUpk =

pAKi J/m3 U in the atmosphere ofU pk
cell i

v m/s velocity

3m /kg specific volume

3 VolumeV m

VAi m3 Volume of the atmosphere of
cell i

Wij kg/s Total mass flow rate from cell
i into flow path j

Wkij kg/s Mass flow rate of material k
from cell i into flow path j

Note that lower case subscripts i, j, k, 1, m, and n are used
as indices, while upper case letters qualify the symbol. The
notation E implies summation over all relevant values of 1,

i

and E implies summation over all relevant values of i
igj

except i=j.

In the notation used here, fairly liberal use has been
made of subscript indices. For the purpose of the discus-
sion here some of these variables may be thought of as sparse
matrices. For example, Wij is zero if flow path j does not |

connect with cell i. In ELCOR, it is recommended that each
flow path in containment be assigned a unique label of index:

value. For each flow path two pointers should ~ be provided
to identify the cells to which the flow path is connected.

3.1-14
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The flow rates in and out of each end should be calculated,
since some types of flow paths, such as suppression pools or
filters, will not necessarily conserve mass.

4

3.1.2.1 Cell-Atmosphere Conservation. Equations

The atmosphere in each cell consists of a mixture of
gases and aerosols. As used here, the term aerosol refers
collectively to small solid particles and droplets of water
(smaller than a few tenths of a millimeter). Some of the
constituents of the atmosphere, notably the radioisotopes
and some of the constituents of the' aerosols, may be present '

only in trace quantities. The amount and location of these
trace materials need to be calculated, but their heat capac-
ity and pressure can be neglected. Therefore, a distinction >

-will occasionally be made between " main" materials' and
" trace" materials. .The pressure and temperature in the
atmosphere are determined by the thermodynamics of the main
materials (excluding the trace materials): the trace mate-<

rials affect the energy balance only through radioactive
decay. The. treatment here differs from the current treat-
ment in CONTAIN in that here some of the aerosol constitu-'

ents, notably the water, are-included in the atmosphere mass
and energy conservation equati.ons. In CONTAIN, when the,

! aerosol model is used, liquid water is removed from the
atmosphere mass and energy inventory after it condenses on
the aerosols. (In.CONTAIN the aerosol mass is neglected in
the atmosphere mass . inventory; this is generally valid.)
Here this water would remain in the atmosphere inventory,
and be removed when the aerosols settle out or are deposited,

on surfaces. The same would begtrue of any other nontrace
materials such as concrete or core-debris particles. The
liquid water in the containment sprays should be treated

, separately from the other constituents of the atmosphere,
since the droplets are generally not in thermal equilibrium
wit.h the atmosphere.

The main equations governing the atmosphere dynamics are
the mass and energy conservation equations for each cell,
and the momentum conservation equations for the flow between

; cells.
4

!' 3.1.2.1.1 Mass Conservation

The mass conservation equation for each material in the
atmosphere is

W Sdt kij + EAkij + SRAki + SCAki=-

) )

SAkm) inj + EVAki + IAkij (3.1.2.1-1).
+

,
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where mAki is the mass of material k in the atmosphere of
cell i. This form of the mass conservation applies to the
main materials of the cell atmosphere; the conservation equa-
tions for radioisotopes and the trace aerosol components are
similar in form, but have some additional terms. The first
term on the right hand side of Equation (3.1.2.1-1) is the

,
'

sum of the mass flow rates W ij of material k from cell ik
into flow path j. The summation is only over those flow
paths that are connected to cell i. The calculation of Wkij
is discussed in Section 3.1.2.6. The second term is the sum

of material k fromof the rates of mass transfer S EAkij
engineered safety system j to the atmosphere of cell i. The
engineered safety systems are discussed in Section 3.6. The
third term SRAki is the rate of m;3ss transfer from the
reactor cavity model (if any) in the cell to the cell atmo-
sphere. An example is the generation of gases and aerosols4

from the debris-concrete interaction. The calculation of
SRAki is discussed in Section 3.5. The fourth term SCAki
is the rate of creation of material k in the atmosphere of
cell i due to chemical reactions, such as hydrogen burning.
Contributions to this term are discussed in Sections 3.1.2.3
and 3.4. The fifth term is the sum of the rates of mass

of material k from surface j of structuretransfer SSAkm)
a to the atmosphere of the cell in which it is located. One

is steam condensation,of the main contributions to SSAkaj
in which case Sgg is negative. The notation 6 1mj is
not a rigorous use of the 6 function, but it takes on the
value 1 when the jth surface of the mth structure is in the
atmosphere of cell i, and 0 otherwise. The next term SVAki
is the rate of transfer of material k from the RCS (V stands,

for Vessel) to the atmosphere of cell i. The last term is
the sum of the rates of input SIAkij of material k to the
atmosphere of cell i from the jth user-specified source.

The mass of each material has been chosen as.the set of
principle variables characterizing the composition of the
cell atmosphere because this choice results in the simplest
set of conservation equation, which are least susceptible to
spurious numerical effects. An alternate choice could be
the moles of each material. However, this choice does not
significantly simplify the chemical reaction equations and
it does somewhat complicate the flow equations. Moreover,
thermodynamic data and heat and mass transfer correlations
are more usually formulated in terms of mass than moles.
With the mass of each material in the cell atmosphere deter-
mined by Equation (3.1.2.1-1), auxiliary quantities can be
calculated: the number of moles of material k,

NAki " "Aki O I *l- '* *

k

; where Gk is the molecular weight of material k, the mass
j concentration of material k,
t
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PAki = maxi /V i (3.1.2.1-3)A

where VAi is the volume of the atmosphere of cell 1: and
the total mass in the atmosphere of cell i

[ma
Aki (3.1.2.1-4)gg =

k

In Equation (3.1.2.1-3) PAki is termed the mass concentration
of material k in the atmosphere rather than the density. The
volume occupied by the gases is assumed to equal the cell
volume: the volume occupied by suspended solids and liquids
is negligible in all cases of interest. Thus, PAki f0f
a gas is also equal to the gas density. For solids and lig-
uids the density will be the solid or liquid density, which
is far different from pAki-

3.1.2.1.2 Eneroy Conservation

All of the materials of the cell atmosphere are assumed
to have essentially the same temperature. This temperature
is determined by the energy conservation equation, which

: accounts for all the sources of energy which may change the
temperature of the atmosphere. The general form of this
equation is

[m U b H bd
Aki Aki " jAki jAki + OmAi - Pgidt k ),k m dt

(3.1.2.1-5)

where the left-hand side is the derivative of the totalinternal energy in the atmosphere and UAki =UK(PAki tai) isthe specific internal energy of material k at density PAki
and at the temperature of the cell atmosphere Tai. The
last term in Equation (3.1.2.1-5) is the work done during a
change in volume of the cell such as might occur if the con-
tainment building expands due to overpressure. Intuitively,
this term would seem to be generally negligible; however,
informal comments have indicated that -there may be situa-
tions where the expansion is significant. If so, a relation
would be needed for the volume as a function of pressure,
temperature, etc. The pressure Pi is the total pressureA
in the atmosphere of cell 1, and is equal to the sum of the
individual thermodynamic pressures. The first term on the
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right-hand side of the equation is the sum over all external
sources (positive and negative) of material, including flow
paths, in the atmosphere,

H H
jAki jAhi " - kij AFkij + EAkij EAkij

X kk
SRAki RAki + SAkmj SAkmj imj*

,

6VAki VAki + 1Akij IAkij+ *

j.k 3k
(3.1.2.1-6) )

I

Note that these source terms do not include SCAki, the
rate of change of mass due to chemical interactions, as this i

is not an external source. The enthalpy HjAki is the
enthalpy of the material entering or leaving the cell atmo-
sphere. If this material is leaving, it will generally have ;

the same composition and enthalpy as the cell atmosphere
'

(HjAki = H (P ki.Tgi)); if it is entering, it gen-k A
erally will not. For flow paths, this is discussed further
in Section 3.1.2.5. The second term in Equation (3.1.2.1-5)
is the sum over all energy sources in the atmosphere,

bOSAm) imj + EAijO # ORAi + OVaibOmAi " m,jm j

*ODAi * OIAij (3.1.2.1-7).

The first term on the right-hand side of Equation (3.1.2.1-7)
is the sum of the heat transfer rates OsAmi from all the

| structures in the atmosphere of cell i. The 6-function
notation is the same as in Equation (3.1.2.1-1). The next
terms QEAi]. ORAi, and QVAi are the heat transfer
rates from ESF j. from the reactor cavity, and from the RCS

,

|
(vessel), respectively. The next term QDAi is the rate of

|
heat generation by radioactive decay. The last term is the

! sum of all the user-specified sources of energy in the atmo-
' sphere of cell i.

l

The form of Equation (3.1.2.1-5) is generally suitable if
all the terms on the right-hand side are integrated explic-
itly. For implicit t r ea tme r.t of the temperature (or pres-
sure) dependence in any of the terms, a different form is
more suitable. By making use of the relation

:

I
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hkk=U (U *# Uk pk) + "k Vk -#U (3.1.2.1-8)Ck k pk

to expand the left-hand side of Equation (3.1.2.1-5) and
rearranging terms, the energy equation becomes a temperature
equation:

dT

"Aki VAki d jAki( jAki Aki-#Aki pAki}"

k

I Aki+'Aki pAki} ' mAi
-

CAki *

x

dV
(PAki+ pAki} d (3.1.2.1-9)

-
.

>

In these equations. U denotes the partial derivative atp
constant temperature

BU I#pAki = K Aki' Ai}#0#Aki T D . l . 2. b W-gg

and Cy denotes the specific heat at constant volume (orconstant concentration)
-

C I# ( }VAki " k Aki' Ai}# Ai p
Aki

For an ideal gas. U is independent of density and varies lin-
early with temperature: thus U =0 and Cp y is constant.
Neither of these conditions is generally true, and is decid-
edly not true for a condensing vapor. Note that the sum inall the energy equations is taken over all the main (not the
trace) materials.

3.1.2.2 Two-Phase Thermodynamics

In many reactor accidents, large amounts of steam will
be released into the containment atmosphere from the reactor
coolant system, from the reactor cavity, and from heated
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concrete walls, In general the steam will be a two-phase
mixture of water vapor (gas) and liquid. In most situations
of interest, there will be enough particulate matter present
in the atmosphere to provide nucleation sites for con-
densation of the steam as it cools down. Thus, to a good
approximation, the steam can be assumed to be in local
thermodynamic equilibrium; that is, it will not be super-
saturated.

As . written, the mass and energy equations will treat
water as a single material. That is, the mass and energy of
water that appear in Equations (3.1.2.1-1) and (3.1.2.1-5)
are the totals for both the liquid and vapor present in the
atmosphere. An alternative, which was tried and discarded
early in the development of CONTAIN's cell atmosphere model,
is to treat the liquid and vapor as separate materials. An
additional source term is then needed in Equation (3.1.2.1-1)
to account for evaporation and condensation.

Since the liquid and vapor are in intimate contact with
each other, and since they are assumed (to first order) to;

flow at the same velocity through the flow paths, the single-
material treatment is most appropriate. However, once the
temperature and total mass of water in the cell atmosphere
is determined by the solution of the mass, flow, and energy
equations, the masses and pressure of liquid and vapor,
individually, can be calculated from the equation of state
for water. In addition to determining the cell pressure,

,

this information is needed by the aerosol model to calculate'

.the details of the condensation and evaporation of water on
the aerosol particles or droplets. This information is also
needed by the flow path model for calculation of flow
characteristics.

With the single material treatment of water, the source
term SSAKaj in Equation (3.1.2.1-1) consists of two separate

| contributions: one for the condensation (or evaporation) of
water on the surface of the structure, and a second for the
settling or deposition of liquid water droplets on the sur-
face. ~ This distinction is particularly important in the
energy equation, since the specific enthalpies of the two
contributions are quite differant. Thus, the SSAkmjHSAkm)
term for water in Equation (3.1.2.1-6) should be written as
the sum of two similar terms, the first of which has the
enthalpy of water vapor, and the second, of liquid water.
The same will be true for the energy transfer rates from the
reactor cavity and from some of the engineered safety sys-
tems such as the cell sump.

3.1.2.3 Chemical Reactions

f The principal chemical reactions in the cell atmosphere
'

are the burning of H2 and CO. In addition, oxidation of
particles from the reactor cavity may also occur. In any
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case the rates of these reactions are' discussed elsewhere.
In this section, the general treatment of chemical thermo-
dynamics and the connection with the conservation equations
is discussed.

For the purposes of this section a general chemical reac-
tion of the form

a l 1 + a 2 2 + . . . + a R n -+ b P1 1 +...+ bmPmR R n

are the reactants, Pl...Pn arewill be assumed, where Rt...Rn
b ...bn are the amounts of each.the products, and al...an, l

For example .if the reaction were

2H2+ O2 -+ 2H O2

then a1 - 2, a2 = 1, bl = 2, R1=H, R2 =02, and P1 = H 0.2 2
The rate of reaction R (kmoles/s) is defined such that a3R

and b R kmoles/s of Pk are pro-kuoles/s of Rj are consumed, k
duced. Thus tne mass source term in Equation (3.1.2.1-1) is

SCAj = - ajRGj for reactants (3.1.2.2-1)

SCAk = + D RGk for products (3.1.2.2-2)k .

The energy conservation equation, either in the form of
Equation (3.1.2.1-5) or Equation (3.1.2.1-9) includes the
effects of chemical reactions that take place within the
cell atmosphere provided that the specific internal energies
of the materials are properly calculated.

If the specific energies include the chemical heats of
formation, then the energy released in a chemical reaction
is equal to ~the difference in the internal energies or
-enthalpies of the reactants and the products. When the reac-
tion takes place at constant volume and temperature, the rate
of heat generation is

- [ SCAM a " "jRG)U) - [b (3.1.2.2-3)k kk
m. ) k

where the first sum over a includes all reactants and prod-
ucts, the sum over j includes all reactants, and the sum
over k includes all products. If "the internal energies
include the chemical heats of formation, then a chenical
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'
energy source term should not be included in Equation
(3.1.2.1-6); however, it may be needed in the radiation heat
transfer calculation. In the event that the internal ener-
gies do not include the heat of formation, a constant term
will need to be added tor each internal energy in Equation
(3.1.2.3-3) and to the corresponding terms in Equations
(3.1.2.1-5) and (3.1.2.1-9).

Equations (3.1.2.1-5) -and (3.1.2.1-9) assume that the
reactants start at, and the products end up at, the tempera-

i ture of the atmosphere. A case such as the injection of
hydrogen at a different temperature through a flow path,
burning as it enters,. should be treated as a two-step
process. First, the mass and energy flow terms in Equations
(3.1.2.1-1) and (3.1.2.1-7) should be treated the same as if
there were no burning. Then. .the hydrogen burning should be'

treated the same as if the burn took place entirely in the
atmosphere, but with the burning rate determined by the rate
of entry of hydrogen.

3.1.2.4 Cell Mass and Energy Check
4

In order to provide information on where the mass and
energy in - the cell are going and to provide for energy and<

mass checks, the following sources need to be integrated,

| separately from the conservation equations:
.

The flow of mass and energy from cell i into flow path j,

AFkij "kijdt (3.1.2.4-1),
m "

E W H (3.1.2.4-2)"
AFij kij AFkij .

i

,

i The mass and energy transfer from the jth surface of
'

structure a to the atmosphere of -the cell in which it
; ~ resides.

|

dt (3.1.2.4-3)'SAkaj " SAkaj

i

|
S H dt + (3.1.2.4-4)gg,) = SAkaj SAkaj gg,)dtE .

The mass ' and energy transfer into the atmosphere from
j engineered safety system j,

3
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dt (3.1.2.4-5)"EAkij " EAkij

EAij EAkibAkij dt + Q dt (3.1.2.4-6)"
EAij .

The mass and energy transfer into the atmosphere from
the RCS,

"VAki - S dt (3.1.2.4-7)VAki

Eygg = k VAkibAkidt + QVAkiS dt (3.1.2.4-8).

The mass and energy transfer into the atmosphere from
the reactor cavity,

8 dtmRAki RAki (3.1.2.4-9)"

E 8RAkibRki * O dt (3.1.2.4-10)"RAi RAl .

k

The change in mass and energy of materials in the atmo-
sphere from chemical reactions,

8 dtaCAki " CAki (3.1.2.4-11)

E E U dtCAL CAki Aki (3.1.2.4-12)" .

k

Note that the last equation is not needed for the purpose of
energy balances if the internal energies include the chen-
ical energies of formation. Nevertheless, the chemical
energy generation ECAi is useful for output purposes.

The energy released into the atmosphere from radioactive
decays,

EDAi " O dt (3.1.2.4-13)DAi .
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The mass and energy transfer into the atmosphere from

input-specified source j,

8 dtIAKij." IAkij (3.1.2.4-14)m

E S H dt + (3.1.2.4-15)ggg) = IAkij IAkij ggg)dt .

The work done on an expanding containment volume,

f
dV

Ai dt i
(3.1.2.4-16) iAWi " Ai dt

.

i

These integrals can then be used to perform a mass and
energy check at appropriate intervals during the calcula-
tion. The mass of each component UAki and total energy in
the cell atmosphere should equal the initial mass and energy
plus the sum of the sources: that is, the following equali-
ties should be satisfied:

.

"Aki " "Aki( =O) - mAFkij + "SAkm) + "EAkij + "VAki'

(3.1.2.4-17)+ERAki + "CAki + "IAkij .

1m
k Aki Aki " k "Aki(t=0) UAki(t=0)

bEU gpg)j
,

E+ SAmj - Eaij * VAi * RAi + CAi

+E DAi + IAij - AWi *

(3.1.2.4-18)

Similar mass and energy accounting should be performed
for the reactor cavity, engineered safety .?ystems, struc-
tures, and flow paths.

3.1.2.5 Flow Path Models (General)

The flow paths provide the means by which gases, aero-
sols, and fission products move from one cell to another.
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These flow paths can range from simple interfaces between
adjacent cells !.n the same compartment, to complex pathways
such as filtered vents, suppression pools, and, perhaps
ice-condenset compartments. Whereas, cells are charac-
terized by the amount of material and energy they contain,
flow paths are characterized by the rate of flow of material
and energy through them. The essential characteristic, or
approximation, of the flow path models is that the transit
time of material through them is ignored. That is, except
for losses in flow paths, equal amounts of material are
assumed to enter and leave the flow path during a time step.
(This does not mean, of course, that the velocity is assumed
to be infinite.) Since no material " resides" in a flow path,
there are no mass and energy conservation equations such as
Equations (3.1.2.1-1) and (3.1.2.1-5) to be integrated for
flow paths. The principle equation governing the flow
path behavior is the flow equation that determines the veloc-
ity of the flow. By providing a flexible design for the flow
paths, a aingle flow path can be used to model a complex part
of containment when the transit time can be ignored. When
the transit time, or resident time is significant, a series
of cells and flow paths can be used.

Most codes such as HECTR and CONTAIN provide relatively
simple flow path models wherein all of the mass and energy
that goes in one end comes out the other. The rate of flow
through these flow paths is determined by the pressure dif-
ference (including buoyant forces) between cells, the flow
resistance in the flow path, and, optionally, the inertia of
the material flowing through the path. A relatively simple
addition to this type of flow path is a mechanism for remov-
ing aerosols such as filtration, or particle deposition on
the walls. In this case less aerosol mass would leave the
flow path than enters it, and the flow resistance may
increase with the amount of particle deposition.' Beyond
this, provision can be made for heat transfer and steam
condensation within the flow path to permit coolers, sup-
pression pools, etc. to be modeled. As a consequence, the
energy leaving the flow path may differ from that entering
the flow path.

The rate of flow within a flow path is determined by
several factors that are discussed in the following sec-
tions. For purposes of discussion, four categories of flow
paths can be distinguished. In order of increasing com-
plexity of the governing equations, they are:

1. Parametric flow, wherein the rate of flow is speci-
fled by the user in the input.

2. Pressure-driven noninertial flow, wherein the flow
rate is directly related to the pressure difference
between the cells, and the inertia of the material
in the flow path is ignored.
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3. Pressure-driven inertial flow, wherein the flow rate :
Iis determined by the pressure difference, however,g

the response of the flow rate to a change in pres-
,

sure is delayed by the inertia of the material in !,

the flow path. I
'

4. SDecial DurDose flow, wherein the flow rate is deter-- !
!mined by a more complex model, such as BWR suppres-

-sion pool.

' For all.of these categories the solution of the flow equa-
tions determines the total rate of flow of material from
upstream cell a into flow path j. By definition this is the
sum of the component flows:

C
(3.1.2.5-1)Wmj = h W m)k .

k --
-l

:

The flow rates of individual materials from the upstream
i cell are assumed to be proportional to their concentration

in the cell atmosphere,- and the enthalpies are equal to the
enthalpies.in the upstream cell atmosphere:

i

.

" Aka
(3.1.2.5-2)

m) = ,An

|-
(3.1.2.5-3)AFkaj " k Aka' Am)H .

.

! For . gases - this assumption is generally true: for aerosols,
including water droplets, this assumption implies that there

', is 'no slip between the gases and the aerosols. 'For many

( flow paths - there will be no loss.of ~ mass or energy- in the
: flow path so that f
i

|
.

"knj " ~ "kaj (3.1.2.5-4)

i
|

(3.1.2.5-5)Mkd=HAFkm)H

<

where n denotes the downstream cell. In flow paths with i

filters or other means of removing materials, the flow rate
i

.

|
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of some materials leaving the flow path will be a fraction
of the rate of entry.

W nj = - fkjW m) (3.1.2.5-6)k k

where the loss factor ik) may depend on the material type,
particle size, etc. If energy transfer takes place in the
flow path, then the outgoing enthalples may not equal th,e
incoming enthalpies. Instead, the outgoing enthalpies will
be given by

(

"knj AFknj "H "kaj AFkm) + Oj (3.1.2.5-7)H-

where Qj is the rate at which energy is added within the
flow path by heat transfer, fans, etc. The individual
enthalpies H rknj can be determined, with some effort;A
however, this is unnecessary, since only the sum is needed.

In the next sections the general form of the flow equa-
tions for the first three categories of flow are discussed,
followed by discussions of the flow resistance, natural
convection, mixing, and inertia terms in these equations.
Discussions of special purpose flow paths, as well as dis-
cussions of the effects of fans, filters, etc. on the first
three categories of flow paths are in the ESF section.

3.1.2.6 Flow Equations

In the following discussion the index j denotes the flow
path, a denotes the upstream cell, and n denotes the down-
stream' cell.. In most cases the flow can be in either direc-
tion, and is determined by the relative pressures in the two
cells. Thus the roles of upstream and downstream cells may
reverse from time to time.

Parametric Flow. The simplest means of determining the
flow rates is to specify them in the input to the code, gen-
erally as a function of time. Two ways of specifying the
flow rate will prove generally useful: mass flow rates, and
volume flow rates. In the first case the total mass flow
rate from the upstream cell is specified directly in

Wm)he volume V:the input. In the second case t of material to
be taken from the upstream cell per second can be specified
directly, or the fractio'n f of the upstream cell volume per

(L second can be specified. The mass flow rates would then be

,

4
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V
] kaj " #Aka " V "Akm (3.1.2.6-1)N

Am
i

I

or;

&

i W,,j . fV,,,,,,. fm,,, (3.1.2.6-2).

.

These parametric flow rates could be used (a) to provide a
simple fan model, (b) to-allow the user to simulate a flow

; process not modeled in the code, or (c) to provide a non-
mechanistic leak rate such as are used in some aerosol4

codes, which have no other means of determining leak rates.

Pressure-DeDendent Noninertial Flow. For many flow
paths the inertia of the flowing material can be ignoredr

'

(see below, Section 3.1.2.9). In this case the flow rate is
'

determined by the instantaneous ~ value of the pressure drop -
and not by the past history. The flow rate can then be
determined by the solution of a relatively simple algebraic
expression, not by integrating a dif ferential -equation. A
general form of the equation for the flow rate is

| (3.1.2.6-3)Pr(W) -Pg(W) =P,-pan + Pbg
:

where Pr is the flow-rate dependent pressure drop due to
flow resistance .(see Section 3.1.2.7), Pg is the pressure,

- differential - perhaps -flow-rate dependent, caused. by the
: operation of a fan (see Section 3.6), and Pb is the buoy--

ancy term that gives rise to natural circulation (seeLSec-
tion 3.1.2.8). This equation can be solved implicitly for

| the flow rate W in the flow path.

! Pressure-Dependent Inertial Flow. When ' relatively long
i flow paths are present, the inertia of the flowing matorial
| may cause significant~ delays in responding to pressure

changes. In this case it may be necessary to integrate a
momentum conservation equation for the flow rate. A general
form for this-equation is

:
i L dW

Am An * 'bjan + f( aj} I mj)" - ~

r
'

(3.1.2.6-4)

!
'
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where Lj is the effective length of the flow Path, and
A3 is its effective cross-sectional area. This equation
differs from Equation (3.1.2.6-3) only by the addition of the
inertia term on the left-hand side. With properly formu- '

lated difference equations, the noninertial flow case can be
handled as a special case of the inertial flow simply by set-
ting L 0. The inertia term can take several slightly3 = forms, as will be discusseddifferent in Section 3.1.2.9.

-

3.1.2.7 Flow Resistance

Perhaps the most important characteristic of the flow in
a flow path is the Reynold's number of the flow,

#R (3.1.2.7-1)=

e M

where v is the gas velocity, d is a typical cross-sectional
dimension such as the diameter of a pipe, and u is the
dynamic viscosity of the gas. For Reynold's numbers less
than about 1500 the flow is generally laminar, while for
Reynold's numbers greater than about 4000 the flow is tur-
bulent. For the flow of air at 10 cm/s through a 60 cm-
pipe (slow flow through a modest size pipe), the Reynold's
number is 4000. Thus, most of the flow of interest in con-
tainment will be turbulent. The principle exception will be
the leakage through the many small cracks that may exist in
the containment building itself.

Laminar Leaks. The pressure drop P along a pipe of
length L and diameter d is given by Poiseuille's formula,

P= (3.1.2.7-2)
ud p W

when the flow is laminar. Generally the characteristics of
the individual leaks in containment are not known, although
a leak rate at a specified pressure may be known. The impor-
tant feature of laminar flow is that the pressure drop is
proportional to yW: thus a leak rate of the form

PR* LyW/p (3.1.2.7-3)

may be most useful. The viscosity of the gas varies weakly
with temperature and composition; thus it could also be
lumped in with the loss coefficient. Note that the laminar
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loss coefficient KL is not dimensionless; it has dimensions
of m-3 The form of Equation (3.1.2.7-3) implies that the
cracks do not change size with pressure (or temperature,

etc.). If estimates of the scaling of crack size are avail-
able, then a different correlation can be developed from
Equation (3.1.2.7-2).

Turbulent Flow. For flow through any reasonably large
opening between compartments, the Reynold's number will be
larger than 4000 for any velocities of interest in a severe
accident, and the flow will be fully turbulent. In this case
the pressure drop is related to the flow velocity through

R" T T mj /# M ) (3.1.2.7-4)KwP pv =

where KT is the dimensionless turbulent loss coefficient,
which depends only on geccetry of the flow path and can be
estimated for most simple flow path configurations.

3.1.2.8 Natural Convection

After flow from one cell to the next has equilibrated
the pressures of adjacent cells, continued circulation can
take place around closed loops. This natural circulation is
caused by the buoyant forces resulting from varying densi-
ties in the cells along the circulation loop. The lighter
gases rise, and the heavier gases fall. The pressure dif-
ference due to gravity between two points in a gas of uni-
form density is pgh where g is the acceleration of gravity,
and h is the difference in elevation of the two points. When
two cells are connected by a flow path, the corresponding
contribution to the pressure difference between the two

cells is .

bjmn " # m9I*mj-*m) + #j9I*nj-*mj +#n9I*n~*njP A A

(3.1.2.8-1)|

:

and zn are the elevations of a reference pointwhere zu
(the center, say) in cell a and n respectively, za) and
2nj are the elevations of each end of flow path j, and
pj is the density of gas in the flow path. Since this
buoyancy term is mainly important when the pressure dif-
ference between cells is small, the density inside the flow
path can be assumed to be constant along the length of the
flow path (unless heating occurs in the flow path) and is
equal to the density in the upstream cell. The choice of
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the reference point zu in the cell is essentially arbi-
trary, since it drops out of the sum of the buoyancy pressure
drops around any closed loop. It does have a second order
effect in that the relation between pressure and density
within the cell is determined at the reference point, thus
something akin to the center of the cell should be chosen,
perhaps the average elevation of all the flow path ends .in
that cell.

3.1.2.9 Flow-Path Inertia

As is well known, a finite time is required to acceler-
ate any mass from rest to a finite velocity, or to stop it
once it is moving. The noninertial flow equation. Equation
(3.1.2.6-3), causes the flow rate to respond instantaneously
to a change in pressure, whereas the inertial flow equation.
Equation (3.1.2.6-4), causes a delayed response. The form
of the inertial term used in CONTAIN is

=.6P (3.1.2.9-1)
*

where L and A are the effective length and area of the flow
path. The expression used in HECTR is similar:

f(p,+pn) (3.1.2.9-2)=

where a and n denote the upstream and downstream cells,
respectively, and F = W/pm. The CONTAIN expression appears
to be valid for compressible (variable density) flow, while
the HECTR expression appears to be more appropriate for
incompressible (constant density flow). CONTAIN's expres-
sion uses d(pv)/dt while HECTR's is pdv/dt. However, for the
times when inertia is important (see below) it appears that
pdv/dt >> vdp/dt, hence the two expressions are nearly
equivalent.

As indicated at the beginning of this section, the iner-
tia causes a finite delay in the response to an applied
force. It can also result in an oscillation when there is
no applied force. When the delay time and oscillation
period are shorter than timescales of interest, then the
simpler noninertial equation can be used with no loss in
accuracy. When 'two cells at different pressures Pg and
PB are connected together the flow velocity will rise from
zero to a quasi-steady state value
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:

v, = 2(P -P }# p (3.1.2.9-3)g B T

with a transient-time constant

Y (3.1.2.9-4)j tT = L/2KT o
1,

j
i where turbulent flow has been assumed, and KT and L are

the turbulent loss coefficient and the effective length of 4

: the flow path, respectively. Thus, when the flow resistance
is low (KT on the order of unity) the inertial delay is on i

;

the order of the time for material to travel the length of*

the flow path. When the flow resistance is high (KT >> 1)
the. resistance dominates, and the inertia may be negligible.
When the velocity is high (vo > 10 m/s) the transient
response time will be less than 1 second, and,' consequently,
negligible under many circumstances of interest. It would
appear that the transient response time is most significant
for the low velocities found in natural circulation flow. |

.

When there- is little or no pressure difference between
i the two cells, the inertia of the flow can result in low

amplitude oscillations which have a period of!

.

3 1#2 E| t = 2tro AL c4

, ,

,

where Vm is approximately equal to the volume of the smaller
of the two cells, and L/c is the time required for sound to
traverse the length of the flow path. Thus the period of'

these oscillations will generally be rather short (< 1s)
! unless the length of the flow is long and its cross-

sectional area is small.

It appears that inertia may have a significant effect
:

for timescales of a few seconds, however, for many situa-
tions the inertial effects are apparently insignificant.
Thus it ' appears to be desirable to provide the option of
including inertial effects at the user's option, but not to
include it routinely.

3.1.2.10 Wixing

Within a compartment, considerable movement of the atmo-
sphere can take place, resulting in considerable intermixing."
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If this mixing is complete, or nearly so, then the compart- '

ment can be modeled as a single cell. If the mixing is
incomplete and is largely caused by large-scale natural con-
vection currents, the mixing can be modeled by dividing the
compartment into a few cells and calculating the convection
with the buoyancy terms discussed in Section 3.1.2.8. How-
ever, in some cases the mixing may occur on a finer scale
than can be modeled with a series of cells (turbulence, for
example). While mechanistic models for such mixing would be
desirable, the following parametric model may suffice for
the first version of MELCOR.

|

This parametric mixing model allows the user to specify
,

a volumetric mixing rate V, which may be time dependent. In
.

essence, equal volumes per second of material from specified
pairs of cells would be interchanged. The flow rate terms
for this mixing are given by

Wkaj " ~ "knj " jI#Akn~#Akm) (3.1.2.10-1)
'

s

and

I Hj#Akn Akn~#Akm)"Akmkaj Pkm) " ~ knj Fknj " '*

(3.1.2.10-2)

It should be noted that these mixing terms should be added
to the flow terms that may result from pressure-driven flow. '

3.1.2.11 Material Property Requirements

The equations in the flow and thermodynamics section
require the following thermodynamic properties of the main
(nontrace) gases, with density and temperature as the inde-
pendent variables:

Pressure P
Specific enthalpy H *

Specific internal energy U
.

Specific heat at constant volume laU/8Tjy '

lautap)
Dynamic, viscosity y (this may not be needed).

The thermodynamic equations used here have not assumed that
ideal gases are being used. That is, the specific heat is
not assumed to be a constant. The enthalpy and the internal
energy should have the chemical' heats of formation included
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|

in them, as discussed in Section 3.1.2.3. In the event that
this is inconvenient, the heats of formation should be made
available separately, and should be consistent with the
internal energies used.

The solids and liquids suspended in the atmosphere are
assumed to be at the same pressure and temperature as the
gases. Thus their densities (which do not enter any of the
flow or thermodynamic equations) and their internal energies
and enthalpies are determined by the atmosphere temperature
(and possibly pressure). For the solids and liquids in the
atmosphere, then, the following properties are needed:

Specific enthalpy H
'

Specific internal energy U
Specific heat at constant volume or pressure. f

The properties will be needed for at least the following |

| materials: 1

Air
Oxygen
Nitrogen
Hydrogen
CO2
CO
Water (liquid and gas)
Ideal gas (for test purposes).

4

|

;

I
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3.2.1 INTRODUCTION,

In the event of vessel failure in a core-melt accident,
. the reactor cavity- is the scene of events which strongly
I. affect the progression of phenomena in the rest of contain-

ment.. During this phase of an accident, extreme conditions
and processes may be encountered which are unique to the
cavity. These may include molten debris attack on concrete,

L melt stream breakup and quench, steam explosions, sweepout
due to 'high pressure gas release from the vessel breach,,

i 'high temperature metal-water chemistry, debris bed formation
! and quench, and debris bed dryout. Because conditions are

so extreme and variable, there is a high leve? of phenomeno-
logical uncertainty associated with many of these processes.

! It is natural, therefore, to deal with the reactor cav-
. ity separately from the rest-of containment for this Assess-
ment, and possibly in the MELCOR code as well. In this
section, we will discuss those phenomena which are unique to ,

,

the reactor cavity. Other processes, which can also occur
,

i; in the rest of containment, are treated elsewhere in this )
report. These include heat transfer to structures, inter- )

Icell flow, hydrogen combustion, aerosol behavior, and so:

on. -The BWR pressure suppression pool is also not discussed*

here: since it ' is considered an engineered safety feature.'

it is analyzed in Section 3.6. Core-concrete' interactions:
'

are discussed in this section mostly in the context of
^

; interactions . with other processes (e.g., debris bed behav-
ior) in the cavity. A more detailed discussion of core-

! concrete interactions as an isolated phenomenon can be found
1 in Section 3.5.
t ..

!' In the analyses to follow, the focus of attention will
i be on ' phenomena which potentially have a high leverage with.
I respect to consequences (i.e., risk). From the perspective

of reactor cavity modeling, it is useful to consider two
categories of. phenomena:

1. Phenomena which may contribute directly to contain-
ment failure.

2. All other reactor cavity phenomena which might'
affect the radiological source term,'

i

| The fir'st category involves processes such as basemat
|- penetration or overpressurization due to core-concrete
! interactions. In these cases, the cavity models will' be

used to predict the likelihood of containment failure, as
i. well as the source terms to the environment. For the second

category of phenomens the emphasis'in modeling should be on
predicting the disposition of fission products as a' function

L of time, so as to provide an accurate estimate of the source
term for consequence calculations.

!
;
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A different degree of accuracy is required for these two
types of calculation because they affect risk differently.
However, it is extremely ditlicult to quantify the required
degree of accuracy for any particular phenomenon. Instead,
it is currently necessary to rely heavily on the intuitive
judgment of specialists in the field concerning what level
of modeling is desirable or acceptable. The selection of
existing, tested models for cavity phenomena following ves-
sel melt through is extremely limited, so this reliance on
specialists' judgment is even greater than for many other
aspects of severe accident modeling.

In the modeling recommendations section of this report,
a distinction will be made between " mechanistic models" and
" parametric modelc." It is, to some extent, an arbitrary
distinction, since every model has some degree of uncer-
tainty. Nevertheless, it is important for the phenom-
enological specialist to have a way of conveying to the
ultimate user of the MELCOR code which models have a rea-
sonable degree of predictive capability, and which are more
speculative. To the extent possible, the uncertainties in
the parametric models will be embodied in a set of indepen-
dent, boundable parameters, designated in Section 3.2.5 as
" nodal parameters." This designation emphasizes the view-
point that MELCOR should be a tool for calculating the con-
sequences of making certain model and parameter choices,
rather than an indistinguishable mix of best estimates, best

|
quesses, and pure speculation.

This section will be organized in the following manner:
! First, the geometry and structure of a variety of different
! reactor types will be reviewed (Section 3.2.2). Then, in
i Section 3.2.3, the important phenomena which may occur in
'

the cavity will be described, along with the current state
of experimental and analytical knowledge. Section 3.2.4,

| focuses on the uncertainties inherent in the available phe-
nomenological models. Finally, Section 3.2.6 contains spe-
cific recommendations for modeling approaches to be used in
MELCOR-1, as well as some discussion of the needs of
MELCOR-2. A number of technical appendices supplement the
main text. ,

,

!
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'

3.2.2 BRIEF SURVEY OF TYPICAL CAVITY DESIGNS AND FEATURES
e

There is a high degree of variability in reactor, cavity*

designs. This is due in part to the fact that the cavity
'plays no significant role in design basis accidents. In

particular, there is a wide range of variation in concrete
composition, in geometry, in accessibility of the cavity to i

water overflow from the upper containment, and in degree of:
; resistance to pressure relief through gas and liquid flow.

As a consequence, cavity models must be quite flexible. In
many cases, the price of this flexibility will be detail and,

| accuracy.
.

The reactor cavity region of a typical PWR is shown in
Figure 3.2.2-1. Both large dry PWR's and ice condensar

,

PWR's have similar features, but the cavity geometry and the
outlet paths for flow of gases, liquids or solids are highly
variable. Another important variable for cavity phenomena

j is related to. upper containment geometry: the presence or
! ' absence of sumps oL curbs around access ports to the cavity

region which will determine whether there is likely to be a
significant amount of water in the cavity at the time of
melt release.

Since all commercial BWR's are manuf actured by the same
: vendor, there is more standardization, but there are still
! three distinctly different types: Mark 1, Mark 2, and
, Mark 3. The Mark 2 cavity region is shown in Figure 3.2.2-2.
{ An important difference from the PWR is the height of the
'

region below the vessel. For the Mark 2 it is about 25 m,

| whereas for the Zion PWR, it is less than 4 m. The increased
I fall height could change the nature of the initial fuel-

coolant interaction significantly.
'

A more important difference is that in BWR's the cavity
is isolated from the containment atmosphere by the pressure
suppression pool. One consequence is that explosions in the

|
cavity must be relieved through the . pool, so that a large

! steam explosion could conceivably disrupt the pressure sup-
[ pression pool to the point of loss . of function for the

remainder of the accident. This point will be discussed'

further in Section 3.2.5. On the favorable side, it. is
likely that much of the aerosols and fission products
released in the cavity o* a BWR will be removed by the pres-
cure ' suppression pool rather than being released to the
upper _ containment.

,

!.

-

,

!
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Besides these considerations, there is probably more
variation within a given containment type (e.g., large dry
PWR) than across category boundaries. For example, most
reactor cavities have a thick concrete basemat (typically
over 3 m) which serves to prevent or delay the melt through
of the molten core material. But the composition of the
concrete is highly variable, being determined by local
material availability. As will be discussed in Section 3.5.
the course of an accident can be substantially affected by
the amount and species of gases evolved in the core-concrete
interaction, and this is highly dependent on composition.

Similarly, the size of the flow paths from the cavity
are critical in determining the amount of material which
might be removed by a high pressure melt or gas release from
the vessel, or following a large steam explosion. PWR's
vary substantially in this respect. For example, the Zion
plant has a flow area of about 10 m2 up the instrumenta-
tion tube, while in the Byron plant this path is blocked off

2with a concLete plug (flow area <<1 m ),

one consequence of this variability in cavity designs
for MELCOR is that a high degree of generality must be built
into the models used. This results, of course, in a trade-
off with speed or accuracy. Another consequence is that
generic studies will suffer from an additional uncertainty:
not phenomenological uncertainty, and not uncertainty in
physical parameters (since each individual plant is well
characterized), but an uncertainty which comes from choosing
a " typical" cavity design to represent a class of designs
which are highly variable. This problem will be further
discussed in Section 3.2.4.

One cavity feature which may be of interest for MELCOR,
even though 1:o existing LWR has it, is a retrofittable core
retention device. A typical design for such a system
involves a stratified bed of refractory particles below the
vessel, in layers of different particle diameters. The
presence of such a bed could have a profound effect on the
course of events following vessel breach.

3.2-11
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3.2.3 PHENOMENA

It is useful to distinguish three categories of reactor
cavity phenomena. In the first few minutes following vessel
failure, a number of rather fast processes may take place,
including jet breakup of the melt stream, sweepout from the
cavity due to high pressure gas release, fuel-coolant mix-
ing, steam explosions, and fluidization and expulsion of
debris and water from the cavity. We will call these pro-
cesses " Initial Interactions," and will discuss them in
Section 3.2.3.2.

When and if a stabilizad debris bed is formed, a longer |

time scale becomes appropriate. If water is present, triere
may be a quenching process, and core-concrete interactions '

may also occur. Other possible phenomena in this category
includq metal-water chemistry (in particular, hydrogen and
carbon monoxide generation) in the hot debris zones, dryout,
and remelt of debris. We identify this group of phenomena |
" Wet Cavity Debris Bed Behavior" and discuss them in i

Section 3.2.3.3.

Finally, if the cavity is dry, we have a third category,
" Dry Cavity Phenomena. ". The main reason for isolating this !

as a separate category is that these phenomena are discussed I

separately in Section 3.5. |

However, before discussing in detail these specific
categories of phenomena, it is useful to bring them into
perspective by considering, in a briefer narrative, some
typical sequences of events which might occur in the reactor
cavity following failure of the pressure vessel and release
of molten core material.

3.2.3.1 Representative Severe Accident Event Sequences

The typical event sequence will be grouped into two
phases. Phase 1 involves the exit of core materials from
the pressure vessel, the dynamics of fuel release from the
vessel and the initial interaction of melt materials with

| water. Phase 2 involves the long-term interaction of ths
J

j core materials with cooling water and with the containment
i- or cavity floor.

3.2.3.1.1 Phase 1: Melt Release and Initial Interactions
)

| There are three' major modes of release of core materials
|

| from the pressure vessel: (1) a pressure-driven _ melt jet; I

(2) a ' gravitationally driven drop of a large melt amount; )
and (3).a continuous dripping of core materials not involved I

in the initial release (which could comprise 50 percent c-
more of the core). ;

|
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-A pressure-driven jet will occur if the reactor is at
high pressure (as in a small-break LOCA or transient) and
- the breach occurs at the bottom of the melt (e.g., the
instrument penetration welds). The ejected material may
blow out any water in.the cavity and accumulate in the cov-
ity;as a pool. . Subsequent high-velocity steam and hydrogen
release from.the vessel may blow the melt out of the cavity
and disperse it over a wide area - on the containment floor.
Such a dispersal would probably assure ultimate debris cool-
ability .. but . would also generate a sizeable steam pressure
spike in containment as the hot debris hit the water on the
floor.

On the other hand, such dispersal is presently only i

speculation with little experimental support. The . ejected
melt may just collect in the cavity. In either event, some'

of the jet may create aerosols. These aerosols could be a
sizeable airborne radiological source. In addition, the
aerosols may hinder safety systems by clogging fans or fil-
ters, and by the rapid burning of the hot metal particles.

* A gravitationally driven drop of a large amount of melt
will occur if the reactor is at low pressure (e.g., in a
large-break LOCA, or after a high-pressure vessel failure
near the top.of the molten pool). It may also be necessary
for the breach to occur at the melt pool bottom,'although a
rapid downward erosion of a higher breach may allow a fairly
fast release.

There are several possibilities for what happens when a
large melt mass enters a pool of water in the reactor cav-
ity. The initial part of the stream may induce a small
steam explosion which blows out all the water in the cavity,
and allows the remaining melt to form a large molten pool.
When the water returns it may enter film boiling on top of
the melt, or interact violently with it (with fragmentation
or more explosions). Conversely, the melt may penetrate the
water without any significant fragmentation at all and form-
a molten pool below .the water. A third possibility is
coarse fragmentation of the bulk of the melt followed by a
large steam explosion with finer fragmentation. The fine
' fragmentation will result in quenched debris, but in the
process, large amounts of pressurizing steam may be pro-
duced. If the debris is too fine.-the debris bed may not be
coolable, .anc may remelt.

A slow release of melt from the damaged vessel may fol-
low either a pressure-driven melt release or a gravity-
driven large melt release. The slow release comes from.the
gradual melting of the' core materials not involved in the
initial release. As small masses of this secondary . melt
release enter a pool of-water, they may induce small steam
explosions. These explosions may encourage more violent

3.2-15
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'

interactions ' between the water pool.and any large melt. pool
the water may be resting on. These events may induce
fragmentation of the melt and large generation rates of,

'

steam and hydrogen.

3.2.3.1.2 Phase 2: Lons-Tern Melt Interactions

The net outcome of the various sequence paths of Phase 1
1 .

either fragmented solid debris (in the reactor cavity oris
. scattered throughout the containment building) or a molten |
'

pool of core materials (possibly submerged below a pool of I
boiling water). |

Since the rate of energy release in quenching fragmented
debris is potentially very large (much greater than the !'
decay power level), a bed of fragmented debris will probably )
start out dry, even if it is below a pool of water. The hot <

,

jdry debris will begin immediately to heat the concrete.
. This will release steam and noncondensible gases from the )'

concrete. It is possible that the, lower regions of the j
debris may begin to erode the concrete or remelt before the
quench front reaches the bottom of the bed.

' In some cases, quenching of the debris may not be pos-
sible, regardless of the timing. This is because for some
conditions the decay heat will produce sufficient steam .

'during boiling to prevent the entry of adequate replenishing
water from the overlying pool. Under these conditions, even
a prequenched bed will become dry because the decay power
level exceeds the critical dryout power for that particular'

bed configuration. The unquenchable debris will then begin
to melt the concrete and sink into it, and may itself begin

3
'

- to remelt.
,

'
Another consideration is the long-term changes in the

; coolability of quenched debris.- Fragments from secondary
; melt releases into the . cavity water - pool will settle on

debris from the initial release. This will make the debris
less coolable. If the new fcagments are smaller than the
old ones (because of small steam explosions as the secondary.

relt enters the water pool) the . reduction in coolability.
will be large and bed dryout will likely occur.;

-The long-term interaction of a molten pool of hot, solid
debris with underlying concrete is the second realm of con-
cern in Phase 2. -The interaction with the molten pool may
be affected by whether there is a pool of water overlying
the melt.

The , process of melt attack on the concrete without an
. overlying pool of water has been a subject of intense exper-
imental and theoretical analysis over the past six years.
The heat f rom the molten materials vaporizes free water and

4
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releases chemically constituted water within the concrete.
It also produces carbon dioxide from any carbon- ates
present. Steam passing through the molten debris will
oxidize the melt and generate hydrogen gea. Gimilarly,
carbon dioxide will be reduced to carbon monoxide. Both of

,

these gases will pressurize containment and have the poten-
tial to burn. The attack will also generate aerosols. The
aerosols could add to the airborne radiological source term
or they could help reduce the airborne radiological source t

term by agglomeration. They also might damage safety sys-
tems by clogging fans or filters. Hot solid debris could
attack concrete with similar effects, but at a much slower
rate.

The presence of water above a molten pool complicates
the. process of melt attack on the concrete. With a stable
crust between the water and . the melt, the water may have
little or no effect on the attack process. But the water
will help to remove aerosols generated by the attack. With-
out a stable crust, strong interactions between the water l

and melt may occur. Entrapment of pockets of liquid water
in the melt may induce fragmentation of the melt, which may
lead to small steam explosions, which could yield further
fragmentation or explosions. Small steam explosions from

'
secondary melt releases coming from the reactor vessel may
also cause the melt to mix with the water and result in
fragmentation or explosions. Fragmentation will greatly
increase the steam and hydrogen generation rate. Fragmenta-
tion will also raise the question of quenching a particle
bed again.

'

3.2.3.2 Initial Interactions

The early response-ot the reactor cavity depends greatly
on the nature of the melt release from the vessel, about
which there is considerable uncertainty. For some catego-
ries of accident (e.g., large-break LOCA's) it is expected
that the pressure vessel will be at a pressure close to that
of the-containment building, and melt will be driven out of
the vessel .primarily by gravity. Other sequences could
result in vessel failure while a moderate to high pressure
persisted .in the vessel, resulting in pressure-driven
release of core melt material, mixed .or followed by high
pressure, high velocity steam and noncondensible gas.

3.2.3.2.1 }iijt), Pressure Melt Release Phenomena

High pressute ejection of melt from the reactor vessel
following a PWR ? ore melt accident. is an area of recent
concern. The following scenario, taken from.the Zion Prob-
abilistic Safety Study (ZPSS),[1] is an example of current
thinking on this subject. .(It is nct the only scenario
which could be postulated.)

3.2-17
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' Failure _of the pressure vessel occurs at an instrument-
; tube penetration,- which is initially 4 cm in diameter.

Ablation ' increases the hole diameter to 40 cm in diameter
f during the period of. melt ejection from the reactor vessel,
i

A' coherent jet of molten core debris cuts through thee
-

pool of water, impacts on the floor of the reactor cavity,
and triggers a small scale steam explosion that expels all,

; the water from the reactor cavity.

; A pool of molten, core debris temporarily forms in the ;
; reactor cavity.- Following complete ejection of melt from |
' the reactor vessel, high velocity steam removes melt from

the reactor cavity by two processes: film sweepout and film
entrainment (i.e., droplet formation). Core debris, which
is removed from the reactor cavity, is distributed over a

,

1arge . area of containment floor forming a coolable bed of#

particulated debris.
,

The following two sections will discuss briefly the key
phenomena which could occur during and following a high-
pressure melt ' release. Substantially more technical detail
can be found in Reference [41].,

I
i

I 3.2.3.2.1.1 High Pressure Sweepout i

! The Zion PSS proposes four hydrodynamic phenomena which
. could result-.in core material deposition outside the reactor
! cavity in the event .of high pressure melt ejection:

(1) film sweepout, _(2) film entrainment, (3). particle levi-<

tation, and-(4) splashout.

i : Film Sweepout. A liquid film can be dragged up and.out
of the instrument tunnel by the high velocity gas stream
which- _ results from reactor vessel blow down: this process is

'

called ~ film sweepout. According to the ZPSS, film sweepout
f . occurs when
;

2pVq q
>1-U2 - . - (3.2.3-1)

9 ~gop
.

g-

|

is- the gas density in the tunnel: V Lis[ Here, pg g
j the gas velocity in the tunnel: g is the acceleration due to

gravity; o is _the liquid surface tension; and p g, is
the density of the molten degraded core material.

|

|.
|
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Film Entrainment. Waves will form on.the liquid film if
the gas velocity is sufficiently large. Liquid droplet
entrainment into the gas results from wave crest erosion by
the high velocity gas stream. According to the ZPSS, film
entrainment occurs when the following criterion is satisfied:

aVq n
11 (3.2.3-2).. .U213.7 gap

3

Note that this differs from the film sweepout criterion only
by the constant of proportionality.

An alternate criterion for film entrainment is given by
Ishii and Grolmes:[2]

*V (N ) for N < .07 (3.2.3-3)= ,g
. .

where un is the melt viscosity, and

-

"L
- .5

N (3.2.3-4)=
-

.5
.

#

.

-(#g Pg)g -
.

L

..

Splashout. The ZPSS proposes that a high amplitude,
small wavelength wave is accelerated down the instrument
tunnel. Film mass is converted to wave mass which has an
ever-increasing material velocity. Splashout occurs when
the wave impacts the far tunnel wall if the wave mass has
sufficient kinetic energy to overcome the gravity potential
associated with lifting material up and out of the instru-
ment tunnel. The necessary condition for removal is

2Vg
11 (3.2.3-5).2gh

Here, VL is the material velocity when the wave impacts
the far tunnel wall, and h is the height which material must
be lifted to get it out of the instrument tunnel.

3.2-19
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Particle ~ Levitation. Entrained particles can be swept
out of the instrument tunnel if hydrodynamic drag forces are
sufficient to overcome gravity. This occurs when the fol-
lowing criterion is satisfied.

4

2pV

C, yy 2.1 (3.2.3-6).

Here, Cd is the aerodynamic drag coefficient, and D is the
entrained particle size.

Diccussion. The threshold conditions for debris dis-
persal are exceeded for accident scenarios associated with
high pressure ejection of melt. Indeed, the debris dis-
persal mechanisms postulated in the ZPSS and the relevant
threshold conditions have been confirmed at ANL [3, 3a]
using simulart fluids (water, Cerrelow, and Wood's metal) in
a 1:40 linear scale model of the Zion cavity. Recently,
more prototypical experiments at ANL and SNL, using ther-
mitic melts in wet and dry cavities, also resulted in signi-
ficant dispersal of debris from scaled reactor cavities.

Future erperiments will determine if dispersal is
affected by cofe debris / concrete interactions or core debris
temperature. Teste on a 1:30 scale at ANL along with tests
at 1:20 and 1:10 may substantially change current percep-
tions concerning the efficiency of debris removal.

Differences in reactor-cavity geometry can also influ-
ence mass removal. The effect of obstructions in the flow
path (e.g., instrumentation tubes) is at present poorly
understood, but it is likely to vary greatly with cavity
design, furthermore, they will affect flows of water, gas,
and debris differently. The Zion cavity has only one path
for steam to exit the reactor cavity, the keyway for the,

~

instrumentation tubes. Other reactor cavities, however,
have a second access passageway into the reactor cavity.

! This second escape route for steam means lower velocity
|- steam as it exits the cavity. Furthermore, it may enable
| steam to bypass core debris that piles up under the first
' passageway. Preliminary reports on British experiments at
' Winfrith indicate very little removal via the sweepout pro-

cess described above. The reason may U that the scaled
l cavity represented the Sizewell B reactor, which has two*

separate steam flow paths out of the cavity.

Sandia's recent HIPS / SPIT experiments have provided
inf ormation on the dispersal process that was not considered
in the ZPSS. These include:

|

|

|
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1. The possibility that pressurized ejection of mate-
rial from the reactor vessel is accompanied by
intense aerosol generation.

2. The dispersed debria may directly heat the contain-
ment atmosphere.

3. The dispersed debris may chemically react with the
containment atmosphere producing heat and perhaps
evolving fission products and hydrogen.

4. The dispersed debris may act as a distributed igni-
tion source for hydrogen in the containment building
even in conditions which would ordinarily be consid-
ered steam inerted. Heat evolved during hydrogen
recombination will add to the pressurization of
containment caused by quenching of the dispersed
debris and blow down of the pressure vessel.

3.2.3.2.1.2 Jet Breakup and Aerosolization

The ZPSS concluded that the high-pressure melt release
scenario described in 3.2.3.2.1.1 should be relatively
benign with respect to consequences. This conclusion may be
premature, for there are a number of mechanisms for the
generation of large amountc of core debris aerosols from
this jet which were not considered in the ZPSS. The pos-
sible mechanisms include:

1. Jet breakup resulting from melt streaming through
air,

2. Jet breakup by degassing, dissolved gases, or flash-
ing,

3. Dehris fragmentation on impact with the floor of the
reactor cavity,

4. Atomization at the reactor vessel breach during
steam discharge,

5. Film entrainment in the reactor cavity during steam
discharge.

At Sandia, tests which are preliminary to the HIPS pro-
-ject have reinforced concern about aerosols. The tests
involved .10 Kg of thermite driven through a 1-inch hole by"
600 psi nitrogen gas. A cloud of aerosols immediately
appears with a total spread angle of about 80*.

Most' of processes listed above are discussed in some
detail in Reference [41]. It is concluded there that much
additional experimental and theoretical analysis is needed,
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but that some of the mechanisms are likely to occur in real-
istic vessel failure conditions. In particular, pneumatic
atomization can occur when steam in the pressure vessel
breaks through the breach before the melt is fully
released. This could occur when there is still a substan-
tial amount of molten debris in the bottom of the vessel as
a result of hydrodynamic surface instabilities during the
melt blow down. The amount of mass atomized in this process
is extremely difficult to predict, but the particle size is i
estimated in Reference [41] to be 5-10 um, which would ;
imply that they would be relatively long-lasting aerosols. i

|

3.2.3.2.2 Low Pressure Melt Release Phenomena

|If molten core material is released at lower pressure,
the phenomena described in the previous section will not |

occur. The debris vill traverse the air above the water
pool, then enter the pool, possibly fragmenting as it falls,

to the bottom of the cavity. One of the most important'

concerns is whether the debris is fragmented and quenched to {
form a coolable debris bed. If a quenched, coolable bed is
not formed, the hot debris will attack the concrete.
Another concern is the possibility of steam explosions,
which are a very effective quench and fragmentation mech-
anism, but which could threaten containment by overpressur-
ization due to the cumulative steam and hydrogen buildup
from a large number of steam explosions occurring over a,

'

relatively short period of time.

3.2.3.2.2.1 Fall Through Air
,

I If the fuel pours into the water pool below the reactor
pressure vessel it may begin to break apart and produce
steam and hydrogen. The fuel will first fall through the'

gases in the reactor cavity before it enters the water
pool. During this f all -through the gas the fuel can break
apart due to the pressuto forces generated-by the fuel rela-
tive velocity and the difference in density (this effect
will also occur when the fuel enters the water). If the-
fuel-pour rate is large (large characteristic pour diameter,
Dg, -or velocity, vg) its characteristic Weber number,
(ratio of destabildling dynamic pressure forces to the sta-;

bilizing surface tension force)

.

| pv Dg g
We E (3.2.3-7), _

1
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may be greater than - a critical value. Here, p is the gas
density and o is the surface tension of the fuel-fluid
interface. When We > 12 the fuel pour stream will begin
' breaking up into smaller masses, generating more surface
area. This increase in surface area will cause the fuel to
cool faster or allow its metallic components to react more
rapidly .with the water vapor and to generate hydrogen.
However, because the mechanism of fragmentation is hydro-
dynamic in nature, extensive fuel breakup would not occur
before the fuel enters the water pool. Therefore, it is
also not expected that significant amounts of fuel will cool
down or'be oxidized during its time in the gas phase.

3.2.3.2.2.2 Fall Through Water

once the fuel enters the water pool, fuel breakup and
mixing with the water can continue, but the rate of breakup
would change and the complicating effect of water vaporiza-
tion is added. The generic term for these processes is
Fuel-Coolant Interactions (FCI's). The hot fuel will enter
the water pool in film boiling and will begin to distort in
shape.- As it continues to fall through the pool it breaks
apart into smaller pieces and mixes with the surrounding
water, which is still in film boiling. These smaller pieces
may subdivide further as the steam produced in film boiling
(and hydrogen if the fuel is partially metallic) flows out
through the top of the fuel-coolant mixture and more water
flows in from the sides and bottom. Once again, one might
model this fuel breakup process as purely hydrodynamic,
using Weber number breakup models. However, the major dif-
ference here is that film boiling heat transfer separates
the two liquids and would affect the mixing dynamics. Cur-
rent experiments at Sandia using real reactor materials at
intermediate scale seem to indicate that the film boiling
process impairs the mixing process by slightly delaying the
rate of fuel breakup. There are currently no detailed
models of this dynamic process. However, simple _ analyses of
the Sandia f uel-coolant . experiments have successfully cor-
related the fuel-coolant mixing process in a manner analo-
gous to hydrodynamic breakup. (See Section 3.2-A.3.2.)

The reason that such mixing between the fuel and~ coolant
is important is that the amount of steam and hydrogen-pro-
duced during this process may be substantial, and the final
fuel size and temperature are important in the determination
of whether a steam explosion could take place (see next
section). As the fuel falls through the water and brea ks-
apart it will transfer its internal _ . energy to the surround-
-ing coolant by steam production and liquid coolant heating.
Hydrogen and heat will be produced by exo*.hermic reactions
between Vater and the metals and fuel in the debris.
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In the film boiling regime energy transfer will occur
primarily by radiation' heat transfer from the fuel surface
to the-water liquid-vapor interface. Conduction through the
vapor film will also transfer energy, but at molten fuel
temperatures, radiation is likely_ to be the dominant mech-
anism. All the energy that is not conducted away from the
water liquid-vapor interface into the bulk coolant goes into

'

producing steam.

This steam will flow up through the fuel-coolant mix-
ture. It can (if the velocity is quite large) fluidize the
liquid (fuel or _ coolant) in the upper portions of the mix-
ture and inhibit further mixing by carrying these liquids

.

out of the mixture. The expulsion of liquid water from the i
'

~ interaction region was the basis for a criterion on minimum
fuel diameter proposed by Fauske and Henry.[4, 5] This also
imposes a limit on steam generation rate. As discussed in

IAppendix 3.2-A.3.2 however, the correlation they used was
|taken from pool boiling experiments, in which steam and4

water must have a counter-flow configuration. The situation
of interest is distinctly different in that liquid and steam

. flow can have different pathways, and time dependent effects
'

are . expected to . be important. Indeed, actual mixing data
j from FCI experiments show that the pool-boiling criterion is

violated (cf. Section 3.2-A.3.1).
1

-Another limitation on steam generation rate was dis-
cussed by Rivard, in [6]. If the steam generation rate is
sufficiently high, the gas flow rate from the cavity can
levitate and entrain the smaller fuel particles. This pro-
cess is known as elutriation, and a quantitative criterion

,
' for the occurrence of the process for a given particle size
| was proposed in [6]. Removing these small particles should

decrease the steam production rate substantially, but since
i the water is of much lower density than the fuel, it is

likely that removal of water from the interaction zone (as
. proposed by Fauske and. Henry) will impose a lower steam
generation limit.

. - Corradini [39] has proposed two expressions for the
minimum diameter for fuel fragmentation. (See Sec-
tion 3.2-A.3.3.) One is based on levitating the fuel
particle; the other is based on entraining the water and
expelling it from the interaction zone. A limit ' to frag-
mentation also limits steam generation, and although the use
of Corradini's formulas require the estimation of key param-
eters from experiments, there appears to be- reasonable
experimental corroboration of the model.

The steam produced is available for chemical reaction
with any metallic debris that may be present. The rate of
hydrogen generation is controlled by two mass-transfer pro-
cesses, the rate of diffusion of steam through the gas
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film to the fuel surface, and the rate of diffusion of I

oxygen to the metallic phase of the fuel in the liquid or
solid fuel mass. _ Oxidation of zirconium is limited by dif-
fusion through the oxide layer at the interaction surface.
On the other hand, for molten iron, the oxide that is formed
is soluble.in the high temperature iron phase and no solid
oxide crust would be formed to impede oxidation, so that the
diffusion through the gas film may be limiting when the fuel
temperature is high. These metal-water chemical reactions
are exothermic to varying degrees and will heat up the fuel
mass.

Finally, the fuel temperature will change as it falls
through the water. Knowing the temperature of the fuel
would allow one to decide if it has cooled sufficiently to
become part of a debris bed or if it is still molten so that
it will become part of a molten pool that can thermally
attack the concrete. There are three aspects that must be
considered when doing the fuel energy balance; energy trans-
fer to the surrounding water, debris heating due to chemical
reactions and debris heating due to fission product decay
heat.

Additional technical details concerning the Fall through
Water stage can be found in Appendix 3.2-A.3.2.

;

3.2.3.2.2.3 Steam Explosions

When molten metals are poured into water, a shock-driven
rapid fragmentation and quenching process, usually called a
steam explosion, can occur. These events are an important
concern in the metallurgical industry, where they have
occurred on both small and large scales causing, in some
cases, substantial property damage, injury and death. In
the past 10 years, a considerable amount of research has
gone into this phenomenon, as it applies to reactor safety,
and our understanding has improved significantly. However,
there remains a great deal of uncertainty concerning the
criteria for a steam explosion, and how to predict the key
output parameters (energy released, final fragment size, and '

hydrogen generated).

In-vessel steam explosions have been discussed in
Section 2. For that situation, the principal concern, his-
torically, has been the tareat of pressure vessel and/or
containment failure due to the steam explosion. For
ex-vessel situations, the emphasis is different. It i.s
highly unlikely, for example, that a containment-threatening

j missile could be generated by a steam explosion in the cav-
ity. However, multiple steam explosions could pressurize
containment more rapidly than heat sinks could respond, and,
in conjunction with other pressure sources (e.g., a hydrogen
burn), these processes could threaten containment through
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' overpressurization. Another concern is that all the water
in the cavity could be removed by. steam explosions, so that

,

a dry core-concrete interaction could occur. j

On the , positive - side, it is clear that to prevent the
core-concrete interaction, the molten core material must be

' - substantially cooled to so1~idification by the water pool
before.it comes to rest on the cavity floor. As discussed
in.Section- 3.2.3.2.2.2, the rate at which steam can be gen-

i erated by normal quenching processes is limited by flooding i

. and fluidization processes. In a steam explosion, these
limits are overcome by inertial confinement: the fragmenta-
tion and liquid-liquid contact occurs so rapidly (i.e., in
less than 10 ms) that the material does not have time to
respond by moving away from the interaction. region. Thus a

: . steam explosion is the most effective known mechanism for
quickly quenching the debris. Whether the resulting par-

,

; ticulate debris bed is coolable or. not is' another question.
! .Coolability depends greatly on particle size (see
j; Section'3.2.3.3.1), and steam explosions can generate i

extremely fine particles. The most favorable outcome . f ol-
lowing a melt release into a water-filled reactor cavity'is
thus that a steam explosion which quenches the debris-

t occurs, but the debris particles are not too small (e.g.,
O.1-1.0 cm) and adequate water remains in the cavity to keep - 4

;

the - debris bed cool, and to quench subsequent low-level
debris release.<

t

! Because of its importance to safety in the metallurgical
I industry, the liquefied natural gas industry, as well as the
I nuclear industry much has been written' concerning steam

explosions. (E.g., see reviews in (7-9].) In addition,
,

I there have~ been extensive experimental investigations of the
phenomenon, most notably _the single droplet and FITS series'

i ' at Sandia,[10-12] which have shown that steam explosions can
occur at small (20'q) and intermediate ' (20 kg)- scales, for

,

|= iron, iron,-alumina, and corium melts.

The steam- explosion phenomenon can be conceptually
~,

divided into four stages: (a) fuel-coolant coarse premix-
;

I .ing: (b) explosion triggering: (c) explosion ~ propagation. |
and'(d) expansion (see Figures 3.2.3-la and'3.2.3-lb).

!
'

Fuel-Coolant Coarse Premixino. In t h i s - P h a s e ,' the hot
molten - material (often called corium) contacts the colder,,.

more volatile liquid coolant (water) and the fuel subdivides[
'

~

L into fsmaller f ragments, interpenetrating the coolant over a.>

.relatively long span of time (on the order 'of a few tenths'
.

to -oneL second). This " premixing" occurs when the heat
v __

transfer between the fuel is quiescent (e.g., film boiling
; heat' transfer). _A breakup to a particle size of about 1 cm

sin diameter _ seems to be necessary for the more violent
,

stages of the steam explosion to occur.- Even in the absence
i
'.
.
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of -the explosive phenomena, this stage is important for
steam and. hydrogen generation, and debris bed formation. It
was discussed in the previous Section (3.2.3.2.2.2).

Explosion Triqqering. Rapid heat transfer between the
fuel and coolant is initiated or " triggered" by near
liquid-liquid contact at fuel temperatures substantially
rbove the coolant boiling point. This film boiling collapse
may be initiated by contact of the falling debris with the
cavity floor, or 'by pressure disturbances due to falling
objects, or simply by the noise level of the boiling pool.

Ex51osion Propagation. The rapid local heat transfer
initiates fuel fragmentation, which increases the heat-
transfer area. This further increases the heat-transfer
rate, accelerating fuel fragmentation, transferring the fuel'

thermal energy to coolant in the vicinity, and vaporizing it
at- high pressure. If the fuel coolant mixture is large,
this explosive heat transfer can spatially propagate through
the mixture, producing high-pressure shock waves much as in
a chemical explosion. The time scale for these events is
of the order of 1 ms, and fuel fragments of the order of
10-4 m. diameter are typically produced.

Explosion Expansion. The high pressure coolant vapor
then expands and does work on the surrounding cold liquid.
The conversion efficiency between the thermal energy in the
hot vapor and mechanical energy in the accelerated liquid is
much lower than the Carnot efficiency, however, because the
low density, high-temperature vapor is accelerating a high
density, low-temperature liquid. The result is a classic
Rayleigh-Taylor surface instability, resulting in rapid
breakup of- the interface, mixing between the hot and cold
fluids, and rapid recondensation 'of the vapor. Net effi-
ciencies observed in the Sandia . experiments (final ~mechani-
cal energy divided by initial thermal energy) range from
3~ percent down to less than 1 percent. However, the explo-
sion efficiency is expected to depend on the degree of con-
finement, and on the size of the interaction zone (in these
respects, it resembles a chemical explosion) . The UKAEA PWR

~Decraded Core Analysis,[13] for example, proposes 4 percent
as a reasonable estimate of a reactor scale ex-vessel steam
explosion.. (Broad uncertainty bands are also proposed in
association with this estimate.)

Numerous attempts have been made to model the steam
explosion process, ranging f rom hydrodynamic simulations to-
simple applications of - engineering correlations taken from
conventional heat transfer studies. The subject is still
poorly understood, and considerable controversy existut among
specialists in the field. The crucial question for our'pur-
poses is - whether, and when. - a steam explosion can occur.
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Figure 3.2.3-1. Conceptual Picture of Ex-Vessel Steam
Explosion
a. Coarse Premixing Phase
b. Explosion propagation phase
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Criteria for excluding the possibility of very large steam
explosions have been proposed, based on the difficulty of
achieving the initial coarse fragmentation and mixing
required for the explosion to occur.[14,15] However, as
pointed out in [16] and [13], it is not possible to apply
these scaling arguments with any confidence to the situation
of interest.

What is most important for our purposes is the knowledge
from experiments [12] that intermediate scale (20 kg) drops
of stainless steel and smaller (5 kg) drops of Corium into
water can sometimes (but not always) result in steam explo-
sions. In the Model Recommendation section, this phenomenon
will be treated as highly uncertain, but too important to
exclude f rom consideration. Thus a variety of options for
determining whether a steam explosion will occur, what the
energy might be, what the final fragment size will be, and
when the event is initiated, will be proposed for inclusion
into MELCOR, with actual selection of the option to be used
left to the analyst.

3.2.3.2.3 MARCH-HOTDROP Features

The only current model available for FCI phenomena that
occur in containment is the MARCH 1.1 computer program;[16]
specifically the HOTDROP subroutine.* After the reactor
vessel fails, the core debris is assumed to fall instanta-
neously onto the containment floor under the vessel, and to
react with any water that may be present there. The core
materials are assumed to be in a particulate form suspended
in the water pool, such that there is no interaction between
any of the fuel droplets. The initially molten droplets
transfer energy to the water first raising its temperature
to saturation and then vaporizing it. At the same time the
fuel debris gains energy by the fission product decay heat
and any metal-water reactions that may occur at its sur-
face. HOTDROP models only consider zirconium metal oxida-
tion. This physical picture of fuel-coolant interaction is
only considered when water is present, and continues to be
used until the debris is quenched to the water temperature,
or the water in the cavity is completely vaporized, at which
point a molten core-concrete interaction begins (this is
modeled by the INTER computer program).

Since there is no interaction between fuel debris par-
ticles, the energy balance for an isolated fuel droplet is
considered and multiplied by the number of droplets N, where'

*Recently, a number of new models have been developed for
use in MARCH 2.0. Since this project is not complete, and
document ~ation for the new models is not yet available, they
will not be discussed in this assessment.

3.2-29



. _ . . - _ . - . _- ..

1

V
fN= ''

3
Rg

.

Here, Vg is the . fuel volume and Rg is the user input
.

fuel droplet radius. The energy equation for a single drop- i

Ilet is given by

dT
~4 g

( ~ }g f dt D+OCHEM - W7.WR
p c * * *

)

where Tg, pg, and cf' are the fuel temperature, den- |
sity and specific heat and where Op and QCHEM are the |
decay and chemical heating powers, respectively. The heat
transferred from the droplet is

wRf) (T -T,) (3.2.3-9)Q, = hTOT ( g

- where the heat transfer coefficient is a combination of~the
assumed-to be'giventhermal' resistance .in the fuel droplet

Sk(f/Rg)by a steady state production model and that due
to surface boiling, hb

TOT " R
*

g _7
+

Sk bg

h, is given by a correlation for transi--The value, b
tion boiling and nucleate boiling from~ a cylindrical wire-

is given by a,(the film boiling regime -is neglected). QD
decay' power curve correlation, while. QCHEM, due to the

; zirconium-water reaction,.is determined by the rate of dif-
,

! fusion of ~ oxygen to the zirconium metal. The fuel droplet
is~ an homogeneous mixture of uranium dioxide, 'i'ron, zirco-
.nium and zirconium dioxide. The oxidation rate and exother-
mic chemical energy release rate equations are based on a

(. solid state diffusion correlation _(either -Baker-Just or-'~

f Cathcart-Powell) computed for diffusion through the spheri-
cal shell.

f

.

3.2-30

:
_ . . _ . . _ . . _ __ _ ._. . . _ _ . _ __ _ . . . _ _ . . . . _ _ . . . _ _ . . _ _ _ . __



There are a number of shortcomings to the HOTDROP model.

1. Instantaneous fuel discharge is assumed and tran-
sient mixing phenomena between the fuel and coolant
are neglected

2. Steam explosions are not considered;

3. Iron and chromium oxidation is neglected:

4. . Fuel debris dispersal during debris quenching is
neglected;

5.- Interaction between debris particles is neglected;

6. A molten core-concrete interaction can only occur in
the absence of water or if the user of the program
skips the HOTDROP model (IHOT - 2 or 3).

Additional discussion of this model and its limitations can
be found in [6]. Such a model, although simple and easily
unde'rstood, is inadequate for MELCOR, particularly in regard
to the hydrogen and steam source terms and fuel debris
-dispersal.

3.2.3.3 Wet Cavity Debris Bed Behavior

The presence or absence of water in the reactor cavity
following the initial interactions is a fundamental branch
point in the analysis of event sequences. If water is pres-
ent, there is a second major branch point: either- the-
debris is prima rily in the form of a porous', boiling rubble
bed, or there is a substantial consolidated layer of core
matcrial (mostly molten) at the bottom of the cavity (pos-
sibly in addition to an overlying rubble bed). In either
case, the presence of the overlying water-layer probably has
a ~ profound effect on the radiological source term, and on
the course of' thermal-hydraulic phenomena.

The discussion to follow is based on the conceptual
picture of multiple layers in the reactor cavity shown in
Figure.3.2.3-2. Not all layers will be present in all situ-
ations. The key issues- are -steam and noncondensible gas
generation, debris coolability, and concrete erosion.

3.2.3.3.1 Debris-Water Interactions

Melt release from the reactor vessel can result in
either a bed of hot-particulate debris or a molten pool of
core materials. The hot particulate debris will attack the

-

concrete or remelt if it is not quenched by water. The
~ molten pool may undergo severe structural changes if water
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is introduced onto it. This section discusses the interac-
tions of water with particulate debris and with a molten
pool.

3.2.3.3.12 1 Determination of the Incipient Dryout Power

Figura 3.2.3-3 depicts boiling and dryout in a volume-
heated particle bed submerged in a pool of water and resting
-on an imperrieable support. The liquid must enter the bed
from an overlying pool against the resistance of upward-
flowing-vapor. For simplicity, all the liquid is assumed to -

be at the bo ling point so that heat is removed solely by
boiling. Experiments show that channels form at the top of
the bed if the particles are small (less than about 1 mm).
These channels are typically small and negligible for_ thick
LWR beds, but may be important in interpreting data from
small-sized experiments. The vapor in the debris flows
upward while the liquid flows downward into the bed. The
vapor is driven from the bed by the pressure developed as it
boils. The liquid is pulled into the bed both by gravity
and by capillary force. If these two forces are sufficient
to overcome the frictional forces of the upward-moving
vapor, steady state boiling can occur throughout the bed.
However, for high-power generation rates within the bed, the
flow of liquid is retarded sufficiently that all of it
vaporizes before it reaches the bed bottom. In such a case
the bottom of the. bed becomes dry. The bed power at which
some part of the bed just becomes dry is called the dryout
power. A measure of the dryout condition is the dryout heat
flux, _ defined as the total bed power at dryout divided by
the bed' top (cross sectional) surface area. (Note that this
is not the heat flux per unit area from the surface of an
individual particle.) Often powers only moderately above
the incipient dryout power will cause a large fraction of
the bed to become dry. Thus, at these powers only a small
fraction of the bed can be quenched. Decay heat removal
capabilities _ f rom the dry portion of a debris bed is much
reduced relative to the boiling zone. Because of the low
thermal conductivity of dry debris, the low efficiency of
radiation at low temperatures, and the low vapor flow rates
expected, high temperatures can be achieved over short dis-
tances, and initially much of the dry zone can heat at near
adiabatic rates. Thus dryout marks a sharp change in the
coolability of debris and indicates the potential for pro-
longed thermal attack on the concrete. Many experiments
have attempted to simulate dryout in reactor debris (see
Appendix 3.2-B). In most of these, inductive heating of
single-sized metal spheres has been used to simulate the
nearly uniform volumetric power of decay heat. These exper-
iments'(and some-theoretical considerations) have shown that
the dry.out heat flux generally increases with inreasing
particle diameter, bed porosity, ambient pressure, and
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liquid mass flux entering the bottom of the debris (as might
occur if the bed were on a porous support). The dryout flux
is essentially independent of bed thickness for deep debris,
but starts to increase as the debris becomes shallow.
Debris stratification (in which the average particle dian-
eter varies with elevation) can strongly decrease the dryout
~ flux if the small particles are at the top of the bed.

Th9 debris in the reactor cavity or on the reactor floor
may consist of particles ranging from less than 0.1 mm to
tens of millimeters or more, with a debris thickness of as
much 'as 1 to 2 meters, porosity from 30 percent to 60 per-
cent or more, and ambient pressures from 1 to 10 bars. The
debris may be mixed or stratified, with or without gas or
liquid entry from below. The flow regimes and important
phenonema are different at the different ends of the param-
eter ranges described. A good debris cooling model must be
able to handle all the regimes and be able to identify where
changes in behavior occur.

3.2.3.3.1.2 Debris Bed Dryout Models

Since the start of dryout marks the division between
benign coolable debris and debris which can heat, remelt,
and attack concrete or steel, considerable research has gone
into developing dryout models (see Appendix 3.2-B). The
simplest models are based on " flooding" correlations devel-
oped in the chemical industry. Flooding occurs in a rubble
bed when liquid enters the top of the bed, gas enters the
bottom, and the gas flow is just sufficient to cause some of
the liquid to overflow the container. All flooding correla-
tions have been based o,n beds with large particles, and so
all dryout models derived from them are restricted to large
particles (i.e., the turbulent flow regime). These models
usually fail for particles smaller than 1 mm. Dryout models
for small particles (laminar flow regime) have been devel-
oped for Liquid Metal Fast Breeder Reactor (LMFBR) accident
debris. These models have been based on first principals
and have combined conservation laws for mass, momentum, and
energy to obtain dryout criteria. The primary challenge is
to include all the important phenonema and choose the proper
relations in describing those phenonema. For small par-
ticles and moderately shallow beds, capillary force can draw
liquid toward a dry zone even more strongly than gravity,
and this,effect must be included in the modeling. Channels
where the vapor has pushed back the particles and opened a
wide flow path occur at the top of the bed and are important'
in shallow beds. These small-particle models usually fail
for particles larger than 1 mm.

.

3.2-35



-

. _ . . . . . . .

=-
us
--

Advanced models have been developed which combine lami- f
nar and turbulent flow in the conservation formalism of the E-
LMFBR small-particle models. Some are one-dimensional and f
give a detailed description of the liquid fraction within E
the bed as a function of elevation, predict the thickness of 55
a steady state dry zone when the power is above the incipi- =g
ent dryout power, and allow for liquid flow entry into the Ei
base of the bed. A one-dimensional model is needed to @
determine the effect of stratification on dryout. B--

-

-.

A comparison of the dryout predictions of various models |
with experimental data is made in Appendix 3.2-B. The best =

model can predict nearly all of the measured dryout fluxes E
within a factor of two and most of it within 50 percent. E-

E
3.2.3.3.1.3 Quenching of Hot Particulate Debris 7

w
The quenching of hot particulate debris by water is a

-

p
dynamic process involving the counter flow of liquid and F

vapor, as well as the heating of the dry particles by decay E
heat and the heating of the concrete below the debris. =
Since the rubble bed is expected to be relatively flat E
(numerous settling processes ensure this [17]) and the 5
initial boiling rate should be much higher than the dryout [
flux, we expect the bed to be initially dry. A quench front E
then moves down through the bed from the overlying pool.

-

E
Steady state dryout models describe the maximum amount -

of heat or vapor flow which can be removed from a particle E
bed while still allowing liquid to enter the bed [
(cf. (3.2.3.3.1.2)). Thus they can predict whether or not -

debris can eventually be quenched, assuming no bed altera-
tions occur during the quenching process. The dryout models ;
also provide a good first estimate of the rate at which a -

,
'

_

quench front will progress downward. The average heat i
removed from the bed during quenching is probably related to -

| the dryout flux since the liquid entering the bed is [
restricted by the vapor leaving it in the quench process i
just as it is near incipient dryout'. However, initially

_

most of the vapor is produced at the bottom of the quenched
-

zone. This is more like a bottom-heated bed than a volume- |

| heated bed. Experiments have shown [18, 19] that the dryout
'

flux for a bottom heated bed is half that of a volume-heated -

bed for large particles. As the quench progresses, boiling
-

from decay heat in the quenched zone slows down the quench-
_

ing rate, the volumetrically-produced vapor becomes more
important, and the bed would tend toward a volume-heated bed. -

:
An impo r ta'nt phenonemon noted in recent quench

experime.nts by Cho et al.[20] at Argonne, and by Ginsberg et
al.[21] at Brookhaven is the rapid quenching of a central
column of the debris by a finger of liquid while the
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! surrounding annulus remains hot. After the central finger
reaches the bed bottom, the water quenches the annulus from
the bottom upward. The time to quench the entire bed is
close to the sensible heat in the bed divided by the dryout,

; flux times the bed area. However, the central quench occurs
in about one third of the total quench time. The central
quench time is important since it would halt the heatup of
the dry debris and the concrete.*

Another feature of the two-stage quench process is that
while the fingering quench is occurring, steam is passing
superheated debris (which is being kept hot by decay heat).
If the temperatures are high enough, metal in the debris
will be oxidized during this process. This will add heat
and hydrogen to the system (as during the in-vessel core
degradation process) and will reduce the quenching rate.

During the quench process the debris is being heated by
! decay heat. If there is no steam source below the dry

region, heat transfer in that region will be primarily by
conduction and radiation. Initially conduction dominates,
but at higher temperatures radiation between the particles
increases the effective conductivity several times. Because
of - the low thermal conductivity of dry particulate debris
(many times lower than oxide alone), much of the dry zone
will heat adiabatically. The quench rate will slow consid-
etably as it enters levels with hotter particles. (This
feature haafnot been seen in quenching experiments [20, 21]
because the'y have not been volumetrically heated during the
quench,)

A dynamic " sharp quench front" model has been developed
for the MEDICI code which includes all the processes dis-
cussed in this section. (Quench front progression, decay
heating of dry zone, hydrogen generation, quench front
fingering.) Results from a representative calculation with
the sharp quench front model are shown in Figure 3.2.3-4.

' Note that the curvature in the first part of the front
motion is due to decay heating of the dry zone, which slows
the front.. A complete description of the model and the
parameter ' choices for Figure 3.2.3-4 is given in Appen-
dix 3.2-C. Ginsberg et al..[21] have developed a similar
model for interpreting their quenching experiments, though
decay heating is not considered.

e The sharp quench front assumption is probably a reason-
able iapproximation insofar as it affects steam generation
and Cebris bed temperature. However, it is inadequate for
modeling hydrogen' generation since the oxidation of metal
requires the simultaneous conditions of high surface temper-
ature and presence of steam. An approach for estimating
hydrogen generation at the quench front will be discussed in
3.2.3.3.2.

}
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Figure 3.2.3-4. Motion of quench front predicted by sharp
quench 'ront model described in Appendix
3.2-C. The second front moving upward
quenches the channels between the initial
quench front fingers. Z is the quenchS
front height, Zo is the dryout height, XO .

is the initial value of X. T is time, Tau
is-the charactoristic quench time, and F is
the fraction of the initial enthalpy quench

| to the total.
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3.2.3.3.1.4 Postquench Considerations

A final concern of quenching particulate debris is keep-
ing it cool after.it is quenched. As long as a water supply
is maintained and the bed structure is not changed, a fully
. quenched bed 'should remained cool, and attack of the con-
crete will be avoided. However, if the coolable debris bed
is f ormed - f rom the - initial melt release from the reactor
vessel: debris formed from- the secondary (continuous)
release of residual core materials may cause the debris to
dry out and attack the concrete. The slow secondary release
may_ comprise on the order of 10,000 kg of melt over a period
of: hours. If the release comes in one thousand 10-kg drops,
.there may be as many as 1000 small steam explosions (depend-
ing on the ambient pressure and void fraction in the pool).
Assuming the explosions are small enough to allow the water
to remain in the reactor cavity, each event will create fine
debris which will settle on top of the coolable debris,
creating a stratified bed.

Models and experiments for stratified beds indicate that
they are not easily cooled. In deep beds, the dryout cri-
terion is established by the top layer of particles, which
in this case is composed of small particles. If the debris
is essentially one-dimensional, the top layer will inhibit
the downward flow of water sufficiently~to cause nearly the
entire debris bed to dry out, even though it had previously
been cooled. However, in a two-dimensional bed there may be
regions 'where the . liquid can bypass the small-particle
layer, travel horizontally, and help cool the debris below
the layer. A model which allows liquid flow from below is a
start for describing this situation, but a two-dimensional
model is really needed. At present, no such capability
exists.

3.2.3.3.'1.5 Quenching a Molten Pool with Water

. Quenching a large molten pool with water is another
poorly understood phenomenon. Important considerations are
the stability of a fuel crust between the water and the
melt, the size of the water and melt pools, and possible
external perturbations, such as small steam explosions from
secondary melt releases coming from the reactor vessel.

That a molten pool-water interface might be naturally
unstable to progressive mixing, fragmentation and quenching
is ~ suggested by experiments using simulant materials; e.g.,
:the ' experiments by Theofanous.[43] The role of a sparging-
nitrogen gas flow through both the " melt" (water) and the
" coolant" (liquid nitrogen) was found to be of critical
importance in causing tne surface disruption process to
Proceed to full quenching of the " melt."
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-On the other hand, when prototypical, rather than simu-o

lant materials are used for such experiments, the interface
is found to be stable. In the Transient Water Test Series,
Tarbell, et al'.[22] introduced water on top of a 20-kg

i iron-alumina melt at 2700*K. Initially the water seemed to
boil fairly slowly as in film boiling. As the system
cooled, a more active nucleate boiling regime was - entered. .

which also slowed with time. But the gas generation rates
! and the rate of melt penetration of. the concrete were not

affected by the addition of water. Similar results were
observed in experiments at ANL by Spencer, et al.,[44] which<

i had no gas. flow from below. If such behavior is typical ~of
large melts, the primary effect of adding water might be the

i. trapping of aerosols generated by the melt-concrete interac-
tion. Quenching of the melt would not occur.

Another consideration in quenching a large melt is the1

possibility of small " external" steam exnlosions in the
,

overlying pool. On the order of 10,000 kg of core materials4

L will probably continue to melt and fall from the reactor
; vessel after, the initial primary release of materials.

Experiments show [24] that when 10 kg of molten oxide drops!

through a water pool, it fragments and a small steam explo-,

i sion is sometimes (but not always) triggered when the melt.
contacts .the pool- bottom. These "small" steam explosion
were enough to blow the debris 10 meters into the air in the

, experiments, but are probably not enough to clear the cavity
! of water. Melt releases on the order of 10 kg are not

unreasonable during the slow melting of 10,000 kg.
?

| If these secondary melt releases caused steam explosions
in the water pool above the primary melt pool, the pressure,

generated could push the melt down strongly at one location,
causing it to rise up strongly in - another. Mixing of the

[ melt and the water might then be induced. The molten pool
'

could- be fragmented and perhaps dispersed after these
events, and the question of quenching hot particulate debris
may be raised again.

,

3.2.3.3.2 Debris-Gas Interactions
:

Two processes are important for Debris-Gas Interac-
tions. They.are heat , transfer. and the generation of flan-

;. :mable gases by oxidation of metallic melt constituents. The-
processes which occur when the pool is molten are discussed
in Section 3.5. .However, there is also significant. poten-,

tial for-hydrogen generation in the rubble bed.

j There are two. zones (I and III in Figure 3.2.3-2) in
~

which the debris may be hot enough and in good enough con-
tact with a steam flow for significant hydrogen generation

4

t
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to occur. If there is a dry zone above the core-concrete
interaction zone, it could be extremely hot, and the steam
and CO2 from the CCI could be reduced to hydrogen and
carbon monoxide. Similarly, if the water level is below the
bed height, a dry zone will exist above the pool. The upper
dry zone (designated the " exposed" layer in Figure 3.2.3-2)
is likely to be much cooler than the lower one, but the
steam flow rate is much higher, so it is necessary to calcu-
late the gas-solid heat transfer and hydrogen generation
rate in this region.

A great deal of work has been done on in-vessel analysis
of metal oxidation in a steam environment, particularly for
zirconium, but also for stainless steel. An excellent

. review is contained in Chapter 4 of Reference [25]. Fur-
i thermore, the subject is discussed in some detail for

in-vessel model in Section 2. Therefore, the discussion
here will be limited to a description of models to be recom-
mended for the cavity model. Similarly, the emphasis will
be on hydrogen generation, rather than CO generation; pre-
sumably similar formulations for CO2 reduction phenomena
could be formulated.

In the presence of an abundance of steam, a number of
correlations for the reaction rate in solid-state diffusion-
limited conditions have been deduced from experimental
data. The best known of these is the Baker-Just correlation
for zirconium.[26] If W is the cumulative mass gained per,

unit surface area, and t is time, then this correlation
specifies that

W2 = Kzt (3.2.3-10)

2.643 x 108 exp(-1.905x10 /BT) (3.2.3-11)8K =g

where R= 8.314 x 103 J/Kmol *K.

For stainless steel, a similar parabolic rate law has
been observed at the temperatures of interest for our prob-
leu, (and for relatively high oxidation fractions) by
Bittel, et al.[27] Powers [28] has formulated their rate

, data into a correlation of the same form as (3.10) and
k (3.11):

'

Kg = 2.4 x 108 8exp (-3.527x10 /RT) (3.2.3-12).
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The reaction-rates quoted above are based on experiments
with pure metals. The debris to be expected in the rubble'

| ' . bed. 'is expected - to be a mixture of zircalloy, steel, and
fuel,- so some assumptions must be made to adapt these ,

'

results-to the required analysis. This will be discussed in
more detail in Section 3.2.5.3.2. Also discussed there will. ,

P be the ef fect of a limitation on the steam supply to the
surface.;

i . The previous discussion related to sustained hydrogen
i. generation in the two dry zones. There is, in addition,-the

potential for significant hydrogen generation _at the quench
front, where both high temperature and abundant steam are

r present. No ~ experimental data exist for this process, and
'

there are no tested models available. In 3. 2. 6. 3. 3. 2, a
model will be proposed based on the Baker-Just correlatione

'

and~a quench zone thickness which is a variable parameter.

'

Since hydrogen generation is very sensitive to the ten-
perature of the interaction region, it is necessary to

' follow the temperature of the gas and of the debris in the
two dry zones. For the lower zone, gas-rubble heat transfer*

.is also important for the proper treatment of the concrete
"s surface. Considerable research concerning heat transfer,

~

between a flowing gas and a packed bed for the chemical
processing industry. A correlation for heat transf er which
~ corresponds to our problem has been developed by Martin.[29] '

There are simpler alternatives to Martin's formulas, how-
ever, which might be acceptable. Schlunder reviews the

i available ~ options for packed bed gas-solid heat transfer in
Reference-[40].

3.2.3.3.3' Debris-Concrete Interactions -

,

i The interaction of hot debris, either molten or . solid,
-

with the concrete basemat of the reactor cavity, .is of crit-,

ical importance in safety analysis. In fact, it is so
important- .that a separate .section (Section 3.5) of. this ,

! report is devoted to it. For that reason, the subject will
l not be discussed in great detail here. However,- it is
I .important to consider those aspects of core-concrete: inter-
I actions (CCI) which. are closely coupled to other phenomena

discussed here. Of particular importance is the simulta-
neous existence of core-concrete interactions and a debris
bed boiling in a water pool.

! 3.2.3.3.3.1 Simultaneous Debris Bed-CCI Configurations
1

( The analysis of the f ull. multilayer configuration shown
in Figure 3.2.3-2 will be extremely difficult. It is use-
ful to * consider 'under. what circumstances, if any, it~ is.
necessary - to analyze the simultaneous behavior of a' rubble

,

i-- bed and core-concrete interactions.
|
|
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A number of potential configurations are unstable, i.e.,
can persist for a period of time which is short compared to
other CCI phenomena. Suppose, for example, that a large
-molten debris pool is formed, and begins to erode the con-
crete. A layer of molten slag (light oxides and liquified
concrete) forms over the debris layer. Even though the
concrete above the debris is in contact with the overlying
pool, it may not be cooled below the solidus temperature
(pool boiling is limited in its ability to extract heat from
a lower surface, whereas there is no corresponding limit to
the rate at which the underlying debris can heat the
concrete-water interface). Thus any crust forming on the top
of the molten slag region may be extremely thin. Now sup-
pose.some quenched particulate debris descends to the bottom
of the pool. As the debris collects on the thin crust, the
weight will eventually collapse the crust, .and the rubble
will~ sink into the slag zone, and descend to merge eventu-
ally with the molten debris. These processes take place at
a relatively rapid rate,'and it does not appear profitable
to model:them carefully.

However, once the solid ' debris has found a new floor
+(either a solidified crust at the top of the consolidated
debris region, or at the CCI interaction interface) the
rubble bed can again form, now suspended partly in the con-
crete slag layer and partly-in the overlying pool.

A similar sequence could even occur without the initial
molten debris pool. A melt stream may be fragmented and
solidified (via a steam explosion or by a less violent
interaction), and the resulting debris bed may be coolable,
in a ' technical sense, but to be assured of ultimate cool-
ability, we must analyze the process by which full' quench to
the water . temperature is achieved. Initially, the rubble
bed will expel the liquid water, and the bed will be dry.
The quench process is expected to occur by means of a quench
front progressing from the top of the bed to the bottom. To
determine if it is important to analyze the simultaneous
motion of the quench front into the rubble, and the descent
of _ the rubble .into the CCI slag layer, some bounding - esti-
mates of the appropriate velocities can be used. We assume
the rubble bed descends at the same rate as the concrete
ablation -f ront, and that the debris attacking the concrete
has cooled to the quasi-steady state value associated with
the decay heat. The key heat-transfer parameter is then the
ratio of upward to downward heat transfer. We define

f3 . heat transferred downward (3.2.3-13)heat transferred upward
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For a one-dimensional layer of debris which is d thick, with
decay power density of q w/kg, the steady state erosion
velocity is given by:

Aqd8d
V, = #m ab(1+B) (3.2.3-14)H

where #d.c are the densities of the debris and concrete,
respectively, and Hab is the heat of ablation of the con-
crete (which includes sensible heat). For a representative
calculation, we assume the concrete is fully melted; we

Ad pc = 1.4, d = 0.5, and,/therefore take Hab = 4.0 x 106
for simplicity, B = 1. For decay heat we take a relatively
high value, q = 200 w/kg. The result is va = 1.76 x
10-5 m/s. This value is, in fact, typical of ablation'

velocities seen in CCI experiments.

For quench front velocity, we use the sharp front model
of Appendix 3.2-C. The dryout height is

Ed (3.2.3-15)2
d = 9 #eff

where ed is the dryout flux (w/m2) and pegg is
the effective debris density (modified by the porosity).
The quench front velocity is given by

"d (3.2.3-16)v =

9 f #eff d

where f is the quench fraction, typically found in expeci-
ments [21] to be about 0.3, and Hd is the enthalpy removed
by quenching to the steady state (J/kg). The dryout flux is
highly variable, depending principally on the diameter of
the debris. Table 3.2.3.1 shows representative calculations
for three particle diameters, d (Assumptions: 0-Dp.
Lipinski model, deep bed approximation, 40 percent porosity,
Hd = 7.0 x 105, pegg = 5.4 x 103.)
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Table 3.2.3-1

Representative Quench Velocities and Dryout Heights

d (m) 9d(W/m2) Zd(m) v (m/s)p g

0.01 5.0x106 4.63 4.0x10-3,

O.003 1.Ox106 o,926 8.0x10-4
'

0.0003 3.0xlO4 0.028 2.4xlO-5
4
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A typical ex-vessel debris bed might be 0.5 m (e.g., see
[D20], p. 291). The conclusion from this table is that if*

- the bed is coolable, it is unlikely that significant con-
crete erosion can take place during the time the quench ,

'

front is moving downward. We can apply a similar analysis
to the rate at which partially solidified debris might
reme t before the quench front arrives. A characteristic^

l

; time for the quench front is obtained by dividing the dryout
height by the initial quench velocity:

4

1

tg = zd vg.= Hd f/q (3.2.3-17)/4

i

1

9, and for the parameters of ;which is independent of d
Table 3.2.3.1 is equal to 1155 seconds. Of course, decay

4

heat.will slow the front down, so this time might correspond'

j to a coolable debris bed whose height is perhaps one half
the dryout height. This can be compared to the characteris- i

tic time for adiabatic remelt from pure solid to pure liquid.

3 at the melting-temperature:

i

!

tra = Hid/q (3.2.3-18) |

f where Hfd is the heat of fusion of the debris. A repre-
~

sentative value would be Hfd = 2.8 x 105, which results
in a' remelt time of 1400 seconds, indicating that signifi-*

cant remelting could occur at the botton of the bed before
the quench front arrives. This result is independent of
decay heat power and debris diameter.

; g = tq/tra = f H /Hfd (3.2.3-19)d
i

f

is.a measure of the amount that the melt fraction can change
during the quench. For our parameters, it is 0.825. Thus,

;

in the time that it takes'for the quenrsh f ront to penetrate
I to the- bottom of a coolable debris bed (of approximately
.

half the dryout height, debris at the bottom could heat up

(. enough to change from pure solid at the melt temperature, to

|
82.5 percent moltet, doubtless causing a collapse of the
lower layer).,

c .

! The conclusica is that for coolable debris beds, while '

! significant erosion ef the concrete during the quench period
i i~s unlikely, it is important to consider the simultaneous
; heatup and possible ~ remelt of the- lower zone. For uncool-
4 able be~ds, of course all three processes must be considered
j~ simultaneously.. Either the lower zone will remelt, then

attack the concrete, or it will sink into the concrete first.!

I'
'
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In either case, the rest of the dry zone will follow into
the slag layer, and, as discussed earlier, even the
saturated zone may be lost in the molten concrete.

As complex as this situation is, it is important to
analyze, because it can persist for a long time (the entire
debris bed presumably descends at the rate of the concreto
ablation front) before the last of the rubble sinks into the
concrete pool. One major concern is the boiling rate in the
pool, because water inventory is crucial to the future
course of events; i.e., it is critical to know if and when
the cavity boils dry. Another reason this configuration
needs to be modeled is that the rate of concrete erosion
depends on how much debris collects in the concrete. Decay
heat which is removed in the overlying debris bed is heat
which otherwise may have contributed to the concrete
attack. Thus, modeling the overlying debris bed may have
the effect of substantially mitigating or terminating the
core-concrete interaction below. Another difficult, but
important question is whether it is possible for a strong
concrete crust to form which can support the overlying rub-
ble bed. If this is possible, and water remains in the
cavity, that debris will be isolated from the core concrete
interaction going on below.

The principal couplings between the CCI and debris bed
behavior are (a) CCI gas flooding of the debris bed, decreas-
ing the quench front velocity and the dryout height: (b) sub-
mergence of solid debris into the slag layer, isolating it
from quench water: (c) reduction of CCI-generated steam and
CO2 by metals in the debris bed dry zone: (d) added heat
to the rubble bed due to exothermic chemical reactions, also
causing decreased dryo t height: (e) cooling of the dry zone
by CCI gases, preventing remelt; and (f) decontamination of
CCI-generated aerosols by the overlying water pool. These
phenomena will be discussed briefly in the following sections.

3.2.3.3.3.2 Water Migration in Concrete

If a concrete surface is exposed to a moderately intense
heat flux, the first process which occurs is the release of
steam from water trapped in the pores of the material.
Since water boils at a lower temperature than the temper-
ature at which concrete begins to melt, there are two
distinct fronts of' interest in the concrete: one is a
dehydration front, where the water changes from liquid to
vapor: the other is the onset of melt of the concrete.
(There are actually a number of such fronts, but for the
present purpose, this simple picture will suffice.) When
-the debris first contacts the concrete surface, these fronts
are in the same location. The dehydration front, however,
moves faster than the melt front because of the lower tran-
sition temperature.
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As. time passes, the dehydration front will slow down and
' eventually .(assuming constant decay power level) a steady*

state will be achieved in which both fronts advance at the
same rate.. In the classification to be used in Sec- |
tion 3.3.3.4, this would be the " sustained" interaction
regime, and the steam generation rate during this period is

j~ in the same proportion to other gas generation rates as in
the original composition of the concrete. However, during
the' initial period, the - steam generation rate is increased

,

by the' quantity of free water contained in the volume l
between the two separating fronts. Conversely, when the H4

debris cools, the-quantity of steam generated is less than a
steady state model would predict.

.

A similar process occurs with respect to CO2 release.
'

; - The transition temperature for the breakdown of some of the
; corbonates in the concrete is significant1v lower than the
y solidus temperature, so that generation of CO2 can be an

~

important process at temperatures between - 600* and 1000*C. 1

This gas can be reduced to CO, which, like hydrogen can |

threaten containment either by long-term pressurization, or
,

by burning. The generation of CO has generally not been
included in most models. The process is complicated by the;

fact that there is an oxidation-reduction reaction between
hydrogen and carbon dioxide, so that modeling of these pro-

i cesses requires equilibrium analysis of all four gases
simultaneously. ;

! -The 'f raction by weight of free water in typical con-
.

cretes is not large (typically about 3 percent [30]), but
,

I this effect is nonetheless extremely important for conse- !

I quence analysis. Accidents involving early containment
failure due to hydrogen combustion contribute heavily to

i risk, and the core concrete interaction can be a larger
source of hydrogen than in-vessel' processes.[31] Experi-i-

ments involving transient interactions of both simulant and
real core materials with concrete-have-shown total hydrogen,

i and steam production due to the dehydration effect to be.
often much' larger- than that due to steady state concrete-

i decomposition.[30, 32]

For ve-v high debris temperatures (i.e., high decay heat
-power denstties) the erosion rate of concrete is high, e.g.,

: 10-4 m/s. Under ~these circumstances, the time- required |
'

for the melt front to achieve the same velocity as~ the
dehydration front is -not large. However, for intermediate

l' temperatures (but above the debris melting point) the'tran-
r sition period is . likely to be long enough for the enhanced
i hydrogen production to be important. For solid debris (as
L in- the dry zone of a debris bed under a pool of water) the
; rate' of . steam evolution from the concrete is likely to be
! many times the quantity which would be predicted on the

basis of the volumetric erosion of the concrete.

,
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1

, Physically, the water migration process is relatively
well understood. The level of available modeling is quite;

i good (compared to other cavity processes). In 1980, the DOE
sponsored a code validation exercise to compare available

| computer codes. Reference [33] reports on the results of
this exercise. All three of the water-migration codes per-;

formed reasonably well, but the USINT code was notably more
accurate and also somewhat faster (30 hours of real time

' ~ were run in $4.00 worth of computer time). Recently, a more
robust and faster code has been developed for LMFBR analy-
sis,[33] which uses essentially the same equations, but dif-
ferent solution techniques, including a moving - grid. The
USINT physical model is described in detail in Reference [33].

; A simplified version of the USINT model has been coupled to
i a concrete erosion model for the CONTAIN code. This will be

discussed in Section 3.2.3.3.3.5.,

1

j Another possible application for the water migration
'

model involves wall heatup by radiational heat transfer from '

i 'the hot pressure vessel. It is not clear whether this is an
important source of water vapor to - containment, but it may ;

affect overall heat balance in the cavity. At any rate, if
a water migration model is implemented, it should be pos-
sible to activate it for the radiational wall heatup problem
as well as for core-concrete interactions. It should also
be noted that in some circumstances the concrete removal
mechanism is mechanical (spalling or crumbling) rather than
melting. Existing MCCI models are not designed for this

: ' phenomenon.

3.2.3.3.3.3 Aerosol Generation and Removal
'

Copious production of aerosols has been observed in many
; CCI experiments.[30] Unlike the aerosols released from the
| primary system earlier in the accident sequence, the decay

' heat power density is low, since they are constituted prin-*

! cipally of decomposed concrete materials. The total mass of
aerosol generation due to CCI may exceed the mass of the
aerosols released from the primary system by an order . of
magnitude. It is important to consider this source of
aerosols for three reasons: (a) the dense, nonradioactive
aerosols may wash out the radioactive aerosols by the

i agglomeration and -deposition processes described in Sec-
: tion 3.8; (b) they may interfere with the functioning of

some Engineered Safety Features; and (c) the CCIrgene ra ted
aerosols may contain a considerable radioactive inventory,

4 possibly of different isotopic content from in-vessel aero-
<

sols, which must be tracked for the ex-plant source term.
,

1

As discussed in Section 3.2.3.3.3.1, the principal sce-
nacio of interest for this section is the simultaneous-

j occurrence of a debris bed under water and a core-concrete
interaction. Total aerosol emission for these situations

i
1
4
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are expected to be quite small, because, first, the CCI is
expected to be relatively slow, and second because the over-
lying pool is expected to remove-all or most of the aerosols.

3.2.3.3.3.4 Classification of Interaction Regimes

When high temperature debris comes into contact with
! concrete, the concrete may spall some solid material. Then,

as the thermal gradient decreases, the concrete will begin
to melt and decompose, generating great quantities of gas
(some of which are flammable) and aerosols (some of which
are radioactive). When the debris is in the form of a
molten pool, heat transfer to the solid concrete and through
the ; melt. layer- is high and the interaction is vigorous,
generating copious aerosols (possibly more than from the
primary system, though far less radioactive). If the debris

'

is solid, the reaction is slower, but must still be consid-
ered both as a source of pressurizing gas, flammable gas,
and ultimate basemat penetration. The physical and chemical
processes involved are highly complex, and highly variable,
depending on the . composition of the debris and of the con-
crete, and on the temperature or decay power.

Figure 3.2.3-5 shows the temperatures at which impcatant
transitions occur in the materials involved in the CCI. The
melting point of pure UO2 is around 2800*C, but the eutec-
tic temperature is more relevant in describing the solidi-
fication of core materials in the cavity. Because of decay
heating occurring both before and after melt release, ten-
peratures of the core materials in the cavity could exceed
2500*C.4

A range of temperatures is shown for representative
concretes. Since these are composite materials, there is a
continuous increase in melt fraction as the temperature
increases from the solidus (lower temperature of the range)
to the liquidus (upper temperature). Fuel materials (e.g.,
'UO ) are heavier than the metals (such as steel) which are2
expected among the debris. The mode of interaction of the
descending CCI region is thus determined by the fuel ten-
perature. Figure 3.2.3-5 illustrates that one must consider
interaction of the fully molten concrete with both liquid
and solid core material, interactions between solid core
material and partially liquified concrete, and interactions
between sol,id concrete and solid debris.

!

,

(

'
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Figure 3.2.3-5. Transition Temperatures for Core-Concrete
Interactions
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To cystenatize the evaluation of models for CCI, we consider
a number of parameter regimes for analysis.

.

Interaction Regimes

Regime 1: Initial attack, molten debris
Regime 2: Initial attack, solid debris
Regime 3: Sustained attack, molten debris
Regime 4: Sustained attack, solid debris.

Different threats are important for different interaction iregimes, and different levels of 'modeling may be desirable.
A tentative breakdown of the requirements in the different
regimes is shown in Table 3.2.3-2.

For example, in regime 3, two-dimensional effects may be I

important, because there has been sufficient time for sub-
stantial erosion of the concrete floor to have taken place,
but no enhanced steam generation is expected. On the other
hand, in regime 1, a one-dimensional treatment may be {acceptable, but it is not acceptable to ignore transient '

water migration effects.

Aerosol generation is important in regime 1, and also
(to a lesser extent) in regime 3. It is of little impor-
tance late in time in regime 3, or in regime 4 because of
the formation of a porous, solidified layer of slag over the
interaction zone. In regime 2 the scenario is partly
quenched solid debris under a water pool. The rate of
attack is low, so copious aerosol generation is not
expected, and furthermore, significant aerosol removal can
be expected in the water pool.

In regime 4 the principal concern is basemat penetra-
tion. Flammable gas generation should be at a low rate
because of the oxide barrier to steam and CO2 diffusion at
the debris surface. Noncondensible gas is expected to per-
colate up through the molten and porous-solid overlying
layers, but the production rate should be low, and in many
cases pressure should be dropping in containment because
heat sinks are overcoming heat sources. (In a few cases,
this may not be true, however.) Thus the principal concern |in regime 4 is penetration velocity, though some attention '

should also be paid to total gas production rate.

It will be seen in the next section that no existing
model can treat all of the required phenomena. The conclu- 1sion to be drawn from Table 3.2.3-2 is that it is posrible
to ~ achieve a better coverage of the important phenomena by

' - using di-f f erent models in different regimes. In particular.
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Table 3.2.3-2

Modeling Requirements in Different
CCI Interaction Regimes

1

1

REGIME- 111 m (3) M'

Aerosol yes yes yes ?
Generation

Flammable yes yes yes no ,

Gas Generation

Non-Condensible yes yes yes yes
Gas Generation

Water migration yes yes no yes

2-D Ablation no no yes no
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wa note that two-disonsionni offecto are important only in,

regime 3, which does not require a water migration model.
This situation will be exploited in Section 5 on model
recommendations.

3.2.3.3.3.5 CCI Models

A wide variety of computational models exist for the
case of a molten debris pool interacting with concrete in a
dry cavity. The first code to receive widespread use was
the INTER code,[37] which has been the basis for numerous
more. detailed treatments. These include WECHSL, KAVERN,
IMM, and CORCON-MODl. In addition, the GROWS and GROWS-II
have been developed independently. Most of these models are
capable of treating the growth of the eroded region as a
two-dimensional process. For basemat penetration considera-
tions, two-dimensional effects are of critical importance,
though total volumetric erosion rate is relatively insensi-
tive to two-dimensional effects.[36] The most advanced of
the U.S. codes is the CORCON code, which is discussed in
substantial detail in Section VI.

However, no existing CCI code has the capability to do
two-dimensional analysis including rater migration in con-
crete. The models used in CONTAIN, on the other hand,
include the water migration effect, but are only one-
dimensional. The model used [38, 42] is based on the INTER
model for concrete attack, and the USINT model for water
migration.

As discussed in the previous section, the two-
dimensional capability is probably unnecessary for situa-
tions in which water migration is important, e.g., before
significant erosion has taken place. For these situations,
the models implemented in CONTAIN would appear appropriate.
For more vigorous- attack, or when a quasi-steady state has
been achieved, the more sophisticated two-dimensional models
may be needed. Finally, there are regimes in which no
existing model is appropriate. An example is the rubble bed
descending .through the concrete slag zone which has been
created by a molten debris pool below. Some provision must
be made in MELCOR to handle these cases, and Section 3.2.5
proposes an approach which at least has the virtue of
allowing a systematic analysis of the phenomenological
uncertainties.

,
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3.2.4 UNCERTAINTIES IN PREDICTING THE OUTCOME OF CAVITY
INTERACTIONS

The uncertainty in predicting the outcome of debris
interactions in the reactor cavity can come from several
sources. These sources include:

1. Uncertainties in initial or boundary conditions
because of uncertainties in the prediction of pre-
ceding activities. These may be called inherited
uncertainties.

2. Inaccuracies in modeling known processes (i.e.,
where the best model still fails to agree with all
the data). These may be called modeling
uncertainties.

3. The failure to foresee an accident path. These may
be called path-ignorance uncertainties.

An example of an inherited uncertainty for reactor
cavity processes is the location of the reactor vessel
breach and the amount of melt at the time of breach. An
example of a modeling uncertainty is the amount of fragmen-
tation when a large melt mass drops into a pool of water.
An example of a path-ignorance uncertainty is the assumption
that introducing water into a reactor vessel will cause
temperatures to decrease, when actually it will cause the
opposite in some cases because it supplies steam for oxida-,

tion in steam-starved situations. Path-ignorance uncertain-
ties can only be identified in retrospect, but they may
reside in out-of-date or simplified analyses.

The combination of these uncertainties becomes the
inherited uncertainty for the next process in the sequence,
although, in practice, the path-ignorance uncertainties are
often omitted. There are other uncertainties such as uncer-
tainties in material properties, ignorance of certain con-
struction details, and the stochastic spread in the outcome
of supposedly identical events, but these are all small
compared to the three uncertainty groups just described.

3.2.4.1 Inherited Uncertainties

Inherited uncertainties are the primary responsibility
of the analyses preceding the one under consideration.
However, the range of their impact can be determined by
parametrically varying the initial and boundary conditions
over the range that the previous analyses conclude is rea-
sonable. A clear definition of what are the important input
parameters for a given process will help to limit the number
of inherited uncertainties that need be considered.
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Important . input parameters for debris interactions in
| the reactor cavity are:

1. Amount, flow rate, composition, oxidation state, and
temperature of molten core materials at the time of
reactor vessel breach.

2. Steam and gas flow from the vessel as a function of
: time.
,

j 3. Amount of liquid water in the reactor cavity at the
tirae of the initial melt release, and subsequent !

>

influx from outside the cavity. |

! 4. Amount and release rate of core materials melting
after the initial melt release.

Obviously, the reactor cavity geometries are also impor-
tant inputs, but they are, at least in principle, not sub-'

ject to much uncertainty.

Items 1 through 2 above are important for determining
how the melt is released from the vessel and they strongly'

impact aerosol formation, debris dispersal, and the sub-
i sequent contact mode of the melt with water. Item 3 influ-
[ ences the potential for steam explosions and the ultimate

coolability of the debris. Item 4 affects particulate,

i- debris coolability and may strongly alter the configuration
of a water pool on a molten pool.

: The above items refer to inherited uncertainties rele-
; vant to the reactor cavity interactions as a whole. In a

- similar nanner, each of- the reactor cavity processes is
subject. to inheriting uncertainties from a previous reactor
cavity uncertainty. Thus it is important to identify the

; most influential input parameters for each reactor cavity
process. Table 3.2.4-1 lists the most influential input
parameters for each of the major cavity processes.

t

*

:

;

I
r

,

;
4

'
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Table 3.2.4-1s

Primary Influential Input Parameters'

for the Major Cavity Processes

. _____________________________________________________________

Process
Input Parameter

_____________________________________

'
Pressure-Driven Melt Initial Release

Initial Pressure
Liquid Inventory and Temperature in Vessel
Breach Size
Mass. Temperature, and Composition of the Melt Ejected
' Cavity Geometry

_____________________________________

Melt Sweepout from. Reactor Cayle.y
Melt Mass
Steam Flow Velocity and Duration
Cavity Geometry

_____________________________________

Interactions from a Large_ Melt Entry into a Water Pool
Melt Mass Temperature, and Composition
Water Depth
Water Pool Area

_____________________________________

Particulate Debris Quenching and Steady _ State Coolability
~ Debris Configuration

Particle sizes.and stratification
Debris thickness and power
Initial Debris Temperature
Ambient Pressute
. Bottom Boundary Condition

____________________________________

Large. Molten Pool Quenching
Melt Mass Temperature, and Composition
Water Mass
Water Entry Mode
System Perturbations (e.g. small steam explosions)

____________________________________
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3.2.4.2 Modeling Uncertainties

The amount of modeling uncertainty present in a process
is a function of both the complexity of the process and the
amount of effort that has been put into the modeling.
Unfortunately, debris interactions in the reactor cavity are
fraught with both complex processes and poorly studied
ones. Steam explosions have been extensively studied, but
'they. are so complex that considerable uncertainty still
surrounds their modeling. The removal of molten core mate-
rials from the reactor cavity by high-velocity steam is not
as complex, but only superficial modeling has been performed
and there is still much uncertainty as to how much material I
might-be removed.

The impact of modeling uncertainties can be estimated ;

by using simple models which bound the best estimate or )preferred model. This only need be done where the preferred |
model fails to produce reasonable agreement with most of the !
data, or where very little data exists to support the l

model. Table 3.2.4-2 lists the cavity processes for which
the best-estimate model is not very accurate. The bounding
models for these processes are discussed in Section 3.5.

1

3.2.4.3 Path Ignorance Uncertainties

Path-ignorance uncertainties stem from accident paths
which are either ignored in a particular code for simplicity
or which are not present because of ignorance of their
existence. A good accident code should be able to accommo-
date new phenomena and processes easily in order to keep
current as new accident paths are discovered by experiments
or deeper analyses.

Initial versions of MEDICI will have some path-
ignorance uncertainties for simplicity. (One example
already discussed is the interaction of secondary melt
releases.) However, the modular and well-organized struc-
ture of MEDICI will allow easy inclusion of these accident
paths in later versions, as well as the inclusion of acci-
dent paths which may be revealed by future research.

.
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Table 3.2.4-2

Cavity Processes'with Inaccurate Models

Pressure-Driven Melt Initial Release
Melt Sweepout from Reactor Cavity

Interactions from a Large-Melt Entry into a Water Pool
Debris Dispersal Following Steam Explosion

Solid Debris-Concrete Interactions
Aerosol Generation in CCI and Removal in Water Pool

Large Molten Pool Quenching
,
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<

i
i 3.2.5 MODEL RECOMMENDATIONS !

The selection of appropriate models for MELCOR-1 and
MELCOR-2 requires the evaluation of a number of difficult I

tradeoffs. It is desirable to use existing, fully tested
models, but there is . general recognition that it is essen-
tial to - treat the problem with a higher degree of realism ).

than that of the MARCH code. In the case of reactor ~ cavity
phenomena, the situation is particularly dif ficult, because,

! experimental programs have recently provided an improved
; data base for many of the key processes, but there is still

*
-

i _ a severe shortage of tested models. I
| l

It was because of this quandary that the MEDICI project
was initiated somewhat in . advance of the rest of MELCOR. |

'The goal is to provide a stand-alone code which will be a
test bed for new models and for new combination of old
models. At the time of-writing, most of the models for the

| first version of MEDIC 1 have been developed or selected, and
'

implementation into an _ integrated code structure is under-
way. It is expected that development, testing and review of4

i the.'MEDICI code will be accomplished early enough to be
'

evaluated for implementation in MELCOR-1. In many respects,
then, the recommendations and rationales presented below
will be reflected in the forthcoming MEDICI code.i

An assessment of the dominant pathways to significant4

radiological release leads to the conclusion that MELCOR-1;

should have the following general features:
:

-- The option of generating aerosols at the vessel breach.
I

| '- -Reasonably realistic quench of molten debris as a
function of time as it enters the pool, including<

; limitation due to fluidization of debris.

-- The ability to allow (but not require) steam.explo-
j sions, including material removal, quenching, and'
'

fragmentation. ;

i

I -- A debris bed quench model including hydrogen genera-
'

tion and simultaneous core-concrete interactions.

-- A model for the long term behavior of both coolable |

and uncoolable debris beds.'

-- A model for water migration during early core-concrete
|- interactions.

i

i |
!

i-
!'
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-- The ability to calculate penetration velocity of solid
core melting through concrete.

-- The ability - to remove liquid water by entrainment in
a high' velocity gas release from the vessel.

Each of these' features represents a substantial increase
in the level of.modeling detail compared to codes previously
used in PRA's (cf. [6]), and it is unlikely that such a task
could be accomplished' in the time available if all the e

models are required - to be highly mechanistic and complex.
In-fact, it is neither desirable nor possible to provide a
high level of complexity for all of these features. In many
cases, simple models have been found which can be shown to
model the physics adequately. In others, more mechanistic
models are needed, but are simply not available. *

3.2.5.1 Mechanistic Models. Parametric Models, and Nodal
Parameters

'The ~ approach used in developing the recommendations
.below is to choose mechanistic models when available, feasi-
ble, and suitable, and to propose parametric models other-
wise. Furthermore, it is essential to distinguish as
clearly as possible between these two categories, so that
the PRA' ' analyst can exercise the code over a reasonable
range of' the phenomenological parameters. In the recommen-
dations to follow, we will emphasize this distinction by
designating the highly uncertain parameters in the para-
metric models as " nodal parameters." This designation
emphasizes the view of MELCOR as a tool for evaluating the
consequences of a particular set of model or parameter
choices, rather than as an' all-knowing computer code (inwhich modeling and parameter- assumptions are buried in the
coding).- While it is true that the judgment of experts will
be important in . establishing best estimates and reasonable
bounds for the nodal parameters, it is also important that >

the user of MELCOR is aware of which models are considered
-well founded,~and which are not.

The explicit identification of parametric models con- *

trasts with another tempting, but unwise approach: neglect-
ing a phenomenon because there are no " adequate" models
available. ' Realistically, it will always be necessary to
set aside certain event pathways as being beyond the scope,

of the code. These situations will have'to be treated with
the traditional type of highly conservative hand calcula-
tions_ in any study which purports to be comprehensive.

-However, every effort should be made to incorporate a high
level of comprehensiveness into MELCOR, even if parts of

,

.some seguence are treated with simplistic'or bounding models.
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'

For any - given phenomenon, there will a variety of ways

t
that parametric models might be constructed. Because it is

' to be expected that phenomenological uncertainties will be r
-

dealt _with by assu:ning a statistical distribution-of param-
eters, it is important to take some care in choosing the set

,

'

of nodal parameters which will embody the uncertainties.
The model developer should, even though complete physical
understanding of a phenomenon is lacking, try to break it up

} into component subprocesses, each of which can be char-:
1 acterized by a single parameter for which realistic bounds

can- be identified. Furthermore, every attempt should be2

made to ensure that the nodal parameters are statistically
independent--i.e., not strongly correlated with each other.'

| Otherwise, two unfortunate consequences may occur:
(1).Probabilistic risk calculations will include portions of |

the parameter space which are physically unrealistic:
(2) calculations of uncertainty will be grossly overesti-

,

mated.

L In the following sections, the recommendations for
models to be used in MELCOR-1 are given, following the
organizational structure of Figures 3.2-D-1-5. Following

,

j~ this, there is a brief discussion of desirable additional
features for MELCOR-2. These are summary descriptions only;'

additional technical detail can be found in the indicated
Appendices.3.2-A-D.

3.2.5.2 Initial Interactions
,

3.2.5.2.1 Hioh Pressure Melt Release Phenomena

; The state of knowledge and model development for many of
' the phenomena described in Section 3.2.3.2.1 are limited.

The sweepout entrainment criterion of Equations (3.2.3-1)

J and (3.2.3-2) are .however a reasonable estimate for acti-
vating a parametric model of water removal. Since the two

I criteria differ only by a constant, the lower velocity
;- criterion.(3.2.3-1) is the operative threshold. The rate of
'

sweepout is, however, highly uncertain, and highly dependent
; - on cavity geometry. A parametric model is desirable . here,
i therefore. 'One choice of nodal parameter is mass fraction I

,

! of liquid in the two-phase mixture exiting the cavity. This
f raction would flow out as long' as the film sweepout cri-'

: terion (3.2.3-1) was satisfied. It is presumed that a
! general containment water level calculation will make it

)

possible for some or all of the water to return to the 1

cavity.
.

| For molten debris sweepout, the situation is more
i complex. Experiments have shown that debris removal can

occur quite efficiently, and it is clear that some kind ofj

-

5

i
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parametric model is desirable for this process. Similarly,
aerosol generation at the vessel breach, and fragmentation
at the outlet of the flowpath .into the upper containment
have been shown to be operative in scaled experiments.
However, considerable additional uncertainty remains regard-
ing the mechanisms involved. It is therefore recommended
that even more control of the debris sweepout process be
given to the user than for water sweepout. In particular,
the entrainment velocity should be under user control. This
might be accomplished by inserting a multiplicative factor
into the entrainment criteria of Equations (3.2.3-1) and
(3.2.3-2). In addition, it is necessary to specify the
degree of fragmentation of the fuel leaving the cavity. For
the purpose of aerosol behavior modeling, the particle size
distribution needs to be specified. It is probably adequate
to assume a lognormal distribution with user-specified mean
particle size and standard deviation.

However, this is still. not enough information for con-
tainment response analysis, since direct heating of the
atmosphere must also be modeled. There are two sources of
this heating: (1) gas-quenching of the sensible heat of the
debris, and (2) chemical heating sue to oxidation of the
metal. Typically, the total potential for atmosphere heat-
ing due to these two effects is about equal, but a different
fraction will be realized, since the mechanisms are differ-
ent. It is recommended that the user be able to specify the
two fractions of available heat actually transferred to the
atmosphere before the debris contacts structure or water.

This treatment of high-pressure melt release phenomena
depends on an unusually large number of user-input param-
eters. This is unfortunate, but at present it is unavoid-
able. Presumably, a much better understanding of these
phenomena will emerge from analysis of experiments which
have - been recently completed or which are now being plan-
ned. This may provide us with empirically-based parameter
choices, -or even with mechanistic models for use in future
versions of MELCOR.

3.2.5.2.2 Low Pressure Melt Release Phenomena

The following models are based on a simple one-
dimensional, time-dependent treatment of the atmosphere and
pool. .The principal calculations are heat and mass transfer
between the debris, water, and atmosphere, and the disposi-
tion of the debris into the molten layer and the debris bed.

3.2-63



. . . . = . - = - . . .-- . . - - - - - . . .. -

|

~3.2.5.2.2.1 Fall Through Air

Melt which is not aerosolized is assumed to fall through I

the air at a velocity and. cone angle which are determined by '|;
-

J ~ the. melt release model. .In'each time step a new " parcel" of i

melt is added to the atmosphere, and the position of each I

parcel released in earlier time steps is updated by a simple 1

accelerated fall model. Parcels do not interact with each i
"

other, though they can overtake each other spatially, i

i - .

particle size is also specified by the meltThe initial
release model.- A particle size distribution is not recom-

i mended for MELCOR-1. Heat transfer and hydrogen generation
for the Laelt- particles should be neglected, since the rates

! are low. |

| In the absence of water in the cavity, this mass should
-be added to the' molten layer and the core concrete interac-
tion model activated.

v ,

t When. water is present, the water level is calculated and
updated each time step to determine the time of contact with
the pool. The water level calculation includes pool swell-
:ing effects due to voids in the boiling dabris bed and the
dry zone. It also includes the displacement due to the

i debris. Note that the principal function of keeping . track
of how much debris is in the air, water, debris bed, and

(! molten layers is to determine what quantity of debris can be
interacting with water at a given. time--particularly for the<

steam explosion.

3.2.5.2.2.2 Fall Through Water
.

This is the key Initial Interaction model, determining
steam and hydrogen generation in the fall phase, and calcu--
lating the degree of quenching . of the melt.- In each time
step, the debris in those parcels which are falling'in the
water zone ir.teracts with the water to form steam according

; 'to the analysis of Appendix 3.2-A. Coarse mixing (particle
size reduction)'and spreading occurs according to the corre-!

lations given in Section 3.2-A.3.2. A constant velocity
! advances the parcel downward. A parcel which reaches the
: debris bed level' is added to the debris bed, or the molten

' layer if not enough heat transfer has occurred. The boiling,

| heat transfer model- is given by Equation (3.2-A-22).
Hydrogen generation is neglected in this phase (see Equa-
tion (3.2-A-23) and discussion following).

Note that'since not all of the melt-is suspended in tho'
;

I water at any given time, this approach should give signifi-
cantly smaller steam generation cates than HOTDROP does.
However" excessive rates are still possible. An upper limit

!
i

|
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is needkd. As discussed in Section 3.2.3.2.2.2, and in
Appendix 3.2-A, a pool boiling criterion is too low. The
fragmentation limit- developed in Equations (3.2-A-17) and
(3.2-A-21) serve the required purpose. With this limit
imposed, it is probably unnecessary to consider the elutria-
tion process discussed in (6), which would be difficult in
any case for.a model which does not include a distribution
of particle sizes.

3.2.5.2.2.3 Steam Explosions

Several physical criteria for steam explosions are
examined at each time step, including particle size and
water / fuel mass ratio in the interaction zone (see Appen-
dix 3. 2- A) . Most important, the occurrence of a steam
explosion is controlled by user options, which can be based
on the time of contact with the floor, or an arbitrary time,

,

or spontaneously, as soon as the physical criteria are '

satisfied. The user can'also specify that no steam explo- |
sion occurs. '

The model for the steam explosion itself is semimech- |
anistic.. A steam explosion efficiency determines mechanical
work available as a fraction of the available thermal energy
in the interaction zone. This efficiency is discussed in
Section 3.2-A.4.4, and will be a suitable nodal parameter
for uncertainty analysis. A nominal value of 4 percent is
suggested. The-extent of fragmentation appears, however, to
b'e stcongly correlated with this officiency, so it will be

,

modeled according to a correlation based on Figure 3.2-A-7
(see Section 3.2-A.4.5).' The resultant fragmented debris

i

should be assumed fully quenched.

The amount of melt which can participate in the explo-
sion is limited' to the suspended, molten material. This
determines the thermal energy available corresponding to the
steam explosion efficiency. The amount of water is deter-
mined by the volume of the interaction zone. It should be
noted, however, that' multiple steam explosions might disrupt

;;i.; ' molten layer, allowing it to participate,in a steam explo'-.,

's i o n . - Alternative modela which include this effect should.
( "oe given serious' consideration for future versions of MELCOR.j
ys

Because of the ' assumed strength of the reactor cavity,
sh'ocks in the water and atmosphere will~not be modeled, but
.the final pressure. increase due to the heat transferred will

,

be . ca l'eula ted in the. thermodynamics module. (Note: the
'

pot.sibility of failure of a BWR drywell wall due to a steam
explosion. has not been analyzed for' - this report.) Hydrogen
generation during the steam explosion can'be significant (up
to 25 percent of- the metal . was oxidized in some FITS
tests). However, the oxidation process appears to be too

s-
,

'

.
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complex at present to model mechanistically for the first
version _ of MELCOR. It is recommended that a fraction of4

i

metal oxidized be specified as a nodal parameter, and that I

the - oxide be assumed distributed uniformly in the particle. |,

It is expected that models to predict this f raction will |
become available soon.

One of the largest uncertainties in the analysis of
steam explosions concerns the expulsion of material from the

3

cavity following the explosion. The process is highly com-
plex, and there are no adequate models and no experimental
data relevant to typical cavity geometries. A parametric
model is suggested. An energy criterion, based on the
energy required to lift all of the water in the cavity to
the outlet level, sh'ould be calculated. For steam explosion !,

onergies much less than this quantity, no removal should j

occur. For energies far in excess of it, total fluidization
,

j can be assumed, and an arbitrary fraction of the water and
: rubble (but not the molten layer) can be ejected into the

upper containment areas. The intermediate energy region can
be treated with a continous fit between these limits.
Efforts are currently underway to model this process less

'.
crudely. -but the variability of cavity geometry (particu-
larly of the outlet flow paths) for-different reactors will i

.
probably continue to make this problem analytically diffi-

' cult.
,

|' Since water level in the cavity is critical to many
; aspects of fuel-coolant interactions, it is important that

pathways for intercell transport of water be adequately
modeled. This requires models for overflow of sumps and for

,

. pipes and drains. Provision should also be made for a user-
' specified steam explosion following the return of water to

the reactor cavity from the upper containment.,

3.2.5.2.2.4 Debris Bed Formation
,

>;

~ parcels which reach.theThe mass and enthalpy in debris
i

bottom of the water layer are added either to the rubble
i layer ..or - the consolidated debris layer, depending on their

enthalpy. A solid fraction criterion (based on specific
enthalpy) determines which layer is chosen. In the simpli-
fled treatment = proposed for the first version of this model,
all of the melt is released in a short period of time. It )
is assumed that - debris bed: phenomena do not substantially
influence the processes described above as Initial Interac-

| tions, so that debris bed heat and mass transfer can be
' postponed until all of the debris has settled out. This

allows the debris bed model to start with a ' well-defined
' initial condition. Late melt entry should be allowed, but
it must be treated in'auch the same.way as the initial melt,

[ - so that such' phenomena as stratified beds cannot be treated,

I
|

| .
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3.2.5.3 Wet Cavity Debris Bed Behavior

The layered model depicted in Figure 3.2.3-2 is the
basis of this discussion. The treatment is one-dimensional, i

in that the two dry rubble zones are allowed to have a ten-
perature which is a function of height. All other zones,
however, are assumed to be well mixed and at a uniform ten- |
pettture. The cumulative mass of oxidized metal per unit
surface area (cf. Equation (3.2.3-10)) must be stored for
all zones as a function of height.

Many simplifying assumptions are made for the model.
For example,' coupled fluid flow and heat transfer equations !

'

are not, in general attempted. There are simply too many
materials, too many phases, and too many layers for such a
treatment to be implemented with algorithms which are of
acceptable speed and stability.

The critical calculations for this model is the growth,
diminishment, and disappearance of the various zones shown >

in Figure 3.2.3-2, and the generation of steam, hydrogen,
and other noncondensible gases.

3.2.5.3.1 Debris-Pool Interactions

The initial condition for the debris bed is that it is
completely dry. (The debris is assumed to be so hot that
quenching floods all the liquid water from the bed.) The -

validity of this initial picture is not essential to the
model, since a more realistic situation will evolve in the
model after a.very short period of time (a few seconds). A
" sharp quench front" model has recently been developed for
the MEDICI code which assumes perfect solid-liquid heat
transfer and zero solid-gas or liquid-gas heat transfer.
Furthermore, it is assumed that there is a limited rate at
which steam can pass through the top of the bed (see Sec-
tion 3.2.3~.3.1). This ~ limiting steam. flux is calculated by
means of a well-established dryout heat flux model with
corrections for gas flow from below- due to . core-concrete
interactions. Appendix 3.2-C contains a complete descrip-
tion of the model.

The descending quench, however, is not necessarily com-
plete. Allowance is made for steam channels to form which

~

are not fully quenched. Since the steam generation rate
results from a combination of the' decay heat in the satu-
rated zone and the quench heat swept out as the front moves
downward, the front velocity is increased when such steam
channels' form. As discussed in Section 3.2.3.3.1, formation
of steam channels has - been observed in debris ~ bed quenching
experiments, and there is some experimental basis for the
quench fraction parameter used in this model.
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Arbitrarily rapid quench front penetration should not be
allowed, however. A simple expression for the limiting
penetration velocity, based on fluid flow through a cold
porous medium, is imposed, which will result in an increase
in the quench fraction parameter, or if that is unity, a
reduction in the steam generation rate below the dryout flux.

The lower dry zone (Zone III) heats up adiabatically
before the quench front arrives, or until the debris
remelts, or until the rising slag layer consumes it and
isolates the debris from the coolant. Figure 3.2.3-4 shows
the predictions of this model for quench front position. An
alternative to the adiabatic treatment would be to use a
packed bed Nussell number [40] to calculate heat transfer to
CCI-generated gas. This effect could prevent remelting.

3.2.5.3.2 Debris-Gas Interactions

There are two rubble zones (I and III) exposed to steam
flow. Both are potential sources of large amounts of hydro-
gen. Diffusion of steam through the oxide layer must be
modeled to treat this problem. The Baker-Just correlation
will be used for the zirconium oxidation (cf., Equa-
tion (3.2.3-11)). The geometry assumed will be that of a
sphere whose radius specified by the debris bed formation
model. The surface area available will be reduced in pro-
portion to the volume _ f raction of each zirconium in the
debris composition. This also results in a release of heat
to the debris, which will be added to the enthalpy of the
debris layer. (Note that these two layers are treated as'

single nodes; i.e., one-dimensional effects are not
treated.) Oxidation of stainless steel will be modeled in a
similar way, except that the reaction rate will follow Equa-
tion (3.2.3-12).

In the exposed zone (Zone I) a heat transfer correlation
appropriate for gas flow through a packed bed [34, 40] is

, used to determine the temperature of the exposed zone for
t the hydrogen generation calculation. As long as there is

water in the cavity, the temperature in the exposed zone is
expected to be sutficiently low that radiational heat trans-

, fer need not be considered.
|

| Hydrogen generation at the quench front needs to be.

modeled because it may be the earliest hydrogen generated in
the cavity. Baker-Just correlations can be applied, but it
is necessary to deffne the thickness of the zone in which
there is sufficient steam and hot enough debris. This pro-
cess has not been studied extensively, and it is suggested
that- the zone thickness be subject to parametric _ variation
and sensitivity analysis. If d is the quench zone thick-q
ness, then we define

3.2-68

|

_ ._ _ _ _ _ _ _ _ - _ . _ _ _ _ _ _ __



(3.2.5-1)Kg = d /dpq

where d is the debris particle diameter. Thus, k isp g
suggested as the r.odal parameter for sensitivity and uncer-
tainty analysis. We assume the temperature drops linearly
across the qu e n'. zone (which is centered on the quench
front calculated the sharp quench front model) and that
an abundance of e ,am exists in this region, but not below
it. We can then obtain the total hydrogen production by
integrating (3.2.3-10), (3.2.3-11), and (3.2.3-12) across
this zone. Note that W in Equation (3.2.3-10) is a function
of height, depending on the history of the debris bed, so a
closed form solution is not possible.

There is a high degree of uncertainty in the total
hydrogen generation rate from metals in the reactor cavity.
One muct know the locations, temperatures, exposed surface
areas, and local steam concentrations for all significant
masses of unoxidized metal. These might include aerosolized
debris as well as the larger particles in the debris bed.
In view of this uncertainty, an alternative modeling strat-
egy would be to take the conservative view that as long as
there is water in the cavity, there is abundant steam avail-
able to all debris. Solid debris oxidation would then pro-
ceed at the rate specified by the Baker-Just correlation
unti) all the metal is oxidized.

3.2.5.3.3 Debris-Concrete Interactions

There is a wide variety of possible configurations for
the debris, concrete, and water which may require a CCI
model. In some configurations, the phenomena are reasonably
well understood, and there are tested models available. In
other cases, there are high levels of phenomenological
uncertainty, and no suitable models. Furthermore, condi-
tions can evolve from one of these situations to Ge other
in any given accident sequence.

In view of this, the first requirement of models
intended for MELCOR is that there be a systematic structure
for the analysis, which is relatively comprehensive with
respect to possible configurations. Those configurations
for which suitable models are lacking should be treated with
simple parametric models with clearly identified nodal
parameters.

The movement of the. boundaries between the zones illus-
trated in Figure 3.2.3-2 are of critical importance to the
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behavior of the debris bed. For example, the descent of the
rubble bed - into the slag layer determines how thick the
boiling debris bed is, which determines how much steam is
generated,Jwhich'strongly affects cavity water inventory and
containment . pressure. The. consumption of the rubble bed by
the consolidated layer determines its thickness, which
determines the ablation rate (cee Equation (3.2.3-14)). The

i' volumetric concrete ablation rate (determined in our one-
dimensional model by the ablation velocity) determines the
noncondensible gas generation rate, which is of great impor-

[
tance with regard to containment pressurization.

Thus, the first level of quantitative description for
simultaneous CCI and debris bed behavior should focus on4

four front' velocities:'

9

~

1. Quench front velocity;
. 2. Rubble bed descent velocity;

I 3. Effective concrete ablation velocity;
4.- Concrete dehydration front velocity.

;

:

In some cases, acceptable models exist to predict these>

i velocities; in others, parametric models should be substi-
tuted until more mechanistic treatments become available.

As discussed in 3.2.3.3.3.4, a two-dimensional concrete
i. ablation model is probably unnecessary, and probably imprac-
'

tical for situations in which a debris bed in a water pool
exists sinultaneously . with the CCI. What is needed is . a

,

model for migration of water in concrete, at le'ast until the
dehydration front becomes relatively stationary with. respect,.

! to the erosion front. The equations used-in the USINT model
i - appear to be the.best choice for this process. These should
I be coupled ef ficiently with the - heat conduction model for

- structures. .The numerical treatment used in.[33] should be
seriously ~ considered for . implementation, because it is con-<

'siderably- f aster than other water migration models, and it
| focuses explicitly- o n' front mo t io n . - An alternative to a
| full implemenation of these equations would be to develop.a

correlation f or ~ wa te r migration based on the controlling
parameters, and established by a stand-alone water migration.

A one-dimensional concrete erosion model is needed which
is ' applicable -to a molten debris pool as well as hot, solid

- rubble. No existing model has these capabilities. Nonethe-
~

less, 'it is essential to estimate - the noncondensible gas
; generation rate and - the rate of descent of the rubble --bed
;

. into the molten pool. The erosion-rate at the CCI interface
depends on the thickness of the consolidated zone and on thei

heat transfer rates upward and downward f rom the consoli-
dated zone. In cases where a' suitable mechanistic CCI model
- is available, as' with molten pool-concrete interactions,- it-

:

I
!

| 3.2-70
|-

-

i

,w, ,-, ,,..,.-.-------n.-n.-,..,.--e---..a .. 4 , . , . -,,-,,,-n.- - n,,.n-----,, - - , .---.-.,n,,



should be used. The treatment used in CONTAIN, for example,
shows that it is possible to model water migration and
molten pool concrete interaction simultaneously. In cases
where suitable models are not available, it is recommended
that 8. (defined in (3.2.3-13) as the ratio of heat transfer
rates upward and downward) be the nodal parameter. (Note
that " upward" in this one-dimensional model should also take
into account " sideward" losses in real geometries.) With
this ratio defined, we can use the total volumetric heat
production in the debris to calculate total downward heat
flux, which is directly related to the erosion rate (see
Squation (3.2.3-14)).

Having calculated the erosion rate, the noncondensible
gas generation rate for steady state processes can be calcu-
lated on the basis of stoichiometric composition. To this,
we can add excess steam due to water migration (water in the
volume swept out by the diverging ablation and dehydration
fronts).

The rubble bed descent velocity is, in general, diffi-
cult to model. However, it is easy to define some bounding
values, and some easily characterized configurations. The
maximum value is equal to the ablation front velocity plus a
relative velocity which would result from the adiabatic
remelt of the submerged debris. The minimum velecity is
zero, which occurs when either the concrete freezes or a
stable debris crust forms whic- adheres to the solid con-
crete at the boundary of the in.' taction zone. (This could
probably only occur for low rubbte bed decay heat power,
since concrete is a poor heat conductor.) A third easily
characterized configuration would be a rubble bed kept solid
by heat transfer to the mol?.en slag, bubbling gas, and mol-
ten steel, and resting on a crust at the top of the con-
solidated zone, so that the rubble descent velocity ,.quals
the actual downward velocity of the ablation front. (This
velocity could be less than the effective one-dimensional
velocity used to characterize the volumetric erosion rate
because some of the erosion might be radial.) It is recom-
mended that some simple models be available at the user's
option which correspond to these simple configurations.
Alternatively, the unknown descent velocity can be charac-
terized as a bounded nodal parameter and subject to sensi-
tivity and uncertainty analysis.

3.2.5.4 Model Development Recommendations for MELCOR-2

The recommendations offered in the previcus section have
been severely constrained by the timetable established for
MELCOR-1. Many of the treatments, though improvements over
earlier. system level models, are still unsatisfactory for
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the final version of MELCOR. Hopefully, new model develop- '

ment can proceed .in the interval between the two code ver-
sions. In addition, several important experiments will be

;

completed in the near future which will have important j
bearing on reactor cavity modeling. These include high |
pressure melt release experiments at Sandia, core retention
device tests at Sandia, melt-warar interactions in scale i

model reactor-cavities at Argonne, cavity sweepout experi-
ments at Winfreth, England, solid debris-concrete interac-
tion experiments at Sandia, and many others.

As a consequence of the insights obtained from these
experiments and continuing analysis and model development,
improvements should be anticipated for MELCOR-2 in the
following areas:

1. Aerosolization of molten debris at the vessel breach,
2. High-pressure sweepout of water and debris,
3. Improved predictive criteria for steam explosions,
4. Debris expulsion following steam explosions,
5. Hydrogen generation at the quench front of a par-

ticle bed,
6. Particle size distribution effects for the fall

phase and for debris bed behavior,
7. Core retention device behavior (particularly the

retrofit particle bed concept),
8. Postquench molten debris impingement,
9. Solid debris-concrate interactions, and

10. Aerosol generation in the CCI and removal in the
overlying pool.

.
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APPENDIX 3.2-A

MOLTEN FUEL-COOLANT INTERACTIONS:

RECENT EXPERIMENTS AND ANALYSIS

M. L. Corradini,+, D. E. Mitchell,* N. A. Evans *

3.2-A.1 SUMMARY

If a complete failure of normal and emergency coolant
flow occurs in a light water reactor, fission product decay
would eventually cause melting of the reactor fuel, and
eventual contact with water. An energetic fuel-coolant
interaction (steam explosion) may result. Experiments were
performed in which approximately 20 kg of molten fuel simu-
lant was delivered into water in which the water mass was
1.5 to 50 times greater than the fuel. Experiments in sub-
cooled water showed that spontaneous explosions occurred
over the range of water / fuel mass ratio and that, in certain
experiments, multiple explosions occurred. With multiple
explosions, the first explosions enhanced fuel-coolant
mixing for the subsequent explosion. The kinetic energy
conversion ratio was limited to less than 2 percent. How-
ever, the total energy transferred to the coolant was much
larger; e.g., 1-8 percent of the fuel energy eventually
resulted in air pressurization of the chamber. A model is
preposed to describe the fuel-coolant mixing process. The
model is compared to the intermediate scale experiments.
Additional data analyses indicate that the steam explosion
is affected by the mixing process.

+ Nuclear Engineering Department, University of Wisconsin,
Madison,~ WI 53706
* Reactor Safety Studies Division, Sandia National
Laboratories, Albuquerque, NM 87185
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Table 3.2-A-1

Nomenclature

A - area
Cp - drag coefficient for sphere
Do - diffusion coefficient between H2 and H O2
D - diameter

Em - mixing energy
g - gravitational acceleration
h - heat transfer coefficient

HC - depth of the water pool

igg max flux (kg/m2s)porizationlatent heat of va
m -

N - number of moles
6P - steam partial pressure difference between the

ambient and at the fuel surface
q" - heat flux
Ro - universal gas constant
T- temperature
Ty - (Tsat+Tg)/2
V- velocity
V - volume

Wgw - mass flux of H2 generation
a - void fraction
6 - vapor film thickness
p - density

subscripts

b - breakup
c - coolant
d - displaced

FR - fuel fragment
f - fuel

H2 - hydrogen
M - mixture
v - vapor

sat - saturated

.
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3.2-A.2 INTRODUCTION.
;

Given the absence of adequate ~ cooling water to the core
;

of a light-water reactor- (LWR), the fission product decay '

heat would eventually cause the' reactor fuel and cladding to
melt. -This could lead to slumping of the molten-core mate-
rials into the lower plenum of the reactor vessel, possibly
followed by failure of the vessel wall and pouring of the
molten materials into the reactor cavity. Recent analyses
.[1-5] have indicated that residual water is likely to be
present'both in the lower plenum and in the reactor cavity.
-Therefore,. when the molten core -materials enter either ;

region, there is a. strong probability of molten core con- '

t&cting water. -The physical process by which the molten .

. core (" fuel") contacts and mixes with the water -(" coolant")
'is important for three reasons--(l) because of its potential
for rapid steam generation from a fuel-coolant interaction
either energetic (steam . explosion) or nonenergetic (steam
spike), (2) because it is a source of combustible hydrogen
from the oxidation of. the metallic components of the molten
core' (e.'g., iron, chromium, zirconium), and (3) because it
will. affect the size of the fuel debris.

In this Appendix we focus on recent fuel-coolant inter-
action (FCI) experiments (designated Fully Instrumented Test
Series-FITS) conducted at Sandia National Laboratories. In
many of these FCI experiments, -steam explosions were
observed, which occurred.in a series of stages:

1. Fuel mixing with the coola'nt in a drop mode of-
contact,

2. Triggering of the explosion at or near base contact,

3. Propagation of-the explosion through the fuel-
coolant mixture producing high pressure coolant
vapor,

4. Expansion of the explosion products producing
mechanical work.

First'.the experimental apparatus is described. Then
~

data .from the fuel-coolant mixing phase are analyzed and
. criteria are proposed for limits for fuel-coolant mixing.
Finally, the explosion data -are presented and analyzed
. relative to the explosion conversion ratio and the debris
generated.

3.2-79

. _ . _ . . _ _ _ _ _ _ _ _



_

l

3.2-A.3 FITS EXPERIMENTS

The FITS experiments were conducted both outside and in
a containment chamber. The earlier tests outside the cham-
ber were performed to perfect instrumentation and melt
delivery techniques (MD and MDC series), while mixing
behavior was observed; the in-chamber experiments allowed
more detailed measurements of the explosion conversion ratio
and the collection of the explosion debris.

The water interaction chambers used were designed such
that water volumes were in the form of rectangular parallel-
epipeds, with square cross-sectional area and open tops.
These were fabricated from clear 6.3 mm thick plexiglas
stock in sizes calculated to result in initial water-to-fuel
mass ratios of 1.5:1 to 50:1.

<

The in-chamber experiments were instrumented with pres-
sure transducers: in the water chamber base and side walls
to measure water phase pressure; in the FITS chamber upper
head to study debris slug characteristics; and in the FITS
chamber side wall ports to measure the gas phase pressure.
Melt delivery was initiated automatically through the use of
probes in the crucible that sensed when the thermite reac-
tion was complete. Melt en* y time was measured by photo-
diodes 2.5 cm above the water surface; shape and velocity of
the melt at water impact and during mixing were recorded by
high-speed cameras. Debris recovered from the experiments
was characterized by sieving using sieve sizes ranging from
38 ym to 25 mm.

The fuel used in these experiments was prepared by a
metallothermic (thermite) chemical reaction. The resulting

Wfuel melt consisted of either iron-alumina (55 /o-iron,
WW UO -ZrO -70 /o, Stain-45 /o-alumina) or corium (CORIUM-A+R: 2 2

Wless Steel-30 /o) at a theoretical maximum temperature of
3100 K. This corresponds to an internal energy content of
3.3 MJ/kg for iron-alumina and 1.8 MJ/kg for the Corium.
Calorimetry tests indicated that the actual fuel internal
energy was about 90 percent of this value. This suggests a
fuel melt entry temperature into the water pool of about
2800 K: this value is in agreement with optical pyrometer
measurements made in a few tests. The iron-alumina was used
more extensively in these tests because it is an inexpensive
high-temperature simulant for the actual fuel melt (corium).

Water from the local water supply was used as the
coolant. No special treatment, such as degassing or deion-
izing, was done. Water temperature was not controlled for
the majority of the experiments and was between 309 and
319 K. .Two experiments were done with saturated water at
368 K.
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3.2-A.4 FUEL-COOLANT MIXING
,

3.2-A.4.1 Mixing Criteria

Past-research into fuel-coolant mixing (sometimes called
" premixing") has been directed at predicting the physical

3'

limits for which mixing could or could not occur. Fauske '

[6, 17] originally proposed that the fuel-coolant interface
temperature upon . liquid-liquid contact must exceed the
-spontaneous nucleation temperature (approximately the homo-

. geneous nucleation temperature) to allow premixing for an
* energetic FCI; the homogeneous nucleation temperature for

water is 583 K. The physical picture was that stable film
boiling is established above this limit for a liquid-liquid

; system and this allows the fuel time to penetrate and mix
with the coolant. For the LWR system, the fuel (UO2

j ZrO2 steel) and coolant (water) easily satisfy this first,
criterion (interface temperature calculated to be well in

* excess of the water critical temperature, 647 K). This
criterion could be considered necessary but not sufficient.

Cho, et al. [8] proposed that beyond this criterion, con-
i sideration must be given to the energy used in fuel-coolant

mixing that creates more surface area and overcomes fric-
~tional effects. He concludes that frictional effects domi- '

E nate the mixing process and developed a simple model to
i estimate the minimum required energy, E for Progressivem,

mixing of the fuel and coolant.

1
_ _ . .

- -

2/3 2 1#3V D 2V
'

E ,=.l.81 p ,Vf 2 /3
1- in

4y FRj b f
-- - - -

~

(3.2-A-1)
-

.

Using this approximate model the energy required for
fuel-coolant mixing can be calculated and compared to that

; available as thermal energy in the fuel. Efth. :If Em is
i substantially less than Efth, then it indicates that mix-

ing is possible from an energy standpoint.

Recently, Fauske and Henry [9, 10] have proposed a
simple model to predict the minimum fuel on the physical
concept that the fuel can break up and premix with the water
-to a uniform size no smaller than that which would prevent
liquid from ' entering the mixture zone; i.e., the fuel sur-
face area increases (diameter decreases) to such a degree
that steam generation stops liquid water inflow. To deter-
mine this minimum diameter. DMIN, they equated the energy
transferred from fuel to coolant in the mixture to the
critical heat . flux in pool boiling (qCHF) multiplied by

3.2-81
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the cross-sectional area of the coolant. The critical heat
flux was viewed as an approximate hydrodynamic limit for
steam outflow and water inflow (one-dimensional, counter-
flow, steady state). The minimum diameter is given by

R@ (3.2-A-2)DMIN = p A 9bHFg c

where
-

e

4) +hggy,(T -TC) (3.2-A-3)9bROP * "I fc g

where o is the Stefan-Boltzmann constant and hfilm 18
the film boiling heat transfer coefficient.

Again, this model can be viewed as an approximate physi-
cal limit. This physical model is geometrically approximate
in two important respects: it assumes that the critical
limit is reached in a planar surface neglecting transient
effects, and it assumes that a counterflow of water and
steam occurs neglecting the possibility of steam outflow
from one surface and water inflow from another surface

(multidimensional effects). These omissions cause the model
to neglect two possibly important effects: (1) time is not
considered relative to that allowed due to geometry charac-
teristics; such as coolant depth or width, (2) mixing is not
a static process occurring regardless of time, rather it is
a dynamic process always occurring to some degree, allowing
the fuel to fragment to smaller and smaller sizes. These
omissions might prompt one to seek strict limits to mixing
which are time independent: rather the physics seem to sug-
gest such limits are highly time dependent.

During the FCI, the rate of fragmentation and the final
debris size is empirically known from small intermediate
scale experiments.[11] These experiments indicate that the
fuol fragments quickly (100-300 usec) to small sizes (from

,

1-10 mm to 50-150 um mass average). Knowing the empirical
debris size distribution one can calculate the avail'blo

y surface area. The surface area combined with chemical
kinetics on hydrogen production (e.g., References 12-15) can
then be used to calculate hydrogen generation rates.
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3.2-A.4.2 Correlations for Recent Mixing Data

During a severe accident, fuel-coolant contact may occur
in one of two ways; the fuel may pour into a water-filled
cavity by gravity (or under pressure), or the water may
reflood a cavity containing molten fuel. In the former case
the fuel f alls _ through the coolant and mixes with it. In
the latter case the fuel is stratifled with the coolant on
top, and a slow quenching is the most probable result. In
regard to fuel-coolant mixing, the former contact mode is of
more concern, because of the possibility of a steam explo-
sion during the mixing process.

This drop (pouring) contact mode was used extensively in
FCI tests at Sandia.[16-19] In these tests, the hot fuel
enters the water pool in film boiling and begins to distort
in shape. As it continues to fall through the pool, it
breaks apart into smaller pieces and mixes with the sur-
rounding water while still in film boiling. These smaller
pieces may subdivide further as the steam produced in film
boiling flows out through the top of the fuel-coolant
mixture and escapes the pool as water flows in from the,

sides. This mixture grows radially as the fuel, now mixed
with water and steam, continues to fall through the pool
finally reaching the chamber base. Usually before base'

contact two possible events can occur: an energetic FCI
(steam explosion) is triggered, or the " premixed" molten
fuel settles on the chamber base and eventually quenches.
During this transient fall phase of the fuel through the
water pool one reason for fuel breakup is inertial forces
generated by the fuel initial relative velocity, vg, and
differences in density (p to pe). If the fuel mass is
large (characteristic diameter, Dg, large) or its relative
velocity high, its characteristic Weber nupber, We , (ratio2of destabilizing hydrodynamic force, pv D to stabilizing
surface tension force, o Dg) willc be f,

greater than a
critical value (wecrit */-12 for relatively inviscid=

fluids).[20] The fuel will begin to distort and break apart.

One could develop an empirical model for this mixing
phenomena, if the assumption is made that hydrodynamic
forces are the major cause of fuel-coolant mixing as in the
case of isothermal experiments.[21-25] The major difference
in these FCI experiments is that film boiling separates the
two liquids; one might presume that the film acts like a low
impedance fluid which delays the fuel breakup relative to
the -isothermal case. The dependent variables would be the
depth of the fuel-coolant mixture, H the lateral disper-m,
sion diameter of the fuel-coolant mixtures. D the mix-m,
ture volume, V the displaced water volume, VD (i.e.,m,
the fuel and steam volume in the mixture at a given time),
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and the average fuel diameter during. mixing, DFR. The
independent variables are the fuel mass, af, its diameter,
Dg, initial entry velocity, vg, coolant mass, m, itse
depth, He and width, We, properties and time, t.

To nondimensionalize the dependent variables one can
choose the fuel diameter, similar to hydrodynamic analy-
ses:[21-23] .the resultant groups are Hm/Dg, Dm/Dg, V /Vf*m
Vo/Vg, where Vg is the initial fuel volume (Vg = w/ Df ")-6
The independent variable, time, can be nondimensionalized by
a characteristic time for hydrodynamic breakup, T3 This
time, Tg, can be derived if one postulates the mechanism
for mixing. Consistent with past analyses of hydrodynamic !
breakup,[24] we consider fuel breakup during this phase of
the FCI to be controlled by Rayleigh-Taylor instabilities. |

: In particular, Tg is given by i

Tg Dg/yb (3.2-A-4)

!

where vb is the velocity of the Rayleigh-Taylor instabil- I

ity as it penetrates the fuel and subdivides it into smaller,

masses. Experiments in Rayleigh-Taylor instabilities [26] j*

have indicated that, shortly after the instability begins,
it reaches a constant velocity given by

1

! v3 - M + / alm (3.2-A-5)

,

where D is the length scale of the system (Dg in thisj

T case), K is the fastest growing Taylor wavelengtn givenm
by

.1/23a

1, = 2 w ,(p p ) (3.2-A-6)

and-where a is the acceleration. In this case, the acceler-
)

ation ir induced by the relative velocity between the fuel
and the ete,lant

,

2a~f v (3.2-A-7).g

4 ,

.!
,
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This penetration velocity appears to be composed of two
parts: one due to the overall system length scale. Dg,
causing large wavelength instabilities to grow, and another
due to the smaller fastest growing wavelength, K. Form
the phenomena considered here it is not clear which compo-
nent of the velocity is dominant.

To estimate Tg and arrive at a dimensionless time let
us consider each component of VB separately. If vb1 ~ N
then T3 becomes

-1/2D p
( -A-8)T * .

B D
7

where we have substituted for the acceleration from Equation
(3.2-A-7). The dimensionless time, t/TBI, then becomes

t . 1/2

(3.2-A-9)=

B f . f.y

where (3/8 C ) is approximately one for liquid droplets.
If VBII - a m, then t/TB is given by

II

-1/4
#t tv*

(3.2-A-lO),

T D p
B g g
II

where

1#4-

2
#

f f
v* = (3.2-A-11).

Dg(p -p )g

It is interesting to notice that t/TBI is the same dimen-
sionless time. T+, used in empirical correlations for hydro-
dynamic droplet breakup.

In the FITS experiments, a wide range of conditions was
investigated using molten iron-alumina and corium as the
fuel. The experiments analyzed for their mixing behavior
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are listed in Table - 3.2. A.1: the dimensionless time ranged4

from 0-< T+ < 5, with characteristic Weber numbers of
L 1000 < We < 10,000. In all of the experiments performed the

width . of the water chamber was large compared to the fuel
diameter; subsequent FITS tests will investigate this
parameter.

3

.. The. mixing data from some of the FITS experiments are
[' plotted as a- function of t/TB1 (T+ in Figures 3.2-A-1 -

3.2-A-3). Mixture properties are used for the metal-oxide,

"
fuel in these calculations. First, note that the data fol-
low similar trends for the range of experiments performed to
date (1 < ag < 20 kg). If one plots the same data as. a
function of the other dimensionless time, t/TBII, the
same trends are observed (Figures 3.2-A-4 and 3.2-A-5);
actually the data correlates better using this dimensionless

1 time. Subsequent experiments might be performed at larger
i. scales to determine if these dimensionless groups can still

successfully correlate the data, or if other groupings are,

appropriate. In particular, the fuel fragment diameter, the
mixture volume, and displaced water volume are important
since they determine the fuel surface area and the average
volume fraction of fuel and steam. Knowing these quantities
will aid in predicting hydrogen generation. Second, no

j effect of the fuel Weber number was observed. This may be
partially due to the small range over which it varied.

| Finally, if one compares the trends of H /Dg and D /Dg form m
this FITS data with previous data from isothermal tests, one

: finds that the rate of' growth of the fuel coolant mixture in
; FITS is slower for a given time than for isothermal tests. ,

I- This seems to confirm the notion that the steam generated in
- these - tests adds compliance to the fuel-coolant system and,

| slows fuel-coolant mixing for a given time span.

The data for the observed fuel fragment size, DFR/Dg,
are not plotted, but tabulated in Table 3.2-A-1. This is,

because - the visual data could only be obtained at the end of
the test near base contr.ct when the fuel-coolant mixture was,

'

large and the fuel droplets could be individually measured.
It is recognized that visual measurement of fragment sizes
is prone'to error. The diameter measured may.be larger than,

i. the actual diameter due to the luminous image the drop
; creates on the film: the posttest debris data bear this

observation-out for two other FITS experiments (FITS-1A and
4A).

.

The previous correlation of . test data applies as the;.
! fuel falls through the coolant. If the coolant chamber is
' . narrow or its depth shallow mixing during the fall phase

would be impeded or ntopped. Mixing on the chamber bottom
would probably not be'very efficient.

,

,
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Current: FITS data indicate in the absence of an explo-
.

sion that the melt falls to the base and reagglomerates as !

it quenches. There is no definitive data to indicate how
effective the fuel-coolant mixing is on the chamber base.

3.2-A.4.3 Limits to Fuel-Coolant Mixing

If the steam generation rate becomes too large as the
fuel and coolant mix the fuel (or coolant) could be rapidly
carried out (fluidized) of the mixture and mixing would be
impeded. It is important that one identifies these physical !

limits to mixing because they represent the bounds that
would be set on this dynamic process.

The effect of the physical boundaries is qualitatively
obvious,. although not quantitatively know. Base contact
could trigger an energetic FCI (steam explosion) as the FITS
data indicate. If not, the fuel would settle on the chamber
base, and slowly quench. However, in the accident, the
decay heat power combined with the fuel molten state might
cause prolonged thermal attack of the concrete basemat.

Limits on fuel-coolant mixing due to steam generation
could cause the fuel (or coolant) to be carried away . with
the steam flow. One would expect.the mixing process to be.
self-limiting; i.e., given sufficient time, the fuel would
mix and break up to an average size no smaller than that
which would cause the liquids to be fluidized and swept
away. The fuel droplet distribution and the average dian-
eter, DFR, may be larger than this limit if time is short
(due to a smr11 water depth or a triggered explosion). In
addition, b'c use the fuel enters the water in a pouring
mode of cont act, the mass first to reach the coolant chamber
bottom would be better mixed than fuel at the top of the
water pool. Therefore, if one were to identify this limit ,

on mixing it would represent the minimum. average fuel dian-
eter to which'all the fuel. falling through the coolant could
fragment before the mixture would begin to be fluidized.

To find this minimum fuel diameter. DFR, for the case
of fluidization of the fuel droplets, the velocity needed to
fluidize a particle, vt is equated to - the steam veloc-rloca t io n ,,in the fuel-coolant mixture causedity, v, at anyy
by f uel- coolant heat transfer. Based on a steady state
momentum balance the fluidization velocity for a single .

droplet is given by

DFR g

_# ##v (3.2-A-12)
1/24 7

:vpg = 3 C f
D .

. .
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where py is the steam density, g is the gravitational
acceleration, and C is the drag coefficient, correctedp
for the effect of an array of droplets [27, 28] (Cp - 1).
Now the steam velocity cannot exceed this value or else the
fuel droplets will be swept away. This would first occur at
the top of the mixture where all the steam from the mixing
zone exists to maintain equal pressure with the ambient.
Let us consider the steam velocity at the top of the mix-
ture, realizing that the fuel droplet diameter determined
from this simple analysis would signal the beginning of the
fuel sweepout. Actually, the average fuel diameter in a
test would fall slightly below this limit before a majority
of the fuel begins to be swept away. The steam velocity at
the top of the pool is found by an energy balance to be

m

(3.2-A-13)v# Ev ^m"v
=

TOP

". D (3.2-A-14)
m# I

=

TOP FR fg
7

) (3.2-A-M)film (T -Tsat} +9bROP "#r f sat
.g

Notice that all the energy transferred from the fuel to the
coolant was assumed to go into producing steam primarily by
black body radiation. These assumptionc neglect subcooling
of the coolant, the reduction of the radiation view factor,
and radiation to other fuel particles. Although one may
consider these second order effects both would reduce the
predicted minimum mixing diameter (i.e., allow more mix-
ing). When all of these terms are substituted back into
Equation (3.2-A-13) the result is

" f_ 9bROP "m (3.2-A-16),

v
TOP _"v_ _ y fg_ FR g

. -

where Hm is the mixt..re height. When the two velocities are
equated, one gets for the average minimum mixing diameter
(3.2-A-12) and (3.2-A-16).

I3.2-88

_ _ - _ _ _ _ _ - _ _ _ _ - - -



- - -- - _ . - .- .

C 'a II"~
"

D =3 - ai (3.2-A-17)FR ppg
7 gy

. y gg _
_ .

Remember that-all the assumptions used to derive this sin-
plified mixing diameter limit predict the threshold for fuel

1

sweep out from the top of the mixture. The . average fuel
size - could fall slightly below this limit before a major
fraction of the_ fuel would begin to be fluidized. For
example, if one equated these velocities near the bottom of
the mixture (e.g., the lower third of Vm) to assure that a
majority of the fuel would be swept out the predicted
D would decrease by a factor of two. Also realize thatFR

7

this is a quasisteady limit and applied only insofar as one
knows the. mixing zone conditions (i.e., volume fractions in
mixing zone - Figure 3.2-A-1 and 3.2-A-2) at any point in
time. The empirical correlations developed from FITS tests
that were just presented would give one the initial condi-
tions needed to use this model.

Notice that this physical limit is different from the
model proposed by Henry.[9, 10] In the model considered
here, the physical picture is that the steam flows out the
top of the fuel-coolant mixture, water flows in from the
bottom and sides, and the fuel falls and disperses radi-
ally. This picture is more in line with the debris bed
sweepout concepts put forth by Rivard and Lipinski.[29]
(Actually, the counterflow hydrodynamic criteria of Henty-
does seem reasonable if one applies it to the mixture sur-
face area rather than the coolant surface area; in this case
the area of interest grows with time.)

To find the minimum fuel diameter for the case of
fluidization of the coolant which enters the mixing zone.
D * * M " " "D " " NFR

77
the fluidization velocity is based on the coolant length
scale, D c.

vFL * # (3.2-A-18)W

Let a unit volume of the mixing region contain Ng fuel
droplets of diameter D with each surrounded by a layerFR gg
of vapor and an outer layer of coolant. Now, when coolant
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fluidization occurs, assume that the coolant around each
,

fuel drop leaves as a coolant drop of diameter D with !e,
the number of coolant drops produced per unit volume being i

|Nc * Nf-

|D a#V
(3.2-A-19) f

#
=

D "f MFR
II

is the coolant volume fraction in the mixture.where ac
This gives a relation between D and DFRc -

II i

i

D =D "c#"f (3.2-A-20)c FR
77 ~

l

The result in combination with Equations 3.2-A-9 and
3.2-A-13 gives an estimate of DFR -

77

-

3C - a' "a q" I I" -
(3.2-A-21)D =

i
.

FR 4p p g a "Y fg
.

7g y g
_ c. .

.
-

!

- The same comments concerning DFR are applicable _ here; the
y

volume fractions of fuel and steam are needed from the exper-
iments or separate analysis to employ this model.

A prediction of the minimum fuel mixing diameter due to
,

fluidization- can be made using Equ.ations (3.2-A-17) and

| (3.2-A-21). These calculations can then be compared to the
actual data of DFR (Table 3.2-A-1) to determine if the

,

model is in agreeme.nt with the observed data. The results '

| of the-calculations are presented in Table 3.2-A-2, and the
! agreement between the model and the data is good. The

agreement also suggests that the fall time was sufficiently |
long enough (2.5 < T+ < 5) to allow the fuel to break '

apart to a small diameter. One could use this criterion of
dimensionless time to predict the mixing time and minimum
diameter for larger scale FCI events.

Note that in all the tests the fuel mass was a mixture
(UO -ZrO2 Of Al 03) and a metal-of an " oxidic phase 2 2 ;

lic phase (stainless steel or iron). In the calculation, it

i
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6
was assumed that the heterogeneous mixture behaved as a homo-
geneous fuel with average mixture properties. This is a
reasonable first approxination based on the data [161 indi-
cating that posttest debris was contositionally homogeneous
for any diameter range. nlso note thac the minimum energy
required for mixing, E (Equation 3.2-A-1), is very small,g
of the order of 5-10 J; this is less than 0.1 percent of the
fuel thermal energy.

J
3.2-A.4.4 Steam /Hyd r ogen Genera tio n Dur ' ng Mixingi

Assuming that one can now est'. mate the minicum t'u e l
diameter durin; mixing, and therefore, calculate the maximum -

fuel surface area, then the steam and hydrogen generation --' M
rates could be determined. The rate of steam geiteration is - - h%hfound by nWltiplying the heat flux from one drop, q" DROP ~

(Equation 3.2-A-15) by the heat transfer area and dividing
by the energy necessary to vaporize the water

(i[g i cPc(Ts it-Tc));t +=

i

the result is

..

"f 9bROPS *
D i" (3.2-A-22)

'

e,y
L FR _ fg

If one uses tb4 minimum mixing diameter the t es 11 ting
. ' 'steam generation ra a is ? maximum. Nunerical results are -

'

presented in Table 3., .-2 'or thc F I ''"i cests.)

The kinetic mate of mr'al oxidation and hva roaen gen-
cration is a function of three importan: variables; the
temperature of the feel autface at which oxidation is
occurring, the rate of diffusion of the rapor to tha tuel
surface, and the rate of diffusion of the axygen into the
fuel liquid phase. Currently there is no perimental da.a
available to determine the rate o reacti of water wl .h

! molten metallic reactor materialr '7irconi or stainle s -

,

i steel). It is expected that this reacticn late would also ,

| be controlled by mass transfer in the liquid fuel phase
given an abundance of steam. In his zirconium-water experi-
ments, Baker [12] approximated the molten reaction rate in
calculations by assuming mass transfer in the gaseous phase
(steam diffusion) was the limiting process. If one uses
this assumption, the metallic fuel droplet c a. n be modeled to
be in a quasisteady oxidation process. The governing mass
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transfer Equation (30) can be written in spherical coor-
dinates and integrated to give the molar hydrogen generation
rate for the droplet

4uD P .
.

'IoH
2 1 1.

( -~

N *

H RT R - R"

2 oo , FR C,

where Re is the radius of vapor-liquid coolant interface.
Essed upon small scale FCI tests [11] the vapor film thick-
ness is on the order of 1 mm when hydrogen is present. The

total generation rate is found by multiplying the rate per
droplet by the total number of droplets (the total metallic
fuel mass divided by the mass of a droplet).

Using the minimum mixing diameters, the maximum hydrogen
generation rate was calculated and is given in Table 3.2-A-2.
Notice that the rate of hydrogen production is approximately
50 times smaller than that for steam. In fact if one uses
this maximum generation rate with the mixing time in the
FITS experiments, only a few gmole of hydrogen are predicted
to be produced. This corresponds to about 5 percent of the
total metallic mass.

3.2-A.5 STEAM EXPLOSIONS
'

' 4. 3.'2-A.S.1 Triggering and Propagation'

In Eef erences 16 and 31, we described the steam explo-
sion process and divided into four separate phases: mixing,

triggering, propagation and expansion. The recent FITSB
experiments, which we discuss here, showed that these phases'

were still distinct, but that triggering and propagation are
more complicated than was first reported in Reference 16.

- As opposed to the more common base triggering phenomena
observed in those experiments that only used 2-5 kg of melt,
we observed triggers that occurred randomly: at or near the
water surface; at or near the water chamber base or side

s

walhi; on occasion'at all these locations. Some of these
triggers escalated into a propagating wave through the
melt-irater mixture, while the remainder decayed locally with'

no chatinuing observable effect. When recorded by the

cameras, tyiggers appeared as rather complicated wave-like
phenomena 10 the water surrounding the melt-water mixture.

a similar appearance, but occurred in thePropagation {,5ad
melt-water mixture and resulted in significant extinction of

.

melt luminosity.'

s
' \

)

e

4 *
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3.2-A.S.2 Single Explosions=

-

Table 3.2-A-3 describes the nine experiments conducted
in the FITSB series and a description of some of the impor-;

tant features is discussed below. The table also includes
data from the first in-chamber tests (FITSA).

Experiments 2B, 3B, 7B. and 9B all resulted in single
explosions triggered either at the water surface or water
chamber base. The sequence of events leading to these
explosions was similar to the earlier 2-5 kg experiments.

- Immediately after contact with the water, the melt was
observed to fragment into droplets estimated to be between

j 10 and 20 mm in diameter. The fragmentation and mixing
continued until the time of explosion trigger. Chamber air-
pressure records for these single explosions showed three
characteristic features which depended on initial conditions=

such as water depth and mass ratio. These characteristics
were: a short rise time to the pressure peak; a relaxation
in approximately 20 ms to a quasistatic plateau; and late
time chamber repressurization due to steam generation with
possible augmentation by hydrogen production.

3.2-A.5.3 Multiple Explosions

Three of the experiments (FITS IB, 4B, and 8B, see
Table 3.2-A-3) having mass ratios of 12, 12, and 15 and
water depths of 61, 61, and 76 cm respectively, resulted in

- double explosions; i.e., there were two explosive inter-
actions separated by approximately 120 to 140 ms in each
experiment.

The first explosion in FITS 1B occurred 142 ms after melt
entry and was similar to the single explosions described
above. We estimated that 14 kg of the total of 18.7 kg of
melt was coarsely mixed in the water prior to triggering of
the explosion at the melt-water interface on or near the
water surface. The explosion was triggered before the sub-
merged leading edge of the melt had contacted the water
chamber base, and the direction of propagation was downward
at approximately 300 m/s. Pieces of water chamber and
::ccidusi uate: aM RAIL impcted che carnera ports bef ore the
second explosion which was not immediately observed; this
explosion only became apparent when active pressure data
became available. Comparison of active data and visual
observations showed that there was a second explosion 133 ms
after the first.

Chamber air pressure data showed two peaks due to the
steam explosions and two corresponding pressure plateaus,
followed by a small late time repressurization.

FITS 4B and 8B were attempted to reproduce the FITSlB
double explosion result and to determine if entry velocity
and/or water depth were important initial conditions for a
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double explosion; the results, however, were quantitatively
different from FITS 1B. Only a small quantity of melt was in
the water prior -to a surface-triggered first explosion
(1.7 kg in FITS 4B and 1.9 kg in FITS 8B). These explosions,
although not recorded by the water phase transducers (60 cm

; from the explosion site), were observed visually and were
sufficiently energetic to cause the water chambers to fail;
i.e., the walls and water began to move radially outward
toward the camera ports.

. Melt fragmentation and mixing in the residual water was
enhanced by-the first explosion. We observed that the melt
was ' f ragmented more thoroughly: there were more droplets,
and they were typically in the 5-10 mm diameter range. In
addition, the melt was more dispersed, and its velocity as
it fell through the residual water was approximately twice
that observed when no explosion occurred. The second explo-
sion occurred at approximately the time the melt-water mix-
ture contacted the water chamber base. Due to the severe
geometry distortion caused by the first explosion, a prop-
agating wave was not visually observed in either of these
second explosions. Late time pressurization tollowing the
peak from this explosion was smaller than any others
observed, indicating a more efficient explosive utilization
of the melt thermal energy. Similar results were obtained
from FITS 4B.

3.2-A.5.4 Energetics of the Explosion

In a steam explosion, some fraction of the internal
energy of the fuel is transferred to the coolant and

increases its internal energy during the triggering and
propagation phase. The coolant then, having a large vapor
pressure, expands against its inertial constraints and '

transforms some of its internal energy into kinetic and
potential energy of the constituents involved in the explo-
sion (fuel, water, air). If the explosion occurs in the
open environment then the explosion products expand down to
one atmosphere. In the FITS experiments, in the containment
chamber, some of the fuel internal energy eventually goes
icte ccTprescing the tt?chor .eretosphore . The r9f o.r e at any

I time after the steam explosion trigger in the FITS tests the
fuel internal energy appears principally in two forms; inter-

,

| nal or kinetic energy of the constituents. The sum of these
two quantities at any point in time (assuming adiabatic cham-
bet walls) is a measure of the energy derived from the explo-
sion; i.e., analogous to a heat of detonation from a chemical
reaction. Different geometries and degrees of confinement
can alter the partition of the energy between fuel-and cool--
ant, kinetic and internal.

By measuring the dynamic pressure in the water phase,
the impulse delivered to the base, and the velocity of the

j chamber Walls during the early expansion phase, the peak

i
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kinetic energy of the explosion was calculated. Because of
the difficulties in obtaining some of the data these cal-
celations are subject to errors of 10-30 percent. One ratio
cf interest then is this kinetic energy relative to the
original fuel internal energy sometimes called the explosion
conversion ratio, MKE. The internal energy of the con-
stituents at any point in time is a much more difficult
quantity to measure. An estimate of it can be obtained by
measuring the rise in the internal energy of the air phase
in the FITS containment chamber. The internal energy rise
in an ideal gas if fixed volume V and known specific heate
ratio is given by

APV
6Qg = T_1 (3.2-A-24)

where AP is the pr >4sure rise in the air measured before
and after the explosion; i.e., from ambient to the quasi-
static pressure plateaus recorded by the chamber gas phase
pressure transducers. This expression applies to the gas
species (air) initially present in the chamber, and does not
take into account the (unknown) volumes of product gases
such as steam and hydrogen generated by the explosion. This
energy can also be expressed as a conversion ratio of inter-
nal energy of the air to the original fuel melt internal
energy, no. Conversion ratios (nKE and nD) were calculated
assuming that the total mass delivered was involved in the
explosion; this assumption is reasonable because the result-
~ing debris distributions from the explosion showed no evi-
dence of only part of the fuel participating. The values of
UKE and nD are given in Table 3.2-A-4.

3.2-A.5.5 Conversion Ratio and Debris Data

The mixing that occurs before the explosion is triggered
should have an effect on the subsequent explosion. If ample
-time is given for the fuel to break up into smaller diameter
droplets and disperse in the liquid coolant pool more of, the i

tuel mass will be able to rapidly fragment during the explo-
.sion into fine debris; this in turn will probably increase
the explosion conversion ratio (ratio of the measured kinetic
energy to the initial fuel thermal energy). This is empir-
ically demonstrated for the FITS test if one plots the explo-
sion conversion ratio, 9KE, and the fuel debris diameteg
as a function of the initial coolant to fuel mass ratio (Fig-
ute 3.2-A-6). In these tests the fuel is dropped into the
water as a coherent mass; therefore to a first approximation
the coo.la nt to fuel mass ratio is a measure of the miring
that could take place before the explosion. Notice that the
conversion ratio rises to almost a constant value (1-2 per-
cent) after the fuel to coolant mass ratio increases above 3
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to 1. In contrast the average fuel debris diameter continues
to decrease in magnitude until the mass ratio becomes very
large (20 to 1).

The same effect can be better observed in one plots the
debris diameter and the conversion ratio as a function of
the ratio of the fuel-coolant mixture volumes at the time of
explosion to the original fuel volume, Vm/Vf. The rea-

i- soning here is that as the mixture to fuel volume ratio
increases the fuel has more time to disperse in the coolant,
breakup .into smaller sizes and produce a more efficient
explosion. Figure 3.2-A-7 indicates even more clearly the

,

strong correlation of the explosion fuel debris size to I
initial mixing behavior. Again one notes how the conversion i
ratio quickly rises to nearly constant values.

It is interesting to note that even when the fuel debris ;

seems relatively coarse (1 mm as in the FITSB Series) the I
conversion ratio is still large 1-2 percent. This suggests |
that the percentage of fuel " participating" in the explosion I
cannot be arbitrarily taken to be small (e.g., based on a '

thermal equilibration time during the explosion 200 um). 1

Rather, even the " coarse" fuel debris probably "partici-
pates" in the explosion to the extent that it can transfer )
the thermal energy of its outer surface quickly, and there-
fore, can affect the explosion conversion ratio. These data
suggest one must be careful when trying to distinguish
between what fuel " mixed" with water and what fuel "partici-

,

| pated" in the explosion.

3.2-A.6 CURRENT OBSERVATIONS AND CONCLUSIONS

'

The current FCI experiments conducted at Sandia were
analyzed to determine the fuel-coolant mixing behavior and
the effect of mixing on the explosion energy and debris.
Data were well correlated in terms of dimensionless groups
derived from the concept that fuel mixing was governed - by
hydrodynamic breakup (i.e., Taylor instabilities). Physical
limits to mixing were proposed which indicate that the mini-
mum mixing diameter is limited by fuel or liquid coolant

r fluidization, Equariens (3.2-A-17) ahu (3.2-A-21). ths t ag
experimental values for steam volume fraction allowed us to
predict with good agreement the fuel diameter after mixing

L
had 'taken place. ~This mixing model was used to calculate l

L the rate of hydrogen and steam generation in the FITS tests.
i Finally, the explosion data (nKE and debris size) was

noticeably affected by the fuel-coolant mixing process.,

|

The steam explosion experiments show that the conversion
ratio nKE did not vary signi'icantly with either mass
ratio or water geometry with the exception of the extremely
lean mass ratio (FITS 7B). The values calculated from chan-
ber pressure data for no show a dependence on these two

i

3.2-96

)
i

_ . _ _ _ . _ _ _ _ . _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ _ . .
- - -



.. _.

parameters. Although the test matrix was rather sparse,
this result suggests that, as the water / melt mass ratio
increased, better mixing was possible and the associated
tamping increased the total utilization of the converted
thermal energy. Then, since the kinetic energy held roughly
constant, it would follow that the stored energy conversion
ratio would increase. It is finally important to point out
that multiple explosions occurred (100 ms apart) when
12 < m /mg < 15; also with these multiple events, it appeatedc
that the first explosion enhanced the coarse mixing for the '

subsequent explosion.
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Table 3.2-A.1

Fuel Fragment Size Data During Mixing for FITS Experiments

FITS MOLTEN FUEL * ENTRY COOLANT TIME TO MASS ANG. FUEL FRAGMENT
TEST COMPOSITION MASS VELOCITY DEPTH BASE CONTACT SIZE-BASF CONTACT

(kg) (m/s) (m) t(msec) VISLWL POSTTEST+
(mm) (mm)

f MD-8 Iron-Alumina 4.7 6.4 0.71 180 8 explosion

MD-ll Iron-Alumina 4.7 4.2 0.71 162 8 explosion>

MD-15 Iron-Alumina 1.88 4.6 0.43 121 7 explosion

MD-16 Iron-Alumina 1.85 5.4 0.43 121 7 explosion,
*

MD-19 Iron-Alumina 5.1 5.9 0.61 172 7 explosion

g MDC-2 Corium 4.1 6.0 0.53 150 11 explosion

MDC-16 Corium 8.5 6.0 0.53 140 12 explosion

FITS-1A Iron-Alumina 1.95 6.2 0.43 115 7 2 (partial
interaction

FITS-4A Iron-Alumina 4.3 7.0 0.61 140 7 4;

* Fuel was either Iron-alumina (Fe-55 W/0, Al 03-45 w/o) or Corium (UO -53 w/0,2 2
ZrO -17 w/o, Stain. Steel-30 w/0)2

+ Visual data based on camera speed of 2000-9000 fsp and posttestmixing debris is not
obtained when there is an explosion

!
,
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Table 3.2-A.2

Prediction of FITS Mixing Behavior

FITS TIME TO MINIMUM MAXIMUM STEAM MAXIMUM 11YDROGEN

TESTS BASE CONTACT MIXING GENERATION RATE GENERATION RATE
T* DIAMETER for for for for

D
FRI FRII FRI FRII FRI FRII

(mm) (mm) (gmoles/sec) (gmoles/sec) (gmoles/sec) (gmoles/sec)

MD-8 8.66 6.5 8.3 101 79 2.2 1.7

MD-11 5.23 8.3 10.4 79 63 1.7 1.3

MD-15 5.57 6.3 8.2 33 26 0.88 0.66

." MD-16 5.07 6.3 0.2 33 25 0.88 0.66
w
i MD-19 7.45 7.0 8.9 81 64 2.2 1.7

* MDC-2 8.60 6.0 12.1 76 38 2.0 1.0
;

MDC-16 6.88 6.0 12.1 156 78 4.2 2.1

FITS-1A 7.13 5.8 7.3 47 37 0.98 0.77

FITS-4A 7.13 7.3 9.3 82 65 1.8 1.4

* Calculations are based on volume fractions from FITS data and measured fuel
temperatures of ~2700 K

i
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Table 3.2-A.3

FITS Initial Conditions and Observations

MELT WATER 'NITIAL RATIO SPONTANEOUS OTHER
EXPT MASS Entry Avg. Geometry Mass Temp. WATER / MELT EXPLOSION OBSERVATIONS

(kg) Vol dia. (cm) (kg) ('C) Locati n Time
(m/a) at (a) sq. x MASS VOL(.b) After

Entry deep Melt
(ca) Entry

( as L_
1A 1.94 6.2 3.5 .46 x .43 90 10 46 178 n.o. 0.115 Mild Interaction
2A 2.87 4.6 3.6 .53 x .53 152 13 53 203 Surface 0.075 Surface Explosion
3A 5.3 5.0 3.3 .61 x .61 226 24 43 163 Below 0.150 Single Explosion

Surface

4A 4.3 7 3.5 .61 x .61 226 25 53 201 n.o. - No spontaneous
explosion at 1.1 MPa

5A 5.4 5.3 3.2 .61 x .61 226 24 43 163 Base 0.150 Triggered explosion
Trig- at 1.1 MPa

w gered
'

1B 18.7 5.4 4.1 61 x 61 226 25 12.0 46.0 Surface 142 First Explosiony
i Unknown 275 Second Explosion

$ 2B 18.6 6.0 6.0 61 x 30 113 25 6.0 23.0 Surface 84 Single Explosion
3B 18.6 6.0 24.0 43 x 30 57 22 3.0 11.5 Base 77 Single Explosion

weak interaction at
70 se after entry
that did not
propagate

4B 18.7 6.8 5.8 61 x 61 226 26 12.0 46.0 Surface 16 Pirst Explosion
Base 134 Second Explosion

6B 18.7 7.2 6.5 46 x 30 63.4 94 3.4 12.9 None - Multiple Inter-
actions at 40 57,
82 and 153 as after
melt entry, no prop-
agation or steam
explosion

78 18.7 7.4 n.o. 43 x 15.2 28.1 18 1.5 5.7 n.o.(C) 80 No camera data,fromtime estimated
water phase gages

8B 18.7 6.5 29.0 61 x 76 283.5 15 15.0 57.4 Surface 27 First Explosion
Base Second Explosion

9B 18.7 7.0 5.6 61 x 45.7 170.0 16 9.0 34.6 Base 98 Single Explosion
(a) Optical measurement (b) Melt density 3.8 qu/cm3 (c) n.o.= not observed
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APPENDIX 3.2-B. DEBRIS BED DRYOUT

B. Lipinski
;

.

3.2-B-1 COMPARISON OF DRYOUT MODELS FOR
VOLUME HEATED PARTICULATE DEBRIS

i

Volume-heated particulate debris submerged in water may
produce boiling so strong that portions of the debris may
become dry even though the pool of water overlying the debris
is maintained. The dry regions will heat rapidly and attack*

the structures supporting the debris (e.g., concrete). For- 1

t h i s . r e a s o n', the conditions needed to cause debris dryout '

have been studied extensively.

Figure 3.2-B-1 depicts boiling and dryout in a volume-
; heated particle bed submerged in a pool of water and resting 4

| on an impermeable support. The liquid must enter the bed j

from an overlying pool against the upward-flowing vapor.
For simplicity all the liquid is assumed to be at the boil-*

i: it. g point so that heat is removed solely by boiling.
Channels form at the top of the bed if the particles are
small (less than about 1 mm). Theses channels are typically'

small and negligible for thick LWR beds, but may be
important in interpreting data from small-sized experiments.

! The vapor in the debris flows upward while the liquid
flows downward into the bed. The vapor is driven from the -

bed by the pressure developed as it boils. The liquid is
pulled into the bed both by gravity and by capillary force.4

If these two forces are sufficient to overcome the fric-
tional forces of the upward-moving vapor, steady state boil-
ing can occur throughout the bed. However, for high-power
generation rates within the bed, the flow of liquid is
retarded sufficiently so that all of it vaporizes before it
reaches the bed - bottom. In such a case the bottom of the

!. bed becomes dry. The bed power.at which- some part of the
~

bed just becomes dry is called the dryout power. An his-
i torical measure of the dryout condition is the dryout heat

flux, defined as the total bed power at ' dryout divided by.

| the bed top (cross sectional) surface area. (Note that this
is not the heat flux per unit area from the surf ace 'of an
individual particle.)

4
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Many experiments have attempted to simulate dryout in
i reactor debris.[1-9] In most of these, inductive heating of

single-sized metal spheres has been used to simulate the
nearly uniform volumetric power of decay heat. These experi-
ments (and some theoretical considerations) have shown that
the dryout heat flux generally increases with increasing
particle diameter, bed porosity, ambient pressure, and lig-
uid mass flux entering the bottom of the debris (as might
occur if the bed were on a porous support). The dryout flux
is essentially independent of bed thickness for deep debris,
but starts to increase as the debris becomes shallow. Debris
stratification (in which the average particle diameter varies
with elevation) can strongly decrease the dryout flux if the
small particles are at the top of the bed.

The debris in the reactor cavity or on the reactor floor
may consist of particles ranging from less than 0.1 mm tor

tens of millimeters or more, with a debris thickness of as
much as 1 to 2 meters, porosity from 30 percent to 60 per-
cent or more, and ambient pressures from 1 to 10 bars
(depending on the containment failure pressure). The debris
may be mixed or stratified, with zero or some liquid entry
from below. The flow regimes and important phenomena are
different at the different ends of the parameter ranges
described. A good debris cooling model must be able to
handle all the regimes and be able to identify where changes
in behavior occur.

3.2-B.l.1 Debris Dryout Models

Since the start of dryout marks the division between
benign coolable debris and debris which can heat, remelt,
attack concrete, and generate combustible gases, consider-
able research has gone into developing dryout models.[9-26]
A variety of driving forces, flow resistances, and dryout
criteria have been used in the derivation of these models.
The Dhir-Catton [9], Hardee-Nilson [11], Shires-Stevens [12],
and Jones, et al. [14] models are all based on laminar flow
only and are applicable to small particles only. The Sowa,
et al. [10], Theofanous-Saito [16], Henry-Fauske (17],
Ostensen-Lipinski [18], Squater [20], and Dhir-Barleon [25]
models are all based on flooding correlations and appilcable
to turbulent flow and large particles only. The Lipinski
[13,15,22], Gabor, et al., [19], Reed [21], Henry, et al.
[23], Turland-Moore [24], and Gotham-Bergeron [26] models
all include both laminar and turbulent flow. Only the
Shires-Stevens, Lipinski, Reed, and Turland-Moore modeld
include capillary force. The Turland-Moore and Gorham-
Bergeron models include time dependence, but the dryout heat
flux criteria are similar to simplified cases of the Lipinski
[22] model.

,
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Squarer, et al.,[2], Appendix 3.4.5 of the Zion Probaba-
listic Safety Study [27], and the Gittus report on PWR
Degraded Core Analysis [28] each compare the Lipinski (1980)
model [13] to various other models and conclude it is the
best (of those compared) in matching the available dryout
data. (They also note that it tends to overpredict the
dryout flux for large particles.) The Lipinski (1980) model
was extended in 1981 to one dimension [15] so as to be
applicable to stratified beds as well as mixed beds, and to
describe postdryout behavior. The Lipinski (1981) model was
extended in 1982 [22] to include channels at the top of the
debris, and to allow for liquid flow entry at the bottom of
the bed. Recently (1983) Lipinski [29] has suggested a minor
improvement for large particles which reduces the predicted
dryout powers by about 40 percent.

The Lipinski 1982 model [22] is very broad, but results
in a first order differential equation which must be solved
numerically. Fortunately, for many LWR applications, the
differential equation simplifies to an algebraic equation.
One regime is for zero liquid flow entry from below the bed
and negligible channels (nonshallow debris on an impermeable
support). The first requirement is met for debris resting
on concrete. The second is met for moderately thick debris.

s

3.2-B.l.2 Nonshallow Debris on an Impermeable Support

The thickness requirement for nonshallow debris is that
the debris thickness exceed three channel lengths:

18 o cosoH> (3.2-B-1)cd (p -p ) g
p

where o is surface tension, O is contact angle between the
liquid and particle, c is bed porosity, d is average par-
ticle diameter, pp and pt are particle and liquid densities,
and g is gravitational acceleration. For example, for 0.5 mm
UO2 Particles in water, the bed thickness must exceed
0.06 m. (This criterion uses the channel length model of
Jones, et al.,[30]). Most LWR debris of interest will meet
this requirement.

Under these conditions, the Lipinski (1983) model dryout
criterion reduces to

4 2q 1/2 q
t 2

(3.2-B-2)qd * 2+9t - 2q
49 1

. 1
,

.
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where

1 + 6 o coso (1-cf2 3
(p -pv) gd g h

1 IV cd(p -py)qHy
( *~-}

1/4)491= (1-c)2 1(v /4+1150

and

f

3'1 + 6 o coso (1-c)'
I# ~#v) gdcI #v #1 1 cd(p -p )qH

, y y _

9 "
| t IV l/6 1/6)61.75 (1-c) (p +py

(3.2-B-4)

|

hy is latent heat of vaporiza-'

where qd is the dryout flux, l
tion, H is bed thickness, and i are vapor and liquidy

is vapor density. Notekinematic viscosities, and py
that q1 - and qt are also the dryout fluxes in the laminar
and turbulent limits respectively.

The parameter which most influences the dryout flux is
the diameter of the particles which comprise the bed. Fig-
ure 3.2-B-2 shows dryout data f rom various References [1-GJ
for beds of single-sized spheres in water. Only data from
beds near 200 mm-thick are shown, except for large particles
where the deep bed limit is reached before 200 mm. The
models of various researchers are also shown in the figure.
(The model by Henry, et al.[23] contains a jump because of
an assumed increase in dryout flux when bubbles form within
the liquid film on the particles.) The transition from lan-
inar (small-particle) to turbulont (large-particle) behavior-
can be seen to occur at about 1.5 mm. The Lipinski 1983
model agrees with nearly all the data within a factor of two.

.,

Similar plots for Freon-113 and acetone are shown in
Figures 3.2-B-3 and 3.2-B-4. These figures show the effect
of changing material properties, such as would occur with
saturated water as the pressure in the containment building
or reactor vessel changed. The Lipinski model agrees with
most of the data within about 50 percent.
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3.2-B.1.3 Deep Debris on a Permeable Support

The full one-dimensional Lipinski model may also be
reduced to an algebraic equation for debris resting on a |

permeable support (i.e., where liquid may enter the debris
from below). However, the simplification can only be made '

if the debris is thick enough that capillary forces are
negligible. This requirement is approximately

H > 18 o coso (1-c) (3.2-B-5)cd (p -py) g
.

y

I
For 0. 5 m?2 diameter particles in water, the debris thickness
must exceed about 0.1 m.

In this case the dryout flux may be determined from

. .

1.75 (1-c) a 1 1

(1-s)5 *3 5
c dh p psyy

'

150 (1-c)2 0 1 _1_ 3.5 d w. -

53 2
c d h (1-s)3 3s 150 p (1-c)syy t

-- -

150 (1 c) u(1-c) w 1.75 w
. _

t
_ _ _

c dp s da
1

~ ~

s (3.2-B-6)

where w is the inlet liquid mass flux, ut is the liquid
dynamic viscosity, and s is the saturation at the top of the

; debris and must be varied between 0 and 1 until q is max-
imized. The maximized q is then the dryout heat flux. If
the inlet mass flux is zero, then the result of the maximi-
zation process is approximated (within about 5 percent) by,

Equation (3.2-B-2).
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If the inlet- liquid is subcooled, the dryout flux is
increased by the amount of heat required to raise the
incoming liquid to the boiling temperature:

AT (3.2-B-7)qd = ao + w Cp

where go is determined by Equation (3.2-B-6), C is specificp
heat of the liquid, and AT is the amount of subcooling.

Figure 3.2-B-5 compares the calculated dryout flux from
Equation (3.2-B-7) with the measured dryout flux from Tsai,
et al,[7] for debris in Freon-ll3 with liquid flow entry at
the base of the debris at 25*C. The calculated dryout flux
as the inlet mass flux is increased agrees with the data
within about 20 percent.

3.2-B.1.4 Stratified Debris

If the debris bed is formed in several stages by differ-
ent processes, or if the debris settles through a thick
layer of water, the bed may be stratified (i.e., the parti-
cle diameter may be a function of elevation in the debris).
For nondeep debris, a full one-dimensional model (Reference)
must be used. However, for deep debris, the one-dimensional
Lipinski (1982) model may again be simplified to an alge-
braic equation. The criterion for dryout is that each layer
in the bed must be able to pass all the vapor generated
below it without unduly restricting the liquid flow at that

| layer. Specifically, Equation (3.2-B-6) is applied at each
level using the particle diameter at that level. If the'

heat flux from heat generated below that level exceeds the
Equation (3.2-B-6) dryout flux, then dryout will occur.

If the debris is completely stratified with particle
diameter monotonically decreasing with elevation, the dryout
flux can be very low and even shallow debris might dry out
at typical LWR decay powers. With completely stratified
debris, dryout is dictated ' by the upper layers where thei

particles are smallest. However, channels will penetrate
the upper layers, so Equation (3.2-B-6) must be applied to
the layer at the base of the channels. The channel length
is determined by finding the highest layer which satisfies

6 a cos0
(3.2-B-8)L =

c cd (p -py)p
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where Le is the channel length and d and c are the val- |

ues at the level'Le below the top of the bed. I

1

3.2-B.1.5 Three-Dimensional Effects
'

All of the above considerations are for one-dimensional-

debris in which the scale of horizontal variations in the
debris is much larger than the debris thickness. Simple
models are not presently available for two or three dimen-
sional beds (e.g., steep conical piles). Horizontal liquid
and vapor flow will alter the dryout criterion in a manner
not yet modeled. However, The dryout equations described
above may be used on the thickest portions of the bed (or
regions with the smallest particles) to obtain a conserva-
tive criterion for dryout.

3.2-B.l.6 Postdryout Behavior

If the debris has liquid flow entry at the base and the
,

heat flux from the debris exceeds the dryout flux predicted
by Equation (3.2-B-6), the temperature at the top of the
debris can be fairly well approximated by calculating the
enthalpy rise in the coolant assuming all the heat generatedi

in the debris goes into the liquid entering the debris base.
The enthalpy is then converted to temperature. If the.

resulting temperature exceeds metal oxidation thresholds,
then temperature excursions will occur until the metals are
oxidized.

4

If the debris is resting on an impermeable support such
as concrete, then the postdryout behavior will become very
time dependent. Experiments by Hofmann (4) suggest that
dryout will begin somewhere within the debris (depending oni

the amount the power is above the incipient dryout power).
The ~ dry zone will then grow downward to the debris base. A
transient model by Gorham-Bergeron (26] can give an estimate
of how long this process will take. The dry zone will then
begin to expand upward. Simultaneously, the dry base of the
debris will begin to heat itself and the supporting con-;

| crete. Gases and water vapor generated within the concrete
will further increase the thickness of the dry zone and'

alter the heatup rate of the debris. Experiments by Tarbell,
et al.,[31] show that the debris can melt the concrete and ,

sink into it before the debris itself melts. The experi- I

ments also indicate that this process will seal this debris
I from the cooling effects of any overlying water. With thick

beds, the dry debris above the molten concrete might also
begin to melt and form a molten pool. At present, there is
no model which can follow the heatup, possible melting, and

'
concrete penetration of debris cooled by overlying water.

:
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3.2-B.2 CONCLUSIONS

!
Particulate core debris submerged in water is not neces-

sarily coolable. If the particles are small enough, flow
resistance within the debris will not allow liquid water to
penetrate all regions of the debris and parts of the debris
will boil dry (even with a continuous overlying pool of
liquid). Fairly accurate models for the conditions required
to initiate dryout are available. Debris which does not dry
out will remain below the boiling temperature of water.
Debris which does dry out will heat and attack the sup-
porting concreta. The dynamic process of dry particulate
debris heatup and concrete attack in the presence of over-
lying water is not yet well modeled.
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APPENDIX 3.2-C |

PARTICLE BED QUENCH MODEL

K. D. Bergeron

3.2-C.1 SUMMARY

This analysis focuses on heat transfer and uteam genera-
tion in a rubble bed which starts at a temperature which is
high, but in which the debris is solid. The model can be
extended to include remelt and hydrogen generation, buti

these features will not be discussed here. The bed is !
assumed to start dry, with an overlying pool of water, which |
immediately begins to descend through the one-dimensional
bed. Because of the steam-water counterflow restriction at !

the top of the bed, the leading edge of the wet zone can !
move downward at a limited rate. There are two limitations
considered. First, friction between the water and the rub-
ble limits the descent velocity in the same way as if here
were no heat transfer. We specify an arbitrary " trickle
velocity" as the upper limit of quench front velocity.
Correlations based on flow through porous media experiments
can be used to calculate an upper limit for this velocity.
This calculation will not be further discussed here.

More important is the counterflow limit imposed on the
steam flux emanating from the top of the bed. This is the
normal limiting mechanism for hot debris. A key simplifying
step is to assume that this steam flux limit is the steady
state dryout flux. (E. Gotham-Bergeron [1] has developed a
more complicated model which does not make this assumption.)i

Another simplification is that there is perfect heat trans-
fer between the debris and the water, so that all the debris
in the wet zone is at the same specific enthalpy. Zero heat
transfer is assumed between the debris and gases in the
lower, dry zone. The result is a sharp quench front which
sweeps out heat from the rubble as it moves downward.

The quench is not necessarily complete, since the front
may leave behind steam " chimneys" which are not fully
quenched. Such phenomena have been observed in experiments
by Ginsberg, et al., [2] and by Cho, et al. [3], and are
also commonly observed in analogous processes in the chem-
ical and oil industries. In our model, these zones are
assumed to be brought to a stable, but high, temperature by
the steam flowing through them. When the quench front
reaches the bottom of the debris bed, there is now a liquid
flow path which allows the chimney regions to be filled from
below. *This two-front behavior was also a feature of the
model of Ginsberg, et al.[2]
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In the zone above the first quench front, decay heat,

contributes to the steam flux (which is treated as an energy
flux). It may seem somewhat inconsistent to treat the decay
heat in the steam chimney as contributing directly to the
dryout flux, but any better treatment requires one- or two-
dimensional analysis of the chimney, and uncertainties about
the chimney area for reactor scale debris beds would seem to
overwhelm the modeling uncertainties in this case. The dry
zone below the first quench front is adiabatic, so decay
heating simply increases the specific enthalpy of the
debris. The dry zone is treated as one dimensional, though
the model described below does not have features which would
cause temperature gradients to occur in an initially uniform
bed.

.
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TABLE 3.2-C-1

Notation

9 = Heat flux of steam at top of bed (W/m2)
ed = Dryout limit of 9 (W/m2)
Ts = Saturation temperature of water (* K);

ps = Solid debris density (kg/m3)
c = Porosity of debris bed
a = Saturation (or quench) front height fromz

bottom of bed (m) ,

o = Height of bed (to top of saturated zones) (a) jz
"3 = Debris heat capacity (j/kg * K)

*o * 1 f0E Vs > 0. = 0 for vs<0
vt = First quench front velocity (positive

downward)
v2 = Second quench front velocity (positive

upward)
y = Steam chimney area fraction of total bed area

d,(2,t) = Debris specific enthalpyH

Hd= Initial value of Hd i

Hq = Enthalpy at full quench (function of Ts) )
He = Residual excess enthalpy in chimney in first

quench
H1 = Average enthalpy above first quench

(H +YHr)g
= H -HtHdl d

F = Decay heat rate (W/kg)
i Ft = Decay heat plus chemical heating in dry zone

(W/kg)
.

dT,_

F = F-cp dt

dT
F = F -c *

1 p dt

;
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3.2-C.2 MODEL EQUATIO!S

Phase 1. Initial quench front

We presume Ts is specified as a function of time, t.
If the saturation front motion is not limited by flow resis-
tance, the steam generation rate is limited to the dryout
flu:::

9 = 9d(Ts) (3.2-C-1).

Presumably, we can use a well-established steady state model
to calculate ed (e q . Lipinski zero-dimensional model). The
steam generation rate is given by the decay heat behind the
front plus the quench rate at the front:

dT <

( -~}9 = p,(1-c)(z -z,)(F-c dt + "o 1"d1} **p

This can be rewritten

R = U(z -z ) + u vt (3.2-C-3)o s o

where

9|

R = #s(1- )Hdi

1

6 = F/Hd1(z ) (3.2-C-5)s .

The heatup of the dry zone is described by

dH dT
I*~~}=F I* # *s}dt y-cp dt

*'

|
|
!
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Defining zi = zo-zs, the final Phase 1 equations are Equa-
tion (3.2-C-6) and flux-limited case:

vt = E - 210 (vo > vi > 0) (3.2-C-7a)

zi = R/6 (vi < 0) (3.2-C-7b)

9 = So (vt < v ) (3.2-C-7c)o .

The flow limited case is defined by<

5R-zi ) >v (3.2-C-s)o

.

In this case vi is set equal to v. The flux cano
still be made equal to 9d by decreasing the channel

'

fraction. K, i.e., increasing H. If this would requirel
Hi to be greater than H (the fully quenched value),, g
there are no steam chimneys, H1 is set equal to H, andg
the flux is reduced to

9 + ps(1-C)5 + V Ho dq (3.2-C-9).

Phase 2: Since the decay heat in the chimneys is carried
away by the steam, there is no heatup, and the velocity is
constant:

(9 "0 )d 1v *
2 YH (3.2-C-10)

c

where

et = ps(1-c)E(z -z ) (3.2-C-11)o m ,

; We do not impose a flow limit to this upward velocity,
because the timing of the arrival of the upward quench front
is not particularly important.
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APPENDIX 3.2-D

THE MEDICI REACTOR CAVITY MODEL

K. D. Bergeron

3.2-D.1 SUMMARY

In the past several years, considerable effort has been
devoted to improving our understanding of reactor cavity
phenomena during core-melt accidents. In particular, exper-
imental programs on core-concrete interactions and steam
explosions have provided a great deal of critical informa-
tion. A parallel development of analytical tools has also
occurred, most notably the CORCON code for molten core-
concrete interactions. However, there remains a substantial
gap between what is needed for system-level analysis of
cavity events and what is available as a tested, workable
code. The same can be said, of course, for all aspects of
reactor safety modeling, but for the cavity, the disparity
between existing models and analysis requirements is extreme.

The need for improved system-level models for severe
accident cavity phenomena has been recognized for some time
throughout the reactor safety analysis community. In par-
ticular, acceptable models of events following the release
of core melt into a pool of water in the cavity were not
available. The limitations of the MARCH-HOTDROP model have
been been pointed out in several critiques, most notably the
MARCH assessment (see Section 3.2.3.4.2). In recognition of
this problem, a model development effort was initiated in
the summer of 1982. The project was designated MEDICI, and
the goal was to develop, implement and test models for reac-
tor cavity phenomena which would be suitable for both the
MELCOR and CONTAIN codes.

At the time of writing, the MEDICI model is not yet
complete. However, the basic structure has been defined,
and the major features of the component models have been
specified for the first version of the code. In the follow-
ing sections, the MEDICI structure will be described, though
not all calculational details can be provided at present. It
is expected that in most ways, the MEDICI code will incor-
potate the modeling recommendations of this Assessment.
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i

3.2-D.2 DEVELOPMENT APPROACH i

As a stand-alone code, MEDICI is intended to be a test-
bed for -recently developed models. It is also intended to
be integrated into larger system models (CONTAIN and/or
MELCOR), when'the initial period of review and evaluation is '

| ~
complete. Because of these multiple applications, and i

|
i because of the high degree of phenomenological uncertainty ;

| involved, a strong emphasis has been placed on developing
'

MEDICI with a systematic, top-down design. This means that .

the overall structure of the code has been laid out clearly
prior to the development of the details of all the models. 1

Furthermore, the structure is highly modular, with well- '

defined interfaces between the distinct physical models. !
.

| This systematic development technique is based on :

| methods which have emerged primarily from the nonscientific !
| software development industry over the past several years.
I Structured Program Development is one of the terms applied

to this type of approach. Although the requirements of
scientific simulation codes are different in many respects
from more conventional programming applications, it is clear 4

;

| that Structured Program Development methods can accomplish !

many of the same goals in both fields: improve quality
,

control, facilitate team efforts, reduce debugging and test- i
ing time, ensure adaptability and flexibility of the code
for future development, and ensure more effective management
and control of the code development project.

For PRA codes, there are additional benefits to this
approach. It will always be necessary to distinguish between
models which are considered satisf actory best estimate cal-
culations, and those which are simple bounding estimates
which are used because satisfactory models have not yet been
developed. In fact, there is a continuous spectrum of reli-
ability of models between these two limits. A careful PBA
requires that the analyst have a reasonable understanding of

,

the strengths and weaknesses of the component models in his'

system model, without being an expert in all of the relevant
fields. A structured, modular, well-documented code design

,

| can facilitate this understanding, allowing reasonable esti-
| mates to be made for the ranges of parametric variations to

be applied in the PRA. -

3.2-D.3 MEDICI STRUCTURE

| The structure of the MEDICI code is specifled by a
series of flow charts shown in Figures 3.2-D-1 throughF

,

3.2-D-5. The . description is provided at several levels of
detail, starting with a statement of the basic purpose of

! the modhi (Level 0),~and progressing with successively more
j detailed levels of description. The lowest level of diagram-
I matic description is Level 3 (Figures 3.2-D-4 and 3.2-D-5),

i

'
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which indicates the actual sequence of calculations, though
there are still some subroutines which require flow charting
at lower levels. The series of charts is supplemented by a
textual description of the functions of each module at each
level in a number of documents which are organized (via the
module indices) to correspond exactly with the diagrams.

i

i

l

!

1

J

+

4
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MEDICI - LEVEL 0 DESCRIPTION

MEDICI

ALL INFORMATION CONCERNING EX-VESSEL
DEBRIS MELT / COOLANT INTERACTIONS
WHICH IS NEEDED BY CONTAINMENT AND
RADIOLOGICAL CONSEQUENCE CODES TO
PREDICT THREATS TO CONTAINMENT AND
RADIOLOGICAL CONSEQUENCES OF
CONTAINMENT FAILURE.

Figure 3.2-D-1. MEDICI Structure Diagram: Level 0
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|
i

!
,

k

:

i

i

MEDICI- LEVEL 1 DESCRIPTION
.

(OTHER CODE)'

i
I
i

i INPUT M INTERACTION MODEL O OUTPUT
,

MELT CHARACTERISTICS FALL THROUGH AIR SOURCES:

GEOMETRY FALL THROUGH WATER ENTHALPY

MASS (H 0. H , ETC.)ATMOSPHERE PARAMETERS STEAM EXPLOSION 2 2

: DISPERSAL * AEROSOLINITIAL POOL PARAMETERS'

FLAGS FOR MODEL CHOICE DEBRIS BED FORMATION FISSION PRODUCTS

i DECAY HEAT PARAMETERS STEADY-STATE BEHAVIOR

DRYOUT
,

CORE-CONCRETE INT.
i
I

: i*

L (OTHER CODE)
,

!

3

Figure 3.2-D-2. MEDICI Structure Diagram: Level 1
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MEDICI- LEVEL 2 DESCRIPTION

INTERACTION MODEL - M

EfD BEHA
^V Y RY ANYM1 INITIAL INTERACTIONS M2 M3Og g

MELT INJECTION COOLABILITY INTERFACE WITH
MIXING OUENCHING CORCON
STEAM EXPLOSION DEBRIS CONCRETE INT.
DISPERSAL DRYOUT
BED FORMATION REMELT

M4 SERVICE ROUTINES MS MODUL SURROGATES

ODE SOLVER ATMOSPHERE PHYSICS
STEAM-METAL CHEMISTRY STRUCTURE HEAT TFR.

INTERCELL FLOW
H2 BURN
AEROSOL CHEMISTRY
AEROSOL EVOLUTION

Figure 3.2-D-3. MEDICI Structure Diagram: Level 2: Models
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MEDICI- LEVEL 3 DESCRIPTION

pdITIAL INTERACTION - M1

M O!
swttrouf- wEEPout : j

' M00tL
1

!

d $ C FI 0!
serWT fiut STip Aho V F ALL TMm0WGM F ALL TMm0WGM

"I" "I' "stitAFACE 7* LOOP CONTROL AIR : watta

a
|

n

Sl D Ej s!

TMERWOOvnausCs OLO WELT N' ' y $7 taugggy ,gggggg ,7,,, ,,,L,,

Ah0 Flow 70 stTTLgp t aPLO $iO4
OTMER CELLS WOctL

I
a6 4

1r ir

y /0N u ai ai
OvvevT v Otsats u0 g_ Osemis sinas.0.,,,,,,,,,,,
INTERFACE FORMAT 44 $USPthla04

C N

i
|

|

1

Figure 3.2-D-4. MEDICI Structure Diagram: Level 3: Initial
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The principal division in , the - model is the distinction
j between three distinct time frames and cavity conditions.
i One of these -is the long-term response of the cavity to
| molten-debris when there is no water in the cavity- These.

L are the conditions for which CORCON was designed, and it is
i not intended that new modeling ~ will be required for this
i regime. Thus, the principal concern is phenomena involving

water in the cavity,.and a major separation is made between
' - the relatively fast processes which occur shortly-following
I . vessel breac'h, and the longer term response after the debris
, has settled to the floor. In both regimes, the code will |

{
calculate the following:

heat transfer- among the water, debris, atmosphere.-
3

1 and-structures *
2 !

flammable gas generation (H2 and CO); i-.

other noncondensible gas generation: |
-

,

4

f : transport out of the cavity of water, debris, and-

gas. t
,

.

All of these quantities will be calculated as functions
of time. In fact, one of the principal gotis of the MEDICI.

{ code is to predict the timing of the various events which
I can occur in the cavity acre realistically than previous
; models.

| As- seen in Figure 3.2-D-3, the calculational sequence
j from Initial Interactions to Wet Cavity Debris Bed - Behavior

is one-way, not a loop. This implies the assumption that
j all of the melt will be released in a single - short period. .

L This may be true for'some accident sequences, .but it is also
|: possible to imagine scenarios in which the melt . release ,

i occurs intermittently, ~~or over a sustained period ~of time.
Later versions of MEDICI will.be'able'to-treat this problem,'

i but a number of phenomena involving the impingement of

| molten debris on' quenched debris beds would have to be con-
i sidered. Since similar considerations would apply to this
| case as to the pebble bed core-catcher concept, it would be
; desirable to include such a capability in any case. How-
j- ever, for simplicity (and for lack.of adequate models) this

capability will not be included in the first version MEDICI.
,

The following sections provide a brief description of
the key models to be used in MEDICI. Additional details can
be found in - Section 5, since it is anticipated that'in most

[ respects the recommendations made' for MELCOR-1 'will be
incorporated in MEDICI.

; ,

,-
f I

!
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3.2-D.4 MODEL SUMMARY:- INITIAL INTERACTIONS

'This module treats all phenomena which occur on the
short time scale (20 ' seconds, typically) during and immedi-
ately following RPV ' breach. These include the transit of
the melt through the atmosphere and into the pool, possible
steam explosion and subsequent dispersal, and formation of a
debris - bed. .Both water and debris are in motion during this
phase.- Numerous slow processes are neglected to simplify
calculations (e.g., heat transfer to the walls, some chemi-
cal reactions, etc.).

LThe principal models implemented here are the Fuel-
Coolant Interaction models described in Appendix 3.2-A. They
describe fuel breakup and mixing during the fall, along with
steam generation and debris quenching, and they also allow
for a steam explosion if a number of criteria are satisfied
(this option will be at the control of the user). The models
are primarily based on analyses done by Corradini of FCI
experiments done at Sandia over the past several years.

Core-concrete interactions are probably not important on
.the time scale we are considering here, and'so will not.be
included in the first version of MEDICI. (These processes
will be treated in Section 3.5, however.)

Another f eature which is likely to be missing from the
first version is a mechanistic model for high pressure
.sweapout of core debris. The reason for this neglect -is
that the level of understanding of the processes is not
high, and, as ' discussed in Section 3.2.3.2.1, the applica-
tion of purely hydrodynamic criteria is probably not appro-
priate. It is, however, desirable that model development
proceed for this phenomenon as rapidly as possible, for
.possible incorporation into later version of MEDICI, and,
possibly, MELCOR-2.

3.2-D.5 MODEL SUMMARY: WET CAVITY DEBRIS BED MODEL

After the debris bed has settled . into a relatively sta-
ble configuration (no new melt, no violent disruptions pos-
sible) then it is necessary to consider the. slower processes
which were neglected or treated crudely in the initial inter-
-actions phase. The important processes are: (a) heat trans-
for fron'the debris to the water, atmosphere, and structures,-
(b)_ core-concrete attack, with' associated combustible gas and
aerosol generation, and (c) hydrogen generation from melt-
water chemical reactions.
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The basic model used in this module divides the debris
into a number of layers, some of which may be of zero thick-
ness, (Figure 3.2.3-2). The top layer is exposed to tha
atmosphere. The next two layers are solid debris under water
(nonzero porosity rubble bed). The upper one of these is
saturated and quenched (substantially at the saturation ten-
perature) while the lower one is dry, and presumably much
hotter. Next, there are two molten layers, each of which
may have a solid crust. The upper one is concrete slag,
with some light metal oxidos interspersed and possibly some
rubble suspended or drifting downward through it. Finally,
there is the molten debris layer, which is penetrating the

,

'

'

solid concrete.

!

. .
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3.3.1 CONVECTION AND CONDEMSATION HEAT TRANSFER

3.3.1.1 Introduction

Condensation heat transfer is generally the dominant
passive mechanism for removing heat from containment atmo-
spheres. It is clearly essential to have a model for this
process which is applicable over the wide range of conditions
which can occur during a severe accident. There are several
features to be desired in a condensation / evaporation model.
In addition to accuracy, the formulation should be as trans-
parent as possible; it should also be flexible--capable of
handling a variety of flow conditions and parameter regimes;

.

it should also be verified against experimental data: it
should, if possible, be presented so as to make maximum con-
tact with standard treatments of heat and mass transfer;
finally. it should be no more complicated or detailed than
necessary, in light of uncertainties in the correlations and
other parameters which are to be used for the calculation.

Generally, convective heat transfer will take place
between the bulk gas and a surface, through the resistance
of a gas boundary layer and a. liquid condensate layer. Both
mass diffusion and sensible convective heat transfer occur
in the gas boundary layer, and conduction occurs in the -

liquid layer. In most cases the resistance in the gas
boundary layer is the dominant one; however, the liquid-
layer cannot always be neglected.

3.3.1.2 Review of Literature

There are,. basically, two approaches to condensation
heat transfer being used in the light water reactor safety
literature. One is to use corfelations for heat transfer
coefficients developed by Uchida [1] and/or Tagami [2]. The,

other is to use a relatively mechanistic model involving
something like Couette flow in the gas boundary layer in
order to model the diffusion of condensible vapor through
'the noncondensible gas. All of the approaches of~the latter
type are based on treatments similar to that of Collier.[3],
but there are variations.among them involving the choices of
mass and heat transfer correlations in the gas boundary
layer. It appears that the condensation heat transfer model
in MARCH is based on the Uchida data.

~The Uchida and Tagami correlations are based on small-
scale experiments, and involve very few parameters. There
is practically no evidence for the absence of dependence on
other parameters. Nevertheless, these correlations were
widely used - in the -industry for many years. Then, in 1970,
the first steam blowdown experiment on a containment build-
ing scale was conducted. This was - the Carolinas-Virginia
Tube Reactor TCVTR) experiment, which showed that Uchida-

3.3-5
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,

Tagami heat transfer coefficients ware too low by a factor
of 2 or 3 during the blowdown phase, though the agreement in-
the more quiescent post-blowdown phase was much better.[6],

These findings prompted numerous researchers to develop
more mechanistic models.[7]-[11] Good examples are [7] and
[9], both of which compared their predictions with the CVTR
results. Both came ' to the conclusion that the high-heat
transfer coefficients observed in CVTR can be predicted by
the mechanistic models if forced convection correlations

1 corresponding to gas velocities in the range 2-7 m/s are j
used. Both also concluded (in their. own ways) that the
mechanistic models agreed with Uchida-Tagami models if natu-
ral convection is assumed, and that the latter is probably i
acceptable for the post-blowdown phase. However, for reasons
which will be discussed below, none.of the models identified
is completely adequate, though the one.to be proposed (which
has been recently implemented in CONTAIN and HECTR) is-simi-
lar in many- respects to that in [9] and that developed
recently be Corradini in [18].

: '

'

The most recent validation experiment is the HDR series )

of steam blowdowns in a decommissioned power reactor near
Frankfurt, Germany. Blind predictions of pressures, temper- (
atures, and heat transfer coefficients are being made by a

'

number. of. reactor safety codes, including CONTAIN. Results
of the experiments and the code validation exercise should
be available in early 1983. Preliminary results from the
CONTAIN analysis indicate that it is important to allow
evaporation as well ~ as condensation, and * that it is also

i important to include the resistance of the liquid film dur-
ing the blowdown phase.

3.3.1.3 Gas Boundary Layer Model
'

o.

We_ consider a gas boundary layer in series with a liquid
film of a specified depth. As in conventional lumped param-

! eter treatments, the effect of the film can be included after
'' the. resistance of the boundary layer is calculated. There-

fore, for.the first part of the' analysis, we set the inter-
face temperature equal- to the wall temperature. Tw, and
separate the heat flux from the surface into two components,

i convective and condensing mass flow:
i

'q = qc + 9m (3.3.1-1)
!

qc = h (Tw-To) (3.3.1-2)b,

|

g igg ( 3 . 3 .1-- 3 )qm = Mg J

!

!- 3.3-6
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where To is the bulk temperature. M is the vapor molec-g
ular weight and igg is the latent heat of vaporization.
The molar flux, J is given by a mass transfer correls-g.
tion:

Jg = Kg(p i-p 2) (3.3.1-4)g g

Pg1 = Psat(Tw) (3.3.1-5)

where p i is the partial pressure of steam at the inter-g
p2 is the partial pressure of steam in the bulkface, q

gas, and K is the mass transfer coefficient. Note thatg
there are many different conventions for the driving force
of Equation.(3.3.1-4), and correspondingly different defini-
tions of the mass transfer coefficient. A review of the
fundamental literature concerning what the natural differen-
tial equations are can be enlightening. If the liquid-vapor
boundary is to be analyzed in detail, the proper- thermo-
dynamic potential is chemical potential. If, as in our
approach, only the gas layer is of interest and thermal dif-
fusion can be neglected, the diffusion equation is properly
expressed in terms of partial pressure, or mole fraction
(cf, [12]. p 244., [13], p 336).

The key feature of the formulation proposed here.is that
the fundamental quantity determining both heat and mass
transport is the Nusselt number, which comes from user-
selected correlations. This determines, first, the heat
transfer coefficient:

hb = Nu k /L (3.3.1-6)t

where k is the thermal conductivity of the gas-vapor mix--t
ture, and L is a characteristic -length. The mass transfer
coefficient is obtained from Nu via a mass transfer-heat
transfer analogy. The most general one is:[16]

Sh - Nu(Pr/Sc)2/3 (3.3.1-7)
.

where Pr and- Se are the Prandtl and Schmidt numbers, respec-
tively, of the mixture and the Sherwood number, Sh. is the
dimensionless mass transfer coefficient, from which we obtain

.Kg.[16]
.

3.3-7
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Sh p D
(3.3.1-8)

; g " RT p,,L
|
.

pal - Pa2
,

( '}P,,.= In(Pg/pa2)

! where Pal.2 are the partial noncondensible pressures at
the wall and in the bulk, respectively, P is the total pres-
sure, and Dy is the mass diffusivity of the vapor in the
noncondensible. It should be pointed out that the previous4

i three equations are given in References [5], [9], [16], and
}' [18], and that the bulk- flow correction de. rived in [3], [4),

[5], and [16] is included in the pam term. (This term is; _

also the reason for the use of in(1+B) in [7].)

: Equation (3.3.1-7) differs from the corresponding equa-
t- tion in Reference [16] by a factor of (Pr/Sc). This factor

(the Lewis number, Le) is probably approximately equal to
1.0 for the gasses of interest. The reason for this differ-
ence is- that there are two competing mass-transfer / heat-
transfer analogies. One is based on the Colburn j factors4

'

(used here) and the other makes a direct substitution of Sc
for Pr and Sh for Nu in explicit correlations.

:

For high mass transfer- rates the convective _ term, .qc,'

i is influenced by the mass flow, because of the sensible heat
and momentum carried by the diffusing vapor. The correction
factors available in the. literature appear to be derived for

' cases other than those of interest to us. For that reason,
; we propose only minor changes for the first version of
f .MELCOR, with reasonable modifications - to be made as they
! become available. For now, we propose to replace igg in
L Equation (3.3.1-3) with

igg = ig - ig (3.3.1-10)

t

(

| where i and. ig are the enthalples of the vapor in theg
bulk gas and liquid water at the interf ace, respectively.

.
All that remains is to select an appropriate value of Nu. A
wide' variety of choices of Nu are available as discussed

f below. After this is specified, the calculation is straight-
[ ' forward: K is then calculated, then Jg g, qc, and qm-

'

3.3.1.4 Choice of Nusselt Number Correlations
!

i- The convective heat transfer coefficient is often corre-
lated in terms of the Nusselt number with parameters such as

:.

3.3-8
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the Rayleigh number,-Ra, for free convection and the Reynolds
number for forced convection. These correlations are derived
from experimental measurements of heat transfer rates in
which the characteristic length to be used in the correla-
tion parameters is an appropriate dimension of the experi-
mental apparatus. Fluid properties in free convection
parameters are typically evaluated at the arithmetic mean of
the wall and fluid temperature; fluid properties in forced
convection parameters are usually evaluated at the tempera-
ture of the fluid. The correlations are, in general, valid
only for steady state heat transfer under specified condi-
tions of the convecting fluid; a quiescent medium for free
convection and a uniform free-stream for forced convection.
The heat transfer rates result from boundary layer transport
mechanisms for the specified flows.

Empirical correlations are valid only for the parameter
ranges investigated during the original experiments (e.g.,
109 < Ra < 1012). Similitude, however, is not guaran-
teed simply by satisfying the parameter range constraints.
Length scales and wall-fluid temperature ratios must also be
similar to those of the experiment. For example, studies
have shown that turbulent free convection is not correlated
by the Rayleigh number if wall-fluid temperature ratios
(absolute temperatures) are greater than 1.1. Likewise, a
correlation may not be accurate for length scales greater
than that of the experimental data base.

Application of widely accepted convection correlations
to containment geometries may not be appropriate for several
reasons. First, the heat transfer phenomena during and
immediately after blowdown or combustion are highly tran-
sient. The use of steady state heat transfer correlations
in this situation is clearly incorrect. Steady state treat-
ment of transient heat transfer processes will, in general,
underpredict heat transfer rates. Second, correlation
parameters may not provide similitude for reactor accident
phenomena because containment-length scales and the large

'

wall-fluid temperature differences exceed those of the
experimental data base. Third, the atmospheric environ-
ment during an accident cannot be well characterized by a
quiescent or uniform free stream flow during the criti-
cal periods of blowdown, combustion, and immediate post-
combustion cooldown. The transport phenomena result from
fluid-wall interactions that are different from those
modeled in correlations.

In summary, the use of generally accepted convective heat
transfer correlations to model reactor accident phenomen-
ology may result in inaccurate predictions. Correlations
verified for containment geometries are not presently avail-
able. Use of unverified correlations as " engineering
approximations" may result in nonconservative predictions of

3.3-9
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| accident phenomena, especially during and immediately fol-
! lowing any combustion in containment.

Noting the uncertainties mentioned above, we are still
faced with selecting correlations for use. As examples of
choices of Nu, the following are proposed (cf [20] p 4-67):

,

1. Forced Turbulent Convection 0.037Re.8Pr.33 (3.3.1-11)

i |

2. Turbulent ~ Natural Convection 0.13(GrPr) 33 (3.3.1-12) I
'

; (vertical walls and cold roof) ;
~

!

! 3. Laminar Natural Convection 0.27(GrPr).25 (3.3.1-13) |
L~ (cold floor)

a- l
* |

where Re, Pr, and Gr are the Reynolds, Prandtl, and Grashof |

-numbers, respectively.
!

If a new application arises with special flow character- 1

': istics (e.g., a jet impingement problem on a cylindrical
! heat sink) -the model can be easily adapted by inserting a

new correlation for the Nusselt number.
'

.

The model proposed here is very similar to that used in
I [9]. which was developed for a version of the CONTEMPT code.
; One difference is an additional factor of (Sc/Pr) in
i. Equation (3.3.1-7), i.e., they use Collier's formula. But

|_ as discussed above, this is not expected to - make much'dif-
ference, since Sc Pr for our case. It has been tested=.

5 against Tagami [2] and Uchida [1] correlations, and has done
i well. As with most attempts to compare against CVTR data, a
; forced convection velocity around 3.0-5.0 m/s was required

to obtain rough agreement with the observed heat transferj ,
coefficients during the blowdown. The- forced convection
velocity for MELCOR could either be user-specified or esti-+

mated based on intercompartment-flow velocities.

3.3.1.5 Liquid Layer'Model-

The principal thermal resistance in the typical conden-
,

) sation neat transfer problem for containment analysis is the
; gas boundary layer adjacent to the~ structure. The coolant
j vapor must diffuse through a region of enhanced nonconden--
{ sible concentration. This resistance is in series with the
i condensate film layer, and also, possibly, with a layer of

paint or other coating which one might want to include in
this analysis (rather than in the heat conduction model). A
liquid layer model should account for the quantity of steam

,

1
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removed as condensate and simulate the thermal resistance of
the layer. Neglect of the liquid layer thermal resistance
can result in overprediction of heat transfer.

Structure condensation calculations taken from the
standard heat and mass transfer literature typically use an
iterative calculation approach,[7] since the interface tem-
perature, Ti, is unknown ' and heat transfer through both
the gas boundary layer and the liquid film depend on Ti
nonlinearly. For heat-exchanger applications, this is
necessary. However, for reactor containment response calcu-
lations the need is less clear. Furthermore, it is almost
certainly incorrect to use the same type of formulation for
film resistance as are used in heat exchanger models (i.e.,
steady state Nusselt film analysis). A highly detailed
model of steady state film flow on smooth surfaces would be
inappropriate under these circumstances, particularly if an
iterative technique is required to solve for the surface
temperature of the film.

For these reasons, it is recommended that the film be
modeled as a layer of water of a specified depth (which is
user-input and can be varied for sensitivity studies). The
Nusselt models may give some insight concerning a good
choice for the film depth, but it should be realized that
the surfaces encountered .i n reactor containment buildings
are far rougher than the assumptions of the Nusselt model
would allow. A film depth of 0.001 m seems a reasonable
starting point.

It is also useful to consider treating the growth of the
film up to the specified limiting depth during the early
phases of condensation. The reasons are first, it is a very
simple calculation; second, peak. temperatures on thin sheet
metal may be affected by this p'rocess; third, it allows us
to keep track of the inventory of water collected on sur-
faces, and to delay depositing that water into sumps, pools
or overflow pathways (such delays may be important in estab-
lishing realistic timing of some important containment
phenomena); and fourth,- the amount of water which can be
evaporated from the walls is limited to a physically reason-
able value.

The resistance of the liquid film is known if the effec-
tive film depth, dg, is known. We presume that this depth
is calculated by allowing condensation to build up, so that
the depth is the accumulated condensate volume divided by
the structure area, as long as this does not exceed the
specified limiting (or " overflow') depth. Condensate which
accumulates beyond this depth is assumed to flow into a sump
or pool. When evaporating conditions occur, the amount
,hich is available for evaporation from the wall is limitedw
by the film depth.

3.3-11
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Since the film depth is known at all times, its effect
on heat and mass transfer is easy to account for. We assume
that heat transfer in both layers behaves as if there were
an effective heat transfer coefficient associated with the
temperature difference between the wall and the saturation
temperature in the atmosphere. The film heat transfer coef-
ficient is

hr = kg/df (3.3.1-14)

to which we can add the resistance of a paint or oxide layer,
h if desired. (Paint or oxide layers could also bep.
included in the wall conduction model if that turns out to
be more appropriate.)

hhf p
(3.3.1-15)h,gg = hf+h .

p

l

Then we modify both the convective and condensing parts of
the heat transfer. The condensation heat flux, $. is !

modified to become

$h,gf(T -To)y
(3.3.1-16)$ = $ + h,gg(T -Tg) .

y

And the convective heat transfer coefficient becomes:

(3.3.1-D)he"h .
+c eff

To illustrate the effect of treating the surface resis-
tances, a number of calculations have been run on the CONTAIN
code using the model described above. The problem was a
realistic large-break LOCA in a large dry PWR (modeled after
the H. B. Robinson NPP). Internal heat sinks included a
substantial amount of steel over 6 cm. thick, so one might
expect the condensate film and paint layer resistances to
play a role when heat transfer coefficients are very high.
To obtain high heat transfer coefficients, the forced con-
vection option was used with a surface velocity of 20 m/s.
A more realistic 5 m/s case was also considered. The paint-
layer heat transfer coefficient was 2 x 103 w/m2-oK, and
the film overflow depth was 0.001 m.

3.3-12
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Table 3.3.1-1

Effect of Surface Layers on Peak Pressure
in a Blowdown Problem

'

Water Paint (v=5.0) (v=20.0)
Film Layer Pmax Pmax

No No 2. Ole 5 1.61e5
No Yes 2.07e5 1.72e5
Yes Yes 2.08e5 1.75e5

3.3.1.6 Interface With Other Parts of MELCOR

Interfacing the condensation / evaporation model with the
rest of MELCOR is relatively straightforward, as long as
control volumes are properly defined and sign conventions
are consistent.

The principal reason for the film layer is to provide a
thermal resistance, and to track mass balance of the water.
However, the treatment of film enthalpy is somewhat problem-
atic. Ideally, we would treat it as a variable thickness
node in the conduction model, but such an approach will
increase the computational cost and is probably not war-
ranted for the first version of MELCOR. We then have two
alternatives for the enthalpy of the liquid film. We can
track it as a separate quantity, not allowing transfer to
the wall, or we can add it all to the first node of the
wall. The latter approach appears to be more meaningful
physically, and to pose fewer numerical problems, so we will
adopt it here. The various energy transfers then involve
only the bulk atmosphere, the first node of the structure,
and'the film overflow. The change in enthalpy of the bulk
gas is

iEB = Qc - M Jggg (3.3.1-19)

which is valid for either evaporation or condensation. The
enthalpy which flows with the overflow water (to a sump or
pool) is related to the mass flow rate, fo, of the film
overflow by

Eo = -EB + Eo (3.3.1-20)

3.3-13
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(which ~is zero except when water is condensing and the film
is at its overflow thickness). Finally, the heat trans-

'
ferred to the first node of the conduction model is the dif-
ference between these:

Es = -EB + Eo .( 3 . 3 .1- 21 )

:

a f ormulation which explicitly guarantees energy conserva--
tion.

_

For a condensing situation the atmosphere loses water<

mass at the rate
1

(3.3.1-22)Wo=MJgg .

This is added to the condensate film mass until the upper
limit on film mass is reached. This is just the total
structure surface area times the overflow thickness divided
by the water density. After this upper limit is reached,
the overflow water does not add to the film thickness.
Presumably it can be added to a sump or pool model.

For the evaporating case, the evaporation wa t e r ' mu s t
come from the film mass. When the film thickness reaches
zero, no more water can be evaporated.

In orMer to evaluate the heat and mass transfer rates, a
variety of properties are required. For all gas species,
thermal conductivities, viscosities, and specific heats are
required. Additionally, for water, liquid and vapor enthal-
pies are necessary.

~

3.3.1.7 Conclusions

The recommended model has the following desirable fea-
tures:

1. It uses the driving force (Pg1 - Pg2) which is
natural to the problem.

,

2. It allows the vapor sensible heat correction.

3. It has good contact with standard treatments.

4. The formulation is transparent.

S. It is a flexible treatment, allowing many geometries,
,

flow regimes, and parameter regimes to be treated, with

3.3-14
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,

the user specifying only the Nusselt number correlation,
which is better ut.2erstood and more widely measured than
any other transport coefficient.

6. The model has been verified to some extent by comparison
with experiment.

7. An iterative treatment is unnecessary. The film is
treated in a simple way which limits evaporation and
which treats the delay in overflow of condensate to the
sump, floor, or pool in a physically reasonable way.

.

e

4
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3.3.2 RADIATION

3.3.2.l' Introduction
~

,

Radiant heat . transfer is important during and following
combustio_n events in containment, steam spikes following,

j vessel f ailure and melt ejection, and to a lesser extent,
following blowdown, if relatively high temperatures and steam
partial pressures exist. Both containment pressures and4

surface temperatures can be significantly affected. Radiant
heat transfer is not treated in MARCH. Most of the radiant'

'

heat transfer will come from steam, although carbon dioxide
and carbon monoxide may play an important role during core- |3

~

melt accidents, if core-concrete interactions occur. Gen- I

erally, the air in containment can be treated as inert with4

j respect to radiation for the temp'erature regimes considered !

to be likely. Reflection of radiation by the containment
surfaces is important, as is emission from the walls if their
temperatures are elevated during the accident. In the sec-
tions that follow, emittance models for steam are discussed, )

,
the governing equations describing radiant exchange in con- |[ tainment are presented, and models-to include carbon dioxide

j and carbon . monoxide are discussed. Subjects not addressed
'

here are the interaction of radiation with containment sprays
and aerosols and radiation in the reactor cavity. Radiation

|- heat transfer in the reactor cavity is different than radia-
'

tion heat transfer in the rest of containment due to the high
aerosol loadings in the reactor cavity. A diffusion approach3

; may be more suitable to this problem.

3.3.2.2 Emittance Calculations for Steam'

!
'

' A gas emittance model which has been widely used in the
exponential wide-band . f ormulation of Edwards and co-workers,

which has been summarized in the monograph entitled "Molecu- .

lar Gas Band Radiation."[1] This model is based upon sta-
tistical models of gas absorption in discrete wavelength

. bands and was developed utilizing measured spectral absorp-
! tion. data obtained with total. gas pressures near atmospheric
| and in chambers such that only moderate radiation path

lengths (usually less than 1.0 m) were considered. The model
| is well thought of in the " radiation community" and is
'

excellent' for performing band-by-band radiative calcula-
tions. Unfortunately, radiation band calculations are com-,

putationally expensive, especially if there are several gas
,

| species which are thermal radiators. Further, extensive
! band-by-band computations may not be warranted if the geome-
! try (i.e., path lengths), pressures, and temperatures are

significantly dif f erent from those conditions for which the
exponential wide-band correlations were developed. Instead,
single equivalent band radiative calculations may be appro-

i priate, and total emittance models can be utilized.
;

*

,

i
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Storm is gensrally the most important gas radiator in
thermal analyses undertaken for reactor containment studies.
Steam emittance data are typically obtained from Hottel
emittance charts,[2] .f rom emittance charts compiled by Lud-
wig, et al.[3] or from the Edwards exponential wide-band
correlations [1] described previously. In the latter case,
the individual band data from the Edwards model are summed
uc i.ng a black body weighting function to compute the total
emittance as given in Equation (3.3.2-1) (variables are
defined in the nomenclature).

J bands

d) F ok (3.3.2-1)c = .g

j=1

Note that in these computations Kirchhoff's Law (at = ci) is
assumed to hold. The more recent evaluations of the mea-
sured spectral data by Ludwig et al.[3] have resulted in
emittance charts for steam which compare well with Hottel
results at low pressures and temperatures but which may dif-
fer significantly at high temperatures (>1000 K) and for the
larger steam pressure-path length values.

Using data from the emittance charts in computer models
is difficult and until recently, most codes have incorpo-
rated the exponential wide-band formulation. An alternative
emittance model has been suggested by Cess and Lian [4] for
mixtures of steam and air (air being mixtures of nitrogen,
oxygen, and inerts), in which the Hottel data have been fit
to an exponential form as shown in Equation (3.3.2-2):

cH O = ao[1-exp(-al[X)] (3.3.2-2)
2

where

~ l+x 5 300_7 -
300 P 2X=P LI i (3.3.2-3)hoe ( T /. (101325)2

and ao and al are given as functions of temperature in
Table 3.3.2-1.
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Table 3.3.2-1

Coefficients of Cess-Lian Correlation

T. K a al. m-1/2 ata-1o

~

300 0.683 1.17
600 0.674 1.32
900 0.700 1.27

1200 0.673 1.21
1500 0.624 1.15

Note that pressure broadening effects are included in
this formulation (through X) and alce that the relation
reduces to the well-known square-root dependence for the
limit of nonoverlapping strong absorption lines. The tem-
perature limits specified above coincide with the range of
experimental data used in the Hottel charts and omit the.

emittance data extrapolated by Hottel for the higher temper-
atures. As would be anticipated, the value of such a corre-
lation is that it is computationally inexpensive.

.

Gas emittance values as a function of temperature and
steam pressure-path length are presented in Figures 3.3.2-1
and 3.3.2-2_ comparing results from the Cess-Lian parameteri-.

; zation correlation with the exponential wide-band model and
with data obtained from emittance charts. Figure 3.3.2-1
results are obtained from a total gas pressure of 1.0 atm in
the limit of the steam partial pressure approaching zero.
The agreement between the three emittance calculations is
rather good, which is not surprising since the data from

j which these correlations were developed were primarily mea-
sured under atmospheric pressure conditions. From Fig-'

i ure 3.3.2-1, it is apparent that results from the Cess-Lian
| correlation match. the Hottel results for the conditions
i considered, and thus in Figure 3.3.2-2, Cess-Lian results

are only compared with the estimates of Ludwig [3] and with
the exponential wide-band results. The emittance results of
Figure 3.3.2-2 are given for three different total pressure
conditions (1.0, 3.0, and 5.0 atm) and for three different,

i steam pressure-path lengths (0.1, 1.0, and 10.0 ata-m).
While the trends are similar for the three methods for ther

two lowest values of steam pressure-path length, the dis-
crepancies may be as great as 20 to 30 percent at the lower
temperatures. . At the largest pressure-path length consi-
dered, the Ludwig model results increase with temperature
while the other model results decrease. This difference is
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significant, and suggests that the limitations of the models
mest be considered when the temperatures, pressures, and
path lengths are outside of the ranges for which the
er.ittance data were correlated..

In summary, it has been indicated that the computed steam
emittance values may vary significantly between the different
calculational methods, particularly if the total gas pressure
and the radiative path lengths are large. This is particu-
larly important in nuclear reactor geometries since hydrogen-
air deflagrations could occur in regions where characteristic
path lengths are > 20 m and total pressures and steam mole
fractions could exceed 3 atm and 20 percent, respectively.
Further, it is not apparent that the exponential wide-band
model is superior to the Cess-Lian correlation for the con-
ditions considered. Therefore utilization of either model
for computing single equivalent band emittances should be
acceptable in simulation models such as MELCOR.

3.3.2.3 Radiation Exchange Calculations

The radiative exchange package can be formulated assum-
ing that the wall temperatures and gas environment are fixed
during each time step. The model will compute the net energy
transfer for each band (including transparent regions) and
sum the contributions to obtain the total net radiative heat
flux. These governing relations are summarized below.

k surface, j andTH th
N RF (6ki 1- ci

ei - Fk-i c k-i ST
ijg

l=1

N SURF /6ki - Fpg k-i *bij k-1
T -F Il ~ Tk-i)*bgj

(3.3.2-4)gg

and

J BANDS

qi = 6q (3.3.2-5)g) .

j=1

A single equivalent band model formulation for gaseous and
surface radiative exchange can also be incorporated by
applying Equation (3.3.2-4) for one band and using the total
emittance data from any of the previously described methods
(i.e., chart data, Cess-Lian, or exponential wide-band).
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4

Although this method is a gray-gas formulation and omits some
,

i- of the important band detail, the emittance data remains the
critical input, and as shown previously, may be suspect any-,

[ way. for elevated pressures, temperatures, steam partial
pressures, and path lengths as would be encountered in >

nuclear reactors. These uncertainties would similarly be,

encountered in band-by-band computations using the exponen-,

tial wide-band results for each wavelength band. For an,

i enclosure comprised of many surfaces, the advantage of using
a single equivalent band model would be computational, since

'

the N-surface simultaneous equations would only need to be
solved once per time step instead of once for each band.
Further, .the Cess-Lian correlation is applicable for .a
- single-band- model and this model is significantly less<

: expensive (computationally) than is the exponential wide-
band total emittance correlation.

; 3.3.2.4 Carbon Dioxide and Carbon Monoxide Emittance Models

| Including carbon dioxide and carbon monoxide gas species
in an environment which contains steam complicates the

'

,

radiative interchange problem since the different radiating,

i bands of each gas may overlap. The number of radiating bands
; also will increase significantly, and thus multiple band
i radiative computations will become even more time consuming

than has been previously shown for the steam radiation cal-'

! culations. In a typical wide-band formulation, for example.
| a seven-band model is incorporated, in which two bands are i

transparent. .If carbon monoxide and carbon dioxide gas
species are also. present in the steam environment, there
could be between 15 to. 25 bands (many transparent) which,

i would need to be considered depending upon gas makeup, ten-
perature, and pressure. Such band-by-band computations would i

,

be cost-wise prohibitive, especially . given the emittance
value uncertainties in nuclear reactor configurations.

I

'
As with steam, overall emittance data for carbon monox--

ide and carbon dioxide can be obtained.from Hottel emittance
; . charts or f rom ' the Edwards exponential wide-band formula-
! tion. Because the three gaseous radiators may have over-
; lapping absorbing bands (see Table 3.3.2-2), additional
i Hottel charts or other correction techniques are required to
! account for band overlap (ac) according to a relation sin-
j ilar to that given by Equation (3.3.2-6).
,

; *

+ - Ac (3.3.2-6)c =c
9 HO+ 'CO CO

.

2 2
!-

Such corrections are functions not only of the gas make-up,
but will also depend on the gas temperature and pressure.

,

The difficulty in programming such effects necessitates
using the. exponential wide-band models. Edwards recommends

!

Y
'

i
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that each radiating species be treated as an independent gas
in an otherwise inert medium. Once the different gas band
characteristics (i.e., band minima, maxima, and absorptance)
are obtained for each gas, they are ordered in terms of
increasing wavelength, and the bands which overlap are broken
into different absorbing parts such that the absorptance for
each region is obtained from Equation (3.3.2-7).

M gases
EBAND " b ( - i} ( ~ )l- * *

i=1

where ai is the absorptance of gas species i over the
overlapped region.

Table 3.3.2-2

Absorption Band Centers for Radiating Gases

Gas No. of Radiating Bands Band Centers

Steam 5 1.38, 1.87, 2.7,
6.3 um and
rotational band

Carbon 2 2.35 and 4.7 um
Monoxide

Carbon 6 2.0, 2.7, 4.3,
Dioxide 9.4, 10.4. and

15.0 um

Exponential wide-band models for carbon dioxide and
carbon monoxide have been coded for a version of HECTR. In
addition, a subroutine package to order the band intervals
has been developed (but it has not been optimized for fast
running). These models have been compared with sample cal-
culations provided in Reference [1] and with Hottel emittance
data for steam-carbon dioxide mixtures. The agreement
between the Edwards and Hottel emittance predictions is bet-
ter at the lower pressure but is still acceptable at the
higher pressure-path length condition. Overall, the compu-
tation times will increase when carbon dioxide and carbon
monoxide are included, but these increases should not be too
great so long as the single equivalent band model is used
for radiative exchange calculations.
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3.3.2.5 Interface with Other Parts of MELCOR

Interfacing the radiation package with the rest of MELCOR
is straightforward. The heat flux from Equation (3.3.2-5)
defines the rate of energy transfer between the surfaces and
the bulk- . gas . In order to perform the calculations. -one,

needs' only .' the gas composition and thermodynamic state, and
the emissivities of the surfaces. Note that the surface

i emissivity may be altered if there is a liquid layer present
on the surface.

'

3.3.2.6- Summary and Recommendations
t
~

Several different types .of radiation models are avail-
able that could be used in MELCOR. Uncertainties exist for
all of these models in the regions of interest for reactor

; containments. Given these uncertainties and the desire to ;

; minimize computation time, relatively simple approaches I
ishould be used. The Cess-Lian correlation is appropriate

! for most of the conditions that will be encountered. For
calculations where the Cess-lian correlation is not appro-'

priate (temperatures above 1500 K) it may be reasonable to<

| switch to the wide band model. Including carbon dioxide and
carbon monoxide clearly complicates the problem, probably

: making multiple band calculations necessary. However, code

: logic should be such that carbon dioxide and carbon monoxide ,

s. are ignored whenever they are either not present or the ter-
; perature, partial pressures, and beam lengths ae such that

their effects are negligible. In any case, if multiple band
;

calculations are necessary, it may still be.possible to use-
;

i a total emittance and only solve the equations for radiant

[ exchange once per time step.
!

L Finally, we should point out that the discussions above
i have only considered radiant exchange within a single com-
: partment. For this case, configuration . f actors and path
I lengths need only be- defined for surfaces within the same
; compartment (even this can be a difficult job). Radiant
! exchange between compartments is extremely difficult to model
| . in any manner that is computationally fast enough for a code

like MELCOR. This problem is being addressed in-the HECTR
program, but no solutions appear imminent. As it appears ~

'
.

that the first version of MELCOR will consider a minimum
l - number of compartments, with those compartments representing

L physically defined volumes.- this may_not be a major problem.

|
However, future versions of the code will certainly have to

i address the problem.
!-

|

!

i

;

i

f
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3.3.2.7 Nomsnelature

ao,a1 coefficients given in Table 1
ebij black body emissive power of surface i for band

interval j
ebgj black body emissive power of gas for band

interval j
Fi_j radiation configuration factor for surface i to

surface j
Fait Planck black body fraction for wavelength band

interval i
J number of band intervals
Le characte,ristic path length
N number of surfaces comprising the enclosure
P total gas pressure
PHO steam partial pressure
qi total heat flux to (from) surface i
agij heat flux to (from) surface i for band interval j
T gas temperature
X pressure broadening term given by Equation (3)
xHO steam mole fraction

'

xCO2 carbon dioxide mole fraction

Greek

| d gas absorptance = 1-i

61g Kronecker delta
cg gas total emittance
ci emissivity of surface i
cCO carbon dioxide gas emittance
cCO carbon monoxide gas emittance
cH O steam emittance2

emittance correction for band overlap
wia-c gas transmittance for path length between

surfaces i and j.

,
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3.3.3 HEAT TRANSFER IN SOLID STRUCTURES

3.3.3.1 Introduction-

Conduction heat > transfer plays a vital roll both in the
normal operation and'in the sequence of events in an accident
scenario of a modern power reactor. Heat flows by conduction
from.the fuel rods through the cladding and finally to the
coolant. At the fuel rods, the conduction equation contains
an' energy source term to account for the nuclear power gen-
erated. Transfer of energy from the primary to the seconJary
-systems'of PWR reactors is also by conduction.

Important considerations in a containment. code such as
MELCOR are mass . and energy conservation. These together
with some thermodynamic considerations lead to knowledge of
the . containment pressure. Heat conduction contributes to
both . the phasic mass and energy inventories. The mass is
affected in two general ways. First, evaporation or conden-
sation may occur at the surface of a heat slab depending on
the temperature. Second, in a scenario in which a molten
core pours onto a concrete containment floor, heat is con-
ducted into the concrete with consequent release of water
and carbon dioxide. These materials flow through the con-
crete to the pool, react chemically with the molten materials
in the pool, and finally contribute to mass inventories of
both the pool and the cell atmosphere.

The energy inventory in the containment building is
affected in a variety of ways by heat conduction in solids.
(1) Heat is lost by conduction to the containment walls, the
atmosphere and ground (2) Heat is transferred between
adjoining- cells by conduction through a common wall.
(3) Heat is trasnferred to and ;f rom major heat structures
(e.g., overhead cranes,. etc.) within the containment.
(4) Heat is conducted to and -f rom the reactor coolant .as

. mentioned above.

In Section 3.3.3.2 the transient heat conduction equation
and its finite difference solution are discussed. The Crank-
Nicolson algorithm is suggested since it is implicit,
stable, and is of second order accuracy. An analytic.trans-
formation has.been performed on the differential equation to
allow rezoning. Thus, in regions where the temperature gra-
dient is small, large grid spacing may be used. This will
save both computer time and storage space. The steady state
heat conduction equation has two applications. First, it is
used to initialize transient heat conduction problems and
second, it.can be used to do heat conduction portion of the
containment problem in regions of time in 'which a quasi-
static solution is appropriate. The steady state solution
is discussed in Section 3.3.3. 3. Boundary conditions for
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both the transient and steady state problems are treated in4

Section 3.3.3.5.

Perhaps the most difficult part of the heat conduction
problem.is that of providing accurate heat transfer correla-
tions at the various boundaries. Heat transfer from a solid
to an atmosphere can depend on whether forced or free con-
vection exists, whether or not the atmosphere contains a
condensing vapor, and whether the vapor contains nonconden-
sible gases. Heat transfer from a solid to a two-phase
fluid depends on the flow regime of the fluid which in turn
depends on variables such as flow rate and fluid quality.

3.3.3.2 Heat Conduction Equation

The equation for conduction of heat in solid materials is

a -

at (PepT) =V- (kVT) + E Om (3.3.3-1)
m

where T, p, cp, k and Qm are respectively: temperature,
density, heat capacity at constant pressure, thermal conduc-
tivity and heat source of type m. Equation (3.3.3-1) will
be written in generalized orthogonal coordinates. For this
purpose note that

fVT - g (3.3.3-2)e-

and for any vector,

8(h h f1 E gk i)'

5 (
V f = h h)h I

i k 0*i
l

then,

|

h \! 1 E a ik 8T

= h h)hk *i h k ax 1.j,k cyclic| V- (kVT) i .

i g

(3.3.3-4)

For one dimensional problems in the first coordinate. Equa-
tion (3.3.3-4) becomes,'
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[hh1 8 2 3 BT
V - ( kVT) --* hhh 0*1

k h (3.3.3-5).

72 3 y

Include analytic rezoning. by transforming the differential
equation according to,

8 8=V (3.3.3-6)gx au .

1 1
.

The transformation is used to provide uniform zones in
the u-space and corresponding nonuniform zones in the x-
space. The finite dif ference equations are evaluated in the
uniform space. The nonuniform space corresponds to the
physical problem. This provides an accurate method of
rezoning without the usual errors introduced by evaluating
the finite difference equations in a nonuniform grid.

Rezoning is important because it allows proper resolution
of the physical processes in regions of high gradient and in
addition conserves computer time and storage by using larger
zones in regions where the gradients are small.

Equa, tion (3.3.3-1) becomes

8(pc T) g[hhp 9 2 3 aT
(3.3.3-7)8t "hhh 0"1 h

au) , m
.

72 3 y y

,

Define

(3.3.3-8)G =

,

hhh. 2 3' G "W (3.3.3-9).
2 h,

1

.

Equation (3.3.3-7) becomes

~; .

N

g ,|E * * * ~g
1. 1 m.g

,
,

!
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The capability to treat heat structures composed of dif-
ferent materials will be implemented. The treatment will be
similar to the composite material treatment described in
Reference [15]. By utilizing such methods, the air gap
between the steel lines and concrete in a containment struc-
ture and 'other significant discontinuities in thermal con-
ductivity can be handled.

For most applications, the useful coordinate systems are
, Cartesian, cylindrical and spherical. The metric terms and
and vector operators will be given for the one dimensional
problems in these cases. -

Cartesian coordinates:

hy= 1, h = 1. h 1=
2 3

V (kVT)-+ h K (3.3.3-11)

Cylindrical coordinates: I

R= 1, hd = R. h *1h z

!1 8 OT
V- (kVT) R BR kRE (3.3.3-12).

Spherical coordinates:

r 6 * I* D4 = r sine1, hh =

1 8 2 8T
V- (kVT) 2 at kr E (3.3.3-13).

r

The finite difference approximation of Equation (3.3.3-10)
is,

In +1/2 n+n1
p)n+1 lT +1-T[ =E IEC

*
2 i+1/2i

(i du y

T +1-T"*n
+ (1-n) T[1-Tn 1

- .
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GGf-1/2 +"
k"1-1/2

*~

2
Au 1

- .

\ [+ T[_*f + (1-n) T"-T[_ /
+ E 6, (3.3.3-14)T -

.n
/ \ m

- .

This equation is tridiagonal in the temperature at time
dt. It can be written in the as,(n+1) -

T ,1 + B T[+ - C T[*f=D~A
i g y _ g (3.3.3-15)

.

A solution exists of the form

T[+1 T"* y + F (3.3.3-16)=E
. gg

where

A
i

E (3.3.3-17)g=Bi-Ci 1-1F

and

Dg+Cg F _1g
F ( ~ }y=Bi-Ci 1-1

* * *
E

E and F must satisfy appropriate boundry conditions. These
depend on the form of the boundary conditions for the heat
conduction problem.

3.3.3.3 Steady State Heat Conduction

3.3.3.3.1 Applications

Two major applications of the steady state heat conduc-
tion are (1) Initialization of transient problems and
(2) Calculation of conduction heat flow in quasi-static
problems. Each application will be discussed below.

Specification of a transient heat conduction problem
requires, among other things, boundary conditions at all
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conductor boundaries at all time and initial conditions
i.e., specification of all relevant parameters at all space
points at time t=0. Two types of initial conditions will be
treated. First, cases in which the entire problem space is
initially at thermal equilibrium require that at time, t=0,
all conductors havo a single uniform temperature, the equi-
librium temperature. In this case, all heat fluxes are zero.

'The second type of initial condition considered arises
from the assumption that previous to t=0, the state of the
system was changing slowly, local thermodynamic equilibrium
existed in individual compartments, and that the steady
state solution adequately described the conduction heat
transfer. For this case, the steady state conduction equa-
tion is solved at t=0 with appropriate boundary conditions.
This solution determines temperature profiles and heat fluxes

,

to be used as initial conditions in the transient problem.

The second application for the steady state heat conduc-
tion equation is to use it for the solution of the time
dependent problem in regions where a quasi-static solution I

is appropriate. At late time after sharp transients have 1

passed and the state of the system is changing slowly, one
can assume that at any time step a steady state solution of
the heat conduction equation is adequate to obtain heat
fluxes that are necessary to update energy inventories in
the problem cells. Cell to cell fluid flow is calculated.
The cell thermodyanmics is then reevaluated and new equilib-
rium cell temperatures are obtained. From these, new steady
state heat conduction problems are defined at the new time

,

! step. This process is repeated to obtain the time dependent
solution.

3.3.3.3.2 Differential Equation and Solution

8
Set =0, then the heat conduction equation becomes,

at

l
,

| V- (kVT) +Ehm=0 (3.3.3-19)
m

!

| where k is the thermal conductivity, T is the temperature
| and Q is a heat source. Following the method used for

transient heat conduction, one writes the equation in
'

generalized coordinates, transforms to a uniform mesh using,

'
Equation (3.3.3-6) and employs the definitions (3.3.3-8) and
(3.3.3-9). The Crank-Nicholson form of the finite difference

| equation is then,

>
. .

12 n+n n+1 -T + 1n n,

00 + (1-n) -T1 i+1/2 i+1/2 9 i+1 y g1

( . .

,

L
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-GfG k"1-1/2 [-T"1-1
U

i 1-1 + (1-n)n T -T
i-1/2 \ /

-
-

2+ AU yg=0 (3.3.3-20).

t mm

This equation is tridiagonal in the spacial coordinate and
is of the same form as Equation (3.3.3-15). Thus the solu-
tion is given by Equations (3.3.3-16) threugh (3.3.3-18).

Equation (3.3.3-20) must be solved subject to proper
boundary conditions. They are the same as the boundary
conditions for the time dependent problem discussed in
Section 3.3.3.5.

3.3.3.4 Material Properties

The quantities, p, k, and Q may be temperaturecp, flou equation is solved impli-dependent. Since the heat
citly, the temperature and therefore the temperature depen-
dent properties are now known at the new time step until
after the implicit equations are solved. Thus one uses
properties at the old time, n dt, to obtain temperatures at
time, (n+1) dt. If the temperature dependence of the thermal
properties is weak, this is sufficient. However, if neces-
sary, an iterative technique can be used to obtain a more
accurate solution. Thus T(n+1) is calculated using proper-
ties at t(n). Next, properties are calculated at time,

(n+1) dt, using T(n+1). These new properties are then
used to recalculate T(n+1). This procedure is repeated
until the solution has converged to the desired accuracy.

3.3.3.5 Boundary Conditions

A number of boundary conditions for the heat conduction
equation are required, depending on the physical problem to
be treated. The following ones should be incorporated into
MELCOR:

1. Dirichlet boundary conditions. The temperature is
specified at the surface of the heat conductor, i.e.,

T|3 = T, (3.3.3-21)

where s indicates the surface of the heat structure. This
boundary condition is appropriate for cases where the tem-
perature of the surface is a known function. Examples are:
When thermodynamic equilibrium is assumed in a cell, an
approximation that has been used is to set the surfaces of
the conductors to this equilibrium temperature. If contact
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reaictance is nsglected, two conductors in contact may be
assumed to be at the same temperature. In problems involv-
ing conductors of great thickness, the temperature at the
surface away from heat sources or fluxes may be assumed to

, be at a known ambient temperature. An example of this is
'

conduction of heat from the reactor containment into the
surrounding ground.

'2. Neumann boundary conditions. The normal derivative,

of the temperature is specified at the surface of the heat
conductor, Thus

h =g (3.3.3-22).g

There are three important applications of this boundary con-
dition to the containment problem. First, if the heat
structure is bounded by a good insulator, then

=0 (3.3.3-23).

. Second, a symmetrical heat structure may be modeled using a
! mesh that represents only half of the structure by applying

a symmetry condition at the center. This condition is also-
given by Equation (3.3.3-23). Third, the heat flux at the
surface is a known function. Then.

-kh =f (3.3.3-24).g

3. Heat flux correlations. This is a special case whose
application employs a combination of the Dirichlet
and Neumann conditions. Assume that the surface heat flux
is related to a heat transfer coefficient, H, by

i

-kh=H(T-T) (3.3.3-25)g

,

where k and T are the thermal conductivity and temperature
of the heat structure and To is the temperature of a fluid
adjoining the heat structure. The fluid, for example, may
be a cell atmosphere. In this equation, H is assumed to be
determined by a correlation function that depends on the
state of the fluid. When written in finite difference form,
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Equotien (3.3.3-25) providos tho appropriate boundary condi-
tion necessary to calculate the temperature profile in the
heat structure.

!
1

!

,
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3.4.1 INTRODUCTION

Since the accident at Three Mile Island (TMI), there has
been a great deal of interest regarding hydrogen production
and combustion in light water reactors (LWRs). During the
TMI accident the core was uncovered for a time and signifi-
cant quantities of hydrogen were produced and released into
containment. This hydrogen eventually ignited and produced
about a 192 KPag (28 psig) pressure rise in containment.
While this combustion event did not result ina loss of the

. containment integrity, there is concern that static or
I dynamic pressure loads from combustion events in other acci-

dents could result in direct loss of containment integrity
| or damage safety-related equipment due to either high pres-

sure or temperature. In order to assess the possible
| threats, it is necessary to model how hydrogen and other

combustible gases are produced, transported, and mixed
within containment, and how they combust.

The major mechanism for hydrogen production are the
zirconium-steam reaction, the steel-steam reaction, core-
concrete interactions, radiolysis of water, and corrosion of
zine and aluminum. Core-concrete interactions can also
produce significant amounts of carbon monoxide which is also
combustible. Other combustible gases, such as methane, are
produced during core-concrete interactions and radiolytic
decomposition of organic materials; however, their amounts
are generally felt to be small compared to the amounts of
hydrogen and carbon monoxide produced during severe acci-i

| dents. A discussion of the sources of combustible gases is
; presented in Section 3 1.2.

Gas transport and mixing determine where and when com-
| bustible mixtures are likely to be present. Thus, one must
| consider hydrogen transport out of the primary system and
; away from ex-vessel debtis into the containment atmosphere
1 (accounting for hydrogen which remains dissolved in water).

Hydrogen solubility and transport and mixing are discussed
in Section 3.4.3. '

Combustion can occur if the mixture meets certain flan-
mability criteria and an ignition source is present. The
presence of steam, carbon dioxide, or other diluting gases
can have a significant effect upon combustion. Sections
3.4.4, 3.4.5, and 3.4.6 discuss the conditions required for'

three types of combustion: deflagrations, detonations, and
diffusion flames.

|

|

|
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3.4.2 COMBUSTIBLE GAS GENERATION

There are five sources of hydrogen which could be sig-
nificant during a severe accident:

1. Zirconium-steam reaction
2. Steel-steam reaction
3. Core-concrete interactions
4. Radiolysis, and
5. Corrosion.

The zirconium-steam and steel-steam reactions arise whan
steam passes through an uncovered core region or when hnt
metallic debris interacts with liquid water either in-vessel
or ex-vessel. If the core debris penetrates the reactor
vessel and the resulting ex-vessel debris configuration is
not coolable, core-concrete interactions can produce sub-
stantial quantities of hydrogen and carbon monoxide. Radi-
olysis and corrosion can produce significant quantities of
hydrogen over long time periods (many hours to several j
days). Each of the major sources is discussed in more ;
detail below.

|

3.4.2.1 Zirconium-Steam Reaction '

Zirconium can react with steam to produce hydrogen when
the zirconium is heated to a sufficiently high temperature
and an adequate supply of steam is present. Typically, a
zirconium temperature in excess of lOOO*C (1832*F) is
required to produce a significant reaction rate,1 so the
zirconium-steam reaction is only important when the reactor
core is partially or completely uncovered or when hot debris
contacts liquid water either in-vessel or ex-vessel.

The chemical formula for the reaction of zirconium with
steam is:

Zr + 2H O 4 ZrO2 + 2H2 + Energy (Heat) (3.4.2-1)2 .

For every mole of zirconium oxidized, two moles of hydrogen
are produced (or 0.044 kg of H2 per Kg of Zr oxidized).
The reaction is exothermic, releasing 140 kcal per mole
(2765 Btu per Ib). By assuming that all of the available
zirconium reacts, one can estimate the mcximum amount of
hydrogen that can be released from this reaction. Note that
some zirconium may react with the uranium dioxide fuel, and
thus not be available to react with steam. Representative
amounts of hydrogen from oxidation of all zirconium are
1000 kg (2200 lb) for a PWR and 2Q00 kg (4400 lb) for a
BWR.1

3.4-8
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i.
' -The actual- crount of hydrogen fron oxidation of all zir-
i - conium will vary depending.on the size and manufacturer of ,

: the reactor. |
h

The rate at which hydrogen is produced from the zir-
conium-steam reaction depends on the zirconium temperature,
the exposed surface area, the oxide thickness over the unre-
acted zirconium, and the availability of steam. All of
these factors change as the accident progresses. Assuming
that. steam is present in sufficient quantities, that
restrictions to steam diffusion in the hot gas are neg-4

l' ligible, and that the cladding surface does not crack open,
.

| the amount of zirconium reacted as a function of time and
'

l
- temperature can be calculated from the expression:2

2dW
= K(T) (3.4.2-2)dt

where
t

W r - the mass of metal reacted per unit surfaceZ
area, kg/m2 (1b/ft2),

K(T) = an experimentally-determined parabolic rate con-
kg f,4/s (lb fgg /s). |

2 2 4stant,
T = zirconium temperature K(*R).

~

t = time, s.

Alternative expressions for K(T) are discussed elsewhere
[4.1]. K(T) usually takes the form

K(T) = A exp[-B/RT] (3.4.2-3)

where A is a constant, B is the activation energy, and R is
the universal gas constant. Fo r ' example, using the ,

Cathcart-Pawel3 formulation, Figure 3.4.2-1 shows the
hydrogen production rate per unit area for four different
temperatures. Figure 3.4.2-2 shows the corresponding quan-
tities of hydrogen as a function of time for a representa-
tive PWR clad surface area (4900 m2 for TMI). These fig-
ures are presented here to illustrate that the relative rate
of hydrogen production due to zirconium-steam ' reaction' is
rapid compared to that due to other processes. None of the
curves represent an actual accident. Neither the temperature
nor the exposed surface area would be constant in an actual
accident. For' temperatures above approximately 1000*C, 'the
energy released from the zirconium oxidation can dominate i

'

decay heating. Cladding failure and subsequent melting and
slumping processes can drastically change the surface area

3.4-9
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evailable for oxidation. In-vessel and ex-vessel zirconium
oxidation are' discussed more extensively elsewhere
[2.1, 3.2].

3.4.2.2 Steel-Steam Reaction

Steel heated to high temperatures and exposed to steam
will oxidize to produce hydrogen. Large quantities of steel
are present in the core support structures and elsewhere
within the reactor pressure vessel. In addition, some steel
from the in-vessel support structures and the bottom head of
the vessel could become part of the hot ex-vessel debris in I
many postulated accidents. Oxidation of steel by high- l
temperature steam is highly complex, and several different |

oxide forms are possible. Fe3Og is a major product;
;

however, other oxides involving Fe, Cr, and Ni are also I
possible.4 These oxidation reactions are- less exothermic |

than the oxidation of zirconium; for example, approximately
8.6 kcal/mol (277.6 Btu /lb) of steel oxidized.

The oxidation of steel does not appear to be important
below temperatures of about 1200*C (2192*F), and prolonged
core uncovery would probably be required to achieve such
high temperatures. However, as the melting point of steel
is approached at 1370-1500*C (2498-2732*F), the oxidation
rate of steel can become much larger than that of zircon-
ium.

Investigations into the oxidation kinetics of steel
indicate that two stages of oxidation exist.5 The oxi-
dation is characterized initially (5 to 30 minutes) by
linear kinetics:

3 4O 1.1 x 10 exp(-4.44 x 10 /RT) t kg/msteel =
(3.4.2-4)

| where
i

I a W = mass gained per unit of steel surface
R = gas constant, 1.98583 cal /mol/K
T = temperature. K
t = time, s.

The second stage of steel oxidation is characterized by
parabolic kinetics:

l awateel - 2.4 x 108 exp(-8.43 x 104/RT) 1/2t1/2 kg/m2,

| (3.4.2-5)
1

i
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| Th9 cass of hydrogon generated can be determined from:

;

W ( *H Steel O
2 2 2

where
o

the mass of hydrogen produced per unit|- W =
H

2 of steel surface

M = the molecular weight of hydrogen, 2.002
; H
: 2

j n = the molecular weight of oxygen, 31.998.o

Figure 3.4.2-3 shows a plot of hydrogen production versus
i time for four different temperatures. Figure 3.4.2-3

assumes that linear kinetics governs the production rate.

In order to calculate the hydrogen production from the
steel-steam reaction for a particular accident, it is nec-
essary to know the surface area of steel which could reach
the necessary temperature and be exposed to steam.
In-vessel, such steel surfaces as control-rod cladding, core
barrels, control-rod guide tubes, and core support plates
should be considered. If core slump occurs, then the bottom
head of the reactor vessel and nearby structures should be
considered. Hydrogen production due to steel oxidation in
- debris-water interactions is discussed elsewhe're [2.1, 3.2).

3.4.2.3 Core-concrete Interactions

- In accident scenarios in which core debris penetrates
the reactor pressure vessel and cannot be. cooled by water in
containment, decay heating' can maintain the debris at ten--
peratures which can result in. thermal decomposition of
adjacent concrete. Such decomposition of concrete produces
large volumes of water vapor and carbon dioxide which, if
they come into contact with molten metals, can be reduced to
hydrogen and carbon monoxide.

Paper 3.5 discusses the modeling of core-concrete inter-
actions- for MELCOR. Quantitative predictions of hydrogen
and carbon monoxide releases due to core-concrete intor-
actions in general -require detailed modeling. However, it
has been established that significant quantities of both
hydrogen and carbon monoxide could be produced (several

6hundred moles of each). Cole and Kelly have demon-
strated, based on analyses with the CORCONI computer code
that the amounts of hydrogen and carbon monoxide released
increases with the decay heat level, the area of
core-concrete contact, and the carbonate content of the
concrete.

3.4-13
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3.4.2.4 Radiolysis of Water
,

Radiolysis of water occurs during both normal operation
and accidents. Radiolysis involves the decomposition of
water molecules by radiation (a, B. Y, or n). Radi-
olysis of water (H O) can produce OH, H, HO2 d2, and2
H0228 These products can subsequently react with
either themselves or other chemicals present in the water to
produce a variety of products. An important point to be
noted is that H2 and O2 can be produced by radi-
olysis.9 Radiolysis can occur in the core, or elsewhere
in the primary system, or in containment (if fission prod-
ucts are transported to those areas).

The rate of hydrogen and oxygen generation is controlled
by three factors: (1) the decay energy. (2) the fraction of
this energy that is absorbed by the water, and (3) the
effective rate of hydrogen and oxygen production per unit of
energy absorbed by the water. The yield of a product species
due to the radiolysis of water is generally expressed as
that product's "G" value (molecules of product formed per
100 eV of energy absorbed). Distinction must be made
between the primary or direct radiolytic yield of a species
and the net yield of the same species. The direct or pri-
mary yield is usually expressed as a subscript to G while
the net or actual yield is written as a parenthetical
notation. Thus, GH2 is the hydrogen formed directly from thei

water by radiation, while G(H ) is the net hydrogen formed2
directly by radiation and indirectly by all subsequent chem-*

ical reactions. The G(x) value can be larger or smaller
than Gx des to secondary reactions taking place between
the various radiolytic species and the solutes. Typical
values 10 og oII in pure water are 0.44 for 8 + a radiation,

2
1.12 for reactor fast neutrons, and 1.70 for the recoil
nuclei from the reaction 10B(n.a)7Li. Since molecular
oxygen is not produced directly by radiolysis, Go2 = 0; how-
ever, G(O2 ) is not necessarily zero.

A closed water / gas system will eventually attain equi-
librium with respect to radiolytic decomposition of the
water. The concentration of gaseous products at equilibrium
will be a function of the reactor power density, the water
pH and temperature, and the impurity (solute) type and con-
centration. Once equilibrium is attained, G(II2) " G(O2) "O
(although the concentrations of H2 and 02 may not be
zero). It is well established that small quantities of
hydrogen (less than 10-3 moles / liter) dissolved in pure
water or boric acid solutions will effectively limit the
equilibrium condition to one in which negligible O2 18
generated. This technique is employed routinely in PWHs.

,

!
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An opGn w3 tor /gc0 eyctem will not attain an equilibrium
condition because the product species are being continuously "

removed. A typical BWR power plant operates in such a man-
ner. If the water is boiling vigorously. H2 and 02 Will
be produced in stoichiometric portions and G(O ) = 1/2 G(H2)2
= 1/2 GH2 For pure water expored to B + a radiation,

this would result in the production of ~22 molecules of
02 and ~44 molecules of H2 for each 104 eV of radia-
tion energy.

The rate of radiolytic decomposition of pure water iincreases linearly with the reactor decay power but the |

equilibrium concentrations of product species in a closed I

system increase as the square root of the power. Variations
in pH have little effect on a-irradiated water, but not 1

,

much is known about the effect of pH variations with other !
forms of radiation. It has been speculated that pH varia-
tion may have a significant effect when combined with
solutes.10 Increasing temperature will tend to decrease
equilibrium concentrations of product species in pure water,
but it has been suggested that increasing temperature will
enhance solute effects due to increased reaction rates
between solute molecules and radiolytically produced radi-
cals.10

The effect of the many possible solutes are not well
understood. The impurities can react with the radiolyt-
ically produced radicals and upset the chemical balance.

,

only very small quantities of impuriti'es are necessary to
upset this balance.9

The specific accident scenario can have a major effect
on the relative importance of radiolytic production of H2

0. In order to realistically estimate the effects ofand 2
radiolysis, it is necessary to know the extent and distri-
bution of fission-product release, the water temperature and
pH, the degree of bubbling and turbulence of the water, and
the types and quantities of impurities dissolved in the
water. Presently we cannot assess the effect of simultan-
eous variations in several of these parameters. We can
state, however, that the rate of production of combustibles
from radiolysis is slow compared to that from the high-
temperature Zr-steam and steel-steam reactions when the
latter reactions are occurring.

In view of the complexities mentioned above, a simple
parametric model of radiolytic decomposition seems most
appropriate for MELCOR. Initially a two-parameter model
should suffice, the two key parameters would be the net
G-value of hydrogen, G(H ), and the fraction of the core2
fission and decay power absorbed directly by water, f. The
parameter f could be treated as a constant, or estimated for
the predicted core-water or debris-water geometries. Unless
all core debris were somehow dissolved in liquid water, f

3.4-16
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and hence fG(H ), would be much less than unity due to2
self shielding of radiation emitted within the debris parti-
cles of fuel. Provisions could be made to treat G(H ) as2
a function of water temperature, pH, and dissolved solute
and hydrogen concentrations; however, initially G(H )2
could be treated as a constant. Table 3.4.2-1 illustrates

'

that even with G(H ) conservatively set equal to unity.2
radiolytic decomposition of water would not become a signif-
icant source of hydrogen until late in an accident
(t 2,104 s).

Table 3.4.2-1

Conservative calculation of Radiolysis
Yield and Rate for a 3300 MW(t) Reactor with

fG(H ) 1.0=2

Integrated Radiolysis Yield and Rate With
Time After Decay Energy fG(H ) = 1.0 for 3300 MW Reactor2
Shutdown MJ/MW Total Yield Average Rate

(s) (Ref. 9) (Ibm) (kg) (Ibm /s) (ka/s)

102 6 8.8 4 .0881 .0400
103 25 37.4 17 .0322 .0146
104 160 242.3 110 .0229 .0104
105 800 1207.0 548 .0106 .0048
106 3500 5286.3 2400 .0044 .0020

j 3.4.2.5 ,Other Sources

Other materials are present within containment that can
react to form hydrogen. Zinc-based paint, galvanizing, and
aluminum surfaces can react with water to produce hydrogen.
Additionally, radiolysis of organic taterial may also lead
to hydrogen production.

Corrosion of zinc-based paint and galvanizing is a func-
tion of temperature, composition, surface area, and pH of
the spray solution. A detailed examination of the effects
of these parameters can be found in Reference 11. However,
for example purposes it is reasonable to assume that the
reactions proceed according to:12

#H =Ce Area t (3.4.2-7)yg

where
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|

W fU2 produced, kgH
2

C = constant = 1.292 x 104 kg/m2/hr
B = activation energy = 14500 cal / mole
R = gas constant 1.98583 cal / mole /K=

T = absolute temperature, K
|Area = surface area. m2 -

time. hours.t = '

This equation agrees well with the data presented in Refer-
ence 11.

A typical pWR contains about 1.39 x 104 m2 (1.5 x
105 ft2) of zinc-based paint and about 2.8 x 103 m2

,

|
(3 x 104 ft2) of galvanized steel.13.14 Figures |
3.4.2-4 and 3.4.2-5 show the quantity of hydrogen produced
as a function of time for these reactions, assuming the
above surface area. Note that the total quantities produced
are about 106 kg (233 lbm) of H2 from corrosion of paint
and about 52 kg (115 lbm) of H2 from corrosion of galvan-
ized steel. While in some reactors these numbers may be
higher, this is still significantly less hydrogen than can
be produced from other reactions discussed previously in
this section.

The surface area of aluminum has been estimated to be
44 m2 (475 ft2) in a typical containment.14 The cor-
responding mass of aluminum is about 568 kg (1250 lbm).
Under severe-accident conditions of 149'C (300*F), a maximum
of about 63 kg (139 lbm) of hydrogen could be produced over
a seven day period, assuming the surface area and mass iden-
tified above and a production rate of 0.4 kg/hr
(0.88 lbm/hr). Other estimates of the mass of aluminum in
containment have been as high as 1800 kg (4000 lbm).

Organic materials such as cable insulation, epoxy
paints, lubricating solutions, and gasket seals may produce
combustible gases (primarily hydrogen or methane) due to
radiolysis and corrosion. For most nuclear plants, the
quantity of combustible gas that could be produced from
organic materials inside containment is relatively small.

An example of hydrogen generation from radiolysis of
cable insulation (polyethylene) follows. The yield of
hydrogen G(H ), for polyethylene is 5 molecules for 100 eV2
of absorbed radiation.15 If we take 200 Mrad as a 30-day
radiation dose for the cable insulation, then the dose per
pound is roughly 6 x 1024 eV (1.3 x 1025 eV/kg). A
typical containment might have 4.5 x 104 kg (105 lbms)
of cable insulation. Therefore, roughly 100 kg of hydrogen
could be generated from radiolysis of cable insulation over
a period of 30 days.

3.4-18
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3.4.2.6 Time Sequence of Hydrogen Production

Of the sources of hydrogen discussed in this chapter,
the most important one is the zirconium-steam reaction.
This reaction requires temperatures above 1000*C (1832*F)
which typically occur within the first few hours of a severe
accident (after core uncove ry) . Large amounts of hydrogen
can also be produced from steel-steam reactions. These
reactions are initiated after the zirconium-steam reaction
due'to the higher temperatures required; however, they are
still initiated during the first few hours of the accident
and can be concurrent with the zirconium-steam reaction.

Co r e-- conc r e t e interactions do not occur until the core
has fallen through the reactor vessel. Once the inter-
actions start, vigorous gas generation results. Corrosion
of paint and other surfaces within containment can begin
once hot steam is released into containment or the contain-
ment sprays are activated. However, these reactions are
slow, taking many hours to produce relatively small quanti-
ties of hydrogen.

Radiolysis is always present in a reactor. The rate of
radiolysis can increase during the accident as fission prod-
ucts are released from the fuel. However, radiolysis is
still a long-term concern relative to the zirconium-steam
reaction. Using the information presented earlier in this
chapter and making certain assumptions, we can estimate the
relative quantities' and timing of hydrogen production for
the various reactions (see Figure' 3.4.2-6). Fiqure 3.4.2-6
should be treated as cualitative in nature, as actual num-
bers depend upon the specific reactor and accident
secuence. i
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3.4.3 HYDROGEN SOLUBILITY, TRANSPORT, AND MIXING

The transport and mixing of hydrogen determine when and
where combustion is likely to occur. Some hydrogen will
remain dissolved in water, with actual amounts depending
upon the temperature, pressure, and composition. Hydrogen
that does enter the containment atmosphere will mix with the
steam and air due to pressure-driven motion, convective
motion, and diffusion. The rate at which mixing will occur
depends upon the particular mixing mechanisms at work. The
following sections discuss solubility and mixing and what
may be expected to oc' cur under actual accident conditions.
Detailed analysis of hydrogen . transport generally requires
sophisticated computer modeling; consequently, many of the
' discussions that follow are qualitative in nature.

3.4.3.1 Solubility of Hydrogen in Water

The solubility of hydrogen is a measure of how much
hydrogen will remain dissolved in water under various condi-
tions. Solubility of hydrogen in water can be treated
fairly well by assuming that both the gas and the liquid
solution are ideal. We can then assume that Henry's law is
obeyed:

P " ) ( }H H
2 2

where

PH = Partial pressure of hydrogen in the gas,
2

H(T) = Henry constant (This constant is also a weak
function of pressure, but that effect is ignored
here),

= m le fraction of hydrogen in the liquid.
XH2

XH =PH /H(T) (3.4.3-2).

2 2

H(T) has been experimentally determined over a wide tempera-
ture range and is plotted in Figure 3.4.3-1.16 Detailed
expressions for H(T) can be found in Reference 15. Using
appropriate values for H(T), we can determine the amount of
hydrogen dissolved, and Figures 3.4.3-2 and 3.4.3-3 show
some results for various conditions in which the gas above
the liquid consists of steam and hydrogen--as in a reactor
coolant system.
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The effect of boric acid or other chemicals present in
the water is generally ' to reduce the amount of hydrogen
dissolved. However, it appears that, in most cases, the
effects are small.

The discussions above have dealt with closed systems at
equilibrium. Little is known about the dynamics of hydrogen
solubility (i.e., how fast equilibrium will be attained
during a transient event). It is widely believed that tur-
bulent effects will cause a rapid approach to equilibrium,
but the details are not well known.17

Dissolved hydrogen may be released whenever a change in
the temperature and pressure occur. Figures 3.4.3-2 and
3.4.3-3 clearly show that a decrease in pressure (such as
when a relief valve opens) will reduce the amount of hydro-
gen in solution. The effects of temperature changes are
more complex, depending upon the particular temperature and
pressure region.

3.4.3.2 Transport and Mixing Within Containment

The transport and mixing of gases determines when and
where combustion will occur, if at all. Hapid mixing could
result in burns that are global in nature, while slow mixing
may lead to localized burning. Mass is normally transported
around containment due to natural or forced convection and
diffusion.

Phenomena

If significant pressure differences exist within con-
tainment, there will be bulk gas motion from the high pres-
sure to the low-pressure region. This motion occurs very
rapidly, with the time required to equalize pressure depend-
ing on the pressure difference, and the resistance to flow.
Mass transfer due to pressure dif f erenc es will dominate
other forms of mass transfer whenever significant pressure
differences exist.

Natural convection occurs due to density differences
(buoyant effects) within the containment atmosphere. Con-
vective motions tend to form loops with lighter gases rising
up one side and heavier gases falling down the other. The
convective gas velocity will increase with increasing values
of the density gradient in the vertical direction. Note
that the addition of hydrogen reduces the average molecular
weight. Therefore, if hydrogen is introduced low in the
containment, the drop in molecular weight and the possible
higher temperature of this mixture will give it a lower
density than the atmosphere in the top of the containment.
This can lead to rapid natural convective motions and mixing
of the containment atmosphere. The condensation of steam on
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containment curfaces can also produce composition and ten-
perature gradients and thus lead to substantial natural con-
vection.

Forced convection can occur due to the presence of fans
.

.or jets from a pipe break or open valve. The degree of
mixing from forced convection depends, of course, upon the
flow rates and velocities associated with the particular fan
or jet. One can get a feel for the mixing times by com-
paring the volumetric flow rate with the volume of a par-

~

ticular containment compartment. Significaat mixing will
occur in a time frame on the order of the time required to
turn over the entire compartment volume. Usually, forced
convection involves higher gas velocities than natural con-
vection. These higher velocities tend to induce more tur-
bulence, and thus enhance mixing.

Forced convection may also occur due to operation of the
containment sprays. Current analytical capability does not
allow us to model mixing due to sprays in any detail. How-
ever, observation of sprays in operation and intuition tell
us that mixing due to sprays may be quite rapid. The sprays
entrain air, inducing bulk gas motion, and create both large
and small-scale turbulence. Complete mixing should occur
within a few minutes.

Diffusion occurs due to concentration gradients. Gases
will tend to diffuse from regions of high concentration to
regions of low concentration according to Fick's Law:

Jg = -DAB A ( .3-3),

where JA is a vector describing the molar fluxes of com-
ponent A relative to the bulk gas velocity, DAB is the
diffusion coefficient- for component A diffusing through3

component B, and VCA is the concentration gradient for
component A.

The most important thing to note about diffusion is that
its effect falls off very rapidly as the size of the volume

;

j increases. The time to mix a volume is proportional to the )
square of the length scale. Normally, we can expect that
diffusion alone would take days in orf3r to mix the contain-
ment atmosphere. Thus early versions >f MELCOR should

'

i neglect diffusion and concentrate on forced and natural con-
i vection.
|

~

.
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MELCOR Approach
1

Because MELCOR will be a lumped-volume code, it ntust be
assumed that mixing within a compartment is perfect (i.e.,
gases are homogeneous at all times). However, mixing
between compartments can . be controlled, and is very impor-
tant in determining the results. In general, the mixing
will be controlled by the compartmentalization, by the
choice of a momentum equation to be applied at the junc-
tions, and by the selected flow resistances.

The choice of compartment and flow junction locations
determines the flow paths. At least three compartments are

! required to set up any type of natural convection loop.
Selecting a proper compartment arrangement is more an art
than a science. Typically, one needs to try several differ-
ent arrangements to get a feel for the problem and its sen-
sitivities. Another lumped-volume code, RALOC.18 gen-
erally uses somewhere between 8 and 30 compartments within
containment.

1

The rate of flow between compartments will be determined
by the momentum equation that is applied at the flow junc-
tions. This equation Will be a simplified form of the
Navier-Stokes momentum equation. For example, the junction
equation used in HECTR19 is:

dF g y
"

(p +pk) Ldt g

2 A
1

i

< .

(pi+pk) I# +#k) Fg Wg | .
i7 R

(3.4.3-4)g k 2 9I*i-*k} ~ 2(P -P } +
4A

.
L

.

where

Fg = volumetric flow rate at junction'

'
t = time

pi = density of compartment i
pk = density of compartment k

L/Ag = inertial length divided by the flow area for
junction 1

Pi = pressure in compartment i
Pk = pressure in compartment k
g = gravitational constant

zi = elevation of compartment i
zk = elevation of compartment k
Kg = flow coefficient of junction 1.

3.4-29
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Other forms of this equation cro possiblo; however, each of
the terms presented in the above equation has importance if
mixing is to be properly modeled. In particular, the time
derivative of flow (inertial term) helps determine the dur-
ation of convective loops that may form. Therefore, while
the steady state form of the momentum equation may have
application (e.g., in cases where a forces convection mech-
anism sets up steady state flows), the capability for
including inertial effects is important.

Another -important issue is the choice of flow coef-
ficients, particularly in cases that include parallel flow
paths. The flow coefficients will determine the preferen-
tial direction of flow. Normally, the flow coefficients are
of order one. Mechanical engineering handbooks can provide
some guidance regarding the selection of flow coefficients
however, the geometries encountered in a containment are
nonstandard, and some judgment is usually required. Since
MELCOR results could be sensitive to the flow coefficients,

; some guidelines on selection of flow coefficients should be
provided in the code documentation.

From the above discussion, it should be clear that there
is much uncertainty in the treatment of mixing within con-
tainment. For this reason it will probably be desirable to
use other, more sophisticated, codes for calibration pur-
pcses when developing _ the MELCOR containment model. These
two and three-dimensional codes are very expensive to run,
but a minimum number of calibration runs would be required.
Available codes include, but are not limited to,
COBRA-TF.20 TEMPEST,21 and HMS.22

|

|

|

I
f
|

|

:
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3.4.4 DEFLAGRATIONS

Deflagrations are combustion waves in which unburned
gases are heated by thermal conduction to temperatures high
enough for chemical reactions to occur. Deflagrations nor-
mally travel subsonically and result in quasi-static (nearly
steady state) loads on containment.

3.4.4.1 Adiabatic, Constant-Volume Approximation

The reactions for combustion of hydrogen carbon monoxide
are:

O -+ H O AH = - 5 7 . 7 9 8 kcal/mol (3.4.4-1)H2+ 2 2

CO+fO -+ CO 6H = -67.637 kcal/mol (3.4.4-2).

2 2,

The enthalpies listed on the right-hand side of the
above equations are the standard heats of combustion; that
is, the thermal energies released per mole in a process in
which both reactants and products are at 1 atm and 25'C
(298.15 K). Complete deflagration in containment is more
closely approximated by an adiabatic, constant-volume pro-
cess in which, by the first law of thermodynamics, the
change in internal energy is zero:

1

AU = En u - n u
i2 l2 gy gy = O (3.4.4-3)

where

nil - number of moles of species i before constant-
volume adiabatic process,

ni2 = number of moles of species i after constant-
volume adiabatic process,

uil = internal energy per mole of gas species i at
preburn pressure and temperature,
internal energy per mole of gas species i atu12 -

final pressure and temperature.

Figures 3.4.4-1 and 3.4.4-2 depict the adiabatic,
constant-volume (final) pressures and temperatures required
to satisfy Equation (3.4.4-3) for a variety of initial con-
ditions and gas compositions. Computer codes such as that of
Gordon and McBride23 are available to perform the thermo-
chemical calculations required to solve Equation (3.4.4-3)
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and gene' rate Figures 3.4.4-1 and 3.4.4-2. One significant
observation regarding such calculations is that the pressure
ratio. P /Pt. is relatively insensitive to the initial2

| pressure and to small changes in the initial temperature.

3.4.4.2 Conditions Necessary for Combustion

! For substantial combustion to take place, the gaseous '

~

mixture must be flammable, and an ignition source must be
j. present. For a-mixture of flammable gases such as hydrogen
j and air, the flammability limits are defined as the limiting
~

concentrations of fuel, at a given temperature and pressure,- ,

. in which a. flame can be propagated. indefinitely. Limits for |
! upward propagation of flames are wider than those for down- '

ward propagation. Limits for horizontal propagation are,

; between those for upward and downward propagation. ,

'

j There is some doubt concerning _the applicability of
flammability limits, as defined above, to accident condi-

'

i tions. There may be scale effects due to the large size of
i reactor containments, and variations in flammability due to

the ignition source strength. It is known that flames can
propagate for short distances in mixtures which are outside
the standard flammability limits. Flammability limits are
useful guidelines and are not expected to vary substan-

; tially, but do not appear to be fundamental quantities.

I The lower flammability limit _ is the minimum concentra-
5 tion of hydrogen required to propagate 'a flame, while the

upper limit is the maximum concentration. At the lower
[ limit, the hydrogen is in short supply and the oxygen is
( present in excess. At the upper limit of flammability for
i hydrogen in air, the oxygen is in short supply, about
i five percent oxygen by volume. The behavior. of the upper

';

!- limit of flammability of hydrogen with various mixtures such
! as air: steam is more easily understood if one considers it

.

as the lower flammability limit of oxygen.>

-

|- In most large containments we are usually interested in
," the lower limit of flammability of hydrogen, there -being '

t large amounts of oxygen present. In the smaller contain-
i ments, particularly the inerted containments, we may be
! interested in the upper flammability limit of hydrogen.
'

For hydrogen: air mixtures, the ' flammability limits of
Coward and Jones 23 are still accepted. Values for hydro-
gen flammability in air saturated with water vapor at room r

temperature and pressure are given in Table 3.4.4-1. '

i
'

;

-

}
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Table 3.4.4-1
p

Hydrogen Flammability Limits In'

p Steam-Saturated Air 24
,

Lower Limit. Volt Upper Limit. Volt
,

!

! Upward, Propagation 4.1 74
{- Horizontal Propagation 6.0 74
j Downward Propagation 9.0 74

| In reactor. accidents, the conditions inside containment
'

prior to hydrogen combustion may include elevated tempera-
* ture, elevated pressure, and the presence of steam. Fig-

ure 3.4.4-3 illustrates that the flammability limits widen-

with increasing temperature. At 212*F (100*C) the lower,

1 limit for downward propagation is approximately 8.8 per-
'

cent. In'the temperature range of interest, the widening of
!. the downward propagation limits is small. No data for the
. widening of the upward or horizontal propagation limits were
! found.
t

If the containment atmosphere is altered by the addition-
of carbon dioxide, steam, nitrogen, or other diluent, the
lower flammability limit will increase slowly with addi-

' tional diluent, while the upper flammability limit will drop
more rapidly. With continued increase in diluent concentra-

! tion, the two limits approach one another until ' they meet
and the atmosphere is inerted. A flame cannot be-propagated

L a significant distance for any fuel: air ratio in an inerted
atmosphere. Figure 3.4.4-4 shows the flammability limits
with the addition of excess ' nitrogen or carbon dioxi_de.
Note that for 75 percent additional nitrogen, the atmosphere
is inert.24,25 This corresponds to 5 percent oxygen at
the limit of the _ flammable region, a value very close to
that of the- upper limit for hydrogen: air combustion.
Roughly speaking, hydrogen: oxygen: nitrogen mixtures will be
flammable if the hydrogen concentration is above 4. percent
and the oxygen concentration is above 5 percent. For carbon
dioxide, the atmosphere is inerted when the carbon dioxide
concentration is 60 percent or above, corresponding ' to 8
percent oxygen or less. The larger - specific heat of the
carbon dioxide reduces the flame temperature and flame vel-
ocity, .hence carbon dioxide suppresses flammability more
than nitrogen. It requires about 60 percent. steam to inert
hydrogen: air: steam mixtures. The triangular diagram of
Shapiro :and Moffette26 indicates regions. of flammability
and detonability of hydrogen: air: steam mixtures. It has
been widely reproduced and appears as Figure 3.4.4-5.
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In addition to diluents such as steam or carbon dioxide
which have a large thermal effect on a flame, certain sub-
stances react chemically to impact hydrogen combustion. For
example. Halons (halogenated hydrocarbons) appear to cause
quenching by interacting with free radicals such as H. O,

2and OH. Figure 15 7 shows the flammability limits for a
mixture of H2: air:CF Br (Halon-1301).3

Ignition of dry hydrogen: air mixtures, particularly when
the mixtures are well within the flammability limits, can
occur with a very small input of energy.26 Common sources
of ignition are sparks from electrical equipment and from
the discharge of small static electric charges. The minimum
energy required from a spark for ignition of a quiescent
hydrogen: air mixture is of the order of tenths of a milli-
joule. The ignition energy required as a function of hydro-
gen concentration is shown in Figure 16.28 For a flam-
mable mixture, the required ignition energy increases as the
hydrogen concentration approaches the flammability limits.
The addition of a diluent, such as steam, will increase the
required ignition energy substantially. As mentioned pre-
viously, high-energy ignition sources can cause mixtures
outside the flammability limits to burn for some distance.

To our knowledge, a purely mechanistic correlation
expressing flammability as a function of gas composition,
temperature, and pressure does not exist. For this reason,
and because of the limited variation in flammability limits
with temperature, pressure, and gas composition, we recom-
mend that ignition, propagation, and inerting criteria for
hydrogen burning in MELCOR be based on constant hydrogen,
oxygen, and noncombustible gas mole fractions. Proposed
default values are summarized in Table 3.4.4-2.29

The effect of having carbon monoxide as well as hydrogen
is to alter the effective flammability limits and this needs
to be accounted for in MELCOR. Unfortunately, information
regarding the simultaneous combustion of carbon monoxide and
hydrogen in geometrics approximating containment volumes is
scarce. A simple formula proposed by LeChatelier has been
shown to predict the lower limits of flammability for

air:hgdrogen: carbon monoxide mixtures to within 0.4 per-
cent. O Haskin and Trebilcock29 have used the following
form of LeChatelier's formulas to characterize thresholds
for many important combustion events:

bH
x + x 1b (3.4.4-4).H CO H2 2
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Here the x's denote the mole fractions of hydrogen and
carbon monoxide in the gas mixture. The Ls denote the
threshold mole fractions for the combustion event being
considered, in gas mixtures containing only one (the sub-
scripted) combustible gas. LeChatelier's formula can be
applied in tests for ignition, propagation, and complete-
ness.29 The default limiting mole fractions used for the
various combustion events are summarized in Table 3.4.4-2.

Table 3.4.4-2
i

Proposed Default Limiting Mole Fractions
For Deflagration Tests Using

LeChatelier's Formula, Reference 29

/L iL
L"2H b 0

jCombustion " Event" 2 CO

Upward Propagation 0.041 0.125 0,328
Horizontal Propagation 0.06 0.138 0.435 !

Ignition With Igniters 0.08 0.148 0.541
Complete Combustion 0.08 0.148 0.541 ;

Downward Propagation 0.09 0.150 0.600
Ignition Without Igniters 0.12 0.167 0.600

Later, in discussing completeness and rate of combus-
tion, we will make use of the variable y, based on the
left-hand side of LeChatelier's formula:

$l

Y * *H + L*Og *CO (3.4.4-5)
2 C

I Here the L*s denote combustible mole fractions above which
burning is likely to be complete in mixtures containing only
one (the subscripted) combustible gas (L*H2 0.08 and=

;

0.148 see Table 3.3.4-2). In the absence of carbon| L*CO =

monoxide, y is equal to the hydrogen mole fraction, xH
- 2

Ionition

For ignition in MELCOR, the mole fractions of hydrogen
and carbon monoxide should satisfy LeChatelier's formula.
The limits, as indicated in Ta ble 3. 4. 4-2, would depend on
whether the user wants to approximate ignition with or with-
out igniters. In addition to sufficient combustible gases,

' ignition requires sufficient oxygen.
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x 1 0.05.(default) (3.4.4-6).0
2

Also, the mole fractions of steam and carbon dioxide must be
sufficiently low to preclude inerting:

xH O + *CO 1 0.55 (default) (3.4.4-7).

2 2

- Inerting-due to the presence of large amounts of nitrogen,
although . not explicitly modeled by Equation (3.4.4-7), is
implicitly modeled by Equation (3.4.4-6) because the pres-
ence of sufficient nitrogen to cause inerting usually
implies an oxygen mole fraction less than 0.05.

Propacation

The' ignition tests should be applied to each nonburning
compartment at'the beginning of each time step. After igni-
tion in any compartment, _ burn propagation to . a connected
compartment should be precluded if the atmosphere in that
compartment is inerted per Equation (3.4.4-6) or Equa-
tion (3.4.4-7). MELCOR should test the combustible mole
fractions in noninert, connected compartments using
Equation (3.4.4-4) (with the appropriate values of LH

2

LCO--see Table 3.4.4-2) to determine if burn propagation
is possible.

The ignition and propagation criteria set forth in Equa-
tions (3.4.4-4) through (3.4.4-7) and Table. 3.4.4-2 are
admittedly simplistic. No single set of thresholds could be
used with these equations to cover the entire spectrum of
gas composition and flow regimes. However, the expressions
are capable of modeling a wide range ^ of experimentally
observed conditions, they provide a good parametric _ analysis
capability, and they are consistent with the level of model-
ing sought for MELCOR.

:

.
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| 3.4.4.3 Extent of Cocbustion

It has been found in several small- and medium-scale ,

laboratory experiments when hydrogen: air mixtures with I

. hydrogen. concentrations in the range 4-8 percent were igni-,

; ted. with a spark, much of .the hydrogen was not i
; burned.31-34 The. resultant pressure rise was below that !

predicted for complete. combustion, as shown in Fig-
'

ure-3.4.4-8.36 Experimental results . with a spark ignition I

source indicate that.the completeness of combustion in qui-
escent mixtures increases with increasing hydrogen concen-
tration,.and is nearly complete at about 8-10 percent hydro-
gen. The range of incomplete combustion corresponds to the
range in which the mixture is above the flammability limit
for: upward propagation, but below the flammability limit for i

downward ' propagation. In upward propagation of lean hydro-
gen: air. flames, " separated globules" of flame have been,

i observed.36 Even when ignition occurs at the bottom of a
chamber..the upward propagating flame fails to burn some of
the . hydrogen. The fraction of unburned hydrogen increases

"

with . the cross-sectional area of the chamber because more
} gases can. remain outside of the upwardly expanding burn !

front. As shown in Figure 3.4.4-8 for.the " fans on" case.4

| turbulence and rapid mixing of the gases will significantly
; increase the completeness of combustion.

.

; The phenomenon of incomplete burning of lean
i hydrogen: air mixtures may be of great importance in reactor
; safety. Combustion of lean mixtures, below 8 percent hydro-
t' gen, appears to be a method of partly eliminating hydrogen
j without significant pressure rise. MELCOR should permit the

,

extent of combustion in a given compartment to be user spec-
ified or calculated as a function of the initial and tran-

| sient conditions in the compartment.. Once combustion is t
i. started in a -given compartment,- it would continue until y,
a as defined 'by Equation (3.4.4-6), decreases to a user spec- "

ified'or code-computed level, ymin*;

i
'

As one possible' function. Ymin could be calculated as ;
i. a . function of Ymax to approximate a linear variation in
| the extent of reaction from zero percent at Ymax = 0 to

100 percent at y,,, = L*H2
,

f-

4

; ymin = max 0, y,,,(1-y,,,qg (3.4.4-8).

!
*

It may be possible to develop functions which fit the
experimental data better than Equation (3.4.4-8), possibly'

including effects of high steam or carbon dioxide concentra-
! tions which tend to reduce the extent of combustion.

f

i
#
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I
3.4.4.4 Combustion Rate

Another important parameter when studying deflagrations.

'

is the combustion rate or flame speed. The flame speed
determines how much time .is available for heat transfer

: during a burn. Heat transfer results in pressures and ten-
4

peratures below those predicted in Figures 3.4.4-1 and
,

3.4.4-2. The predominant heat transfer mechanisms are con-
tainment sprays, radiation, and convection. Some reactors

1 also contain fan coolers. Normally, if the sprays are on,
they 'will dominate the heat transfer process. Radiation
heat transfer can also be important due to the high gas

; temperatures expected during a hydrogen burn. Convective
heat transfer during a burn may also be significant.,

.

The presence of sprays may significantly increase the flame
speed due to the increased turbulence induced by the

'

I -sprays. Typically, pressure rises above 80 percent of the
adiabatic pressure rises are predicted for reasonable values
of the flame speed, assuming complete combustion.

t

Warnitz37 computed .the laminar burnina velocity * for
2

i hydrogen: air mixtures and compared his results with those of
: several other workers. The results are shown in Fig-'

ure 3.4.4-9. The maximum laminar burning velocity of hydro-
gen: air mixtures is about 3 m/s (9.8 fps) near a concentra-

| tion of about 42 percent hydrogen. The burning velocity
becomes much smaller as the . flammability limits are

!.

approached. The effect of diluents such as nitrogen is to
reduce burning velocity by reducing flame temperature.

'

Steam also reduces burning velocity, but by less than the,

amount expected from equilibrium flame temperature consider-
ations.

The laminar burning velocity will be changed only
; slightly by moderate changes in ambient temperature and

pressure. For a 50*C (90*F) temperature rise above room
temperature, the increase in laminar burning velocity is

i less than 0.2 m/s (0.7 ft/s). The variation of hydrogen: air
i burning velocity with pressure is very small for pressure'

changes in the range of interest for reactor containments.

! The plane or spherically expanding laminar flame front
, has been shown to be unstable. Freely propagating laminar
l flame fronts, if they do not become turbulent, have complex

cellular structure. Hydrogen-lean flames tend to form

~* The laminar burnina velocity (in a Lagrangian sense)
denotes the speed of gases at a steady burner.

'

Propagating laminar flames have flame speeds (in a
! Eulerian sense) which are 5-7 times faster due to

volumetric expansion of the burned gases.

!

'
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nonsteady cellular structures, and will eventually become
turbulent. For hydrogen-rich flames, one expects
" wide-spaced wrinkled irregular steady surfaces..38

As noted above, it is likely that a laminar deflagration
in containment will become turbulent. Many turbulent flames |

have mean speeds in the range 2 to 5 times the laminar flame |
speed. If the turbulent flames speed becomes greater than
about one-tenth of the sound speed (the sound speed is
approximately 1150 fps (350 m/s) in containment air), shock
waves will be formed ahead of the flame front. Dynamic
loads in addition to static loads would then be created at
the containment structure.

Once acceleration mechanism under active study is the
action of obstacles in the path of flames.39 The flame
front is stretched and turbulence is promoted due to the
presence of the obstacles. Dramatic increases in flame j

speed have been observed when a flame front passes through a
field of obstacles. Many obstacles, such as pipes, pressure
vessels, etc. are present in the lower sections of most
containments. However, much of the upper portion of such
containments is fairly open. There have been few experi-

I ments to study flame speed behavior when the flame front
leaves an obstacle field and enters an open region. Several
researchers suggest that the flame speed will decrease after;

j leaving the obstacle field. Very fast burns may also occur
j due to the presence of a very intense ignition source. As
| was suggested earlier, this could be a jet of hot combustion
| products formed subsequent tc ignition in some adjoining
[ semiconfined volume.
!
| The subject of-fast deflagrations and quasi-detonations
| is one of active current research. It is not well under-
'

stood. Further work will be needed to determine its impor-
tance to hydrogen combustion in reactor containments.

For-MELCOR we recommend the use of a simple function to
correlate the flame speed to the initial combustible gas
concentration, for example, the expression

v = v(y,,,) = 1.8 + 59 ymax (m/s) (3.4.4-9).

This expression is derived from upward, turbulent, hydrogen-
flame experiments performed at Sandia and is applicable for,

| hydrogen mole fractions below about 10 percent. The applica-
'

tion of Equation (3.4.4-9) to gases containing both hydrogen
and carbon monoxide is a modeling hypothesis which has not
been tested experimentally. As more experimental data is

3.4-48

- - - -. . ._ .__ _ _ __ - -



a

){

il collected, flame speed expressions, which consider direction
~(up*aard, horizontal, or downward), gas composition, and
'transve se area may be developed.

Given a flame speed v, the molar combustion rates of,

,

thydrogen and carbon monoxide in compartment are

-. .
_ _

n " "T I *H /y (3.4.4-10)e

H
1, 2 2

,

nCO " "T *CO/y (3.4.4-11)

where>

n = m les of gas in compartment
T

y = y,,,v/D. (3.4.4-12)

.

y - maximum value of y, as defined inmax
Equation (3,.4.4-6), since beginning of the burn.

!
^. D = effective linear burn distance for compartment.

3.4.4.5 Multicomponent Deflagration Model for MELCOR

A deflagration is a highly transient, three-dimensional
fluid dynamic process. Proper modeling of such a process is
very difficult, even with two- and three-dimensional
hydro-dynamics codes. The problem is clearly not well
suited to a lumped-volume code such as MELCOR. Unfortu-
nately, detailed fluid dynamic calculations are computation--

ally prohibitive'3and not consistent with the level of model-
ing planned f o r ' MELCOR . What is suggested for the first
version of MELCOR is a relatively simple model that assumes
the burning issuniform within a compartment and the burned<-

| and unburned gases are perfectly mixed.

Using a fla e spded m'odel one can calculate the burn
I - time, and hence the combuction rate. During combustion, the

0, H 'O , CO, and CO2 will change.amounts of H2, 2 2
Assuming that- the model calculates the rates of change of

I H2 and CO due'to the comb'ustion, the rate of change of the
other species due to combustion can be found from:,

).

3

y1a
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(3.4.4-13)H 0, comb " H mb
2 2,

I3*4'4-14)2, comb " CO, combCO

.
-

. .

/2 (3.4.4-15)2, comb " - H , comb + CO, comb .0
2

The internal energy, 0, within a compartment is not
changed due to combustion alone. However, since U = ENiui,
the temperature will increase according to the expression.

dT
- i. total ui <

(3.4.4-16)E" EN Cg

Thus, the combustion process is properly treated by applying

A . comb
^

proper mass conservation equations including the i

terms.

The major shortcomings of the lumped-volume approach
described above are that the heat transfer cannot be prop-
erly accounted for, and the wrong gas composition may be
used in intercompartment flow equations. The heat transfer
may be incorrect for several reasons. Because the real
process involves hot and cold gas regions and radiative heat
transfer increases as T4, using a mixture temperature will
tend to cause an underestimation of the radiative heat
transfer. The convective heat transfer may be incorrect.due
to uncertain gas motions that are induced by the combustion
process. Using a mixture composition in the intercompart-
ment flow equations may be totally incorrect, as the actual
composition will depend on the position of the flame front
relative to the flow junction. It may be possible to for-
mulate a simple one-dimensional burn front model that would
delineate between reacted and unreacted species within a
volume. In this manner, mass flow out of junctions on
either side of the burn front could be identified unambig-
uously.

Addressing any of the above problems is difficult in a
lumped-volume code. Some relatively simple improvements are
being considered for incorporation in HECTR: however, these
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icprovsa:nts will probably not be available for use in
MELCOR in the near term.
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3.4.5 DETONATIONS

A detonation is a combustion wave that travels at super-
sonic speeds relative to the unburned gas in front of it.
The compression of the unburned gas by shock waves raises
the gas temperature high enough to cause rapid combustion.
It is not appropriate to model shock wave phenomena in a
code like MELCOR. The detailed physics and fine meshing
necessary are computationally prohibitive. What might be
appropriate for MELCOR is to include logic in the code that
will notify the user that a potentially dangerous situation
exists. The user may then wish to use data from MELCOR as
input to a more sophisticated fluid dynamics code, such as
CSQ, and examine the likelihood and consequences of detona-
tions in detail. The following logic, from HECTR, could be
used in MELCOR to define the detonable region:

x > 0.14, default (3.4.5-1)
H

2

x > 0.09 default (3.4.5-2)
O

2

H O < 0.30 default. (3.4.5-3)x
2

These numbers are far from fixed, as detonability depends on
many factors. While the effects of CO and CO2 are not
included in the above logic, they could be included if

appropriate data become available.
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3.4.6 DIFFUSION FLAMES

If hydrogen is injected into containment in the form of
a steam: hydrogen jet or plume, it is possible that hydrogen
may start to burn as a turbulent diffusion flame. A dif-
fusion flame is one in which the burning rate is controlled
by the rate of mixing of oxygen and fuel. For the jet or
plume to burn, it is necessary that at some locations the
hydrogen: air: steam mixture be within flammability limits.

Combustion can begin either because of an outside igni-
tion source, or because the mixture temperature is above the
spontaneous ignition temperature. Shapiro and Moffette26
have presented data showing the spontaneous ignition temper-
ature to be in the range of 515-580*C for some particular
cases. A stable flame will occur at a distance from the
injection point such that the turbulent burning velocity is
equal to the gas flow velocity.

Clearly, treating a localized, three-dimensional pheno-
menon in a lumped-volume code such as MELCOR would be very
difficult. It is probably advisable to ignore the phenom-
enon entirely in the first version of the code. One rather
crude approach that mi'ght be tried is to simply burn all the
hydrogen in a selected compartment as it enters, assuming
certain criteria are met. This would allow a consistent
treatment of mass and energy balances, although the heat

~

transfer and fluid dynamic phenomena would be clearly
wrong. In any case, one should note that it is very dif-
ficult to predict whether or not a diffusion flame can
exist, given the current state of knowledge.

.
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3.5 MOLTEN-CORE / CONCRETE INTERACTIONS

by
.

Randall K. Cole, Jr.4

This report describes the phenomena involved in the inter-
actions between molten reactor core materials and concretein a hypothetical core-melt accident, the interrelations of
these phenomena, and current practice in modeling them for
computer calculations. Recommendations are made- for the
models to be included in the Probabilistic Risk Analysis
(FRA) code MELCOR, which is being developed at Sandia

- National Laboratories for the Nuclear Regulatory Commission
to replace the MARCH / MATADOR /CRAC family of codes.

'
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3.5.1 INTRODUCTION AND SIGNIFICANCE FOR REACTOR SAFETY

There is a class of hypothetical accident sequences in
nuclear power plants where loss of normal and emergency
cooling systems leads to melting of the core, failure of the
pressure vessel, and deposition of molten core and struc-
tural materials onto the concrete floor of the containment
building. This can result in a molten pool of debris which
is maintained at elevated temperatures by the tens of Mega-
watts of decay heat from nonvolatile fission products
retained in the melt. The temperatures and heat fluxes
involved are sufficient to decompose and ablate concrete.

In addition to the possibility of containment failure by
melt-through, the decomposition of concrete produces large
volumes of water vapor and carbon dioxide which, if they
come into contact with molten metals, can be reduced to^

hydrogen and carbon monoxide. (Very small quantities of
hydrocarbons and other species are also formed.) All four,

major gases contribute to the risk of eventual overpressur-4

ization of containment, hydrogen and carbon monoxide are
! also combustible, presenting an additional risk of sudden

overpressurization if they are ignited.

While not strictly part of the core / concrete interaction
process, the debris pool is also a source of direct heat and
of volatile species and aerosols to the rest of containment.

'

Fission products are present among the volatile species and
in the aerosols. The heat may degrade above-pool struc-
tures, the aerosols may affect fans and filters, and the
fission products are the ultimate determinants of accident
consequences.

:

i

|

!

I

,

I
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3.5.2 GROSS PHENOMENOLOGY

.A great deal may be understood about core / concrete inter-
actions from a very simple picture. The attack of core
debris on concrete is largely thermal in a light-water reac-
tor. Decay heat (and some heat from chemical reactions) is
generated in the pool and may be lost either through its top
surface or to concrete. The situation rapidly approaches a
quasi-steady state where these losses balance the internal
sources. The partition of internally generated heat between
concrete and surface is determined by the ratio of the ther-
mal resistances of the corresponding paths. In this simple
view, pool behavior is dominated by conservation of energy,
with heat-transfer relations providing the most important
constitutive relations.

The heat flux to concrete is sufficient to decompose it,
releasing water vapor (adsorbed and from hydroxides) and
carbon dioxide (from carbonates), and to melt the residual
oxides. The surface of the concrete is ablated at a cate
which is typically several centimeters per hour. The molten
oxides, and molten steel from reinforcing bar in the con-
crete, are added to the pool. The gases are strongly oxi-
dizing at pool temperatures and will be reduced, primarily
to hydrogen and carbon monoxide, on contact with metals in
the pool. Ultimately the reacted and unreacted gases enter
the atmosphere above the pool. These gases may or may not
burn immediately, depending on their temperature at the time
that they reach a region which is not already depleted of
oxygen.

Gas released at the bottom of the pool rises through it
as bubbles, while that released at the sides may form a
rising gas film between the melt and the concrete (this is
not directly observable, and is not universally accepted).
The presence of gas bubbles in the pool swells it, increas-
ing its depth and its interfacial area with concrete. These
rising gas bubbles also result in the production of aerosols
containing fission products stripped from the fuel debris.
The source may be large from the point of view of conse-
quences; in terms of reducing pool inventories, however, it
is a relatively minor effect, although a few fission-product
species may be completely depleted.

Because of decomposition in depth, the thermal responce
of the concrete is complex. The released gases produce
internal pressures which drive flows of carbon dioxide,
steam, and liquid water through the pores of the concrete.
Experiments [Muir, 1977] performed at heat fluxes sufficient
to ablate concrete, together with an analytic model (Beck
and Knight, 1979] suggest that the major effect of all this
is the creation of a " wet zone" in the concrete at about
400 K. with pores partially filled with liquid water. Here.

3.5-7
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i:

adsorbed water has been freed but not vaporized, and is
:being driven away from the heated surface by the internal'

L pressure. At greater temperature rises, however, the ten-
' perature profile has been shown [Chu, 1978] to be consistent

with pseudo-steady ablation of an effectively homogeneous,

j material.
t

Experimental evidence [LWRSRP, 1976], [ Powers et al.,
j 1978] shows that the various oxidic species in the melt are
! highly miscible, as are the metallic species, but that the
: two groups are mutually immiscible. Buoyancy forces are
i sufficient to separate the molten debris into two phases,
: even in the presence of vigorous mixing by gases from the
! decomposition of concrete. If the oxidic phase is initially
: denser than the metallic phase, and settles to the botton,.a
i. second oxidic layer will form above the metal, composed of

concrete oxides ablated by the metal (lighter than .and not
j miscible in the metal) and steel oxides produced by chemical

reaction with the concrete-decomposition gases. This con-
j figuration, oxide / metal / oxide, does not last long if it
; occurs at all: the fuel oxides become diluted by concrete
| oxides until the mixture is less dense than the metal and
j the pool " rolls over" into a configuration with all oxides
j in a single layer above the metal. Of course, this does not
i happen instantaneously; during the period when the dif- '

| ference in . density is small, the separation is probably
. incomplete with substantial heterogeneous mixing. CORCON

'

| [Muir et al., 1981) calculations suggest that the three-
layer configuration cannot last more than about one hour.

| If water is present, it will form an additional layer at
the top of the pool. It is often suggested that this layer'

'

i does not react violently with the molten material underneath -
i it, .but merely serves as an enhanced heat sink. -This is
! likely .to cool the top of the melt below the solidification

temperature, resulting in a thin solid crust on the sur-i

| face. Experiments [ARSRP, 1982a]' have shown that the pres-
| ence of water over simulated debris does not significantly
| alter the attack on concrete by the debris. Another possi-
j bility has. been suggested [Theofanous and Saito, 1981]:

that gas stirring would be sufficient to break up crusts as,

! they. form with the result that the molten pool is rather
| quickly converted to a (coolable) debris bed. This is sup-
; ported in the referenced paper by evidence from simulant

experiments using liquid nitrogen and water or Freon-ll. A
i . third possibility is the occurrence of a steam explosion.-

Violent interactions have been observed when water was.

poured onto molten bismuth oL lead. [Greene, 1983] The'
later two possibilities lead to phenomena considered in

; other sections of'this study.
1 . ,

As time progresses, the pool grows, its surface area4

; increases, and decay heating decreases. Therefore, pool
-

; 3.5-8
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temperatures and heat fluxes decrease, and the possibility
of refreezing arises. Substantial freezing of the metallic
phase may occur. However, the large internal heating and
small thermal conductivity of the oxidic phase prevent the
existence of steady crusts more than a few centimeters
thick. The bulk of this phase will remain liquid, probably
for weeks.[LWRSRP, 1982] The question of the permeability
of these crusts and solids to gases is unresolved.

Coupling between the molten pool and the rest of con-
. tainment is rather one-sided: the pool serves as a source
' of mass and energy to containment while being only weakly

influenced by conditions there. (Of course, if material is
falling into the pool, there is another coupling, but it is
one-sided in the other direction.) Containment pressure
affects the properties of gases in the pool and of any water
over the molten debris. However, the effects--on gas-
related heat-transfer coefficients, on equilibrium gas com-
positions, and on the . temperature and latent heat of the
water--are relatively small. Heat loss from the top of the
molten debris is dominated by radiation . to containment. .

structures or to the overlying water. Because of the fourth-
power dependence of the radiative flux on temperature, this
loss is rather insensitive to containment temperatures
(unless they are very high). In the absence of a water
layer, the optical properties of the atmosphere may become
significant. Molecular absorption by atmospheric gases is a
relatively small effect, [LWRSRP, 1982] but aerosol con-
centrations may be great enough that the atmosphere is
optically thick. [LWRSRP, 1983] In this case, the opac-
ity and (probably) the above-pool geometry must be consid-
ered in evaluating the heat loss from the pool surface. For
the purposes of this report, it will be assumed that these
above-pool models are to be included in the containment
modules of MELCOR and need not be discussed here.

3.5-9
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1:
' 3.5.3 MODELING
:

Treatment of molten-fuel / concrete interactions requires
L definition of the system components, modeling of various
! physical processes, and availability of various material
! properties. Each may be done with several levels of detail
j' and complexity: here we will consider them in the light of

suitability for a PRA code such as MELCOR. The models
described will be taken primarily f rom -INTER, [Murfin, 1977]
CORCON, [Muir et al., 1981] and WECHSL. [Reimann and Murfin,
1981] Reference will be made to several other codes includ-;

q ing GROWS II, which is a cavity-growth code developed in the
breeder reactor area and . has only piecemeal documentation.1

{ [ Baker, 1983] The current MARCH code [Wooton and Avci,
1980] uses the INTER code [Murfin, 1977] almost intact.

; Therefore, for the purposes of comparing MARCH modeling with
current state of the art and with recommendations for

'

..

MELCOR, one may read " MARCH" for " INTER" every place the
latter occurs.

1

3.5.3.1 System Components;

i

The essential components which must be represented are>

the concrete cavity and the debris pool (including water if
present). Stand-alone codes for calculation of core / concrete
interactions must have models for the above-pool atmosphere
and surroundings. However, in a code such as MELCOR the'

j pool surface provides a natural boundary with the rest of -

containment because, as described in Section 3.5.2,'

the coupling across this surface is nearly one-sided. There- i

i fore, only the concrete and the pool (including any over-
; lying water) need be considered here. Above-pool conditions -

,

! are assumed to be treated in the containment modules of
MELCOR. The boundary conditions at the pool surface must,
of' course, be consistent in above and below-surface modules.

i ;

! 3.5.3.1.1 Concrete Cavity
i

L The size and shape of the cavity must be recalculated as
(. concrete is. ablated and its surface recedes. Existing models
i assume that the cavity is axisymmetric, which is probably

adequate. At one extreme, a simple shape may be assumed and
advanced in time by calculating the recession of a few points
and refitting the assumed shape. This . is done in INTER, |
[Murfin, 1977] which assumes a hemispherical segment, pos-
sibly intersected by a cylinder, Figure 3.5.3-1, and ini

! GROWS II, [ Baker et al., 1978] which assumes a flat bottome
! and toroidal sidewalls, Figure 3.5.3-2. The other extreme

'is to define a general cavity shape which is advanced in
i time by point-wise recession at a large number of boundary
! points. - Many representations and coordinate systems are
! possible; several were consinated by Kwong, et al. (Kwong
: et al.. 1979] Both CORCON [Muir, 1981] and WECHSL [Reimann
1

3.5-10

!
. . - - - - . . - - - _ - - . . - - . . - . _ . - - _ - - - _ _ _ - _ _ _



- - - - . _. - _. . . . . - _-.

4

r

A

R

_ _ _ _ _ _ _ _ g_ _ _

% .___
m $HAFE

:_ -

Rg

y_ _ _ _ _ _ _ _ _ _ _ _ _ _ - .

a snaE
s - _ _ _ _ _ _ _ _ _ _ g\ .)y -__-_ ,

.L -
i

e. PE"|$2'!8! CAL !!"."!';T, POS$12LYa

triTEFLECTI3 EY CYLI'.*ER

r. .,
i 1
1

% WN
% ' - _ _.4

-

b. $H; T StrDT/CYL!'.*ER A87R0xlvits
CYLIN:ER

Figure 3.5.3 1. Cavity Model in INTER

3.5-11

L. _ _ . . . . _ __ _ _ _ _ _ _ _ . - - . -_ . _ - - _ _ . _. _



. - . - . _ _ _ _ _ ._ . - - . - .

't

!

I
: 1

7 'g
/ \

/
( ,

,

/'

N-
+T

_

i A
gs

I

,
**

1

I

.

i

Figure 3.5.3-2. Cavity Model in GROWS 11i

3.5-12

, . _ _ - _ _ _ _ _ _ - . _ . . _ . . _ . . - - _. .--



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

and Murfin, 1981] employ this method, with each boundary
point advanced at a locally calculated rate along the local
normal to the surface. CORCON then projects these points
onto a fixed ray coordinate syis t em. Figure 3.5.3-3, while
WECHSL redistributes them with equal spacing along the curve
they define. Both procedures are smoothing operations,
designed to prevent the development of pathological geom-
etries.

Cavity shapes predicted by CORCON and WECHSL are more
complicated than those allowed by INTER or GROWS II, largely
resulting from more rapid erosion of concrete adjacent to
metal compared to that adjacent to oxide. This occurs

,
~ because higher thermal conductivity and lower viscosity in

[
the metal lead to higher heat-transfer coefficients there.
There is also a lesser effect caused by point-to-point vari-
ation in the thermal resistance of the pool / concrete inter-
face.

I We believe that an improvement over the fixed-cavity
i shape of INTER or GROWS II is appropriate. However, the

full detail of CORCON or WECHSL, involving on the order of
100 points and a significant fraction of the total computing
time, is probably not appropriate for PRA purposes. Given a
reasonable approximation to surface areas, conservation of
energy should guarantee sufficiently accurate results for.

concrete recession and gas generation. Reduction of the
number of points, to perhaps 10, is an attractive possibil-
ity. Since both codes rely on fine zoning to avoid discrep-
ancies between the ablated mass (evaluated as a surface
integral of the ablation rate) and the change in cavity
volume, some modifications would be required in the smooth-
ing procedure and/or the calculation of ablated mass. We

( suqqest a model below.

An axisymmetric cavity may be defined by a small number
of (r,2) coordinate pairs, including one at bottom center,
one at each layer interface including the pool surface, and
one at the outer radius of the flat bottom (if any). The
last-mentioned point is referred to in CORCON as the " tangent
point." This geometry is illustrated in Figure 3.5.3-4. The
volume of the cavity is the sum of the volumes of the conical
frusta thus defined, each being

AV=h(c2 +E2*1+#1 II*2'*1) (3.5.3-1).

During a time-step 6t, each point I is moved outward a
distance. Ant along the local normal. The normal is
taken as the bisector of the angle formed by lines to the

1
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two neighboring points except at the tangent point where it
is taken as vertically downward. The new points define the
volume of the cavity as a function of z, allowing interface
positions to be defined f rom known layer volumes (including
gas swelling). Concrete ablation may be determined from
volume changes rather than from a surface integral of abla-
tion rate, eliminating any mass discrepancy. The " rezone,"
necessary to eliminate the convergence and divergence of
points seen in Figure 3.5.3-4, can now be accomplished while
maintaining the cavity volume as a function of z.

In most cases the recession, An, may be taken as the
local normal ablation rate times At. However, CORCON
experience (Cole and Kelly, 1983] has shown that this will
sharpen inside corners such as "*" in Figure 3.5.3-4. The
proposed correction is to multiply the recession by cosec (A),
with A as shown in the figure for all such points. This is
exactly the correction needed to eliminate corner sharpening
as shown in Figure 3.5.3-5.

3.5.3.1.2 Debris Pool

The existing codes model the debris pool as a number of
layers in the concrete cavity. INTER allows one metallic
layer and one oxidic layer, with the less dense one on top.
No second oxidic " slag" layer is considered when the metal
is on top. WECHSL also considers only two layers, and
assumes that the oxide is always on top. CORCON allows the
three-layer structure described in Section 3.5.2. In fact,
CORCON's structure allows a more general layering with the
possibility of forming " heterogeneous mixture" layers con-
taining both metals and oxides at the interfaces between
pure phases. In, the present coding, however, these layers
cannot be formed because no model is available to determine
their formation.

We feel that the possibility of a three-layer pool
should be allowed for in the structure of MELCOR. As in the
existing codes, each layer need be treated primarily as a
control volume with no internal structure for the purposes
of conservation of mass and of energy. Each is character-

1 ized by a mass and an energy content, which together imply
an average temperature. This is quite accurate when the,

pool is primarily liquid, and gases maintain each layer
nearly homogeneous and isothermal. At later times, when
crust formation and freezing become important. It seems
reasonable to treat the resulting temperatures as layer
averages. An internal temperature distribution may be con-
sidered for the purpose of evaluating heat fluxes only.
Layer volumes, including the swelling effects of gas bub-
bles, determine the elevations of layer interfaces and of
the Paol surface.

3.5-16 4
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The composition of each layer must be specified in order
to determine its thermophysical and transport properties.
Both INTER and WECHSL consider Zr and Fe, Cr. Ni (steel) in
the metallic phase and UO , ZrO2 (fuel oxides), FeO,2
Cr203, NiO (steel oxides), and CaO, SiO * Al 03 (the dominant2 2
concrete oxides) in the oxidic phase. This list of species
is substantially enlarged in CORCON: the additional detail
does not seen justified for PRA purposes as the effects of
minor species can be handled in simpler ways. For example,
while the alkali oxides have a significant effect on the
melting temperature of concrete, this temperature will
certainly be input (or default) rather than computed. Fis-
sion product inventories, for evaluation of decay heat and
aerosol sources, may be kept without including the effects
of these species on thermophysical properties. In addition,
most of the aerosol sources are so small compared to inven-
tories that depletion effects could be ignored as described
in Section 3.5.3.2.11.

~ '

Violent interactions are not part of the core / concrete
interaction problem. If they occur, they will be modeled in
other modules of MELCOR such as the steam explosion module.
For the purposes of core / concrete interactions, any water
which is initially present or added later may be treated in
the same manner as the oxides and metals. It simply forms
an additional layer above the core-melt layers.

3.5.3.1.3 Pool Surface

The pool surface forms a boundary between the debris
pool and the rest of containment. In the version of CORCON
which will become MOD 2, it is treated as a mutual boundary
condition for these regions. That is, (1) material passes
through it from one region to the other and (2) it is chat-
acterized by an average ~ temperature such that the pool-to-
surface and surface-to-surroundings heat flows are equal.
This is a natural division of the problem: we recommend it
for MELCOR.

:

3.5.3.2 Physical Processes

A variety of physical processes must be considered in
the modeling of molten-fuel / concrete interactions. These
include internal energy generation, mass and heat transfer,
chemical reactions, concrete response, and bubble phenomena.
In several cases, one or more phenomena are tightly coupled
and must be considered simultaneously: for example, con-
crete response determines gas generation, which affects heat
transfer and the heat flux to concrete, which in turn deter-
mines concrete response. We will try to note such inter-
actions in the discussion which follows.

,
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3.5.3.2.1 Enerov Generation

The entire fuel / concrete interaction process is driven
by decay heat generated in the pool, including actinides,
decay products, and irradiated structural materials. Use of
the ANS Standard decay curve is not appropriate because (at
least) the more volatile fission products have been lost

| from the fuel before the pool is formed. A multiplier for
the standard is probably not sufficient because it cannot
account for variations in the decay-product inventory of the
pool under differing in-vessel assumptions and scenarios.

,

The decay heating could be calculated using detailed
decay chains. This procedure, as used in CONTAIN, is
described in the CONTAIN report, (Senglaub et al., 1981] and
is certainly satisfactory. However, if it is not needed for
fission-product tracking--and it may not be because the
major heat-generators are not the major nuclides in terms of
biological consequences--the simpler model used in CORCON
[Muir et al., 1981) is suqqested. This model is described
below.

. A SANDIA-ORIGEN [Bennett, 1979] calculation was per-
I formed for a reference core representative of a large PWR
I core at equilibrium burnup (3320 MWt and 33000 MWD /MTU).

From the results of this calculation, 27 elements (excluding'

noble gases) were identified which accounted for essentially
all the heat production in the reference core in the 1-hour
to 10-day time frame. The elements, theit assumed chemical
forms (Powers, 1980] and concentrations in the core, and the
fraction of each expected to be retained in the melt [ WASH-
1400] are given in Table 3.5.3-1. In the context of MELCOR,
modules which determine behavior before pool formation would
determine the amounts of UO2, Zr, and ZrO2 in the pool,
and could modify the default retention fractions for fission
products if appropriate.

The decay power associated with each element, also taken
from the reference SANDIA-ORIGEN ca lcul'a t io n , were fit in
the form

P(t) = m c -At (3.5.3-2)ee

where P(t) is the decay power (W)
t is the time from SCRAM (days)

is the elemental mass (gram-atoms)me
and C (W/ gram-atom)

X. (day-1)

are the fit coefficients.

3.5-19

s. _ . . . .

.

I



,'

Table 3.5.3-1

Elements and Parameters in Decay Heat Model

0.0 d < t < 0.1 d O. ~ < t ' [ 0.6 d - 0.6 d < t < 2.2 d 2.2 d < t < 20 eslesent Concentration setention C k C A C A C 1(g-at m/ nut) (-) (w/ -atom) (1/ day)9 (w/ -atom) (1/ day)9 (w/ -aton) (1/ day) (w/g-atom) (1/ day)' ;9natals
i MD 6.053s-01 9.700s-01 3.290s*03 2.375t*01 2.840E*02 2.5905-01 2.826s*02 2.510s-01 2.843s*02 2.5305-C1tc 1.5455-01 9.700E-01 1.5604+04 3.925s*01 2.9%t*02 5.490s-01 2.560s*02 2.390E-01 2.623s*02 2.520s-01su 3.8455-01 9.700s-01 1.430s*03 7.820s*00 7.039U02 1.110s*00 3.770s*02 9.400E-02 3.264E+ 02 1.700s-42Ins 6.900s-02 9.700s-01 9.650E*03 1.525s*01 2.116t*03 3.990s-01 1.757t+03 6.4005-02 1.495s+03 1.0ees-02as 2.440s-03 8.500s-01 7.620s+05 2.786s*01 5.300E*04 2.980s*00 1.15cs*04 4.940s-01 5.310s*03 1.330s-81TE 6.270s-02 8.5005-01 3.400s*04 2.190s+01 3.6705403 1.331s+00 2.114s*03 2.840s-01 1.270E+03 1.330s-41maaosides

ss 2.1555-01 9.000E-01 1.640E*04 1.857s*01 2.930s*03 1.844s*00 1.180E*03 4.310s-01 4.930E*02 1.420s-02sa 1.9155-01 9.0005-01 1.430s+04 2.345t*01 1.330s-01 9.310s-01 8.460F,* 02 5.200s-02 8.380s*02 4.910s-82! Diosides
By 7.3528-01 9.9005-01 3.320s*03 1.680E*01- 6.430s*02 4.390s-01 5.543s*02 2.350s-01 3.290s+02 1.510s-82cs 3.870s-01 9.900s-01 2.770s*03 1.390s*01 7.130s*02 3.350s-01 6.843s*02 2.810s-01 '3.3755*02 4.5005-02up 4.220s-02 9.990s-01 1.92(Ht*04 2.100E-01 1.920s404 2.340s-01 1.940s*04 2.430s-01 2.210s*04 2.890s-01w at 2.040s-03 9.900s-01 8.180..e03 1.220s-02 8.170s+03 1.900s-03 8.590s*03 2.800s-02 8.216s+02 2.940s-81. we 1.139s-02 9.900s-01 4.520s.*05 2.002s401 6.360s*04 6.300s-01 5.340s*04 3.950s-01 2.0005104 1.000s-02m Pu 7.921E-01 9.900s-01 1.270s*01 2.660s*00 1.1433*01 1.950s*00 3.780s*00 2.700s-01 2.260E+00 2.0ees-e4[ AM 5.930s-03 9.900s-01 2.560s+03 2.300s*01 2.690s*02 1.340s*00 2.120s*02 9.000s-01 1.790s+01 5.550s-02o sesquiosides
Y 1.0995-01 9.900E-01 4.800s+04 1.828t*01 9.315s*03 1.740E*00 3.960s*03 5.430s-01 1.314s+03 1.340s-02LA 1.662E-01 9.9005-01. 2.790s*04 1.178s*01 8.650s*03 9.400s-01 5.300s+03 4.230s-02 5.520s+03 5.200s-82Ps 1.446s-01 9.900s-01 1.030s*04 1.260s*01 2.990s*03 4.830s-01 2.300s*03 5.850s-02 2.100s*03 1.300s-02WD 4.6385-01 9.9005-01 3.910s*02 9.920s*00 1.446t*02 6.700s-01 1.048s*02 6.680s-02 1.0485*02 6.6005-02SM 5.396s-02 9.9005-01 5.540E*02 4.080s*00 3.860E*02 4.220s-01 3.740s*02 3.700s-01 3.540s+02 3.510s-01su 1.705s-02 9.9005-01 2.700s+03 7.3005-01 2.520s+03 1.000s-01 2.540s*03 5.100s-02 2.390s+03 4.20es-82Alka 11 Metals
Rs 3.190s-02 1.9005-01 5.510s*04 2.938s*01 5.260s*03 5.930s*00 6.076t+02 3.160s*00 8.5403-01 3.140s-02cs 3.776s-01 1.900s-01 1.210s+04 5.744s*01 3.145s+02 1.( 12s*00 1.564s+02 2.000s-02 1.531s+02 1.100s-02Mologens
Es 5.300s-03 1.000s-01 3.990s*05 5.113s*01 2.500s*03 4.260s*00 3.170s*02 5.220s-01 5.460s+02 6.550s-01I 3.2005-02 1.0005-01 1.540s+C5 9.610s+00 6.120s+04 1.170s*00 3.180s+04 3.670s-01 2.300S+04 1.700s-81Puel
u (as ue2) 1.240s+01 3.690s*01 2.560s-01 1.470s+00 1 260s-01 6.900s-02 1.340s-01 1.060s-81as (as Er and tr02) 5.630s-02 1.000s-02 5.630s-02 1.000s-02 5.630s-02 1.000s-02 5.630s-82 1.0005-e2



Four time intervals were used with breaks at O. O.1,
0.6, 2.2, and 20 days: the fit coefficients are given in
Table 3.5.3-1. The different fit coefficients for each time
period reflect the changing isotopic compositions of the
elements.

' 3.5.3.2.2 Pool Layer Heat Transfer

Heat is removed at the boundaries of the pool, which are
its top surface and its interface with concrete. As dis-
cussed in Section 3.5.2, the internal temperature of the pool
adjusts rather quickly so that these heat losses balance the
internal heat generation. The heat transfer is then almost
steady state. For the multi-layered pool model of
Section 3.5.3.1.2, it is reasonable to consider the problem
one layer at a time. At early times the pool is entirely
molten, while at later times it may develop solid crusts or
freeze in some depth. Here, we will address heat transfer
in a liquid layer, or the liquid portion of a partially-
solidified layer. The modifications necessary to account
for crusting or freezing will be described in the next sec-
tion.

The problem is greatly complicated by gas stirring.
There are a number of competing models and a limited amount
of data. It is not surprising, therefore, that the treat-
ments in INTER, [Murfin, 1977] CORCON, [Muir et al., 1981]
and WECHSL [Reimann and Murfin, 1981] differ widely.

The model in INTER is the simplest, and is used for
liquid and solid layers alike (a layer is considered to be
all liquid or all solid, depending on its temperature). A
thermal boundary layer is assumed to exist at the surfaces
of each layer. Its thickness, 6, the same on all sur-
faces, satisfies a conduction-inspired growth equation

0.72 r/6 (3.5.3-3)=

where r is the thermal diffusivity of the layer. This
growth is subject to certain ad hoc constraints. According
to the code documentation [Murfin, 1977] these are: in a
liquid layer, 6 must be at least 5 mm but cannot exceed
2.5 percent of the layer thickness; if the gas flow is large
(superficial velocity greater than some critical value), and
the rest of the pool is also liquid, this upper limit is
reduced to 0.5 percent. In the code, it appears that the
lower limit on thickness is 2.54 centimeters, and a more
general transition is applied at the critical gas flux
(which is .001 in some units). If the layer is solid, the
equation is applied "without constraint," although some
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upper bound must be applied in the coding. The heat
transfer coefficient from interior to surface is then
calculated as

h = k/6 (3.5.3-4)

where k is the thermal conductivity of the layer. Note that
h is .the same for all surfaces, which does not seem real-
istic (nor is it in agreement with most of the other
models). This has implications for the partition of pool
heat between concrete and top surface, as discussed in Sec-
tion . 3. 5. 2. This model has little justification, and does
not seem appropriate for MELCOR. One must remember that,it
was only applied "for want of a better relationship."
[Murfin, 1977]

A number of more-or-less mechanistic models have been4

proposed for. heat transfer in the presence of bubble agita-
tion or injection. Blottner describes several of them in a,

report [Blottner, 1979] which was used as the basis for
,-

selecting models for CORCON. He recommended use of a modi-,

fication of the Konsetov model in the form

h = k(Pr g/v2)l/3(Ann + B8|AT|)1/3 (3.5.3-5)

where Pr is the Prandtl number of the liquid
is its kinematic viscosityv,

"

8 is its thermal expansivity
q is the acceleration of gravity
AT is the temperature difference

and a is the void fraction evaluated from

a = Vs/(Vs + 1.53 5 ) (3.5.3-6).

Here V is the superficial velocity of the gas and a is. s
the Laplace constant

a= [o/g(pg - pg)]l/2- (3.5.3-7)

, - where .o is the surface tension and p is -density with 1-'

and g referring to liquid and gas. The power n.in Equa--

tion (3.5.3-5)..which may be 1 or 2, is Blottner's modifica-
'

tion; the original equation had n.= 1. Equation (3.5.3-7)
reduces *to the familiar (turbulent) natural convection
result if Vs is zert In fact, it may be thought of as
adding. a- bubble bucfancy term, Aa , to the thermal-n,

expansion buoyancy term, BSAT.
f
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In CORCON, this form is used at the sides of the pool
with n = 1 A = 0.05, and B = 0.00274, and on the bottom
with n=2 A = 0.4, and B = 0.00030. At liquid / liquid
interfaces, the code uses n=2, A = 0.4 (despite Blottner's
recommendation of A = 50), and B = 0.00274. These expres-
sions are based, in effect, on the idea that the effect of
bubbles is to enhance convection while maintaining an essen-
tial similarity to thermal convection.

In WECHSL, completely different models are employed.
The one used at the sides of the pool is based on the idea
of a boundary layer in the pool in response to shear forces
exerted by the flow of gas in the film between the pool and
the concrete. The ratio of the thicknesses of the shear
boundary layers in the gas and the liquid is calculated
following a proposal of Lock's.[ Lock, 1951] This is con-
verted to a ratio of thermal boundary-layer thicknesses
using standard methods. The result is

1/3
g "t_), 2/3[#q\6

1 -1/2 (3.5.3-8)= 1.236 er
6 1g (u j (pgjg

where 6 is the thermal boundary-layer thickness
u is the viscosity
p is the density

and 1 g refer to liquid and gas, respectively.

The thickness of the gas film is calculated from the models
described in Section 3.5.3.2.4. The heat-transfer coeffi-
cient is then given by

h = k/6g (3.5.3-9).

The same equations are employed at the bottom of the
pool if Taylor-instability bubbling is occurring there, even
though the model from which they were derived is not valid.
The justification given is that the bottom layer is always
(in WECHSL) the metallic phase, which has large thermal
conductivity and small viscosity. This leads to large heat-
transfer coefficients and small temperature differences
which need not be accurately calculated. If the gas injec-
tion rate has fallen below that necessary to maintain a
stable film (or if forced by an input flag), a " discrete
bubble model" is used, with the assumption that pool and
concrete.are in intimate contact, except for bubbling sites.
The entire thermal resistance is in the liquid, determined
by microconvection cells formed between bubble sites. The
heat-transfer coefficient is given by
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h = 0.8613C(0)k(# water s/Mga)l/2 (3.5.3-10)V

where

;

2 3C(0) = 1.65 + 7.470 - 8.770 + 3.650 (3.5.3-11)

is a function which accounts for the inclination, O, of
the surface.

In the WECHSL model for an interface between layers, the
heat-transfer coefficients for turbulent natural convecti.on
from each layer to the surface

h = 0.1348kPrO.417(gB|6T|/u2)1/3 (3.5.3-12)

are first combined to get a net coefficient for natural
convection

(1/h1 + 1/h )-1 (3.5.3-13)hnet = 2
.

This is then multiplied by a factor

Y = 1.0 + 608.(V,/u }I#<#I#>-#<)] (3.6.3-14)b

where ub is the bubble rise velocity and p is .the;

l density, with > and < referring to the more dense and less
f dense phases, respectively.
l

| .This factor was determined by fitting Werle's data.[Werle,
1979]

An alternative model for _ liquid / liquid interfaces con-
sidered by Blottner, but not originally recommended for

| MELCOR, is a modification of the Szekely [Szekely, 1963]
| model in the form

h = 1.69k(V /KEe)l/ (3.5.3-15)s
i

|

where r is the equivalent bubble radius based on volume.e
This may be derived from the idea that heat is transferred
by transient conduction with bubbles periodically disrupting
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the developing thermal gradients. It is therefore referred
to as a " surface renewal" model. Since the release of
CORCON-MODl, Ginsberg and Greene [Cinsberg and Greene, 1983]
have compared the Konsetov and the Szekely models with simu-
lant data, Greene's and that of Werle.[Werle, 1978, 1981]
They conclude that the Konsetov form " seriously underpre-
dict [s] the data," and that the Szekely form is prefer-. . .

able. They also noted that entrainment effects became
significant at rather modest gas superficial velocities on
the order of I cm/s, and suggest a combined heat expression
of the form

1.69k(Vs/cre)1/2 + CVsPECp (3.5.3-16)

where pg is the density of the entrained (lower) phase
c is its specific heat

and b is a coefficient in the range 0.3 < C < l.0.

The GROWS II code uses [ Baker et al., 1978] [ Baker,
1983] pool heat transfer coefficients based on correlations
derived by Kulacki and others for heat transfer to the top
and bottom surfaces of internally heated pools (without
bubbling). These take the form

Nu = A Ra's (3.5.3-17)
,

where

Nu E hL/k (3.5.3-18)

is the Nusselt number

5Ra' E q8HL /29K (3.5.3-19)

is the internal Rayleigh number

L is the depth of the pool
H is the volumetric heating,

and A. m are the correlation coefficients.

For equal top and bottom temperatures, the values are

A = 0.388, m = 0.236 (upward)
(3.5.3-20)

A= 1.524, m = 0.094 (downward)
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for 1.86 x 104 < Ra' < 1.21 x 107.[Kulacki and Goldstein,
1972] For an insulated bottom, the coefficients are

A = 0.305, m = 0.239 (upward) (3.5.3-21)

-for 1.5 x 104 < Ra' < 2.6 x 109, [Kulacki and Nagle, 1975]
or

A = 0.403, m = 0.226 (upward) (3.5.3-22)

for 1.05 x 104 < Ra' < 2.17 x 1012.[Kulacki and Emara, 1975]

These correlations differ in form from the conventional
Nusselt-Rayleigh expressions for natural convection,

[McAdams, 1954]
.

Nu = 0.54 Ral/4 Ra < l.1 x 107 (3.5.3-23)

Nu = 0.14 Ral/3 1.1 x 107 < Ra (3.5.3-24)

where

Ra = g8ATL /vK (3.5.3-25)3

!

| is the external Rayleigh number, in that the temperature
difference, AT, has been eliminated in favor of the inter-
nal heating. H. For these experiments, which were one
dimensional and steadystate, the two are uniquely related;
in the case of a two-dimensional pool this is not the case
because of radial heat flows. The temperature difference,
which is characteristic of temperature gradients, seems the
more fundamental variable. In [LWRSRP, 1981 (a)] it was
shown that the conventional relations, Equations (3.5.3-23)
and (3.5.3-24), combined with conservation of energy, could
be used to reproduce the various internal-Rayleigh-number
correlations with a maximum error of 30 percent and an

|
average error closer to 10 percent. This work showed that

! the upward Nusselt number, Nu t , may be calculated directly
i f rom . Equations (3.5.3-23) and (3.5.3-24), and the downward

Nusselt number, Nu taken aso,

Nuo=1+ [1 + 2 Nut AT1 /ATo]1/2 (3.5.3-26)

.
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-in the case where the pool is cooled (or at least not
heated) from below. If the pool (or layer) were_ heated from'

below as well, Equations (3.5.3-23) and (3.5.3-24) would
also be used for the bottom surface. Here, of course, the
ATs are measured between the surfaces of the pool and its
interior. Because these results are based on temperatures
rather than heat sources, and agree quite well with the
results of the one-dimensional experiments, we feel that they
are more appropriate for application to a two-dimensional
pool than the correlations based on internal Rayleigh
numbers.

In the Kulacki-Goldstein experiments, the unstable ten-
perature gradient at the top of the layer produced convec-
tive flows which steepened the stable temperature gradient
at the bottom, thereby increasing the heat flow for a given
temperature difference. Equation (3.5.3-26) may be viewed
as describing this effect of an unstable temperature gradi-
ent on a stable one. It seems reasonable to assume that the
same results would apply (with " top" and " bottom" reversed)
if the pool were being heated from both above and below.,

The natural convection . limits applied to bubble-enhanced
convective heat transfer in the version of CORCON which will
become MOD 2 use these results; in fact, it is assumed that1

Equation (3.5.3-26) may be applied even when Nut is eval-'

uated for bubble-enhanced convection.

Because of the lack of consensus and absence of valida-
'

tion, we can make no specific recommendations for bubble-
enhanced convection models for MELCOR. For natural
convection, however, we feel that the use of conventional
heat-transfer correlations, combined with Equation
(3.5.3-26), is preferable to use of correlations based on
the internal Rayleigh number.

3.5.3.2.3 Crust Formation and Freezing

After some period of interaction,- pool temperatures will
have fallen to the point where solidification begins. In
the early stages, crusts will form at one or more interfaces
with the layer core remaining liquid. Crust formation has
several implications for core / concrete interactions, the
most obvious being that it changes the mode of heat transfer
within the pool. For a given liquid temperature, it limits
convective heat transfer because the boundary temperature of
the liquid cannot fall below the solidification tempera-
ture. In addition, the crust provides an additional thermal.
resistance between the interior of the pool and its bound-
ary. The effect is to reduce heat losses and slow internal
cooling rates. At later times, considerable freezing may

4

occur. .If a layer becomes largely or completely frozen,
heat can be removed from it by conduction only, which is

.
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i
.

ordinarily far less effective than convection. Solids form- |
;

-
ing on the bottom and sides of the p6al may be expected to
f orm -relatively compact crusts. Those forming on the top' >

surface may be inflated by concrete-decomposition gases
resulting in~1arge gas pockets or even multiple crusts which
would serve as radiative insuiation. Such effects were seen
in the pre-Beta tests at KfK, but no models exist to describe I

'

them.

Because of - internal heating and -the fact that cooling
cannot continue unless heat losses exceed sources, freezing'

is largely self-limiting. Substantial freezing .of the
metallic layer may occur, but in the layer containing fuel
oxides the volumetric heating is much greater and the ther-
mal conductivity much lower so that only thin crusts can

i form. This may be seen from the steadystate relation
.

2kAT/6 1 q 1 S6 (3.5.3-27)-

J

where k is the thermal. conductivity
AT is the temperature across the crust

;

6 is the crust. thickness
q is the heat flux at the outer surface of the crust

and S is the volumetric heating.

|

|
The factor of 2 arises from the quadratic temperature pro-

: file . associated with steady conduction. Using typical
I values of these parameters. [Blottner, 1979] one finds that

6 must be less than a f ew centimeters for the oxide, but'

F can be on the order of a meter for the metal.
1

! A complete formulation of the problem involves tran-
sient, two-dimensional heat transfer with conduction, con-
vection, and freezing. Solution of such.a problem would be'

'

Lvery difficult if not impossible, particularly if centimeter-
thick crusts must be resolved on layers with dimensions of

,

i meters. Its " accuracy" would also - be questionable because
of' the 'many specific assumptions' required as to,the spatiale

variation of surface temperature and volumetric heating, the

L
temperature dependence of material properties, and so on.

|
In many cases, these would be little more than guesses. and
- one would have at best an " accurate" solution to the " wrong"

j problem.

A simpler pseudo-steady state model - has been develope &'
for _ inclusion in CORCON-MOD 2. It uses two one-dimensional

! : solutions, one axial and 'one radial, for each layer. These
may be thought of as the radial'and axial averages, respec-
tively. of the full two-dimensional. problem. The one-
dimensional problems are f ormulated in terms of the average*

temperature of the layer, which is known from its mass and
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energy content. The essential concept of the model is to
develop a pseudo-steady solution to the heat-transfer equa-
tions with the correct average and boundary temperatures,
and use the resulting heat fluxes. The basic assumption is
that the total axial and radial heat flows are coupled only
through their influence on the average temperature of the
layer.

This is a familiar and reasonable approximation for
convective heat transfer in an almost isothermal liquid
layer with thin thermal boundary layers. It might be
expected to be least accurate in the limit of conduction in
a completely frozen layer. Therefore, we have compared its
predictions with the " exact" solution fcd steady conduction
in a right-circular cylinder with uniform volumetric heating
and specified surface temperatures. The quantities to be
compared are the resulting average temperature of the layer
and the partition of internally generated heat among upward,
downward, and radial heat flows. The agreement is remark-
ably good: the partition of heat and the effect of boundary
temperatures on the average temperature are within 10 per-
cent, while the temperature rise due to internal heating is
within 20 percent. This is true for any reasonable height-
to-diameter ratio of the cylinder.

Within a one-dimensional calculation, a layer may be
entirely liquid, entirely solid, or liquid with a solid
crust. For the axial case, the crust may be on the top, on
the bottom, or both. In liquid regions, heat transfer is by
convection (natural or bubble-enhanced) with a conduction
limit. In solid regions, it is by conduction. The all-
liquid case is handled as in the previous section, while the
all-solid case uses the analytic results for steadystate
conduction with a constant volumetric source which follow
from

qz = -kdT/dz (3.5.3-28)

dqz/dz = Sz (3.5.3-29)

qr = -kdT/dr (3.5.3-30)

d(rgr)/dr = rSr (3.5.3-31)

where q is the heat flux, positive upward or outward
T -is the temperature

and S is the volumetric heat source.

3.5-29



These relations lead to familiar quadratic temperature pro-
files. In terms of boundary and average temperatures, the
heat fluxes are

qB = k(-4T +6T-2T )/L (3.5.3-32)B T

.

qT = k(-2T +6T-4T )/L (3.5.3-33)B T

qR = 4k(T-T )/R (3.5.3-34)R

with B, T, and R referring to the bottom, top, and radial |
surfaces.

Here T is the average temperature of the layer
L is its thickness

and R is its radius.

|Note that the volumetric source does not appear in these
results.

In the case of crusts, the liquid sublayer is solved*

first using assumed va_ lues of its average temperature and
thickness or radius, Tg and 1 or Rg, and appropriate boundary
temperatures. The temperature of any boundary on which a
crust exists is taken as the solidification temperature.
Conduction in the crust is again governed by Equations
(3.5.3-28) through (3.5.3-31), and the temperature profile
is again quadratic in each crust. Matching the heat flux at
its interface with the liquid, and setting the volumetric
source equal to that in the liquid,

Sz = (qT-9B)/1 (3.5.3-35)

Sr = 2qr/Rg (3.5.3-36)

leads to crust thicknesses and average temperatures of

6B = 2k(T -T )#I OB1 + 2k(T -T ) -OB1) (3.5.3-37)g B g B z
,

67 = 2k(T -TT)#I O + 2k(T -T IS +OT1) (3.5.3-38)3 T g T z
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6R"D#) I OR1 + S~ R} Ri} ( -3')+
S R r

* *

idT +T )/3 + OBt B6 /6k (3.5.3-40)TB= S B

YT = i'''S+TT)/3 - QTL T6 /6k (3.5.3-41)

TR* (#S+TR)/2 (3.5.3-42).

Here Ts is'the solidification temperature
Tx is the.1verage temperature of crust x

and Qxg is the h(:t flux at the x surface of the liquid.

In some cases, one or more of Equations (3.5.3-37),
(3.5.3-38), and (3.5.3-39) may have no real solution. For
this to happen the effective source must be negative, which
may occur if a layer is being heated by an adjacent layer.
The solution is to repeat the calculation with the source
made less negative by increasing the assumed liquid ten-
perature and/or dimensions.

In general, neither the total layer thickness (or radius)
nor the overall average temperature thus determined will be
correct for the layer. This requires an iteration on the
thickness and temperature of the liquid sublayer. A two-
variable Newton iteration has been found effective for this,
although a bound-and-bisect backup is advisable for reli-
ability.

3.5.3.2.4. Melt / Concrete Heat Transfer

The exact nature of the interface between the melt and
the concrete is unknown. This region, into which gases and
molten or partially molten oxides from concrete decomposition
are being injected, is too thin to-be seen either visually
or with x-rays.[ Powers and Arellano, 1982] Therefore,
models for the thermal resistance of this region are based
on analysis and simulant tests.

Most such models assume that the boundary region is
dominated by a gas film. On horizontal and near-horizontal
surfaces the Taylor instability- leads to formation of -bub-
-bles which enter the melt, while on more-steeply inclined
surf aces ' the gas forms a flowing film. Heat transfer on
horizontal surfaces is based on analogy with pool ' boiling.
Blottner concluded [Blottner, 1979] that no gas film is
possible, based on gas . superficial velocities being less
than a - critical velocity given by Kutateladze and Malenkov.
[Kutateladze and Malenkov, 1978] However, simulant experi-
ments, [Dhir et al., 1977] [ DP '. r , 1980] are in good agreement
with th'e film model. This discrepancy has been explained
[LWRSRP, 1982] as involving the directiton of motion on the
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4

pseudo-boiling curve. Kutateladze's _ experiments start with4

i small gas - flows and move upward toward the analog of the
j ~ critical-heat-flux point, while the simulant experiments

~

(and, we believe, the core / concrete case) start with large
gas' flows and fall back toward the analog of the Leidenfrost
point. Thus, the appropriate " critical velocity" is that

: for collapse of a stable film, which (for pool boiling) is
2 two orders of magnitude smaller than that necessary for its

formation, and a stable analog of film boiling cannot be,

i ruled _ out. At later times, the interface may enter the
f analog of " patchy" boiling, with intermittent intimate con-

tact between the melt and the concrete.
'

,

. In addition to the gas-film models, Blottner (Blottner,
1979] has proposed a model in which the film is slag rather
than gas. Benjamin [ Benjamin, 1980] has proposed a model in#

which there is intimate contact except at bubbling sites,
and the total thermal resistance .is determined by the' ther- '

'

mal boundary layer of an assumed cellular stagnation flow in
the pool surrounding bubble sites. He also describes a slag-
film model for the metal / concrete interface. These models

t are not used in existing codes, for strictly historical rea-
' sons: the gas-film models were implemented first, the alter-
; nate modela do not give answers which.are greatly different.
[ and there is no convincing experimental evidence to confirm

or reject an; of the models.
"

Both CORCON [Muir et al., 1981] and WECHSL [Reimann and<

Murfin, 1981] also consider radiation across the gas film,i

using the form for a transparent gas between - parallel gray ,

i walls
t

6

w}o
B D

( ~ }Stad " (1/c +1/c -1)
* *

p y

!

! where grad is the net radiative heat flux
| eB is the Stefan-Boltzmann constant

Tp is the temperature of the pool side of the >

film
Ty'is the. temperature.of the. concrete surface,

-

(- cp is the emissivity of the pool
w is the emissivity of the concrete,( . and c

i This contribution:to the total heat flux, which' accounts for
| - about one half of .the total in CORCON calculations, is'

|-
- neglected in INTER.[Murfin, 1977]

!

! .The. gas-film heat-transfer model in- INTER is para-
metric,.with.the form

!
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+ 1] (3.5.3-44)p = h ,P[10.hg (P-1)h y

where hi is the heat-transfer coefficient across the gas
film

P is the local total pressure in atmospheres
hx is a " nominal coefficient" for phase x.and i

The hix are essentially user-input quantities, although
that for the metal may be internally modified in ways which
are not documented. When INTER was incorporated into the
MARCH code. [Wooton and Avci, 1980] these parameters were
given default values of 100.0 W/m2 K.

For a gas film on a nearly horizontal surface, both
CORCON and WECHSL use a mechanistic model based on momentum
balance in a Taylor-instability bubbling cell.[Alsmeyer and
Reimann, 1977] The result may be cast in the form of a
Nusselt number based on film thickness as

Nu h0I = 0.804 (3.5.3-45)
B BB g

where nub is the Nusselt number
is the heat-transfer coefficienthB
is the film thickness6B

and k is the thermal conductivity of the gas.g

The factor 0.804 is the fraction of the surface not occupied
by bubble sites and therefore available for heat transfer.
The film thickness satisfies

3
6 = 15.05 Re L (3.5.3-46)B

(the coefficient in WECHSL may be slightly different). Here
L is a material property

2 1/3L= v j gpg(p _pg) (3.5.3-47)g g

where y is the viscosity of the gasg
is its densitypg

pg,is the density of the liquid
g is the acceleration of gravity

and reb is the Reynolds number based on the Laplace
constant a
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RsB " #g s g (3.5.3-48)

a E [o/g(p -p )]l/2g (3.5.3-49)

where Vs is the superficial velocity with which gas enters
the film and o is the surface tension of the pool liquid.

The superficial velocity is determined by the concrete
response. This, in turn, is determined by the total heat
flux, which involves a balance ot pool-side heat transfer
with radiation Equation (3.5.3-43) and the heat transfer
characterized by hB itself. A consistent solution has
been found advisable for numerical stability. In CORCON,

,

this is obtained through a simple iteration.
)
1

It is worth noting that if the process were really boil- Iing, the equations would be closed through the relations j

l'

B " #g s fg (3.5.3-50) lq =h YI

igg' lewhere is the effective heat of vaporization. Rela-
tively simp manipulation can then be used to reduce the
present model to the form of Berenson's [Berenson, 1961]
correlation for boiling on a flat plate

1/4k gi (p -pq)pgq g qh = 0.67 (3.5.3-51)g
. .

"

with a coefficient of 0.68 rather than O.67.
I The bubble model is used for inclinations less than 15*
! in CORCON and for inclinations less than 30' in WECHSL.

Above 30*, both codes use a flowing-film model. In~CORCON,
models for a laminar film and a turbulent film are included.
These are mechanistic models based on momentum balances in

; an inclined flowing film, with Reynolds analogy used for
| heat transfer in the turbulent case. The results, expressed

as a Nusselt number, are

6Nu Eh gp gp/k = 1.0 (3.5.3-52)gg g

L

Nu h 6 /k = 0.325Pr /3Re (3.5.3-53)TF TF TF g F
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where Pr is the Prandtl number for the film
and Rey is the Reynolds number based on film thickness

Rey = p G6/u (3.5.3-54)g g

with u the average flow velocity in the film. The film
thicknesses satisfy

3
6 = 5.61 Re L / sine (3.5.3-55)p

3
6 = 0.0469 Re L / sine (3.5.3-56)

T

where 6 is the inclination from the horizontal.
In MODl, the transition from laminar to turbulent flow is

assumed to occur at a Reynolds number of 100. The resulting
discontinuity in heat-transfer coefficients is eliminated
through application of a Persh transition [Persh, 1957]

Nu = Nu - (Nu -Nugg) (Re / LOO) (3.5.3-57)TF TF p

in regions where the film is calculated to be turbulent.
This transition was derived for external flows, and does not
seem particularly appropriate for this use. Therefore, MOD 2

will employ a much simpler " transition" which will ensure
continuity of film thickness and heat-transfer coefficient
with the appropriate limits:

6 = max (6 6TF) (3.5.3-58)
7 gy,

Nup = max (Nugg,NuTF) (3.5.3-59)

hp=k Nu /6 (3.5.3-60)g P 7

where the various film thicknesses and Nusselt numbers have
been defined above.

Note that p 66 is the mass flow per unit width of film.g
In the absence of bubbling, it satisfies

3.5-35

_ _--- _ _ _ _ _ . _ _ , , . _ . . . . . . _ . _ . _ _ , . _ . _ _ _ . . . _ _ _ _ . _ , - _ . _ _



- . - - _ . . . .. - . . - . . . _ . - . . _ . _ _ = . --

l

_A (rp u6) = rp V, (3.5.3-61)g 9ds
|

where r is the local radius of the cavity
and' s is the path length, measured along the film.

The equations are 'again coupled, with heat transfer
determined by film flow, which involves all upstream heat

i. transfer. The gas-generation equation and Equation (3.5.3-
57) form a coupled set of ordinary differential equations.

; In CORCON. they are solved by what is essentially a. simple
predictor-corrector method, with an inner iteration to scIve

4 the ~ nonlinear (because of radiation) energy balance at each
point. This model is matched to the bubble model at the
point of 15* inclination by defining the value of p u6q
-there as that value which gives a continuous heat-transfer
coefficient. i

I

After the integration is performed, a " smoothing" opera-
tion is performed in a second pass by redefining heat-
transfer coefficients for inclinations between 15* and 30*. i

These angles, which are somewhat arbitrary, were based on
observation of simulant tests. A simple linear interpolation
is used in MODl. . In MOD 2, a deterministic transition,-

: described in [LWRSRP, 1983] will be used. .This model is|. again based on a momentum balance with a fraction f ofI.

injected gas going into bubbles and the rest into estab-
lishing the film. The results have the form,

,

3 3
6 -6 p+ f(sin 15*/ sine)6 (3.5.3-62)B

1

,. - -

,

.
h=k fNug B+ II- ) "F.

/ (3.5.3-63).

|

A transition is achieved by decreasing f linearly with sine
from 1 at 15' to O at 30*.

.

_ WECHSL. applies a s l an A _- model above 30* inclination.-
If Equation (3.5.3-55) is differentiated along the film and
variations of material properties and of the slope are

,neglected.- one finds

MYd03 as
5 LF = 5.61 g(p -pg) sine (3.5.3-64)

g

| This equation is integrated from the point where the inclina-
t tion is 30* to the point where the Reynolds number, Equation

(3.5.3-54), is 100. ?.bove this point, a turbulent core is
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!

assumed to form, and the differential equations for its
development integrated as described in the reference. The
heat-transfer coefficient is taken as

h = k /6 (3.5.3-65)g

where 6 is the thickness of the laminar sublayer. These
equations are integrated using a Runge-Kutta procedure.

WECHSL also- includes a discre.te bubbling model which is
applied after the calculated collapse of the gas film at
late times. This is assumed to occur when the superficial
velocity falls below

V = 0.045 g/(p -pg) (3.5.3-66)s crit g .

This model may optionally be applied throughout the problem.
This equation differs from Berenson's result [Berenson,
1962] for boiling in that the coefficient is 0.045 rather
than 0.090 and the terms involving (pg-pg) are different.
In this case, the entire thermal resistance is assumed to
lie in the liquid. Details of the model are therefore in
Section 3.5.3.2.2.

In all cases, the detailed integrations along the gas
film are rather expensive. They consume nearly one half of
the execution time of the latest version of CORCON, while
WECHSL performs the calculation only every fifth time step
"because of time limitations." This seems excessive for
MELCOR, particularly if a relatively coarse cavity defini-
tion is employed. We recommend that the closed-form CORCON
expressions, Equations _(3.5.3-43), (3.5.3-45) through
(3.5.3-49), (3.5.3-52) through _ (3. 5. 3-60) , (3.5.3-62), and
(3.5.3-63) be employed..but only at the points which define
the cavity. In between, it -should be sufficient to assume
that the gas generation varies linearly. This 'would allow-
Equation (3.5.3-61), . which defines the . film flow, to be-
integrated analytically from point to point. An iteration
would still. be required to reconcile the film flow and ' the

,

heat transfer at each point, but could be relatively simple.

3.5.3.2.5 Pool Surface Heat Transfer

In the context of MELCOR, calculation of the heat loss
from the - pool surface is the responsibility of above-pool
-modules, for which the surface. temperature provides a bound--

ary _ cond'ition. It is highly desirable that these modules be
as independent as possible. In particular, the need for
simultaneous solution of above-surface and below-surface
heat transfer relations should be avoided if possible.
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f A very simple method to do this is being used with com- i
plete success (and excellent agreement with results for |
simultaneous solution) in the version of CORCON which will
become MOD 2. Each half of the problem (above- and below-
surface) defines an upward heat flow, Os, as a function of
the surface temperature. T An energy balance at thes.
surface of the pool requires finding that T for whichs
these heat flows are equal, which generally involves,

'

solution of a nonlinear--and perhaps very complicated--
equation. There is another point of view: for each half of
the problem, the boundary condition at the pool surface is
'the hea.t flow vs temperature characteristic of the other
half. If that characteristic is linearized, say about the>

. last-calculated surface temperature, an approximate solution
is easily found. In the version of CORCON mentioned above,'

i the response of the pool, linearized about its start-of-
4 m

time-step value. T- Is
:

dQ '

. s
Q, = Q, + dT (T -T n) (3.5.3-67)s sPool s

Pool

,

is passed to the above-pool module. Here, it is used as a
; boundary condition for the full nonlinear problem involving

atmosphere and surroundings, resulting in a provisional
temperature. T +y This, togetherend-of-timestep surface s .

with the linearization of above-surface response about

T +1~n
g ,

,

dQ (T -T"+1) (3.5.3-68)Q =Q ss s s ssurr + dT.

s surr

,

is passed back to-the below-surface module, where it serves

as a boundary condition for another nonlinear c g ulation
which results in the final end-of-timestep value T Thiss .

procedure has advantages with recpect to the energy-
conservation equations, as will be discussed in
Section 3.5.3.2.9..i

As mentioned above, responsibility for the details of
above-pool heat transfer will lie with the above-pool mod-.

ules in MELCOR. We will only mention here that in work wit!!
i the above-pool modules in CORCON, it has been found that

heat loss from the surface is dominated by radiation. If
aerosolg are present in significant amounts, their radiative
properties can become significant. Convection might be
thought to provide additional heat transfer because of the

i
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unstable temperature gradients involved. However, radiation
provides a nonconvective energy transport mechanism, in addi-
tion to conduction, which increases thermal stability. Fur-
ther discussion, together with references, may be found in
[LWRSRP, 1983].

3.5.3.2.6. Concrete Decomposition and Ablation

The response of concrete exposed to high heat fluxes is
complex. Concrete is an inhomogeneous material, which also
undergoes changes in composition as it is heated. The most
important of these are the vaporization of interstitial and
adsorbed water at about 400 K, the decomposition of calcium
hydroxide near 700 K, and that of calcium carbonate between
about 1000 and 1100 K. These changes, of course, proceed at
cemperature-dependent rates, but the temperatures quoted are
typical. Finally, the remaining oxide matrix melts, at a
temperature which ranges from about 1500 K to perhaps 1800 K
for representative concretes. Because the matrix is a mix-
ture of compounds, the melting actually takes place over a
range of temperatures and the rates of several chemical
processes are also involved. In our case, the molten and
semimolten materials are removed from the surface into the
pool, and the surface recedes. The carbon dioxide, water
vapor, and liquid water produced within the solid concrete
flow through the pores of the remaining matrix in response
to pressure gradients. This flow is Darcian, involving two
species, two phases, and a spatially- and temporally-varying
permeability. Heat is carried through the matrix, which may
be porous, by conduction. Further terms appear in the energy
equation from the flows of gases and of liquid water. Inward
flows carry energy deeper into the concrete, while outward
flows provide a transpiration cooling effect.

Most of the detailed physics outlined above is modeled
by the USINT code [ Beck and Knight, 1980] which solves
finite-difference approximations to the resulting partial
differential equations. The omissions are flow of carbon
dioxide and recession of the surface. Details are contained
in the reference, and some later improvements in numerical
methods are documented in (Beck, 1981]. A different formula-
tion, using essentially the same physics but with a moving
coordinate system and different numerical methods, is
described' in [ARSRP, 1982b] for use in sodium concrete
interaction codes.

No existing core / concrete interaction code employs the
full USINT model. Resolution of the detailed concrete
response would require a node spacing of no more than about
one centimeter. The SINTER module, which is the pool model
in CONTAIN, (Senglaub et al., 1981] does include the water-
migration. portion. However, SINTER is strictly one-
dimensional, so that only a single solution is required, and
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is typically run with a coarse mesh (tens of centimeters per
node). Without modification to employ a moving mesh, hun-
dreds of nodes would be required to follow recession over
days of interaction and meters of concrete. Solution of the
full model, involving several equations and many variables
at each nodal point, at a number of points in the cavity,
would involve substantial storage and execution time.

An alternate approach is used in GROWS II.[ Baker et al.,
1978] The code solves a transient heat conduction equation
with an effective heat capacity "which takes account of the
heat effects in concrete" and an effective thermal
conductivity "which takes account of the heat transport
effects of moisture migration." The solution technique
involves a rezoning of the calculation mesh at each time
step so that nodal points follow isotherms. The effective
properties of concrete were determined by fitting experi-
mental data; the range of applicability is unknown.

The physics modeled by these codes affects both heat
,

transfer and the release rate for concrete-decomposition |
qases. The experiments and analysis of Muir, [Muir, 1977]
and the additional analysis of Chu [Chu, 1978] suggest that
the major effect is at small temperature rises, with a long, i

almost-isothermal plateau forming in the temperature profile
at about 400 K. In particular, Chu demonstrated that, for
heat fluxes sufficient to produce ablation, the temperature
profile above this temperature is consistent with classical
ablation of a homogeneous material. Also, the analytic tran-
sient conduction solution for constant properties was found
to give temperatures in " excellent agreement" with the GROWS
II numerical solution for a nonablating case, if the constant
properties were suitably chosen.[ Baker et al., 1978] This
suggests that, for heat transfer, the classic conduction
solutions for homogeneous materials with constant properties
may well be adequate.

| An obvious approach, which is employed in GROWS II, is
| to calculate the temperature response from simple conduc-
l tion, and assume that the various gases are released as

critical temperatures are reached. However, Muir's analysis
i showed that the low-temperature plateau region was still

growing after several hours, at the t1/2 rate associated
'

with transient conduction, whether ablation was occurring or
; not. Comparison of these experimental results and analysis
| with the USINT model suggests very strongly that the tempera-

ture plateau corresponds to a " wet zone" in the concrete,,
where pores are partially or completely filled with liquid ~
water. 'This water appears to arise primarily from adsorbed
and interstitial water which has been freed from the matrix
but not vaporized, and which is being driven away from the,

'

heated surface by internal pressures. There may also be a
j contribution from condensation of chemically bound water,

released at higher temperatures nearer the surface and driven'

,
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dCopar by proccuro of Gvolving ccrbon dioxids, although tha
released USINT code cannot show this. The effect of this
water migration (after the initial temperature profile is
established) is then primarily to delay its release.

None of the codes INTER, [Murfin, 1977] CORCON, [Muir
et al., 1981] and WECHSL [Reimann and Murfin, 1981] includes
a water migration model. Of the three, only. INTER appears
to employ any approximation for time-dependent heat trans-
fer. The other two codes assume a pseudo-steady temperature
profile and employ a simple heat balance at the concrete
surface

q = p 0"adX /dt (3.5.3-69)c a

where q is the net heat flux to the concrete
pc is the density of concrete

Aha is the ablation enthalpy of concrete, a material
property

and xa is the position of the concrete surface.

The heat flux q must, of course, be reconciled with the melt /
concrete heat transfer model of Section 3.5.3.2.4. In gen-
eral, this will involve an iteration to determine the temper-
ature of the pool side of the interfacial gas film, allowing
for the fact that the thermal resistance of that film may
depend on the gas generation which results from the ablation.
We emphasize that tne pseudo-steady temperature profile,
which is used to justify Equation (3.5.3-68), does not appear
in it. The codes ignore the sensible heat and chemical
energy (and changes in these quantities) associated with the
temperature profile. This could be included in a relatively
simple way. The pseudo-steady temperature profile is

[ dX,X-X[
T=T + (T -Tg)exp dt (3.5.3-70)g a r

where T is temperature, with subscripts o and a referring to
initial temperature and ablation temperature,
respectively

and e is the thermal diffusivity of the concrete.

If the energy associated with this profile is calculated (by
integration) and its rate of change included in the energy
balance, Equation (3.5.3-69) is replaced by

2 2 -
d X, d X,/dt

q = p 0N -" (3.5.3-71)
(dX /dt)2c a dt

, a _
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which 10 cGeond ordar in time rather than first. This
approach has never been tried, however, and MELCOR may not
be an appropriate place to do so.<

As mentioned previously, INTER employs a model which
attempts to account for transient conduction. The energy
balance, Equation (3.2.3-69), is replaced (for plane geon-
etry) by

q = p 6H dX,/dt + k (T,-T )/6 (3.5.3-72)g d c g e
I

where 6Hd is the enthalpy of decomposition (chemical and j
melting) of the concrete

ke is its thermal conductivity
and 6e is thickness of the preheated thermal layer in |

the concrete.
1

The second term models thermal conduction into the concrete.
The velocity of the thermal penetration front is calculated

,as

d(X,+6 )/dt = 0.72k/6 (3.5.3-73)c e

"by analogy (with] the advance of the thermal front into a
slab of material, one face of which is maintained at a fixed
temperature."[Murfin, 1977] Equations (3.5.3-72) and
(3.5.3-73) are solved simultaneously, while matching the
heat flux from the pool through the gas film. We note that
at steady state, the requirement

d6 /dt =0 (3.5.3-74)c

leads to

q=p 6Hd + C p ,-T )/0.72 dX,/dt (3.5.3-75).g p c

This is not consistent with Equation (3.5.3-69) for normal
definitions of the material properties. 9

Both CORCON and WECHSL use the resulting pseudo-steady
model f.or generation of decomposition gases: that is, the
mass generation rate of each gas is taken as its partial
density in the concrete times dXa dt. INTER appears to do
the same thing. Gas released in advance of the thermal front

'
is thus ignored. It could be included by assigning a

i
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(fixed) temperature for the release of each component, and
finding the position of the release front from the pseudo-
steady temperature profile, Equation (3.5.3-70). One would
have to determine the relative magnitudes of this effect and
the effects of water migration to determine if it would be
worth considering.

If, at very late times, the heat fluxes were to fall
below the threshold for ablation, this model would predict

|no gas generation unless the quasi-steady-ablation tempera-
ture profile were replaced by a transient-conduction profile
(or, perhaps, an integral approximation to it as suggested
in [LWRSRP, 1981 (a)]). However, it has been argued [LWRSRP,
1982] that this will not occur for many days for most acci-
dents involving a large fraction of the reactor core.

We recommend that a pseudo-steady heat-transfer model be
used in the first version of MELCOR, and advise against
including a water migration model. The heat content and the
decomposition of the concrete ahead of the ablation front
should probably be included. In particular, the code should
be structured so that the pseudo-steady approximation is not
deeply " built in" through an implicit assumption that the
concrete recession rate and the various gas geration rates
are all proportional to the heat flux.

3.5.3.2.7 Chemical Reactions

The principal chemical reaction involved in core / concrete
interactions is the oxidation of metals . in the pool by the
concrete-decomposition gases, water vapor, and carbon diox-
ide, which are themselves reduced, primarily to hydrogen and
carbon monoxide. The CORCON code [Muir et al., 1981] was
intended to include a second reaction, the reduction of
oxides at the pool surface by the oxygen-poor atmosphere
above the melt: this feature has been tested, but is not
operational in released versions of the code. The INTER
code [Murfin, 1977] and the WECHSL code (Reimann and Murfin,
1981] both allow for oxidation of metallic zirconium by
contact with iron oxide at the metal / oxide interface,
referred to as a " thermite reaction."

The simplest treatment of the metal / gas interaction is in
INTER, which considers only a subset of the possible reac-
tions, limited to

Zr + 2H O -+ ZrO2+ 2H (3.5.3-76)2 2

2Cr + 3H O -* Cr 03 + 3H2 ( - )* *
2 2

Fe + H O -+ FeO + H (3.5.3-78)2 2
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Ni + H O -* NiO + H (3.5.3-79)2 2

Fe + CO -* FeO + CO (3.5.3-80).

2

The water-gas reaction

O CO + H O (3.5.3-81)CO2+H2 2

is not consicered. All reactions are assumed to go to com-
pletion, limited by several rather arbitrary expressions
defining the " availability" of gases and metals for reac-
tion. The order in which competing reactions occur is not
completely defined in the reference. The heats of reaction
are given as linear functions of temperature, cited without
reference.

I
The WECHSL code includes the reactions j

!

Zr + 2CO -+ Z r O2+ 2CO (3.5.3-82)2

2 2 3* I* )2Cr + 3CO -+ C r O ~*

in addition to Equations (3.5.3-76), (3.5.3-77), (3.5.3-78),
and (3.5.3-80). Oxidation proceeds in the order: zirconium,
chromium, iron. The neglect of nickel oxidation is seldom
important because it would occur after iron and the iron is
almost never depleted. All reactions ate assumed to go to
completion (without " availability factors") except for the
oxidation of iron, as shown f.n Equations (3.5.3-78) and

(3.5.3-80). For these, equilibrium constants are given by

. .

P(H )2
log = 0.04 + 301.5 K M (3.5.3-84)

10 P(H O)2 Fe FeO
. -

log = 1.25 - 854.3 K/T (3.5.3-85)10 P(CO2) Fe,FeO

where P(x) denotes the partial pressure of chemical species
x in the final state. If the gases are ideal, the ratio of
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partial pressures is equal to the ratio of molar concentra-
tions. The WECHSL report states that the water-gas reaction
is neglected because "it is assumed that each bubble con-
tains a single gas constituent." In fact, if the metal
being oxidized is iron, it is effectively included because
of the reactions

CO2+H2 + Fe C CO + H2 + FeO :%: CO + H O + Fe .

2

(3.5.3.86)

If the assumption of complete reaction were dropped for the
other metals, the water-gas reaction would be fully included.
The form used for heats of reaction is not given in the
reference.

The most detailed treatment is in CORCON, which employs
an in-line chemical equilibrium routine to determine the
products of the reaction which occurs during each
time-step. This routine, which is fully described in
[LWRSRP, 1982], performs a constrained minimization of the
Gibbs function for 38 species composed of 11 elements.
Because the metallic reactants and oxidic products are
treated as mechanical mixtures, with entropy-of-mixing and
heat-of-solution terms neglected in their chemical
potentials, the metals ate oxidized to depletion in the
order ' zirconium, chromium, iron, nickel. Al t. hough the
formulation in terms of the Gibbs function obviates the
necessity of considering specific reactions, the reaction
products calculated will be in equilibrium with respect to
all of the reactions above, including the water-gas reac-
tion. Small, probably negligible, amounts of various hydro-
carbons are produced, and the occurrence of " coking"
(reduction of carbon monoxide to elemental carbon) is
sometimes predicted. The latter reaction is thought to be
very sensitive to the chemical potentials used, and we are
not sure whether it will actually occur in the real world.
This treatment requires an equation of state, including
entropy, on a chemical absolute basis, that is, referred to
the separated elements in their standard states. This is
necessary to evaluate the chemical potentials of the
species. It also allows heats of reaction to be evaluated
directly from the difference in enthalpy of reactants and
products in fact, the concept of heat of reaction need. . .

never arise in the equations. The minimization routine,
which is now believed to function reliably, has in the past
been responsible for a highly disproportionate share of
trouble in the development of CORCON. It still consumes
nearly one third of total execution time. For the purposes
of PRA work, it is almost certainly overkill.
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A reasonable compromise would be to consider the
'

oxidation of the metallic elements in the order, zirconium,
chromium, iron, nickel, using equilibrium constants similar
to Equations (3.5.3-84) and (3.5.3-85) for all the oxidation
reactions. As noted above, the water-gas reaction is then
implicitly accounted for. Expressions for the various
equilibrium constants are almost certainly available in the
literature, values could also be generated using the chen-
ical equilibrium package in CORCON and fits produced for use
in MELCOR. The same approach could be used for heats of
reaction. If, however, the thermal equations of state used
in MELCOR are computed on a chemical absolute basis, referred
to the separated elements in their standard states, the need
for heats of reaction vanishes. This produces enough sin-
plification in the general energy bookkeeping that it should
be seriously considered for MELCOR.

The zirconium / iron thermite reaction,

Z r + 2 FeO --+ 2 rO2 +.2Fe (3.5.3-87)

is considered by INTER and by WECHSL. This reaction is
assumed to take place at the interface between the metallic
phase and the oxidic phase, with its rate controlled by the
circulation in the layers which brings reactants to the
interface. INTER assumes that the reaction proceeds with a
time constant of 300 seconds. The WECHSL document says
merely that it is " extremely rapid" and that " metallic
zirconium will be ' depleted within a short period of time."
The question is significant only if there are scenarios
which lead .to significant steel oxidation with substantial
cladding remaining unoxidized. In this case, the analogous
zirconium / chromium thermite reaction

;

3Zr + 2Cr O 3ZrO2 + 4Cr (3.5.3-88)2 3

should probably also be considered. INTER's use of a simple
time constant seems arbitrary, but may be adequate. In fact,
it might be sufficient to consider these reactions as occur-,

ring during the process of formation of the pool so that
'

either the metallic phase contains no zirconium or the oxi-
dic phase contains no steel oxides.

,

The importance of the reaction between surface oxides
and the atmosphere, which is included in the CORCON struc-
ture, is unknown. We suggest that it be allowed for in the
structure of MELCOR, but not modeled in the first version.

!
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I

3.5.3.2.8 Mass Transfer and Associated Heat Effects

The mass-transfer model used in the CORCON code [Muir et
al., 1981] is typical of current codes and suitable for
MELCOR. The masses and enthalpies of all pool layers are
updated for mass transfer and associated heat transfer in
two passes. It is. extremely convenient to include chemical
reactions in the same calculational structure, because these
-reactions . affect the nature of transferred masses. The
first pass, upward through the pool, follows the rising
gases and rising condensed-phase materials from concrete
decomposition or melt / gas reactions. The direction of motion
is, of course, determined by the density relative to the
local layer material. The compositions and enthalpies of
these rising materials are followed and modified for
chemical reactions, with any heat of reaction being added to
the- layer involved. The materials are thermally equili-
brated with any layers they pass through, and their energy
is ultimately added to the layer where they remain. This is '

taken as the first oxide-containing layer encountered for
oxides, the first metal-containing layer for metals, and the
atmosphere for gases. In the context of MELCOR, these gases
pass.through the pool-surface interface and become a source

,

to above-pool modules. A second, downward, pass is similar,
following any material entering the pool from above and
sinking reaction and concrete ablation products.

..

Figures 3.5.3-6 through 3.5.3-8 show this in more
explicit detail as implemented in CORCON. I't these figures,
Q denotes thermal equilibration,'M/G refers 'o the metal / gas
oxidation reaction, and O/A to an oxide /atmoJphere reduction
reaction included -in the code structure 1ut disabled in
released versions. The " mixture" layers, containing hetero-
geneous mixtures of metals and oxides, are also present in
the code structure but disabled. The total heat capacity of
a layer is assumed to be much greater than that of materials
passing through it so that thermal equilibration takes place
at the start-of-timestep layer temperature. The associated
change in layer enthalpy is simply

AHg = H(a Tin) - ("out, out) (3.5.3-89)
,

where H is enthalpy
T is temperature
a is mass (including composition).

and the subscripts L. in, and out refer to the layer, to
material entering it, and to material leaving it, respec-
tively.

'
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If enthalpies are on a chemical absolute basis, referred to
the separated elements in their standard states, this equa-
tion will also hold including the effects of chemical reac-
tiens. If, for example, the composition of the gas which
leaves the layer differs from that of the gas which entered,
the the entire energy effect is accounted for through the
different compositions associated with mout and min-

3.5.3.2.9 Eneroy Conservation

The energy equation to be solved for each layer of the
pool is simple, obvious, and essentially the same for all
current models:

= H[ + 6H i-O leave i + 0" react iH enter

+0 source 1 - Oabl i + obi - Ti (3.5.3.90).

Hfis the total enthalpy of layer i at timeHere
level n

AH is the enthalpy of materials entering during.

enter 1 the time-step
AH is the enthalpy of materials leaving during

the time-step
AH is the enthalpy gain from chemical reactions

AH is the enthalpy gain from decay heat sources
so ei
Q is the heat loss to ablate concrete
abl i
Q is the heat transferred from the bottom sur-
Bi face (zero for the bottom layer where this

is part of Qabl)
and QTi is the heat transferred to the top surface.

As discussed in Section 3.5.3.2.8, the second through
fourth terms on the right-hand side are naturally associated,
and the fourth disappears with the proper choice of refer-
ence point for enthalpies. These terms are most easily cal-
culated as discrete changes, involving all of the material
which moves during a time-step as the result of concrete
ablation. None of the codes considers residence times . . .

all materials which result from ablation are assumed to
reach their final resting place during the same time-step.
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Decay . heat .' power changes slowly. Therefore, the corre- ' I

sponding term is . evaluated explicitly. (in the numerical
'

methods sense)' as a -beginning-of-timestep power times at.
The remaining three terms involve heat flows which are
driven by . temperature differences. In INTER [Murfin, 1977]*

and WECHSL, [Reimann and Murfin, 1981] these terms are:also
computed - explicitly. The result is that small ' time steps
may be required for numerical stability, particularly if a,

-small; layer is~ involved. In CORCON, [Muir'et al., 1981] the
; heat loss to concrete is evaluated explicitly, but the
'

remaining terms are treated using a _ linearized-implicit-
- algorithm. 'These terms involve tne axial heat-flows =to the-

'

' upper and lower surfaces of the layer (with the exception oft

'c the bottom. layer for which the lower surface is adjacent to
concrete), and are taken as a weighted average of the values
at time n and the linearly-projected values at time n+1.
This results in.

J

= H +1(explicit) . gg n+1_qH" n - n- -

!

.

-n 1 n
- IO +i -OTi)T

. .
(3.5.3.91)

h

where- the tilde "~" denotes the linearized projection
course, H +1(explicit) includes the:n

: described below,-and, of '

terms-('Q -0T )At. The' implicitness factor O is ordinar.ly
B

t'aken as 1.,

E In CORCON-MODl, the heat fluxes'are evaluated as - heat-
transfer 'coef ficients times temperature dif f erences, : layer -

'

~ center to interface. Radiation is also included from the
pool surface. Continuity of heat flux requires

STi = hTi(T -T ) = q i+1 " Bi+1 I i+ 1 )- - ( -' '-Tg y * *B

,

* between' layers and

.

Ti(T -T )'- oh + (S =
g y B surr A I- ATi * *

-at the pool surface- '

i
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where qT(B)i is the upward heat flux at the top (bottom) of
layer i

hkT(B i is the associated heat-transfer coefficient
i is the temperature of layer i

Ty is the interface temperature
oB is the Stefan-Boltzmann constant
F is the appropriate form factor
hg is the heat-transfer coefficient from surface

to atmosphere
Tg is the temperature of the atmosphere

and Tsurr is the temperature of the surroundings.

These equations may be solved for the heat fluxes as func-
tions of layer temperatures, and the terms in
Equation (3.2.9-4) approximated as

IO9 09 I1 Ti~n 1 n
9 +i -OTi " ATi'(BT

g + BT
- ~

AT AT
y)1

(3.5.3-94)gT
i i+1

where A i is the interfacial areaT

ATi is the linearized approximation to the change in
the temperature of layer i during the time-step.

This is given by

g=(H"+1b)/bAT (3.5.3-95)y g g

where b is the total enthalpy at temperature T[ofthecon-i
tents of the layer at time n+1

b is_the corresponding heat-capacity.and i

Equations (3.5.3-93) through (3.5.3-95) result in a set of
linear equations for the layer enthalpies at time n+1, which
are easily solved.

In the version of CORCON which will become MOD 2, the
more general heat-transfer relations resulting from crust
formation and freezing are more complicated. The tempera-
ture at the lower surface of a layer, for example, may
affect the heat flux at the ' upper surface. Furthermore,
for a fixed TBi, dqTi /dT i may not equal -dqTi/dTi. An exam-T
ple of this. occurs for a primarily molten layer with a thin
crust: increaning the average temperature increases the
liquid temperature and the heat flux to the crusted surface,
while increasing the surface temperature merely decreases
the crust thickness with little change in heat flux. While
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the algebra is more complicated, the principle is the same,
and we may write the energy equation in the form

A )(H -H)") =Bi + C (T - ) ( .3-96)g g s .

J

where T" is the temperature of the pool surface at time n,
which may be solved in the form

}H"+ = H[ + K g g W, -() ( 3. 5. 3-M )+K .

The heat flow at the top surface may also be put in the form

Q"+1 =Q +I) (T"+1-T") (3.5.3-98)
'

s
s

which is the linearized pool response mentioned in Section
3.5.3.2.5. The final evaluation of layer enthalples is left
pending until after the end-of-timestep surface temperature
is evaluated by the above-pool modules. This allows the
implicit nature of the equations to be maintained across the
pool surface even though above- and below-surface heat trans-
fer are not evaluated simultaneously.

The stabilizing effect of the implicit algorithm makes
it very attractive for use in MELCOR.

3.5.3.2.10 Bubble Phenomena

Gas which rises through the pool as bubbles influences
heat transfer, as described in Section 3.5.3.2.2. In addi-
tion, the volume of the pool is inflated by the volume of
the gas bubbles, a phenomena referred to as " level swell."
This was not considered in INTER, [Murfin, 1977] but is
treated by both CORCON [Muir et al, 1981] and WECHSL.
[Reimann and Murfin, 1981] Both codes calculate a void frac-
tion, the volume fraction of gases within the pool, which
depends on the residence time of the bubble which is.in turn
determined by their rise velocity through the relation

(3.5.3-99)a = V,/ub
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where a is the void fraction
ub is the bubble velocity

and V is the superficial velocity (volumetric flux) ofs
gas through the pool.

In CORCON, the bubble velocity is assumed to be related
to the terminal velocity of a single bubble in infinite
fluid, U,t. , by

b= (1-a) U (3.5.3-100)u T

Wallis [Wallis, 1969] cites values of n=1 for ideal bubbly
flow and n = -1 for churn-turbulent bubbly flow (note that
his definition of n is different). In CORCON, the latter
flow regime is assumed, resulting in

u = V,/(V, + UT) (3.5.3-101)

and a is limited to 0.42 as suggested by Blottner.
[Blottner, 1979]

In WECHSL, Equation (3.5.3-101) is used with n taken as
a function of the bubble Reynolds number,

Reb"#fi e"b/M (3.5.3-102)1

where pt is the density of the liquid
ut is its viscosity

and, r is the equivalent radius (based on volume) of thee
bubble.

The function used,

q4.ll-1.14 log Re Reb $ 5010 b ,

(3.5.b m )""{3.05-0.52loglO *b Reb > 50,

is stated to be based on a fit-to-data.[Le Clair and
Hamielec, 1972] This does not permit a closed-form solution
for a. We estimate that the values of n obtained from
Equation (3.5.3-103) for typical bubble sizes (about a
centimeter) and velocities (a few tenths of a meter per
second) would range from about 3 in the metal down to about

3.5-55



. _ . - - - -- ..

f

1 in viccous slag. For n > 0, there is some value of Vs
above_ which Equations (3.5.3-99) and (3.5.3-100) have no
real solution. Because of this, Equation (3.5.3-100) is
replaced by

ub = max (1-a)",0.2 U (3.5.3-104)T

and a is limited to be less than 0.55.

The terminal velocity of single bubbles is a function of
their size and of fluid properties. There are several
regimes. Among these, both CORCON and WECHSL consider small
bubbles in Stokes flow, with terminal velocity

T - 1 9Ee #M1# (3.5.3-105)U "

7

where q is the acceleration of gravity.

In WECHSL, the coefficient is 1/9, based on a higher friction
factor attributed to Levich.[Levich, 1962] For larger
bubbles, CORCON considers two regimes: medium sized bubbles,
with terminal velocity

= 1.53(ga)l/2 (3.5.3-106)UT
2

.

where a is the Laplace constant

g)]1/2 : (3.5.3-107)a = [o/g(p -pg

and large, spherically capped bubbles for which the terminal-
velocity is

(gr,)l/2 (3.5.3-108)U .T
3

.

The terminal velocity is taken as

.

T. max [UUT = min U ,U (3.5.3-109).

T,T
31 \ 2

.
-
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.WECHSL uses the terminal velocity

1/2gr, + c/pg r (3.5.3-110)U =

for large bubbles, which goes to U in the large-bubble

limit. Regimes are combined as

UT " "i" U U (3.5.3-111).T. T
\ 1 4)

Finally, both codes predict the size of bubbles entering
the pool from the Taylor-instability bubbling model, which
gives the form

(3.5.3-112)r, = Ca .
,

Here CORCON uses C= 3.97 and WECHSL uses C = 2.74; either
is probably satisfactory because, for these large bubbles,
the terminal velocity is only weakly dependent on bubble
size. In the development of CORCON, two other gas-velocity /
bubble-size regimes were investigated: the analogs of nucle-
ate and of patchy bubbling. They were rejected because the
small bubble sizes predicted (on the order of 1 millimeter)
did not agree with observation of prototypic melt / concrete
experiments. In CORCON, the bubble size is recalculated at
each layer interface, allowing for the effects of chemistry
and the changes in temperature and pressure, but not for
coalescence, and a layer average is used in the level-swell
calculation.

The predictions of the two models for single-bubble ter-
minal velocities, and comparison with experiment, is shown
in Figures 3.5.3-9 and 3.5.3-10, respectively. The WECHSL
form gives slightly better agreement, and is no more com-
plicated. Its use is therefore recommended for MELCOR.
When bubble interactions are included, the choice is less
clear. The quite different values of n used by the two codes
correspond to different assumed flow regimes. Both models
are based on experimental correlations. The one in CORCON
has been shown to give reasonable agreement with simulant
experiments by Greene and Ginsberg [Greene and Ginsberg,
19 8 2 ] ' a s shown in Figure 3. 5. 3-11, and is simpler in form,
not requiring solution of nonlinear equations. Therefore,
we tentatively recommend its use in MELCOR.

The coding in CORCON calculates a gas flux and void frac-
tion at many axial locations, and averages the results over
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!

'

the pool-layers. More suitable for MELCOR would be calcula-
tion of an average void fraction for each layer, based on an;

average volumetric gas flux. This flux could be defined as
4

|
. the . average of the volumetric flows into and out of the

' layer, divided by an average cross-sectional area. The
average cross-section might be taken as the layer volume
divided by its height. If desired, the equations could be4

i solved simultaneously (the layer volume depends on the void
fraction), but use of start-of-timestep geometry, as is done'

in CORCON, would almost certainly be adequate.
J

j 3.5.3.2.11 Aerosol Generation
;

! As gases from decomposition of concrete pass through the
I melt, aerosols are generated by mechanisms such as sparging

and bubble bursting. The aerosols are observed in experi-*

-ments, but mechanistic models of these processes are not now
j available, although one will be described in-[ Sprung et al.,
i to be published]. None of the existing codes include aero- [

sol generation, but their predictions of temperatures and ,

gas flows have been used to estimate the generation through

| an empirical correlation [LWRSRP, 1980]

} [A] (3.5.3-113)(33. + 240.V,)exp(-19000 K/T)= .

!
'

s

;- Where [A] is the aerosol concentration (kg/m3 STP)
|

T is the melt temperature (K)
3 2and Vs is superficial gas velocity (m STP/m s).4

lI
$

It must be emphasized that, following good chemists' tradi-'

i tions, both the superficial velocity and the concentration '

i in this expression have been reduced to STP (standard tet-
perature and pressure); melt temperature affects only the
exponential activation term. This is unclear in the cited

1

i reference, but has been confirmed by Powers.[ Powers, 1983]
i

j The correlation does not include effects of pool composi-

-| tion, nor does it predict where the mathial will come from
';

j in a multi-layered pool. Without this information, complete

; modeling is not possible. At ea rly , t i(as , aerosol may be
~ generated at rates of tonnes pe , day. Fortunately, while
: this is large from the point of View of the atmosphere, it
j will have a small effect on pool inventories for many days,
i and generation rates fall with time as temperatures and gas

flows decrease. Therefore, the current practice of neglect- *

.

j ing to charge aerosol masses against the pool inventory, so
that they appear "from nowhere" at the pool surface, is a;

i reasonable approximation. We suggest that the aerosol
source be modeled in this way in the first version of NELCOR,

| while maintaining, as far as possible, the option of a more
complete model in later versions.4

!
4

'
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3.5.3.3 Material Properties
,

I It is obvious .that a wide range of thermophysical and I
transport properties must be known for calculation of the ;

physical processes outlined in Section 3.5.3.2. In general,
simple models have been used and found adequate the l. . .

; .real probica is often with availability of data. For
trample, assumption of a constant specific heat may well be

: adequate but even this much information is hard to find for
some molten oxides. We do not intend to discuss material-

.[ properties in great detail here. However, there are two
'

cases where experience with CORCON may be significant in the j
! choice of models. These are (1) calculation of the melting '

i ranges of mixtures, and (2) calculation of the viscosity of
oxidic (particularly siliceous) mixtures. These two
subjects will be discussed briefly in the following
subsections.

|

1 3.5.3.3.1 Meltina Ranges

The situation for metallic mixtures is relatively clear..

The metallic phase of the melt is mostly stainless steel. !
4

j CORCON [Muir et al, 1981] uses a simple fit to the iron-
chromium-nickel ternary phase diagram, given by [LWRSRP,

* 1981 b]
i;

TI = min (2130 - 510Wre - ll40W iN -

1809 - 90W r - 440W i (3.5.3-114)*

C N ,

I 1728 - 200WCr - 40 Wye ,

1793 - 230WCr - 130WNi )
4

j T8 = min (2130 - 730Wre - 3310WNi e

1809 - 90WCr - 560WNi (3.5.3-115)4
,

1728 - 250WCr 100Nye- ,

1783 - 310NCr 140WNi- *,

1613 )

s

! where T1 is the liquidus temperature (K)
! T8 is the solidus temperature (K)

and Wx is the weight fraction of element x.

|

As presently implemented, the presence of other elements is
ignored, and the weight fractions of chromium, iron, 'and

,

j nickel are renormalized so that Wr+We+WNi = 1.0. ThisC F
model was 'also adopted for use in WECHSL.[Reimann and
Murfin, 1981] The ternary surfaces are shown in Figure
3.5.3-12. Note that although the temperatures in the,

! equations are Kelvin, those in the figure are Centigrade.

The use of this model rather than a single melting point
i 'l

l
i

-
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or range for " stainless steel" is justified because the ten-
peratures involved are not far from the ablatien temperature
of some concretes and change with time as oxidation changes
the composition of the metallic phase. The neglect of zir-
conium is relatively unimportant because it is oxidized out
of the melt in a relatively short time and at high tempera-
tures. The effect of carbon might be significant, but is
not included.

Calculation of the melting range for the oxidic mixture
is far more complicated. The major constituents of con-
crete, Cao, SiO and Al O2, 2 3, form a very complicated
ternary system (see, e.g., [CMER, 1977]). The fuel oxides,
UO2 and ZrO , appear to form a relatively simple system,2
but it is really a single line in the far more complicated
uraniumoxygen-zirconium ternary system. Consideration of
the complete phase diagram for concrete oxides plus fuel
oxides would give a code developer nightmares. INTER
[Murfin, 1977] used a rather involved system which based on
choosing the lowest solidus and the highest liquidus
temperatures from (fits to) the binary phase diagrams of all
pairs of constituents not deemed to be traces. While this
was the best model available at the time, it has little
basis in reality. Both CORCON and WECHSL use an analytic
formulation for a pseudo-binary system in which the fuel
oxides (and Ca0 in WECHSL) form one " component" with
concrete (not including Ca0 in WECHSL) and steel oxides
forming the other. The two components are assumed to form
ideal solutions in both liquid and solid phases. This
results in implicit equations for the liquidus and solidus
temperatures in the form

. . . .

x exp - g- + x exp - g- =1 (3.5.3-116)y 2
I 1 l 2

- -: _- - _

0"1 1
1 )I

0"2 Il 1x exp 1 (3.5.3-117)s + *2exp R I s7~ - =
t R so T/ o (T Ty 2

. . . _

where xi is the mole-fraction of component i
6Hi is its heat of fusion

I 8
Tt and T1 are its liquidus and solidus temperatures
and R is the universal gas constant.o

An example of the resulting phase diagram is shown in
Figure 3.5.3-13 by the curves labelled " Ideal Solid
Solution." The model used to derive these results is
inconsistent with the observation (Westrich, 1982] of very
limited solubility of fuel oxides in molten concrete
materials. It also causes computational problems because of
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the high solidus temperature for almost pure fuel (in
running CORCON, it has been found advisable to . " salt" the
initial fuel mixture with a small amount of iron oxide).

An alternative model may be derived by assuming no
mutual solubility in the solid phase. This leads to the
result

R Enx R Enxy y g y y g 2
(3.5.3-118)g - min g- dH 1- dH*

T T 1 T 2y 2
-

-
-

"I"
'

s s s t
T = min T .T 0$x$1 T (3.5.3-119)

2
-

-

for which an example is shown as the curves labelled "Eutec-
tic" in Figure 3.5.3-14. This form is not used in the exist-
ing codes, but should be considered for MELCOR. It does give
"more reasonable" solidus temperatures for nearly pure fuel,
but probably for the wrong reason: the initial fuel mixture
is likely to be sub-stoichiometric in oxygen, which lowers
its melting point.

3.5.3.3.2 Viscosity of Oxidic Mixtures

Approximately 90 percent of the decay heat generated
in the pool appears in the oxidic phase, and is removed
primarily by convective mechanisms. The corresponding heat-
transfer coefficients are strongly influenced by the vis-
cosity of the liquid (see Section 3.5.3.2.2). Viscosities
of mixtures of refractory oxides are not well known, but
values must be used in the codes. The problem is further
complicated if significant amounts of silica are present
because of the formation of long chains of strongly bonded
SiO4 tetrahedra, which can greatly increase the viscosity
of a mixture. INTER avoided the problem: its " convective"
heat-transfer relations do not involve viscosity at all.
Both CORCON and WECHSL use models for siliceous mixtures
which are based on the VISRHO model, [ Powers and Frazier,

|
1977] which is in turn based on a correlation of geological

| data. (Bottinga and Weill, 1972] The correlation takes the
form

u = 0.1 exp[Eg g g] (3.5.3-120)XD c

where xi is the mole fraction of constituent i
and Di is a coefficient which is tabulated as a function
of temperature and silica content.
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In both codes, UO2 and ZrO , which did not appear in the2,

! original correlation, are treated as equivalent to TiO 2-
In WECHSL, each set of Di has been fit in the form

Dg=Ag + B /T (3.5.3-121)g
,

I

which provides interpolation and extrapolation as a function
of temperature. As a function of silica content, they are,

; interpolated within the table and extrapolated so as to
match the appropriate limits. In CORCON, coefficients are
interpolated as functions of temperature within the table
and Equation (3.5.3-121) used for extrapolation only. No;

'

interpolation is made as a function of silica content, but
an abrupt change made to a Kendell-Monroe expression [Kende11-

|- and Monroe, 1917] for mixture viscosity below 15 sole-percent
j silica,

i

f

,
. .

l/3 3
}. u= [Kg ug (3.5.3-122)
i 1
; . .

j where'ut is the viscosity of pure constituent 1.
-

!

In the WECHSL formulation, a two-phase slurry multiplier is,

j applied of the Kunitz form [Kunitz, 1926] at low temperatures !

,

uslurry = u(1 )(1-4) (3.5.3-123) i

?

where 4 is the mass fraction of solids given byj

i

e=WHi(T -T)/(T -T*) (3.5.3-124) i

f Here WHi is the weight traction of the high melting con- '

: stituents, UO , ZrO , and Cao.2 2

As already mentioned, use of the VISRHO model for core- "

. melt problems requires. a large extrapolation from the
.

,

original data base in composition. An extrapolation in ten- t

perature is often required also, because the maximum tempera -
ture for which coefficients were tabulated is 2073 K. The
model.was developed as~a simple fit to data no physics. . .
was included, and no extrapolation properties considered.
This greatly reduces our confidence in the resulting esti-
mates of viscosity. In particular, UO2 and ZrO , which2are major components of the melt, must be represented as F

,
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TiO2, which is present only as a trace in geological
materials. In the model, the contribution of TiO2 to
viscosity increases with increasing temperature, which may
be reasonable for a trace material but is unphysical for a
major component.

Therefore, the VISRHO model has been replaced in the
version of CORCON which will become MOD 2 by a simplet model
suggested by Shaw.[Shaw, 1972] This model was generated as
a fit to the Bottinga-Weill correlation, and was shown to
give good agreement with it within the original data base.
Its major advantage from our point of view (in addition to
simpilcity) is that good extrapolation properties are built
in. The form is

(104in u = Sl - 1.50 - 6.40 (3.5.3-125).

T\

The constants are for viscosity in poise and temperature in
Kelvin.

Here s is a function of mixture composition given by

s=(EnXsg/Eng
)0

X (3.5.3-126)gg g X,gg .

|

OThe ni and si used in the code, including some defined
by analogy with species listed by Shaw, are tabulated in
Table 3.5.3-2.

As with Bottinga-Weill, this model is restricted to rela-
tively high silica contents. In the code, it is matched to
the low-silica Kende11-Monroe form by simply using the
greater of the a is cos ic. ie s calculated from Equations (3.5.3-
126) and from (3.5.3-122). This is illustrated graphically
in Figure 3 . S . :* - 14 . The transition, where the two values
are oqual, is typically at a composition of 20 to 30 percent
silica. This is suggestive of the orthosilicate point, below
which silica chains are assumed to be absent.
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Table 3.5.3.2

Parameters in the Shaw Viscosity Model

Species ni s{

TiO2 1 4.5
FeO 1 3.4
MgO 1 3.4
Ca0 1 4.5
L1 0 1 2.82
Na2O 1 2.8 ;

KO 1 2.8
'

2
Fe2O3 2 3.4
Al 03 2 6.72
UO2 1 4.5 |

ZrO2 1 4.5 :

Cr203 2 3.4

,

I

i
i

,

|
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3.6.1 INTRODUCTION

If an LWR accident leads to rupture of the primary ves -
sel, as will generally be the case for sequences studied
with MELCOR, a variety of safety systems are potentially
available to prevent or to delay and mitigate the effects of
containment failure. The most common of these are designed
tc provide depressurization, and removal of heat and. fission
prooucts from the atmosphere. Included in this category and
considered in detail below are containment sprays, fan cool-
ers, ice condensers, and pressure suppression pools. An
auxiliary recirculation system is also available to provide
a long-term source of cool water to the sprays. Require-
ments for modeling a recirculation system will be
described. In addition to these depressurization systems
various combinations of fans and filters may be present
which provide for either removal of fission products or
pressure equilibration or both. These will be treated in
the next two sections. Finally, various methods for pre-
venting or mitigating the results of hydrogen combustion
have been implemented or proposed. These will be presented
as a group in the last section.

.

h
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3.6.2 CONTAINMENT SPRAYS

Containment sprays are a very important engineered safety
system with the combined capacity to reduce the pressure
rises from steam releases or hydrogen burns and to remove
aerosols and soluble fission products from the containment
atmosphere. Spray systems are composed of multiple nozzles
mounted near the top of the main containment volume that.

deliver large quantities of water to the atmosphere in the
form of small (0.1 to 1 mm) droplets. The initial water
source is the refueling water storage tank. When this
source nears exhaustion, water from the sump, having been
. cooled by passage through a heat exchanger, is recirculated
through~the nozzles. This section will deal primarily with'
the spray heat-transfer models, but will also include a
brief discussion of gaseous fission product and aerosol

g washout modeling.

3.6.2.1 Phenomena
4

' Containment sprays serve first of all to reduce the
pressure rise following the injection of steam into the
containment atmosphere during a loss of coolant accident,

(LOCA) or a main steam line break. As subcooled droplets
fall through a hot, steam-rich environment, convective heat
transfer and condensation on the droplets occur, removing
steam and a certain amount of sensible heat from the con-

; tainment atmosphere thus reducing the temperature and pres-
' sure. If a hydrogen burn or other event producing a hot,

superheated, environment occurs, the sprays will again pro-
vide cooling, but different mechanisms are involved. In
this case the droplets evaporate, adding steam to the atmos-

j ' phere. However, because the latent heat of vaporization is
taken from the atmosphere, and the resulting vapor is at a

i lower temperature than the containmnet gases, the net result
is substantial cooling of the atmosphere and a lowering of
. temperatures and pressures. Because of high spray flow

4

rates (250-1000 kg/s), containment sprays will<

generallgdominate other ' heat transfer modes, typically removing 10
4 . watts under LOCA conditions. Sprays are also very effective

in removing elemental iodine through absorption and partic-
ulate firsion products through a variety of mechanisms. As
much as 99 percent of atmospheric free iodine can be removed-

i in a matter of minutes. Similar washout rates are obtained
for aerosols.

The specific spray phenomena to be considered are:

'

l. Droplet heatup and cool down
2. Vapor diffusion-(evaporation or condensation)
3. Flashing, and
4. Droplet agglomeration.

|
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The following sections concentrato on the first two

phenomena. Reasons for the secondary importance of the
latter two are given.

Droplet flashing may occur if a droplet falls into a
compartment that is at a pressure lower than the saturation
pressure corresponding to the droplet temperature. Such a
situation may arise in a lumped-volume code if droplets are
allowed to fall from one compartment to another. This is an
artifact of the calculation, rather than a real effect.
Generally, flashing is not a significant problem at the
nozzle orifice, because the spray inlet temperature is rel-
atively low. In any case, the effects of flashing are
usually small. If it is desired to model flashing, however,
it is a simple matter to instantly evaporate enough of the
droplet to bring its temperature down to the saturation
temperature at the compartment pressure, the vapor being
added to the compartment atmosphere.

Droplet agglomeration occurs when two droplets collide
and coalesce. The resultant, larger droplet will fall at a
higher velocity and exhibit different heat transfer charac-
teristics. The number of droplet collisions is enhanced by
the fact that there is a droplet-size distribution (typi-
cally a log-normal distribution). Larger drops with higher
velocities will overtake, collide with, and coalesce with
smaller ones. Given the droplet densities expected within a
cell, droplet agglomeration, while not negligible, is not a
dominant effect. Calculations have indicated that for typi-
cal PWR conditions coalescence effects would reduce the
total droplet surface area by no more than 10 percent [1].
This effect is relatively small compared to other uncertain-
ties.

Sprays also have a profound effect on several other
containment phenomena. In particular, they will alter the
radiative heat transfer due to photon-droplet interactions,
and will alter the convective heat transfer due to inpinge-
ment upon structure surfaces. These effects are difficult
to model, but should be considered at this stage of plan-
ning, if not implemented in the early versions of MELCOR.
The sprays will also act to remove volatile, gaseous-fission
products, especially elemental iodine, and aerosols. These

phenomena are relatively straightforward and should be
addressed.

3.6.2.2 Droplet Heatup and Diffusion Models

In recent years most best-estimate containment codes
have used similar approaches for heat and mass transfer.
The heat and mass transfer rates are deduced by comparing
the droplet size and temperature at the bottom of the com-
partment to the inlet conditions, assuming that the atmos-
pheric conditions do not change substantially during

3.6-7
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1

the fall of the drop. Total heat and aans transfer rates 1are calculated by multiplying the rates for one droplet by i

the total number of droplets of that size and summing over
jall droplet sizes. The obvious limitation of this approach
|is the implicit assumption that the containment atmosphere

does not change significantly during the fall time of a
drop. The alternative, however, is to keep track of layers
of drops as the code proceeds. This requires a finer mesh-
ing of the containment and a significant penalty in computer
storage and run time. The normal practice is to place con-
straints on the extent of atmospheric change allowed in a
time step, though this does not totally solve the problem.

A variety of detailed models for heat transfer to drop-
lets are available. However, if we assume that the drops
are spherical and isothermal, relatively simple models can
be used. These assumptions are quite valid for the droplet
sizes normally produced by containment sprays (diameters on
the order of 1 mm). An additional assumption that the drops
come instantaneously to thermal equilibrium with the atmos-
phere is often made, but this can lead to significant errors
in some cases (e.g., when the fall distances are small, the
drops large, and heat and mass transfer rates are fairly
low).

Assuming that the drops are spherical, a standard cor-
relation for forced convection heat transfer is [2]:

1

l2 Pr /3lNu - = 2.0 + 0.6Re (3.6.2-1)

where Nu, Re, and Pr are the Nusselt, Reynolds, and Prandtl
numbers, respectively, h is the heat transfer coefficient, d
is the droplet diameter, and k is the gas + vapor thermal
conductivity. A mass transfer analogy can be used to deter-,

uine the evaporation and condensation rates. A simple anal-
ogy is:

i

kd
Nu, = D .0 + 0.6Re Sc (3.6.2-2)=

I

where Nu is the mass transfer Nusselt number, Sc is them
i .Schmidt numbar, kg is the mass transfer coefficient, and

Dy is ~ the ditfusivity of water vapor in air. This approach
is described in Reference [3]. Other mass transfer analo-
gies may be applied in a similar manner. Instantaneous heat
and mass transfer rates, dq/dt and dm/dt are obtained using
the heat and mass transfer coefficients, h and k fromg' ,
Equations (3.6.2-1) and (3.6.2-2).

i

l
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h=h*A*(Tgas-Tdrop) (3.6.2-3)

= k *A*(Driving Force) (3.6.2-4)
g

where A is the droplet surface area, and the driving force
in Equation (3.6.2-4) can be based upon a partial pressure,
mole fraction, or mass fraction gradient, depending upon how
k is defined.g

In order to calculate the final droplet conditions at
the bottom of a compartment, it is necessary to integrate
equations for dm/dt, dT/dt, and dz/dt where z is the fall
distance, T is the droplet temperature, and t is time.

do/dt is determined from Equation (3.6.2-4), and the other
two from the relationships below.

dm +M(h-u)dT dt dt ( .6.2-5)g= m*C V

.

4 I# -pq) gdddz
p= 3p Cg d

where h = specific enthalpy of steam joining or leaving
the drop

u = specific internal energy of the drop
Cy = constant volume specific heat of the droplet
pd - droplet density
pg = gas density
d - droplet diameter

Cd = drag coefficient
g - acceleration due to gravity.

!

Equation (3.6.2-6) assumes that the drop is falling at tera-
inal velocity and that there is no horizontal velocity com-
ponent. These are reasonable approximations, as a transient

| calculations indicates that most of the droplets will be,

j within a few percent of terminal velocity and a vertical

|
fall after falling only a few meters. More exact treat-

i ments, requiring the evaluation of a second derivative, are
more _ complex and costly. Equations (3.6.2-4) and (3.6.2-5)
can be divided by Equation (3.6.2-6) to produce expressions
for dm/dz and dT/dz, reducing the number of equations to two.

+

After the above equations are integrated to determine
'tinal values of m and t. mg, and tr respectively. (i.e.,

3.6-9

. _ _ _ - - _ - - - _ _ _ _ _ .-.



the conditions at the bottom of the compartment), the total
heat and mass transfer rates to the containment atmosphere
can be found from the following approximate relations.

* n (m -m )=m =
dt vap o f (3.6.2-7)

atmos

nCp (t +mdt g l g-tg) vap (Cpy(T -Tg) +hgg)asat os

(3.6.2-8)

where

mo = initial droplet mass,
n = number of droplets per unit time,

Cpy constant pressure specific heat of=

vapor,
Cpl = constant pressure specific heat of

liquid, and
hrg = water heat of vaporization.
As Equations (3.6.2-7) and (3.6.2-8) are written, the

correct terms to be added for an energy balance on the con-
tainment atmosphere (first law analysis) would be
dQ/dtatmos and dm/dtatmos* h, where hs is thes
enthalpy of steam at the bulk-gas conditions. If desired,
Equation (3.6.2-8) can be written more precisely in terms of
internal energy and enthalpy instead. of specific heats and
temperature differences. The differences are usually small,
however, and the form of Equation (3.6.2-8) is generally
more convenient.

Whenever the droplets are evaporating in a highly super-
heated atmosphere or are condensing in a highly steamrich
atmosphere, the relations presented in Equations (3.6.2-1)
and (3.6.2-2) may be in error. For these cases, corrections
are needed for high-mass transfer rates. While these cor-
rections may take various forms, a typical approach is to
define he, where

h*a
(3.6.2-9)*

(1.0-exp(-a))c

and

MF * Cp#
a = (3.6.2-10)

3.6-10
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MF is the mass flux and Cp is the vapor-constant volumey
specific heat. This approach is described in more detail in
Reference [3] and Section V.3 of this document.

In spite of the mass transfer corrections or other mod- !
|ifications, the relations presented above may be substan-

tially in error at very high temperatures, such as might be
encountered during a hydrogen burn. For this reason, a
different set of. correlations has been included in HECTR and
should be given consideration for MELCOR. These relations
have been formulated specifically for high temperature cal-
-culations, but also work well at low temperatures. This
model'is based upon information presented in References [4]
and [5]. In this model, Equations (3.6.2-4) and (3.6.2-5)
are replaced by:

3c /3 (3.6.2-11)- -2np d in(1.0+B) D 1.0 + 0.25Re /2l l

g g

and

h'9} A"
4T , 1 Cp(Tdrop - Taas)

(3.6.2-12)g +
dt a Cp *

l (1.0+B) - 1.0

where

Dg = vapor diffusion coefficient in air
Cp = gas specific heat

. Cpl = droplet specific heat
Le = Lewis number, the ratio of thermal to

mass diffusivities
B = mass transfer driving force,

(afvp-mfvi)/(afvi-1.0)
-afvp =-mass fraction of vapor in bulk gas
afvi - mass fraction of vapor at droplet surface

Once Equations (3.6.2-4) and_(3.6.2-5) have been replaced by
Equations (3.6.2-11) and (3.6.2-12), the calculation pro-
ceeds as described previously.

In addition to being more accurate at high temperatures,. .

the latter f ormulation- has been exercised extensively in
HECTR and'has been implemented in such a manner to= minimize
running time. The equations have been rewritten to increase
smoothness and reduce ' stiffness problems. Additionally,
some modifications have been made to a standard Runge-Kutta
integrator to speed up the calculation.

'3.6.2.4 Gaseous Fission Product and Aerosol Washout

The substantial atmospheric decontamination resulting
from' containment sprays should be modeled in MELOOR. Models
for' washout of both aerosols and elemental' iodine have been

3.6-11
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developed for the CONTAIN code and could be adapted for
MELCOR.

!The initial removal rate of iodine is proportional to
the iodine concentration, so a rate constant, K, is
defined such that

- -Kc (3.6.2-13).

For a diffusion controlled depletion of a gas that is
entering the droplet as a solute, it can be shown that the'

rate constant is proportional to.the ratio of the volumetric
spray rate to the compartment volume. [6], or

y , FHE (3.6.2-14)V

where F is the volumetric flow rate of spray water, v is the
compartment volume, H is the equilibrium-partition coef-
ficient for the dissolved gas in the liquid, and E is a
spray efficiency. The expression for E as presented in
NUREG-0772 [7] is

6 k tg
E= 1.0 - exp ( .6.2-15)

(k/k)j
.d H+ g y

i

i k and ki are the mass transfer coefficients of iodineg
t in the gas and liquid respectively, and t is time. It- has-

been observed this expression breaks down following - the
removal of approximately 99 percent of the: elemental. iodine
in a compartment. Apparently after -that point, back dif-*

fusion from liquid on the containment walls-and floor acts
to establish an equilibrium between the gas and liquid
phases. .It is reasonable to assume that there is no further
spray induced decontamination of elemental iodine below the

i 1 percent level. The actual calculation of depletion of
iodine will probably be performed outside of. the spray

,
model, so there needs to be an interface through which :he
spray model can-pass the volumetric spray flow rate to the
fission-product accounting model.

The aerosol washout rate is also proportional to the
amount present, so a rate' constant Kaer is determined.
For this case, the rate constant is proportional to the
containment volume swept out per unit time [6]. *'hus,.

3FZ
K E (3.6.2-16)= ,

aer 2d aer

i

!
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where F ogain is the volumetric flow rate of spray, 2 is the
fall height, d is the droplet diameter, and E is theaer
collectf4 on efficiency. Several mechanisms contribute to
aerosol washout, including diffusion, diffusiophoresis,
thermophoresis, impaction, and interception. The collection
efficiency is the sum of the contributions from each mech-
anism. The contributions are functions of aerosol and drop-
let sizes as well as the thermo-physical conditions of the
compartment. A simple graphical representation of Eaer is
given in Reference- [6] for typical containment conditions.
It is recommended that the spray model provide the variables
in Equation (3.6.2-16) to the aerosol model where the rate
constant and the depletion is actually calculated.

.

O
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t

3.6.3 CONTAINMENT FAN COOLERS
,

3.6.3.1 System Description

Fan coolers are included in dry PWR . containments to
augment the steam removal capabilities of the water sprays.

'
. These coolers consist of banks of finned, service-water-
cooled coils through which large capacity fans pull the
containment atmosphere. Each unit has several parallel;

i coolant paths,.each routing water back and forth across the
path of the circulated atmosphere. The coils are . horizon-
tal, with the coolant entering at the back and leaving.at
the front.- The geometry is, therefore, that of a cross-flow
heat exchanger with counter-flow, i.e., the vapor inlet side
corresponds to the coolant outlet side. The coolers usually
provide cooling to the containment atmcsphere under normal
conditions,.as well as under acci. dent conditions. Typical
emergency design temperatures are in the area of 400 to

< 420' K, with a saturated atmosphere, and pressures ranging
! between 3 and 6 atmospheres. The heat removal capability is

in the range of 2 to 4 x 107 W. BWR and 'subatmospheric
containments generally include fan coolers, but these are
designed only for normal operating conditions. The perfor-
mance of such a cooler may be important following an acci-
dent.

,

P

3.6.3.2 Model Assessment
i

Typical of the simplest existing fan-cooler models is,

i that used in the CONTEMPT code [8]. In that case, the heat
; removal rate is input by the user as a tabular function of
| containment temperature. The condensation rate is calcula-

ted implicitly through the thermodynamics routine, with the
condensed mass lowering the quality of the atmosphere. .The
amount of this water entering the sump depends on.a user-
specified "deintrainment rate." If the atmosphere is super-
heated, the condensation rate is calculated asi

!

r 6f.

| m- U*'*W(h -h )y 1
i

|

where 6 is the heat removal rate, f is a user-input paran-
,

eter, hy and h1 are the specific enthalpies. of water
vapor and liquid respectively. This model is attractive in

'

-its simplicity, but suffers from the supposition that the
user. has accurate performance data for a given cooler

L througnout the range of temperatures encountered in the
! calculation. There is also no consideration of the effect

'

'
.of a variable concentration of noncondensibles that might
arise from metal oxidation or a core-concrete interaction.

'

.
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The former drawback has been overcome in the fan-cooler
model developed for the MARCH code [9). The user input for
this model includes the design conditions for the cooling
capacity, inlet gas temperature, and the. coolant inlet ten-
perature and flow rate. A correlation for an effective heat-
transfer coefficient, h, as a function of steam-vapor frac-
tion has been derived from the capacity curves presented in,

the OCONEE Power Reactor Final Safety Analysis Report
(FSAR).. Using the h calcular.ed for the design conditions.

| along with the input conditions, an effective heat transfer
area is calculated. Using this value, the prevailing cooler<

operating conditions, and h, based on prevailing
containment-vapor fraction, a cooling capacity can be cal-

! culated for the given conditions.

The first question one might ask regarding this model
is, how appropriate is a heat-transfer coefficient, based
upon one fan cooler, for the analysis of another? As it
turns out, the fan coolers are very similar from plant to
plant, the majority being provided by a single manufac-
turer. Calculations were performed using the MARCH model to
construct a capacity curve for the Zion plant. The result-
ant curve was .very similar to that published in the FSAR.
Two uncertainties still exist, however. The capacity curve
from which the correlation for h was derived is based upon
the the assumptions that the atmosphere is saturated and.

that the concentration of noncondensibles is constant.
Since scenarios addressed by MELCOR may present regimes of
both high superheat and substantially increased concentra-
tions of hydrogen and carbon dioxide, the validity of these
assumptions has been considered.

i A mechanistic fan-cooler.model was developed based upon
the condensation heat-transfer formulation that is used,

i throughout the CONTAIN code. The model calculates-condensa-'
tion and convective heat-transfer coefficients depending
upon the cell-atmospheric conditions. A user input, con-
stant heat-transfe' roefficient is used for transfer between
the condensate boundary layer and the coolant. The calcula-
tion is carried out in a stepwise manner with the steam-air
mixture inlet conditions known, and the coolant water exit
temperature astimated. The enthalpy change across the first
r'o w is calculated, assuming a constant _ coolant temperature.
The coolant temperature and the air-steam mixture conditions
are updated prior to repeating the calculation for the next
row. The process is repeated for successive rows until the,

water entering temperature and gas leaving conditions have
~

been determined. The water inlet temperature is compared to
the known value. If there is a substantial difference, the
calculation is repeated with a revised estimate for the
coolant outlet temperature. The process is continued until '

there is sufficient agreement between the calculated and
spe.: if ied coolant inlet temperatures. Since the. total heat

,

<
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transferred is relatively insensitive to changes in cooling
water temperature, convergence is rapid.

Two input parameters that cannot be easily characterized
are the effective heat transfer area and the heat transfer
coefficient between the boundary layer and the coolant. For i

the present study, these values were chosen parametrically j
in order to match the capacity curves for the fan coolers '

given the Zion FSAR. Using these parameters, calculations
were performed for superheated atmospheric conditions and
saturated conditions where there was an abundance of noncon-
densible gas (assumed to be air). The results were then

,

compared to those from the MARCH model. For the first case, I
in which the atmosphere was superheated 20* K above satura- ,

tion, The MARCH predicted capacity was about 10 percent
'

higher than that of the mechanistic model. When a saturated I

atmosphere with twice the nominal air content was consid-
ered, the MARCH value was 7 percent lower than the mecha-
nistic cesult. Though thsae differences are not great, they
do ind cate that The MARCH model cannot account for such
variatluns in atmospheric conditions, and the differences
for more extreme conditions may be unacceptable. Another
argument for employing a mechanistic model is that there
will be regimes in which the coolant water boils, degrading
severely the performance of the cooler. Thorch this is a
difficult phenomenon to treat under any circumstances, it
would at least be possible within the framework of a simple
mechanistic model. The mechanistic model described will
receive further development and testing for inclusion in
CONTAIN. The model requires relatively little computer time
and storage. Its level of detail seems to be consistent
with that of MELCOR, and its inclusion is recommended.

3.6.3.3 Fission "toduct and Aerosol Removal

As a result of the relatively cool surfaces and high
condensation rates provided by fan coolers, substantial
amounts of elemental iodine and aerosol-fission products
will be removed from the atmosphere. The same depletion
mechanisms that are active on structure walls will apply to
the fan cooler, but the physical and dynamic conditions will
differ. A program is currently underway at Pacific North-
west Laboratories (PNL) to evaluate and/or develop models
for the removal of aerosols by engineered safety systems.
The results of this work may provide the basis for removal ,

correlations- to be used in MELCOR. The actual fission-
product removal may be calculated elsewhere in the code,
using whatever parameters are necessary from the fancooler
model. Because the cooler has the potential for removing
substantial quantities of aerosols from the atmosphere, the
possibility that their deposition on the cooling coils may
cause degradation in cooler performance should be considered.
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! 3.6.4 ICE CONDENSERS

i Ice condensers limit the maximum containment pressure
i during a postulated steam-releasing accident by removing

energy from fluid injected into the containment rather than
diluting the steam in a large volume as done in a dry PWR
-containment. The heat transfer and steam condensation'

i resulting from flow through the ice beds reduces the maximum
containment pressure, allowing smaller containments with
lower design pressures to be used. Aerosol concentrations4

are also reduced by flow through the ice condenser, but this
phenomena will be discussed in another section.

!

! The ice condenser will be briefly described in the next
section. The phenomena occurring in the ice condenser that4

need to be modeled will be discussed next. Currently avail-
,

able models will then be listed and a model will be recom-.

mended for MELCOR.

3.6.4.1 Ice Condenser Description'

$
A schematic of a typical ice-condenser containment is,

! shown in Figure 3.6.4-1. The ice is contained in an annular
region along the outer containment wall in open-mesh metal
baskets. During a LOCA, steam would be released into the
relatively small lower compartment, then it would flow up

,

through the ice condenser and exhaust into the large upper
compartment. Most of the steam would be condensed while
flowing through the ice condenser, giving a smaller pressure
rise.

|

A schematic of the ice-condenser compartment is shown in'

Figure 3.6.4-2. .The ice condenser can be divided into three.

regions: a lower plenum, an upper plenum, and the ice-bed'

| region. The borated ice is contained in open-meshed metal
frames that are stacked into long columns. The columns _ of

| ice are positioned in lattice frames in the annular ice con-
'

denser region. The inner and outer walls of the ice conden-
; ser are insulated to minimize the heat. loss and the region

is refrigerated under normal operating conditions.
i

Doors are located at the inlet to the lower plenum,
i between the ice-bed region and the upper plenum, and at the

: exit of the upper-plenum. These doors isolate the ice con-
! denser from the rest of the containment during normal operat-

ing conditions. All three sets of doors open when the lower
,

compartment pressure exceeds the upper compartment pressure,
allowing. upward flow through the ice bed. When the differen-

,

tial pressure driving force is reduced, the lower and inter-,

2 mediate doors will return to a closed position. However,

the upper doors are constructed such that. they will not
,

reclose after opening.
.

F

:
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3.6.4.2 Phoncmonc

The important phenomena that would occur in an ice con-
denser during an accident are described in this section.
Unfortunately, most of these phenomena are difficult to
model. The following section describes models currently
used in computer codes to calculate ice-condenser perfor-
mance.

The most important phenomena to model is the heat and
mass transfer from the air-water mixture flowing up through
the ice. The rates of these processes are reduced from the
pure steam values by the presence of noncondensibles. The
heat and mass transfer will also be affected by the turbu-
lence created by flow past the baskets and the thickness of
the film of water flowing down over the ice. Both of these
effects are difficult to quantify, but they significantly
affect the condensation rate, so need to be modeled in
MELCOR.

The heat and mass transfer from the fluid to the ice
cause the ice to melt. The change in ice geometry due to
melting is difficult to calculate, since it will be simul-
taneously melting radially and axially. Experimental
results indicate that for a large-break LOCA, the ice melts
predominantly as a plane moving upward from the bottom of
the ice [10].

It may be possible to form a fog as the fluid flows
through the ice condenser. If a fog formed in the ice con-
denser, the burning of hydrogen in the upper plenum would be
affecte6.

The fluid may also condense on and transfer heat to the
walls in the ice condenser. As the ice melts, heat and mass
transfer can occur with the uncovered portion of the baskets

i as well. As with condensation on the ice, turbulence and
the presence of w'ater films will affect the condensationi

' rates on the walls and uncovered baskets.

Water that condenses on the ice will mix with the melted
ice and will flow down through the ice chest region and fall

, through the lower plenum. This water could be heated either
i as it flows down the baskets or as it falls through the
| lower plenum. Data from tests performed by Westinghouse on

a scale model of the ice condenser indicate that this water
can heat up significantly during a large-break LOCA [10].

The water falling from the ice chest will form a pool ont

| the floor of the lower compartment. It can flow into the
lower compartment through a drain in the floor of the lower

| plenum. If the pool drains too clowly, the water level in
i the lower plenum wil' rise and the water will spill over
| into the lower plenum through the lower inlet doors. Water
1

I
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ficwing fron the lowar plenum drain will fall through the
lower compartment and could provide additional cooling,
acting like the sprays.

The inertia required to open the doors will be important
during the first few seconds of a large-break LOCA or during
a burn. It should be insignificant thereafter. The doors
do need special modeling, however, to prevent backflow
through them and to allow the flow area of the doors to vary
with the differential pressure across them.

3.6.4.3 Available Models

Ice condenser models are used in the following computer
codes: LOTIC, ICECON, RELAP4/ MODS, CONTEMPT, COMPARE, TMD,
MARCH, CLASIX, and HECTR [11, 12, 13, 8, 14, 15, 9, 16, and

17 respectively). In addition, Battelle Northwest has
reviewed the TMD model and made suggestions for improvement
of the model (18). The models used in each of the codes
will be described in the following paragraphs.

A very simple model is used to calculate the condensa-
tion rate in the ice condenser in MARCH, CONTEMPT, and
ICECON. The codes require the user to specify the ice con-
denser exit temperature and the temperature of the water in
the lower plenum drain. By further assuming the exit flow
to be saturated, the codes calculate the heat and mass
transfer rates by simple mass and energy balances for the
ice-condenser control volume. Using this heat transfer
rate, the ice melting rate is calculated.

RELAP4/ MODS, COMPARE, TMD, and CLASIX use a modifled
form of the Jakob correlation to calculate the heat transfer
rate. The codes also assume the ice-condenser exit flow to
be saturated. The Jakob correlation was derived for pure
steam flow, so the codes use a modifier that varies with
steam-mass fraction to account for the presence of air. The
correlations used are:

F *(C +C V)1 2 2
h= (w/m * K) (3.6.4-1)173L

where

h = heat-transfer coefficient
v = inlet vapor velocity
L = condensate layer length

C1 = 1100., if saturated
1130., if superheated
9.9, if saturatedC2 =

5.05, if superheated
P = modifier for presence of air

,
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F-is dctorminGd froD:

Steam / air mass ratio F

> 0.999 1.0

0.9 0.4

0.0 0.05

CLASIX and TMD use values for L that were found to calculate
conservatively high pressures when code results were com-
pared to experimental results from the Waltz Mill facility
-[10]. RELAP4 and COMPARE require a user input for L. RELAP4
and COMPARE provide two additional " dials" on the heat-
transfer coefficient. The actual heat-transfer coefficientused in these two codes is:

h' =C *h3+ 4 (3.6.4-2)

where C3 and C4 are user-input values. All four codes
allow the user to specify a maximum value for the heat-
transfer coefficient. This is necessary because the Jakob,

correlation was found to predict unreasonably high heat-
transfer coefficients under some conditions.

Battelle Pacific. Northwest Laboratories assessed the
ice-condenser model used in MD. They recommended using the
Carpenter-Colburn correlation for the heat-transfer coef- -

ficient in place of the Jakob correlation because it also
; includes the effects of surface roughness and entrained
' droplets in the flow. The correlation is:

- _

1h = 0.065 1 1/2*G (3.6.4-3)p2 y m. y
.

where

p - density-

f = fanning friction factor for vapor only flow
specific beatC

k== conductivity
u = viscosity
G,= mean mass velocity

* ~ 2 2
~

in + Gin out out
+

0.5,
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1 = condansato proparties
v = vapor groperties.

HECTR uses a heat-mass transfer analogy to calculate the
condensation rate in the ice condenser. The heat-transfer
coefficient is calculated using a turbulent, forced-flow
correlation wit 1 a multiplier to account for the increased
heat transfer 6ue to turbulence generated by the. baskets and
the water film on the ice. The heat-transfer correlations
used is:

Pr
.3 (3.6.4-4)h = F * 0.023 * Re

.8 o

where

F= turbulence adjusting factor
Re = Reynold's number

oVD
"

V

Pr - Prandt1 aumber

C V
"

k

D = equivalent heated diameter
V =_ average velocity through ice condenser.

The corresponding mass transfer is calculated using the
relations listed in the section describing the containment
convective heat-transfer correlations (Section 3.3 of this
document).

As mentioned above, the heat up of water falling through
the lower plenum is included in the simplest- ice-condenser
model as a user-specified input. Most of the other codes do
not model this heat-transfer mechanism. However, CLASIX
users have attempted to approximate the phenomena by

increasing the heat of fusion of the ice an appropriate
amount. HECTR models the water heatup if conditions in the
lower plenum are such that steam would be condensing on the
water; it is ignored if the water should be evaporating in
the lower plenum. The condensation is modeled by assuming
enough steam-is condensed to raise the water temperature to
a user-specified value.

The pool on the lower plenum floor will drain into the
lower compartment as gravity driven flow. Most of the codes
instantaneously mo',e the liquid from the lower plenum pool
to the lower compartment sump. The draining process is

modeled in LOTIC, but the model used is proprietary and not
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' cvailable. ICECON alco codels the draining process. The
drain-flow rate is calculated from:

~ 2p PIC - PLP
~

o 1
~

Wd=Adrain K + g*h 0.5
drain 9 poolc (3.6.4-5)

where

Adrain = sump drain-flow area
g = gravitational acceleration

! h ool - height of lower plenum pool above drain exitp
k rain = flow loss coefficient for sump draind

Wd = mass velocity through drain.

p ool = density of water in lower plenum pool.p

If the water level in the pool builds up enough to allow to.

spill over to the lower compartment through the lower inlet
doors, the ICECON flow rate is calculated using:

f

1

{
W (h -h )weir " dd sump d # pool (3.6.4-6)*

' where

Wdd - width of lower door
Wweir = flow rate

hd = height of lower door sill above sump drain
exit.

..The liquid draining from the ice condenser lower plenum,

could absorb some heat from the lower compartment as it
falls through it. In LOTIC, the heat transfer from the
lower compartment fluid is calculated using:

,

q=F Cp (TLCdrain) (3.6.4-7)

where

F = user-input efficiency (ability to reach
lower. compartment temperature).

m = flow rate of water from ice condenser
{ TLC = lower compartment temperature

Tdrain = temperature leaving lower plenum pool.

ICECON assumes the water acts as a "100 percent efficient -

spray" such that the wa ter reaches thermal equilibrium with
- the lower compartment.
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To adjust for melting, all of the codes model the ice as
melting from the bottom up. Most of the codes treat the ice
as a constant temperature surface, whose area and length
vary. RELAP4 models a radial-temperature distribution in
the ice, using a finite-difference formulation. The ice
surface temperature must be at the freezing point, but the
internal nodes may be colder. COMPARE models the ico with a
finite-element formulation.

As the ice melts, the flow resistance in the ice region
will change. This is modeled in ICECON using

((Z -2) K +2 Kg)i 7
k= (3.6.4-8)g

I

where

Ky = loss coefficient when full of ice
Ko = loss coefficient when empty of all ice
Z1 = height of ice column

height melted out.2 =

The top deck doors are assumed to remain open after
opening in the codes. In CLASIX, a minimum differential
pressure across the top doors is required before they will
open. The simplest representation. of the lower and inter-
mediate doors is that used in HECTR, CLASIX, and ICECON. In
these codes the door area is calculated as a function of the
differential pressure across the door. The normal flow
equations of each code are then used to calculate the flow
rate through the door. Both HECTR and CLASIX prevent
reverse flow through the doors. The relation for determin-
ing the door flow area used in CLASIX is:

b = AP cose (3.6.4-9)0, AP cose,

where

AP = differential pressure across door
0 = angle of opening
o = full open condition.

The corresponding door flow area is: .

A 1 - cose .

(3.6.4-10)= 1 - cose,A
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A sinilar relation is used in HECTR, but the doors do not
open until a minimum-differential pressure is exceeded (to
model the weight of the door). The differential pressure
used in the above expressions for the door opening angle and
area is also reduced by this minimum-differential pressure.

* In ICECON, the relation for door area versus differential
pressure is input by the user as a table. Leakage flow
around the doors is modeled in CLASIX and HECTR using a
user-specified flow area.

The door flow area is modeled in TMD by balancing the
torques acting on the door against its angular accelera-
tion. The angular acceleration is then integrated to deter-
mine the door position. The equations used are:,

'*orque - AP A r = (3.6.4-11).

g

OE +*
old (3.6.4-12)

0O=5 + bot + O
old (3.6.4-13)

where

AP = differential pressure across the door
A = door area
,r, - distance from hinge to door center

i 0 = angular acceleration
I = moment of inertia
0 = angular velocity
0 = angular position

at - time step length *

old refers to previous time.

! COMPARE uses similar equations to model the doors.
Hawever, the differential pressure used to calculate the
torque on the door includes a spring force and the weight of,

! the door. The expression used in COMPARE is:
1

M g cosO
DAP' (AP-Pg) - 3 (3.6.4-14)=

I

where
i

P3 = spring force acting to keep door closed.

M = door mass.
|
,

,

1
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The door inertie is calculated for COMPARE using:

(3.6.4-15)I=H *W *
D

where

Ho = door height
Wp = door width
MA = door mass / area

COMPARE also allows the doors to have viscous damping. The

modified equations to include this are:

^
21(O Id CVD)

w CVDato
6t - ,,pO=0old + CVD W 2I

D (3.6.4-16)

where

CVD - viscous damping coefficient.

3.6.4.4 Recommendations

A heat-transfer coefficient similar to HECTR's seems
more appropriate than the experimental correlations used in
some of the codes, since conditions in the ice condenser may
be significantly different than the experimental condi-

tions. Also, _the heat-transfer coef ficient - would then be
calculated consistently with the heat coef ficients' used ' f or
the- containment structures. To reasonably predict hydrogen
burning rates, it will be necessary _ to subdivide the ice
condenser. -This is nece'ssary because the hydrogen concen-
tration changes significantly across the ice condenser. To

'

calculate the amount of hydrogen burned, this variation must
be modeled. 'Four compartments would probably be adequate.

-Treating the ice as isothermal and modeling-the ice melt as
occurring from the bottom up appears to be adequate. Since
the heat up of the melted ice and condensed steam as it-

falls into the lower plenum is significant, it should be
included in .the model. Since it is not practical to model
it mechanistically, a user-specified final temperature seems
the best way to model this. The lower plenum pool draining

. phenomena are not significant for MELCOR. The water reach-
ing the lower plenum pool can_be instantaneously transferred
to the lower compartment sump. Since the doors can signifi-

cantly.- - af f ect the transient, the model .used in TMD and
COMPARE seems best for MELCOR. The door model should allow
for.the simulation of failure of. door opening or closing.
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3.6.5 PRESSURE SUPPRESSION POOLS

Pressure suppression pools are used to condense- the
steam . released from a BWR either from a break or from flow
through -safety / relief _ valves. The three basic types of
suppression pool that are in common use today will be4

i described as well as the phenomena that may expected to
I- occur- within: them. The currently available models for

treating -pool ' behavior will be~ described, and a recommended
! . treatment for MELCOR will be proposed.
>

3.6.5.1 Pressure Suppression Pool System and Phenomena
| Description

The three common designs that have been used for BWR - '

j pressure suppression are designated MARK I. MARK I I , and
MARK III. Each . design embodies a region surrounding the; '

'

reactor called the drywell. .The drywell is separated from.

another region. called the wetwell, by a suppression pool.
Flow between the two is channeled through the suppression

,.

' pool by large vents. The' vents in the MARK I and MARK II
are vertically oriented while. those in the MARK III are,

'

horizontal. During a LOCA, steam flows into and pressurizes
the drywell. .The drywell atmosphere is forced through the

[ suppression pool where most of the steam is condensed and
many. aerosols. and gaseous-fission products are removed.,

' Noncondensibles and any steam that is not removed .in the,

| suppression' pool is ' exhausted into the wetwell. Steam can
|. also flow directly from the reactor- vessel to the suppres-
; sion pool through vertical vents if the. safety / relief valves
i- open. . Details of the suppression pool geometry for each
! type.of BWR containment are described in the following para-

,

i- graphs.-

Schematics of the MARK I and MARK II. containments are
~

,

_ shown in Figures 3.''6.5 1. and 3.6.5-2, respectively.. In
-

these containments, the flow from the drywell to - the 'sup-;_

pression ' pool occurs through~ vertical vents. As shown in
i

| the figures, the geometry of the two containments a'r e dif.
( ferent, but in each, the drywell and wetwell are isolated-

.

from-the rest of'the containment-building.s

{
[ A schematic of the MARK III containment is shown in

Figure 3. 6. 5-3. In this-design, the' drywell'is 'a cylindri-i

|- cal region in the center _of the containment. The suppres-
.sion pool is contained in an. annular region' surrounding the |

! drywell, and is enclosed on the drywell side by a weir-
! wall. Flow from the drywell to the . wetwell . occurs through
i- horizontal vents submerged in _the' suppression pool. The
#

wetwell is not isolated- f rom the rest of the reactor build-
~

ing in the MARK III containment.-

!
i

$

,
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The suppression pool phenomena that need to be modeled
in MELCOR are: the dynamic motion of the pool while clear-
ing the vents,' flow of steam-air mixtures through the vents,

{ condensation and cooling of the mixture as it flows through
'

the pool, and the heatup of.the pool, which may not be uni-
form circumferential1y.- It will also be necessary to main-,

.tain an inventory of the pool volume, since it interacts-'
with several coolant injection systems. The chugging phe-

I nomena observed in scaled tests of suppression pools
involves multidimensional fluid dynamics and is much too
complex to model in MELCOR. It is more important for.struc-,

'

tural calculations than for thermal-hydraulic considera-
tions. It may also be important to model the pool swell in'

a MARK III caused by the vent flow, but the models currently
used to calculate it are, again multidimensional and too
complex to include in MELCOR.

L

: .The pressure rise in the drywell during a LOCA will
depress the water level in the vertical vents of a MARK I or.'

! MARK II containment or in the weir annulus of a MARK III
containment until a path is cleared for steam flow between
the drywell and wetwell. The inertia of the pool motion<

during this clearing process significantly affects the max-
imum pressure rise in the drywell. Thus, the dynamic motion
of the pool must be modeled to correctly calculate the peak
pressure that will occur following a rapid pressure increase
in the-containment.- The model must be able to calculate the
response of the suppression pool to pressure increases in
the outer containment building of a MARK III containment, as-
well- as pressure increases in the drywell, to correctly
calculate the response to burns. The model will also need
to account for flow of water between the suppression pool

| and the drywell (in either direction) .due to flow over the
|. weir wall.

.

After the vents have cleared, a steam-air mixture will
flow through.the suppression pool, where ~it will be cooled

| and most of the-steam will-be condensed. The flow. rate can
-be calculated by a balance of momentum, but the amount of
steam condensation and air cooling will probably have to:be

l; empirical. Test results indicate that essentially all -of
the steam is condensed when flowing through the suppression
pool and that the air is cooled to the pool temperature.

|- 'The suppression pool must absorb the energy from con-
densing the . steam. This will usually result in . a fairly .

'
uniform temperature rise throughout the suppression . pool.
However, if the steam flow through the suppression pool is
only occurring through a small' portion of it (as would be

E the case..if the flow were occurring through only one
. safety / relief valve), the temperature rise will not be uni-
form. This nonuniform heating could allow steam to escape
the suppression pool if~ the local temperature approaches
saturation.
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Several systems interact with the suppression pool that
will affect the water inventory during a transient. Water
is drawn from the suppression pool for reactor coolant and
spray injection. Water could also be added to the suppres-i

sion pool by sprays. In the MARK III containment, the water
inventory could be either increased or decreased by flow I.

across the weir wall. Also in the MARK III, water can be
dumped - f rom an upper pool to the suppression pool during a
transient.,

!

3.6.5.2 Available Models

Several models have been developed to calculate the
vent-clearing phenomena for both vertical and horizontal
vents. Most of these use finite-difference formulations of
two-dimensional flow equations to calculate the vent clear-

| ing and the subsequent bubble growth in the suppression
pool. These types of formulations are much too detailed for
MELCOR. There are two models available, however, that use
control volume approaches with a one-dimensional representa-
tion of the flow to model the vent-clearing process. MARCH
also includes a simple model for a suppression pool. These
models will be described below.

General Electric [19] has developed a model to calculate
the vent clearing for the horizontal vents in a MARK Ill
using six control volumes as shown in the schematic in Fig-
ure 3.6.5-4. The conservation of mass and momentum is writ-
ten for each control volume. The resulting set of equations
are manipulated to a form where only the velocities are
unknown. The model assumes one-dimensional, nonsteady,
incompressible flow for the water and assumes friction is
negligible. The turning losses for flow entering the vents
from the annulus are included. In addition, an equivalent
length is added to the flow length of the vents to account
for the force required to accelerate the water in the sup-
pression pool that must be moved to allow flow through the
vents. When a vent clears, the air being injected into the
suppression-pool forms a bubble that exerts a force on the
fluid below it as it expands. This effect is included in
the General Electric suppression pool'model. Five sets of
equations are used to model all the possible combinations of
cleared / uncleared vents. The equations used are quite
lengthy and can be found in Reference [19].

A separate model is used to calculate the flow rate
through each vent as it uncovers. The model assures steady,
one-dimensional adiabatic flow with the steam phase modeled
as an ideal gas.

The General Electric suppression-pool model assumes the
pool heats up uniformly. It also assumes that all steam and
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water that enter the pool remains there and that air leaving
the pool is at the pool temperature.

The CONTEMPT-LT [20] model for clearing vertical vents
assumes incompressible flow of the liquid. The equation
used to calculate the acceleration of the liquid in the vent
is:

(p -P ) gZy w y
av = _ { g_(y_g)g )p(1 g) (g_(y_g)g )

f,v v (L-Zy)y y

- 2 D (1+B) (L-(1-B)Zy)y

2 2 3v 1- 6(v ) + B(2-28 _g )y (3.6.5-1)
+2 (L-(1-8)Zy) (1,g)3

where

v = water-surface velocity in venty
pv. Pw - total pressure of drywell and wetwell vapor

regions, respectively
liquid displacement, respectivelyZ =y

L= initial vent submergence in wetwell pool
B = ratio of total vent-exit area to wetwell pool-

surface area
p = vent and wetwell liquid density
g - acceleration due to gravity.

D = vent-exit diametery
fm = Moody friction factor for vent walls.

This equation is numerically integrated to give the velocity
and height of liquid in the vent. The vents are closed
after the initial clearing if the differential pressure
between the drywell and wetwell falls below a user-specified
fraction of the hydrostatic head of water above the vents.
Vent clearing is restarted if the differential pressure
exceeds a second user-specified fraction of the hydrostatic
head. Vent failure is also modeled, such that flow can pass
directly from the drywell to the wetwell without condensing
in the suppression pool.

CONTEMPT-LT uses a model that is similar to the General
Electric model for the MARK III suppression pool. The
CONTEMPT-LT equations are formulated for a general suppres-
sion pool with N vents, but in this discussion their equa-
tions will be reported for the specific case of three
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vents. For this case, the suppression pool would be divided
into seven control volumes as shown in Figure 3.6.5-5. Bal-
ances of mass and momentum are written for each control
volume assuming one-dimensional, adiabatic flow, with the
liquid treated as incompressible. Friction loss terms can
be included using loss coefficients. CONTEMPT-LT models the
wetwell side of the suppression pool as a separate control
volume rather than assuming conditions at the vent exists as ' '

done in the General Electric model. This allows modeling of
the vent flow in both directions, whereas the General Elec-
tric model is limited to flow from the drywell to the wet-
well. The turning-loss term is modeled differently than in
the General Electric model, yielding slightly different
equations. The equations used are:

ANNULUS NODES

Node 2n+1 - Not Clearino

Mass balance:
n-

u2n-1 - U2n+1 + "n+1 u (3.6.5-2)2n+2

Momentum Balance:

- 1/2 u -p
2n-1 , " n-1 2n+2 "2n+1 -" n+1 , p

*

2n-1 2n+1
d #nn

i

f u
2n-1 "2n-1 _ *n+1 "n+1 U2n+2 "2n+2g_

2R 2d

n = 1,2 3,....N-2 (3.6.5-3)

where

u = velocity
an - An/Sn
p = pressure
p = density

dne An. Sn L = See Figure 3.6.5-5
f = Fanning friction factor
R = hydraulic radius

K, - elbow loss coefficient
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Nod 7 2n+1 - Clonring

Use the same equations as the preceding with the following
substitutions:

u2 n-1 -- up
P n- 1 --* PD2

dn --+ do

where

dp = LT- I +1 - XD-n

2N

T" i

i=1

2N

n" )i bi - 1/2 L
2n

i=2n

dn=L2n+1 + 1/2 (L2n + L2n+2)

VENT NODEG

Node 2n - Not Clearing

Mass Balance:

u .u -u (3.6.5-4). 2n
ot

Momentum Balance:

:

P -P f2n-1 2n "2n "2n 1
.

"2n " pL 2R 2L sc I ~"n) 2n u
U- -

2n
<

n = 1,2,3,....N (3.6.5-5)

For negative u2n. En is replaced by Sn-
where

:

;
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K = cuddon contrcction bss coefficient
scn

D,# 6S=S wn

Node 2n - Clearing

Mass Balance:

-Y =u n = 1,2,3.....N (3.6.5-6).

2n

Moment'im Balance:

" n = 1,2,3.....N (3.6.5-7)"
u2n " LY

-

R

where

Yn = displacement of vent-water surface from entrance of
vent.

WETWELL NODE

Node w

Mass Balance:

N

w" ),O UU n 2n
n=1

M-1
* * ~

- Bud + n"2n, .

n-NC+1

Momentum Balance:

1. n1M-1
n-1 i .

gy2,y2.

-l , 1
i ]{' 6 )u 2]I', (d+u,

wn i=NC+1 j-NC+1
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U2n - W 1.+ -b
- 2 Bu [Kp W

we.
1

* ( i- ) ) (3.6.5-9).se g

2. n=m

b b -1 - 1 Bb.
y y D (3.6.5-10)-

.wn

3. M < n $_ N

bb- y (3.6.5-11).

wn i=M i "21 - 1

where

NC = Number of vents that have cleared
M-1 - Vent currently clearing
Kse - suddan-expansion loss coefficient
Kwe = wetwell-elbow loss coefficient
Lwn = LT + Xw - In-

To solve the system of equations, they are reformulated in
terms of velocities, eliminating the pressures (except the
drywell and wetwell pressures) from the equations. The
velocities are numerically integrated to give pool level as
in the General Electric model.

The flow rates through vertical and horizontal vents are
both calculated assuming compressible, steady, one-
dimensional, adiabatic flow. Irreversible losses are
modeled using loss coefficients and choked flow limits are
included. The equations solved are:

Continuity:

4

(p v A)i = (p v A)g - W, a constant (3.6.5-12).
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EnerQY

+ (h -h ) + g(z -zy) =0 (3.6.5-13)g)1/2 (v -v .g i gy

Momentum

- P g(z -z ) -W(f) (v -v ) (3.6.5-14)p -Pi - opIR g i g yg

where

p = fluid density
v = fluid velocity
A = flow area
g - acceleration due to gravity
h = fluid specific enthalpy
2 = elevation being considered

Pg + Pg
p = average fluid density in element -

2

(f) = average-inverse-flow area = f + f-
APIR = irreversible pressure loss due to wall friction

and area or direction changes in element.

The equations require an iterative solution. Using an
assumed inlet-flow rate, a solution is obtained for the
remaining flow rates. Iterations are performed until the
calculated pressure at the final control volume of the cal-
culation mccches its static pressure, or until the vent flow
is choked.

The CONTEMPT-11 model allows flow in either direction
through the vents. It also allows liquid to spill over the
weir wall into a pool in the drywell.

The suppression pool is assumed to heat up uniformly.
All of the steam entering the suppression pool is assumed to
condense in it. Air passing through the suppression pool is
assumed to leave at the suppression pool temperature.

The MARCil [9] suppression-pool model does not calculate
the motion of the pool. It simply allows enough flow
between the drywell and wetwell to maintain a user-specified
differential pressure. If flow through a safety / relief

valve is being modeled, the steam leaked from the reactor
vessel can be routed directly to the suppression pool.
Noncondensities are assumed to leave the pool at the pool
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tonpsrcture cnd steam in excess of that required to keep the
steam-partial pressure in the wetwell at the pool-saturation
pressure is condensed. The suppression pool is assumed to
heat up uniformly.

3.6.5.3 Recommendations

The CONTEMPT-LT pressure-suppression treatment is a
developed, available model that treats many of the phenomena
that will.be of interest in MELCOR calculations. Its inclu-
sion as a starting point for a MELCOR model is recommended.
It may be desirable to modify the equations to allow non-
uniform pool heatup and to include a simple pool swell
model. Because MELCOR will treat severe-accident scenarios,
consideration will have to be made for such phenomena as
core-concrete interactions that fail the weir wall and steam
explosions in the drywell. Iodine and aerosol decontamina-'

tion by the suppression pool will have to be addressed.
Both General Electric and the Pacific Northwest Laboratory
have ongoing programs to study fission-product scrubbing by
suppression pools.

.

t
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# 3.6.6. RECIRCULATION ,

The initial water sources for both the emergency core-
! . cooling system pnd the containment sprays are large storage

tanks, typically the refueling water storage tanks. These
cannot, practically, provide enough water for long-term heat

: removal from the core nor the containment. The water that
i has passed .through these systems, however, is available for

recirculation. A sump, located below the reactor cavity.
4 collects this water as well as condensate that 'has dropped

or flowed from containment walls and internal structures.
As this liquid will in general, be at or near the contain-

;

ment-saturation temperature, it must be cooled before its'

reuse. Large capacity heat exchangers, using an outside
source of water are used for this purpose. Another criticalt

element of the system is the instrumentation and controls
that switch the system from the primary source to recircula-!

| tion. Thus, the typical recirculation system includes a
i sump, a recirculation pump, a heat exchanger, and the ;

'
related controls.

3.6.6.1 Model Assessment

The heat-exchanger model that is used in the CONTEMPT
!

code (8], which is based upon Reference (21], allows for the'

' choice any one or a combination of five-heat exchanger
types. Heat exchanger options include:

}
F
J 1. Shell and U-tube single shell pass

2. Cross flow, hot side tubes, cold side shell
3. Counter flow
4. Parallel flow4

5. User-input time-dependent energy removal rate.

The important output parameter from this model is the
,

T x. In this model it ishot-leg outlet temperature, h4

expressed as a function of the efficiency parameter, ,

'

Dhx, by
,

(3.6.6-1)Thx = Th- "hx(T -T ) ,h c

! where Th and Te are the inlet hotand cold-leg tempera-
tures respectively. C, sometimes referred to as the flow.

capacity, is the product of the hot-leg flow rate, Whx.*

and the cold-leg inlet, constant pressure, heat capacity,
,

-

Cpe.

The efficiency, Mhx, depends upon the heat exchanger
type, effective surface area,'and the overall heat transfer

h x, all input parameters. Expressions forJ coefficient, h
Mhx, are given in -(8] for each of the first four

i
,
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oxchangor typas. This fornulation is simple, fast, hasreceived extensive use and testing, and appears to be ade-
quate for the purposes of MELCOR.

The sump may be either modeled simply as a reservoir of
which the quantity and enthalpy of its contents are tracked,
or the reactor-cavity pool model might serve as such. The
latter is attractive in that it minimizes the total number
of models that must interact. On the other hand, there may
be many problems in which the detailed physical treatment
afforded by the pool model are not needed. Unless the over-
head of the pool model is prohibitive in these cases, I

believe that the advantages of a single-integral model dom-
inate. In any case, the net positive suction head available
must be modeled to indicate onset of pump cavitation. The
control function, i.e., switching to and from the recircula-
tion, and the flow rate through the system
can be simple, user defined functions.

i
p

.

.I

1

1
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3.6.7 FILTERS AND FILTERED VENTS

.

Some early containment designs relied heavily upon high
' capacity, recirculating air-filter systems for aerosol and

iodine removal following a postulated accident. More .
,

! recently, smaller filtered vent systems have been installed
I. in the . exhaust system of plants with secondary contain-
!' ments.- There are current considerations to provide filtered
! vent systems to single-containment plants in order to pro-
! vide - controlled release should containment integrity prove
! impossible to maintain. Typical of filter systems in ser-
} -vice today are multistage units through which an exhaustside
i fan pulls- the atmospheric mixture. The first stage- is
j usually a mechanical moisture separator made up of horizon-
j- tal louvers. Next may come a series of loosely packed
! fiberglass filters which remove additional moisture as well ;

j as larger dirt and debris. A heater may follow to further
~

? dry the atmosphere. Additional roughing filters may be
located at this point, depending on the expected type and r

sources of dirt. The first actual decontamination occurs ;

through a bank of high-efficiency particulate air (HEPA)
'

filters. These are highly specialized and very effective
aerosol filters. The HEPA filters are followed by trays of
activated charcoal-filtering media. This material is
extremely effective in trapping elemental iodine and only
slightly less effective for methyl iodide. Following the
charcoal trays is another bank of HEPA filters provided to
catch any charcoal that might be released by the iodine
filters.

3.6.7.1 Model Assessment

The key elements that must be adaressed in the model of
such filters- are the effectiveness of decontamination as
. functions of flow rate, loading..and the ' characteristics of
the species.being filtered and flow rate as a function of
loading. Th'e HEPA filters continue to perform well as long
as there is flow through them. As loading occurs, however. <

flow restriction increases, and the resulting pressure drop
eventually results in inadequate flow. Loading of the char-
coal filters has no adverse effects on flow characteristics, !

but results in degraded filter performance. For a recircu-
lating filter located within a cell, each of these I

characteristics- may specified as userinput functions. I

believe that- any attempt to provide hardwired functions or
to calculate these parameters mechanistically would reduce .

flexibility and increase code complexity excessively. For
filters located within~ flow paths, as a filtered vent would
be,'a flow resistance as a function of loading would have to
be provided.

.

T
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I
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3.6.8 FANS

Fans, though not generally thought of ' as engineered
safety features, play an active role in the performance in
many safe systems. The containment coolers and recirculating
filters require circulation fans. Icecondenser systems
employ fans to equalize the pressure between the lower and
upper compartments, following a blowdown. Although all fans
ought, to the extent possible, be treated consistently, they
should probably be treated separately within the major
models in which they are active. The fan-cooler model may
simply employ a user-input volumetric flow rate. The filter
may . require a user-specified function of volumetric flow
rate versus aerosol loading. The ice-condenser vent-fan
characteristics might be specified within the condenser
model, but would be active within the atmospheric-flow
model.

J

f

<

,
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3.6.9 HYDROGEN COMBUSTION MITIGATION SYSTEMS

Following the accident at TMI-2 there has been an
increased awareness of the possibility for containment dam-
age resulting from the combustion of atmospheric hydrogen
resulting from extensive zirconium-steam reaction. A vari-
ety of mitigation schemes have been proposed and a few have
been installed in operating plants. Among those systems
that have been considered and/or employed arc;

1. Recombiners
2. Deliberate ignition
3. Inerting, and
4. Water fogs.

A brief description of each of these systems and pos-
sible modeling approaches for them is given below.

3.6.9.1 Recombiners

Several methods have been employed for repombining the
small amounts of hydrogen and oxygen resulting from radi-
olysis of the primary coolant. Radiolytic gases are rou-
tinely vented from BWR vessels and recombined. The systems
available, however have a very limited capacity. To provide
enough combiners to process the gases from a substantial
metal-water reaction would prohibitive. As a result there
is probably no need for modeling recombiners as such in

MELCOR.

|

3.6.9.2 Deliberate Ignition

Another method of controlling liberated hydrogen within
LWR containments is deliberate ignition. This may be per-
foracd with glow plugs, spark plugs, or, perhaps pyro-fuses,
with glow plugs being the most popular choice at this time.
Deliberate ignition relies on multiple ignitions of low

concentrations of hydrogen, producing burns that do not

threaten the containment.- Ignitors are . currently employed
in three ice-condenser PWR plants and one BWR Mark III dry-
well. The ignitors may be actuated automatically or ' man-
ually.

The modeling of deliberate ignition in MELCOR can be
fairly straightforward. For calculational purposes, an
automatic actuation is probably desirable, with the criteria
specified as user input. Upon actuation, the physics con-
tained within . the hydrogen burn model would provide the

proper response.

3.6.9.3 Inerting

A wide variety of inerting strategies and. media have
been suggested and one is in common use. The idea of
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inorting 10 to nake th2 ataosphere chsmically incompatible
with a large hydrogen burn, either by decreasing the con-
centration of oxygen or by introducing a flame-retardant
chemical. The drywells of Mark I and II BWRs currently
contain an inert-nitrogen atmosphere. Continuous nitrogen
inerting of larger containment volumes is impractical econ-
omically, and introduces safety problems due to the need for
personnel access to the area. Continuous inerting can be
treated easily in MELCOR by merely specifying the initial
atmospheric chemistry. Postinerting schemes have been pro-
posed, whereby, nitrogen, or possibly carbon dioxide is
introduced to the atmosphere following an accident. This
too may be simply treated in MELCOR as an atmospheric
source. Another postinerting media that may be used is one
of a family of halogenated hydrocarbons, known generically
as halons. These have seen wide use in industry as flame-
quenching agents. Treatment of such a system in MELCOR
would require inclusion of the appropriate chemistry within
the hydrogen-burn model. Since halon-inerting systems are
not being considered for immediate use in nuclear plants,
this capability might represent a lower priority item for
MELCOR development.

3.6.9.4 Water Fogs

Water fogs, somewhat comparable to containment sprays
with a much finer droplet size, could provide substantial
pressure and temperature suppression in the event of a
hydrogen burn. This involves the suspension of a large mass
of liquid water, in the form of droplets, in the contain-
ment. The drops act as a large thermal capacitance, greatly
reducing the temperature rise that would occur as a result
of hydrogen combuction. If the droplets are sized properly,
they will not interfere with the combustion itself, so that
it would be logical to use the fog in conjunction with
deliberate ignition.

Fogs have not been installed in plants because their
development has not reached the point necessary to determine
if it is practical to maintain a stable, high-density fog.
A substantial amount of study will be required before such
systems will see routine application. For this reason, I
recommend that water-tog systems not be included in the
first version of MELCOR. When and if such systems are sat-
isfactorily defined, a model comparable to that for the
containment spray might be appropriate. It is likely, how-
ever, that some aerosol physics may have to be added to
treat the agglomeration of droplets.
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3.7.1 INTRODUCTION

Until recently the only type of release from a contain-
ment that was considered in severe accident analyses and
risk assessments was a " puff" release due to containment
structural failure that left the containment vented to the
atmosphere. In part because containments are leak tested at
design pressure to insure that leakage is very low (on the
order of 0.1 percent contained mass per day), earlier stud-
ies did not consider leakage per se. However, containment
pressures and temperatures during a severe accident may
cause leakage well above that allowed during operational
testing. For some potential accidents, the leakage through
seals, gaskets, or local penetration failures may, in fact,
sufficiently relieve pressure buildup in the containment to
prevent a complete containment failure. Hence, modeling of
releases from the containment in MELCOR should permit the
user to specify different types of containment leakage,
including large release due to containment structural
failure.

Although quantitative data for potential containment
leakage during severe accidents is scarce, the manner in

! which leakage may occur has been considered and is discussed
| below. Significant programs are presently in place to pro-

vide a data base for leakage estimates and these programs
are briefly described. A short discussion of how available;

I and anticipated data may be used in MELCOR completes this
section.

!

|

t

!

I
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- 3.7.2 CONTAINMENT RESPONSE

After the beginning of an accident, the containment
boundary, by design, should isolate the containment interior
from the exterior. However, as summarized by Weinstein
[1,2), there is a low but finite probability that paths for
containment release exist at accident initiation. Assuming
that preexisting paths are small or nonexistent, many acci-
dents will cause a gradual rise in pressure and temperature
in the containment. The types of leakage paths that may
develop and their order is highly dependent upon the type of
containment structure, the types of containment penetra-
tions, and the particular accident scenario.

For low temperatures and pressures up to design pres-
sure, only preexisting leak paths are likely. As pressure
and temperature increase further, leakage through penetra-
tions may occur. High temperatures cause a degradation of
some sealing materials that leads directly to leakage. High
pressures and aging environment due to thermal and radiation
effects place additional demands on sealing devices. The
behavior of operable penetrations (equipment hatches, per-
sonnel airlocks, etc.) is complicated by the structural
distortion of the sealing surfaces as pressure increases.
Although the leakage through an individual penetration may
be small, the cumulative leakage from all penetrations may
be significant.

A containment structure is designed using conservative
codes or other procedures and has a pressure capacity that
is generally believed to be at least twice (and in some
cases four times or more) its design pressure. Although the
structural " failure" pressure is important for many accident
evaluations, the details of the localized behavior of the
structure and penetrations may significantly affect the
leakage potential leading up to structural failure. The
details of the localized behavior ure dependent upon the
particular design details, but some generalizations with
construction type are possible.

3.7.2.1 Steel Containments

Assuming that leakage does not limit pressurization, the
steel-containment wall will begin to displace noticeably
outward as gross membrane yielding occurs. However, the
annulus between the steel containment and the concrete
shield wall includes many pipes that penetrate both struc-
tures. The piping restraints may cause local failures of
the piping, the penetration assemblies, the penetration
sleeves, or the steel cylinder wall around the penetra-
tions. Any of these local failures may cause increased
leakage from the containment. In addition to the distortion
of the containment walls, the major penetrations may undergo
sufficient distortion to greatly increase the leakage around
gaskets and seals.

3.7-4
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3.7.2.2 Reinforced Concrete Containments

In reinforced concrete containments, the steel liner is
attached to the concrete at close intervals. Cracks begin
to form in the concrete at low pressures (often below design
pressure), but the cracks are regularly spaced (because of
the pattern of the reinforcing steel) and the crack widths
are initially small. When yielding of the reinforcing steel
occurs, the crack widths will grow rapidly. However, the
liner may still provide a leak-tight boundary. Whether or
not liner tearing is a probable occurrence before a struc-
tural failure occurs is a controversial question. Elaborate
tests appear to be the only way to resolve the question.

Details of reinforcing around penetrations and the man-
ner in which the penetration sleeve is attached to the

concrete will also affect the potential for leakage or
structural failure around penetrations. However, reinforce-

ment / attachment related failures are improbable prior to

general yielding of the containment shell.

3.7.2.3 Prestressed Concrete Containments

The concrete-cracking pattern in prestressed concrete
containments is less predictable than for reinforced con-
crete containments. Because of the variation in prestress-
ing direction, i.e., meridional prestressing only or
meridional and hoop prestressing, and the variation in num-
ber of buttresses, general statements about the effect of
concrete cracking on leakage are difficult to make. The
prestressing does tend to minimize cracks perpendicular to
the tendons; however, cracking around penetrations away from
the buttresses may be more severe. Also, when the pressure
reaches a level that causes tendon yielding, cracks perpen-
dicular to the tendons may form at very widely spaced inter-
vals. The large spacing will lead to large crack widths as
the tendons strain plastically. Predicting steel-liner
tearing in a prestressed concrete containment is very
difficult.

.
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3.7.3-'FROGRAMS FOR CONTAINMENT-LEAKAGE AND,

STRUCTURAL RESPONSE

' Accurately predicting _ the leakage of containments at
high-' pressures and temperatures is not possible at th'is-
time. However, as part of an-NRC-sponsored program, esti-
mates of containment leak areas with large bands of uncer-,

b tainty are -being made. The estimates are being used in
modified versions of MARCH and other containment codes toa

i determine the effect of containment leakage on accident
'

E analyses. . Intermediate results of this work are available
*

i in draf t form only [3]. It should be : emphasized that the ]
leak area estimates from this work are approximate, and.the '

authors. recognize the need for more analytical work and,
[ more importantly, experimental data on leakage through con-
4 tainment boundaries.

i Several programs that will provide needed data for pre-'

- dicting containment leakage and structural response are
: presently . underway. The Electric- Power Research Institute
! (EPRI) . is directing a combined analytical and experimental
; program. I nc ?.'id ed are leakage measurements on models of

' concrete-containment . all sections under pressure andw4

j biaxial . tension. Some of the sections will include a pene- |

,

| tration sleeve. One of the purposes of these tests which
! are being conducted- by the- Portland Cement- Association's
! Construction Technology Laboratories is to determine the

potential f or. liner tearing and resulting. leakage. EPRI'is

i
. also sponsoring analyses at ANATECH to attempt to predict.

liner failure.

4 The NRC-sponsored Containment Saf ety. Margins Program at
Sandia National Laboratories (SNL) is a combined analytical -l
and experimental program. The experimental effort consists
primarily of tests of models of complete containment-shells

i at 1/32, 1/8 -and 1/6 sizes. The larger-size models' include -

i some penetrations with closures. The models are not repli-
cas of any containment structure and only a limited number

1 - of leakage ~ paths are included .in the models. Internal?
; pressurization with nitrogen. gas or. air will be' conducted'up
| to structural- failure or excessive leakage. -based upon
| equipment limitations (probably on the order of 200 percent
: mass .per, day). Measurements- from which leakage can be
'

inferred will'be conducted at a few pressure levels. Rela-
I tionships for scaling leakage data have not been defined.
'- However,'one objective of the' program is to qualify analyti---

cal methods for predicting containment structural response.:
'

If a' relationship between deformations in penetrations and
leakage around seals and gaskets can be established, .the-
qualified analytical methods ' may be useful for predicting
the onset of gasket / seal leakage.

|-

i
h
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;

! Other NRC-sponsored programs include a program on Elec-
trical Penetration Assemblies. The objective of this pro-,

gram is to determine the leakage potential for electrical*

penetration assemblies subjected to high temperature and
pressure environments. Present plans call for testing of a
small number of selected electrical penetration-assemblies.

The NRC has also sponsored a new program on containment
penetrations other than electrical. -Although the precise
nature of the program has not been finalized, it is expected
that leakage measurements of full size personnel locks and

i other operable penetrations that are subjected to high ten-
] perature-pressure environments will be a part of this
4 program.

Although experimental data for predicting containment
leakage is nonexistent or not directly applicable, the
potential results from existing and planned programs is
promising. Some of these results will be in the form of

j gaseous leakage through parts of containment structures. It
may be possible to inventory an actual containment and sum

1

the leakages or leak areas for all the various penetrations
,

and details. Because only a small number of types of con-'

tainment features will be tested, many approximations /
assumptions will be necessary. In any case, a better esti-
mate of leakage as a function of pressure and temperature
should be possible in the near future.
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3.7.4 CONTAINMENT-LEAKAGE MODELING IN MELCOR

The containment representatf)n in MELCOR should model at
least two types of containment releases. The " puff"
release, in which the containment has a predetermined " fail-
ure" pressure, must be accommodated. In addition, the leak-
age from the containment at pressures below the " failure"
pressure must also be represented. MELCOR must be able to
analyze accidents in which the containment leakage reduces
the- buildup of pressure so that the " failure" pressure is
not reached.

The input of leakage data to the MELCOR code can be in
the form of mass rate as a function of temperature and pres-
sure, but the effective cross-sectional area of l e-a ka g e
holes is a preferred representation. The area should be the
sum from all potential sources in the containment.

Although leak area is probably a complex function of
pressure, temperature, and time (at least), the limited
amount of leakage data available now or in the near future
does not justify a complex representation. One possible
simple representation is as follows. Assume that the leak
areas due to the effects of temperature and pressure are
separable. The leak area due to temperature could be a step
function (due, perhaps, to groups of seals loosing their;

sealing abilities at specified times at specific tempera-
tures). The leak area due to pressure could be represeni.71
by a piecewise linear function (the steps occurring when
parts of the structure of some penetrations reach their
yield point). As our understanding of leakage through oper-
able penetrations improves, the number of linear segments
can be increased. The total leak area would be the sum from
the temperature and pressure effects.

The present programs on containment integrity are
experimentally aimed at better understanding the leakage of
gases or steam through the containment boundary. However,
the actual centainment environment during a severe accident
is very complex. Ths' leakage involves two-phase flow. aero-

, ,

sols, particulates, etc. Leaks may be plugged by the depo-
sition of some compdnents of the containment environment.
As future research is conducted to better understand this
complex leakage, the modeling of leakage in MELCOR will

,

likely require changes and/or additions.

,
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3.8.1 INTRODUCTION

These sections discuss the ways in which the thermo-
physical processes in containment can be affected by aerosol
and fission product behavior. In Section 3.8.6. a summary
of the main points and tentative conclusions are given.

The effects that are addressed here are of two types.
There are, first of all. effects (Type I) which can sig-
nificantly change the temperature and pressure threat to
containment over the short term and alter aerosol and fis-
sion product behavior within containment. There are also
effects which may not significantly change the temperature
and pressure threat to containment over the short term, but
change thermohydraulic conditions enough to alter the aero-
sol and fission product behavior. There are also small
feedback effects which, over the long term, can change the
long-term behavior within containment and the eventual course
of the accident. These latter types of effects will be con-
sidered Type II. Note that an effect classified as Type I
may in some circumstances degrade to Type II. These kinds
of Type II effects will generally not be discussed since
justification for coupling of the aerosol and fission prod-
uct behavior with the thermohydraulic behavior can be estab-
lished from the Type I occurrences. This approach is taken
here for one reasons of economy, even though the proper
description of Type II effects should be the goal of MELCOR.

For illustration of Type II effcct, the decontamination
rate of the containment atmosphere is apparently sensitive
to the condensation rate of water vapor on aerosols: a
1 kg/sec condensation rate can have an important effect. The
presence, or absence, of a small heat source to the atmo-
sphere of 2 megawatts (corresponding to the latent heat
produced) would significantly affect this amount of condensa-
tion. Two megawatts is in the range of heating expected from
fission products which are provided by sources to the con-
tainment atmosphere but which can subsequently deposit out.
Therefore, the fission products would have to be tracked in
containment in order to know the atmosphere heating to degree
required to calculate decontamination rates accurately. On
the other hand, the containment heat sinks are such that this "

amount of heating corresponds to on the order of a 10 K dif-
ference in the atmosphere temperature, which makes little
difference in the threat to containment. The effects
(Type II) of aerosol and fission product behavior back on
itself via thermohydraulics may therefore be significant
even though the effects (Type I) on the short-term threat to
containment are not.
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In the approach used in the MARCH / CORRAL and MARCH /
MATADOR codes, the effects of aerosol and fission product
behavior on thermophysical processes were assumed to be of
secondary importance and are crudely represented, if at all,
in the thermohydraulics calculated by MARCH.1 The details
of the aerosol and fission product behavior are calculated
separately from MARCH, given the MARCH thermohydraulic
results. This methodology assumes that the feedback effects
are not important. CONTAIN2 is an integrated containment
code which fully couples thermohydraulics and aerosol and
fission product behavior. It is being developed for LWR
calculations and can presently be used for some but not all
sequences.

A systematic study of feedback effects using CONTAIN has
not been conducted to date. What is known about feedback at
this point comes primarily from discussions, a few sets of
CONTAIN calculations, and a few hand calculations. In addi-
tion, the importance of the feedback effects depends to a
great extent on the source terms used and on the timing of
events within a scenario, both of which should be assigned a
great deal of uncertainty. Consequently, the assessment
given here of these effects should be regarded as tentative.

Even a tentative assessment is useful at this stage for
providing a set of priorities for MELCOR code development.
The current performance of CONTAIN demonstrates that an
integrated code for containment behavior can have computa-
tional efficiencies consistent with PRA requirements. It is
therefore assumed that MELCOR will be an integrated code, at
least with respect to containment behavior, and that the
inaccuracies in this assessment will at most effect the
order of implementation of interfaces. It is with this
understanding that these sections have been written. Spe-
cific, illustrative examples are given to provide the reader
with a feeling for the magnitude of effects. The results of
a full, systematic study are not available.

.,
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3.8.2 ATMOSPHERE THERMODYNAMICS AND INTERCELL FLOW

3.8.2.1 The Effects (Type I) on Mass Conservation

The amount of liquid water injected into or condensed in
the containment atmosphere during an accident can be compa-
rable to the water vapor and noncondensible gas masses in
the atmosphere. The liquid water will be quickly removed
from the atmosphere in most cases so that only a small
fraction of the total amount remains. Since the liquid
significantly alters the atmosphere thermodynamic
properties, some attempt must be made to model the removal
mechanisms. .

Some of the liquid occurs as droplets which are suffi-
ciently small to warrant description as aerosols. The water
aerosol can either be due to direct injection of a high tem-
perature water stream which subsequently flashes, entrain-
ment of droplets in low-quality steam, or from injection of g
steam which subsequently condenses onto existing aerosols.
In an LWR containment the only aerosol material which could
contribute significantly to the atmosphere mass, thermo-
dynamics, or intercell flow is water. (We exclude from
consideration here fission products in aerosol form which
have negligible mass and material properties but which will
add decay heat to the atmosphere. See Section 3.8.3.1.)

The aerosol quantity of primary interest for the atmo-
sphere thermohydraulics is the total amount of aerosolized
water. To some extent the size distribution.of the aerosols
is expected to affect the thermodynamic response of the atmo-
sphere during condensation and evaporation of water on aero-
sols thro. ugh its effect on the diffusion of the vapor to and
from the particles. However, diffusion is not expected to
be a limiting factor except in cases where the aerosol mass
concentration is sufficiently low that the effect on the
atmosphere properties is negligible, or where an event, such
as a hydrogen burn, occurs with a short time scale.

The aerosol mass in the containment atmosphere is con-
trolled by various natural removal mechanisms for aerosols.
For sources characteristic of an LWR containment, natural
removal is expected to be efficient in limiting and then
reducing the amount of water aerosol in the atmos 9here. The
primary removal mechanism is expected to be setiling of the
aerosols. The settling is generally enhanced by agglomera-
tion and formation of large size particles which settle out
rapidly. Diffusiophoresis (the drift of particles in the

..

water vapor flux condensing on a surface) may be as effec-
tive as settling as a removal mechanism during periods of
rapid condensation on structures.

4
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The removal of water aerosol is typically a fast process
at the high-mass concentration levels required for the water
to be significant in the atmosphere thermohydraulics. It is
therefore tempting not to model the removal accurately but
to use a simplified model. MARCH 1 assumes that a ec: Lain
fraction of the liquid water introduced into the atmosphere
fallt instantly into the containment sump, and that the rest
settles out at a rate characteristic of monodisperse (one
particle size) distribution. For the Zion TMLB' example

given below, the MARCH modeling, or even an instantaneous
removal assumption for all liquid is apparently adequate for
describing Type I effects during the blowdown period.

(Type II effects were not addressed in this example, but of
course may be significant even if Type I effects are not.)

However, the removal of water aerosol is not always a
fast process compared to other time scales of interest, and
Type I effects may result. Two examples are discussed

below: the case of a steam spike, or transient, and the
case of a blowdown in a small cell. In these situations the
water aerosol sources and removal rates should be accu-
rately modeled. As indi'ated below, this would require a
discrete method using a number of different particle size
classes. The size distribution of the water-droplet source
term to containment is required whenever water is entrained
in a steam source, or a liquid water source flashes in con-
tainment. Since a discrete method would presumably be
available in the aerosol and fission product module, it is
recommended that the effects of a droplet source term, con-
densation and evaporation on aerosols, and removal rates be
calculated in that module.

Table 1 gives values of the water-aerosol mass con-
centration calculated during the blowdown for a Zion TMLB'
sequence. The blowdown source to containment is based on a
MARCH calculation.1 and the containment thermohydraulic
response and aerosol behavior were calculated using CONTAIN.2
CONTAIN uses a discrete (sectional) method to calculate aero-
sol behavior. The total amount of water and steam injected
into containment up to the point of core slump into the lower
pressure vessel head is given in units of grams per cubic
meter of containment, along with the total amount of water
aerosolized up to this point, the peak water-aerosol mass
concentration, and the mass concentration at the point of
core slump. For comparison, the amount of water condensed
on structures per cubic meter of containment up to the point
of core slump is also given.

The injection of liquid water into containment, as
opposed to steam, occurred early in the blowdown in the
calculation. A major uncertainty exists in the droplet size
distribution and the subsequent settling rate when the aero-

|

|
sols are generated from liquid water which is injected and

l
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subsequently flashes. A mmjor fraction of the liquid remain-
ing after flashing may not be aerosolized, but may fall
quickly to the floor as fairly large drops or globules. (On
the other hand, the size distribution of aerosols which are
created by the injection of high-quality steam, which sub-
sequently condenses onto existing aerosols, is governed by
gas phase diffusion and is fairly well known.)

In order to illustrate the differences which can result
from the amount aerosolized after flashing, two cases were
run: in case (a) of Table 3.8.2-1 all of the blowdown water
remaining after flashing was assumed aerosolized: in case
(b) 70 percent of the water remaining after flashing was
assumed not to aerosolize but to fall directly to the

Table 3.8.2-1

Containment Water Aerosol
Behavior for Zion TMLB'

Case (a): Case (b):
100% 30%
aerosolization aerosolization

(in g/m3)

Total injected water 3539 3589

Total aerosolized 1420 301

Peak mass concentration 218 110

Mass concentration at 31 31
core slump

Total vapor condensed 589 589
on structures up to
core slump

containment floor. In case (a) a somewhat greater peak mass
concentration results, but this peak relaxes quickly. The
mass concentration in containment at the point of core slump
is essentially unchanged, because it results from continuous
condensation in the atmosphere due to cooling by the contain-
ment heat sinks during the last part of the blowdown.

This example illustrates the fact that, for a simple
blowdown, aerosol removal can be a fast process. The removal
mechanisms reduce the peak mass concentrations to a value
well below the total injected mass per cubic meter. At the

3.8-8 I
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time of core slump, the mass concentration has achieved a
small steady state value determined by the action of the
containment heat sinks. According to Table 3.8.2-1, the
amount of water removed from the atmosphere through aerosol
processes up to this point is comparable to the water vapor
removed from the atmosphere through condensation on struc-
tures.

At the peak mass concentration of 110 g/m3 in case (b)
the water-aerosol mass is a small component (5 percent) of
the atmosphere mass. In either case. (a) or (b), the atmo-
sphere temperature and pressure are insensitive to the pres-

see of aerosols at the calculated mass concentrations.
sentially no difference in the temperature and pressure
uld result if the aerosols were assumed to settle out,

instantly. In part, this is due to the fact that condensing
conditions were present during the blowdown period. Under
evaporating conditions, such as due to hydrogen burns, mass
concentrations comparable to the calculated peak values
would be significant in the atmosphere thermodynamic response
because of effects due to the heat of vaporization. (See
Section 3.8.2.2.) This example is one in which the aerosol
removal, to the degree probably required for the atmosphere
thermodynamics, can be modeled very simply.

This is not always the case. For example, the source-
term duration and timing of events in the vicinity of steam
spikes may result in aerosolized water which contributes
significantly to the atmosphere thermodynamics. As an
example, operation of the ECCS during a degraded core con-
dition may cause a steam spike with a significant amount of
entrained water to be introduced into containment. More-
over, the steam spike may be quickly followed by evaporating
conditions. For example, some of the steam may cause addi-
tional reaction of the zirconium cladding. The resulting
hydrogen may lead to a hydrogen burn while the water aerosol
mass concentration is still high. Because of the heat of
vaporization, the effects of the water aerosol can be quite
pronounced under these conditions. A similar situation may
occur after a pressurized blowdown from the injection of
accumulator water over the core debris at the point of reac-
tor vessel failure, or from core debris entry into a reactor
cavity containing water. The latter situation can result in
the steam spike which can eject significant amounts of debris
and water.

In the example given in Table 3.8.2-1, the blowdown was
assumed to occur in a containment-sized volume. One goal
within MELCOR should be to handle local conditions charac-
teristic at the minimum of compartment volumes, if not por-
tions of those volumes. For a compartment, the volumetric
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source rate for aerosols and the mass concentration can be
much higher than that expected on the average for the entire
containment.

. .

The second case in which the water aerosols cannot be
neglected occurs if a steam or high -temperature water source
is modeled as occurring in a compartment appreciably smaller
than a typical containment volume. The volumetric source
rate can obviously be high in this case. One situation is a

"

blowdown into a small compartment which is venting into other
compartments. The small compartment may ventilate so rapidly
that natural removal has little effect, or it may ventilate
at an intermediate rate comparable to the natural removal
rate. In either case. 'the water aerosols can significantly
affect the temperature and pressure of the small compartment =

and the intercell flow.

In situations where aerosols contribute significantly to ,

the atmosphere thermohydraulics, the mass concentration will
usually depend critically on the modeling of sources and
natural removal mechanisms. Because of the high aerosol -

'

mass concentrations involved, agglomeration and settling
will be important processes. Since these processes tend to
change the shape of the particle distribution function, the .

aerosol behavior should be calculated using a discrete method -

which allows the particle size distribution to change arbi-
trarily with time. Experience indicates that the effects of
agglomeration and settling cannot be adequately represented

~

~

by a monodisperse or lognormal distribution. The mass con-
centrations calculated using these assumptions can be off by
an order of magnitude or more. The recommendation is to
model water-aerosol sources and removal in the aerosol module i

along with the aerosol particulates. Presumably, the dis- '

crete method will be used to model the behavior of all aero-
sol components.

._

The aerosol module must allow not only for condensation
-

and evaporation of water on aerosols, but also for a droplet
source term. The size distribution of the droplet source
term should be modeled within MELCOR for use by the aerosol
module. The situations in which the aerosol loadings are
highest may be ones in which a significant amount of the :

water aerosol is entrained or created by flashing the con-
tainment. It is known that the removal rate is relatively
insensitive to the size distribution of the source for small
particle (less than 1 micrometer diameter) sources. For
sources of larger particles, the removal rate. will depend :

2critically on the source-size distribution.

3.8.2.2 The Effects (Type 1) on Energy Conservation -

5The presence of water aerosol in the atmosphere can
significantly affect the temperature and pressure response.
The heat capacity of the liquid affects the atmosphere
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thermodynamic response under either condensing or evapo-
rating conditions. The heat capacity of the liquid is
considera. / more per kilogram than that of vapor. Under
evaporating conditions in containment, such as that due to
injection of hot gases or to hydrogen burns, a pronounced
effect is also caused by the heat of vaporization of the
liquid. The heat of vaporization of water is typically
2 x 106 J/kg whereas the specific heat of water vapor
under nominal saturated conditions at 422 K is about
2 x 103 J/kg-K. Therefore, if the atmosphere contains
1 percent liquid water by mass, and the atmosphere is pri-
marily water vapor, the evaporation of that water will absorb
as much heat as that required to superheat the atmosphere by
10 degrees Kelvin.

The atmosphere can be driven superheated by hydrogen
burns, hot gas (reactor cavity) sources, or simply from the
drying effect due to condensation on structures. To hold
the error in the temperature response of the atmosphere in
general to 10 degrees K, the water-aerosol mass must be
known to 1 percent of the atmosphere mass. This amounts to
knowing the aerosol concentration to about 25 g/m3 under
nominal conditions. During certain phases of an LWR acci-
dent, one might expect an order of magnitude more than this
amount for the average mass concentration in containment.

The specific heat of the water aerosol may be important
under conditions where the aerosol mass is a significant
fraction of the atmosthere mass. The possibilities were
discussed in Section 3.8.2.1 above.
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3.8.3 HEAT TRANSFER

3.8.3.1 Localized Heating Effects (Type II) of Pools and
Heat Sinks

With the exception of the noble gas fission products and
perhaps methyl iodide, fission products which are released
from the fuel will tend to adsorb or deposit on surfaces and
deposit or wash into pools. The surfaces and pools will =

begin to heat locally from the deposited fission products, i
and because the heat transfer and water-vapor mass transfer
are affected, the containment response will be different from
the case where the released fission products are assumed to
heat the atmosphere uniformly. It will be assumed here that
a provision has been made for uniform heating of the contain-
ment atmosphere, and only possible localized heating effects
will be discussed.

The retention in the RCS of fission products released
from the fuel, with the exception of the noble gases, will
depend on the scenario. For a pressurized blowdown, the
steam and gas residence times in the RCS will be substan-

_

tially longer than in the case of a LOCA with a fairly large -

break, and significant retention of fission products in the
RCS may occur. Significant retention may also occur in the
steam generators for a cold-leg break LOCA. Localized heat-
ing of the RCS structures from retained fission products
should be included in the heat source to containment, along
with localized heating from any fuel debris retained in the
reactor vessel.

_

Of the fission products released to the containment
atmosphere from the in-vessel or exvessel phase of the
accident, those which tend to form aerosols under contain-
ment conditions will tend to relocate through various aero-

.

sol deposition mechanisms. In addition, molecular iodine,
if present, will tend to adsorb on wet surfaces and react
with structural steel and paint. The dominant aerosol
deposition mechanisms tend to favor horizontal surfaces,
including pooling areas, or good heat sinks. These mech-
anisms are settling, diffusiophoresis (migration in the flux g
of water vapor c9ndensing on a heat sink), and thermo- -

phoresis (migration down the temperature gradient near a ;

heat sink). The deposition of fission products on good heat
sinks will tend to remove the associated fission product
heating from the containment atmosphere. Barring nonlinear
effects in the heat transfer, the overa.11 effect should be
to reduce the atmosphere temperature and pressure.

The magnitude of the heating associated with the relocat-
able fission products is expected to be a small fraction of
the total available decay power. Therefore, the temperature
and pressure in containment is not likely to be affected

_
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drastically over the short term by localized heating. How-
ever, the decontamination rate is a sensitive function of
the condensation rate on aerosols and may be affected sig-
nificantly by localized heating effects. The long-term
temperature and pressure history of containment and the
course of the accident can be affected by localized heating
under some conditions. The details of the localized heating
effects depends on the residence times of the fission ~ prod-
ucts as they move through containment. The possible con-
sequences from eventual relocation to pooling areas or the
containment sump are discussed in detail below.

The fission products deposited on heat sinks may wash
off with the water which has condensed on the surface and
join fission products which have settled directly into pool-
ing areas. The pooling areas can be taken to include the
containment sump. However, if the reactor cavity is not
assumed dry, the decay heat from the core debris will even-
tually cause boiling in the reactor cavity. The resulting
steam source term will effectively couple the cavity and the
rest of containment and dominate the localized heating
effects discussed here.

Fission products in the atmosphere provide dry heat which
tends to superheat the atmosphere. However, if fission prod-
ucts are relocated to pools, the heating of the pools to the
point of evaporation or boiling will provide a source of
water vapor which will tend to keep the atmosphere satu-
rated. The water vapor will condense either in the atmo-
sphere or on heat sinks. The condensed water will either
settle directly back into the pooling areas or drain back
from other surfaces. A continuous cycling (refluxing) of
the water can be set up, provided sufficient heating of the
pools from deposited fission products occurs.

The reduction of fission product heating of the atmo-
sphere in itself may enhance the condensation rate on aero-
sols. In addition, at the rates expected from the pools,
the water vapor may also enhance decontamination. The con-
densation of the water vapor in the atmosphere will tend to
remove the remaining aerosols through enhanced settling, and
the condensation on surfaces will remove the remaining aero-
sols through diffusiophoresis. The net removal rate of vapor
from the atmosphere will also be affected. This in itself
is important, because if water vapor drives the atmosphere
inert, with respect to hydrogen burns during the blowdown
period, the inert period can be extended significantly.

Because the reservior of water vapor in the atmosphere
is considerably larger than the reservoir of water aerosols,
it is felt that significant decontamination may occur from
the water vapor expected from the pools provided a reasonable
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fraction condenses in the atmosphere instead of on heat pr

sinks. A change in the condensation rate will have a geo- 5:
metric instead of algebraic effect on the decontamination g-
factor. Since fission products must first deposit out to E
heat the pools, some decontamination of the atmosphere must L
occur to initiate refluxing. However, the time required to E
achieve decontamination between one and a few orders of mag- g
nitude could be reduced by this effect.

_

,
-

-

The conditions for condensation of water vapor in the 7
atmosphere for the small source expected from the pools are E
sufficiently involved that an appraisal of the potential for [
decontamination cannot be given here. However, the small- _-
scale NSPP-400 series experiments 3 have shown significant a
enhancement of the decontamination rate under conditions i
where steam was injected at a rate to maintain quasi-steady =

(saturated) thermohydraulic conditions in the vessel. E
E

In addition to the decontamination effect, the water [
vapor from the pools may provide a source which will sig- (
nificantly affect the deinerting point of the atmosphere -

with respect to hydrogen burns. The rate of water removal e

hfrom the condensation on steel-lined containment walls may,
for example, be limited by the gap resistance between the y
liner and the concrete and by the concrete conductivity to a -

relatively small value. Sample calculations show that a
-

significant change in the time required to deinert the atmo- _
,

sphere can result from a source of water vapor from the pools -

with a rate of 1 kg/sec. [
T

The effects due to localized heating are expected to be i
most important for *he period between the time of dry out of

-

the reactor cavity and the time of significant heating of r
the cavity walls. Although the fission products remaining [
in the core debris will generate most of decay power, the

-

"

coupling between the cavity and upper containment during -

this period is expected to be weak. Upward radiative trans- .

fer from the core debris is expected to be fairly efficient 5

but most of this heat will be deposited at first in the -

-

cavity walls. Downward heating will decompose the concrete *

reactor cavity floor but much of the heat will go into heats :

of decomposition and hydration. The enthalpy carried by the -

evolving hot gases which escape to upper containment is -

therefore expected to be only a small fraction of the decay _

heat. -

The effects of localized heating from fission products
deposited in containment would presumably be largest in the :

case of a hot leg, large-break LOCA where the retention in
the RCS is small. To give the reader an indication of the
localized heating available, the decay power from noble gases
and aerosols released to containment, in one such case, is
given in Table 3.8.3-1. The values were obtained from an
ORIGEN run4 and the release fractions from the fuel and
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from the RCS quoted in the BMI-2104 draft 5 for the Surry
AB sequence for case 2. In this release iodine was assumed
combined with cesium and, therefore, the iodine was assumed
to be in aerosol form. Only the aerosols in this case can
participate in localized heating. Table 3.8.3-1 shows that
the decay power associated with the aerosols is a small frac-
tion of the total decay p6wer. One would not expect the tem-
perature and pressure history of containment to be changed
drastically over the short term by localized heating involv-
ing this amount of power.

Table 3.8.3-1

Fission Product Decay Heating
in Containment by Components *

at 1 hr.** at 2 hrs. at 10 hrs.
(in watts)

Noble Gases 1.75 x 106 1.33 x 106 5.38 n 105

Aerosols 1.00 x 107 7.33 x 106 4.11 x 106
1

Total ANSI 5.24 x 107 4.26 x 107 2.77 x 107'

Standard Decay
Power ***

* For Surry AB
** Time measured from shutdown

* * * Fr om ANSI / ANS-5.1- 19 7 9

However, if relocated to pools, somewhere near the max-
imum release of aerosols from the RCS may be sufficient to
set up refluxing conditions which may help decontaminate the
containment atmosphere. In addition, since the inerting or
deinerting point of the atmosphere with respect to hydrogen
burns can be significantly changed over the long term by the
water vapor from the pools, the mode and timing of the con-
tainment failure can be affected.

3.8.3.2 Insulative Effects (Type I)

The aerosol deposits on heat sink surfaces will affect
heat transfer coefficients. In dry environments these
deposits tend to be very porous with a density and a thermal
conductivity much lower than normal. However, in wet envi-
ronments, aerosol particles tend to more compact and the
deposits will tend to be much closer to full density. In
addition, whatever insulative properties the deposit will
have by virtue of its porous state will be mitigated by the
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water deposited in the interstices. There is also the pos-
._

sibility that the deposits will be washed off the good heat
sinks, which will condense significant amounts of water. The
overall potential for insulative effects in a wet environment
is small.

Insulative effects may be significant in a dry reactor
cavity. In order to establish the thermohydraulic condi-
tions and the driving terms for aerosol plating in the

-

cavity, the convective and radiative heat transfer in the
cavity must be calculated. In the presence of radiative
scattering by the aerosols, this would require a multiple
cell representation of the cavity and is outside the scope
of MELCORI.

3.8.3.3 Effects (Type I) on Radiative HeRt Transfer

Radiative heat transfer is a major heat transfer mech-
anism within the reactor core structures at temperatures
near core melt, but priot to significant loss of the open
core geometry. It is also a major heat transfer mechanism
during hydrogen burns and for upward heat transfer from core
debris in the reactor cavity. The radiative heat transfer 2

could be significantly affected by the presence of high 'T
densities of aerosols. In the core, these would be composed
of fuel, control rod, and structural material. In contain-
ment these would be primarily water aerosols, and in the
reactor cavity these would be cote-concrete aerosols.

_

In the case of a hydrogen burn, the energy transfer from -

the burn to the containment walls may be significantly
-

reduced by the absorption of radiation by the water aero-
sol. The aerosol will vnporize until the radiation can (
" burn through" to the walls. The effects due to vaporiza-

"

:

tion of the aerosols are potentially the same order of mag- '

nitude as the effects of vaporizing the water films on the
containment surfaces. In the reactor cavity, the coupling
between the core debris and the reactor cavity walls and
between the reactor and the rest of containment, may be
affected by the change in the emissivities of the atmosphere
due to the aerosols. The aerosols will allow the atmosphere - |

to emit in bands forbidden to the gas, and significant radi-
ation scattering may occur.

The potential for significant effects due to the aero-
sols has not been fully assessed. However, according to
present assumptions, the multicell noding within a compart-
ment in containment which would be required to describe the

"

radiation effects is outside the scope of MELCOR1. The
exvessel effects of aerosol scattering should therefore be
included on a phenomenological level with correlations deter-
mined from separate calculations. -

: .

-
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3.8.4 EFFECTS (TYPE I) ON THE COMBUSTION OF H2 and CO

Fission product and aerosol behavior can affect hydrogen
and CO combustion in several ways. As discussed in Section
3.1, localized heating of heat sinks and pools by deposited
fission products can affect atmosphere properties. In par-
ticular, drainage relocation and direct deposition of fis-
sion products into pools can cause evaporation or boiling of
the pools. This source of water vapor may significantly
affect the timing of inerting or deinerting of the contain-
ment atmosphere, particularly for a dry reactor cavity.
Second, as discussed in Section 3.8.3.3, absorption of radi-
ation by the water aerosol may affect the heat transfer from

i the burn to the walls. Finally, the water aerosol may
affect the inerting of the atmosphere and burn propagation
characteristics.

I

I

e
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3.8.5 EFFECTS (TYPE I) ON CONTAINMENT
ENGINEERED SAFETY FEATURES

The possibility exists that aerosol deposition will
adversely affect the operation of engineered safety fea-
tures. The possible effects include clogging of values,
nozzles, and filters. Degradation of performance may result
from insulating effects of deposits, for example on cooling
coils, and fission product heating of critical components.
For the fission product heating associated with aerosols in
Table 3.8.3-1 for a large break LOCA case, rapid settling of
aerosols may subject an exposed settling surface to consider-
able heating. For a typical total settling area, at two
hours after shutdown, this may be a sizable 5 kw/m2 of
surface heating.

Despite the potential for degraded performance, the
effects on the performance of engineered safety systems will
be bracketed by postulated complete failure of the system.
A mechanistic calculation of the degradation is not recom-
mended at the present time.

.

.
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3.8.6 SUMMARY OF THE MAIN POINTS AND CONCLUSIONS

A number of Type I and Type II feedback effects from
aerosol and fission product processes in containment have
been discussed. Some effects are significant and bear
further investigation, but have been judged too involved for
mechanistic modeling within MELCOR. Nevertheless, corre-
lations for these effects should be implemented when they
become available. The most important effects which should
be modeled within MELCOR involve (a) the behavior of water
aerosol in the containment atmosphere (Type I), and (b) the
relocation of fission products from the atmosphere and sub-
sequent localized heating of heat sinks and pools (Type II).

(a) The natural removal of water aerosol from the con-
tainment atmosphere is generally a fast process for the
sources expected in an LWR accident, and much of the time
need not be modeled in detail with regard to the short-term
threat to containment or the Type I consequences. However,
the water aerosol in sone situations may have significant
Type I consequences. Two such situations were discussed.
In these situations a state-of-the-art discrete or size-
class method should be used for calculating the aerosol
behavior. The use of a lognormal or monodisperse assumption
for the particle size distribution will typically give
results for the aerosol mass which can be off by an order of
magnitude or more. Since such a method will presumably be
available in the aerosol module, the water aerosol behavior
should be calculated in that module on the same footing as
the structural material and fission product aerosol behavior.
Appropriate interfaces toward this end should be constructed.

(b) 7he retention of fission product aerosols or adsorb-
ables in the RCS depends significantly on the accident
sequence. For cases with little retention in the RCS, the
relocation of these types of fission products from the con-
tainment atmosphere to pools and heat sink surfaces has a
number of effects. The differences between heating of the
atmosphere and localized heating of the latter may change
the long-term thermohydraulic behavior of containment and
the course of the accident. For example, evaporation of the
pools due to heating from deposited fission products may
significantly affect the water vapor deinerting point of the
atmosphere with respect to hydrogen burns in the case of a
dry reactor cavity. In addition, the decontamination rate
of the containment atmosphere is a sensitive function of the
condensation rate on aerosols. This could be enhanced sig-
nificantly by reduction of fission product heating of the
atmosphere, and evolution of water vapor from the pools.
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