
- - . - . _ . . . . _ _ _ _ .

|

| NUREG/CP-0060

L
i
.

Proceedings of the U.S. Nuclear Regulatory Commission .

:

'

The First International Workshop
on Fundamental Aspects of
Post-Dryout Heat Transfer

( .

'

Held at
'

Salt Lake City, Utah
April 2-4,1984

!

)
Commission
U.S. Nuclear Regulatory

|
Offico of Nuclear Regulatory Research

j Compiled by R. Lee
4

|

[ pa at8 90

ft h

! sl k
....+

|

'

.

i

l

84y22g g5 841231
i CP-OO60 R PDR

_ _ _ _ - _ _ _ _ _ _ _ _ . . . - - . .. -, .. . -... - . . -, - . . -



- ._ --

NOTICE

These proceeedings have been authored by a contractor
of the United States Government. Neither the United
States Government nor any agency thereof, -or any of
their employees, makes any warranty, expressed or
implied, or assumes any legal liability or responsibility
for any third party's use, or the results of such use, of
any information, apparatus, product or process disclosed in
these proceedings, or represents that its use by such third
party would not infringe privately owned rights. The
views expressed in these proceedings are not necessarily
those of the U.S. Nuclear Regulatory Commission.

!

I Available from
i

GPO Sales Program
Division of Technical Information and Document Control

U.S. Nuclear llegulatory Commission
Washington, D.C. 20555

| Printed copy price: $12.00

;. and
I

National Technical Information Service
j Springfield, VA 22161

i

I

- _ _ _ _ _ . _ _



l

NUREG/CP-0060.

:

!

Proceedings of the U.S. Nuclear Regulatory Commission

The First International Workshop
on Fundamental Aspects of.

Post-Dryout Heat Transfer

Held at
Salt Lake City, Utah
April 2-4,1984

_

M:nuscript Completed: November 1984
D:ta Published: December 1984

Compiled by: R. Lee

Division of Accident Evaluation
Offica of Nuclear Regulatory Research
U.S. Nuclear Regulatory Commission
Weshington, D.C. 20555,

,

f'*"'*%,'

.....

|

.

,

.
.

t

'
,

i

. , _ . . . - , . ..n. , -- - - - -_,, -,- - - , , . , - . , .



r

Preface

'The purpose of the First International Workshop on Fundamental Aspects ofE

. Post-Dryout Heat Transfer was to review recent developments and the state of
art in the field of post-dryout heat transfer. The workshop centered on

~ interchanging ideas, reviewing current research results, and defining future
research needs. The following five sessions dealing with the fundamental
aspects of post-dryout heat. transfer were held.

Computer Code Modeling and Flow Phenomena: flow regimes, drop size, drop
formation and behavior, interfacial area, interfacial drag, computer
modeling. Session Chairman: Dr. R. Duruaz, Service des Transferts
Thermiques, Centre d' Etudes Nucleaires de Grenoble, Grenoble, France.

Quenching Phenomena: nature of rewetting, maximum wetting temperature,

Leidenfrost phenomenon, heat transfer in the vicinity of quench front.
Session Chairman: Mr. M. W. Young, USNRC, MS 11305S, Washington,

' D.C., 20555, USA.
P

; Low-Void Heat Transfer: inverted annular-flow heat transfer, inverted
slug-flow heat transfer, thermal non-equilibrium, computer modeling.
Session Chairman: Dr. Y. Murao, Japan Atomic Energy Research Institute,
Division of Reactor Safety, Tokai-Mura Naka Gun, Ibaraki Kev,
Japan 319-11.

Dispersed-Flow Heat Transfer: drop interfacial heat transfer, vapor
t' convection, thermal non-equilibrium, correlations and models.

Session Chairman: Dr. G. F. Hewitt, Head of Engineering Sciences'

Division, Building 392, AERE Harwell, England OX11 ORA.
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Effects of Grids and Blockages: interaction with continous-phase fluid,

interaction with dispersed-phase fluid, dcwnstream effects, computer
.modeling. Session Chairman: Professor Y. Y. Hsu, Department of Chemical
and Nuclear Engineering, University of Maryland, College Park..
Maryland 20742, U.S.A.

The papers are published according to the five sessions along with a
summary by individual session chairman.

Workshop OrSanizing Committee:

Prof. J. Chen (Lehigh University)
Dr. G. Costigan (AERE)

Dr. M. Cumo (CNEN)

Dr. D. Groenveld (AECL)

Dr. G. Hewitt (AERE)
Prof. Y. Hsu (Univ. of Maryland)

Prof. U. Muller (KfK)
Dr. Y. Murao (JAERI)
Mr.M. Young (USNRC)

Dr. R. Lee (USNRC)
Dr. R. A. Nelson (LANL), Chairman
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Abstract

i.
ISteady state, low quality, post-dryout data taken recently at Harwell in both up-

flow and downflow suggest that flow regime changes may be affecting the results. 3

In addition, the degeneration of inverted annular flow to dispersed droplet flow
shead of a quench front is relatively poorly understood. To elucidate these
phenomena, preliminary flow visualisation experiments have been performed. A
stainless steel tube (12.2 mm O.D., 9.25 na I.D., 600 mm long) was mounted in a

low energy neutron beam from the Harwell materials testing reactor DIDO. The ,

tube was heated to 600*C and quenched by water introduced from the bottom or the '

top of the tube as required. The neutron imaging system provided a dynamic
,

visual record of the quenching process at various positions along the tube. The !

results confirm that different flow patterns occur in upflow and downflow and

provide valuable insight into the quenching phenomena. The usefulness of the .

!technique for examining other important problems such as the effects of blockages
and grids is clearly demonstrated.

.

T

!

!

!
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Dj jet diameter

h heat transfer coefficient

k vapour thermal conductivityy

T, saturation temperature

T wall temperaturey

u ,t velocity of vapour relative to IIquidr

Z distance from quench front

Ah enthalpy of vaporisationy

a void fraction

n vapour viscosityy

og liquid density

p, vapour density

a surface tension

%

e

3



1. INTkODUCTION

Studies of the consequences of a variety of loss of coolant accidents (LOCA)
in water cooled reactors have stimulated research into the mechanisms of heat
transfer in the vicinity of a quench front. In the blowdown and reflood phases
of a large break LOCA in a pressurised water reactor (PWit), post-dryout heat I

transfer with low fluid quality is of particular interest, since it precedes the )
arrival of the quench front and influences the rate at which the quench front
progresses. Low quality post-dryout data at pressures of about 70 bar and over
a wide range of mass fluxes (up to about 3000 kg/m's) are relevant to the blow-
down phase of a LOCA, whereas the reflood phase is typifled by pressures up to
4 bar and mass fluxes usually much less than 300 kg/m s. In both of these cases
the flow may oscillate and the possibility of Llow reversal occurring indicates
the need for data taken in downflow as well as upflow. Until comparatively
recently such data did not exist. This deficiency is being gradually remedied,
but there is still a need for more information to aid our understanding of the
physics of the rewetting process.

At Harwell a number of experiments have been performed in the low pressure,
low flow regimes of post-dryout heat transfer which are typical of the reflood
phase of a LOCA. The present study was undertaken in an attempt to explain the
rasulrg of these experiments more fully.

2. BACKCROUhT)

Low quality, post-dryout heat transfer data have been obtained from a variety
of test section types, such as thick walled cylinders or long thin walled tubes,
which are preheated and then quenched by the introduction of water. To avoid the
problems associated with such transient experiments. Groeneveld (1) suggested a
technique for obtaining steady state post-dryout data with low inlet qualities.
These suggestions have been adopted by a number of researchers (2-5).

Barnard (6) obtained data from composite thick walled copper blocks for a
wide range of inlet conditions in upflow and downflow. These data indicate that
a sharp deterioration in post-dryout heat transfer occurs at low mass fluxes
(less than 200 kg/m's) in both upflow and downflow. Similar trends were observed
in quenching experiments performed on thick walled nicket cylinders (7).

More recent steady state post-dryout data taken at liarwell on a " hot patch"
type test section (5) support the observations concerning the of facts of reductions
in flow rate (Figures 1 and 2). Data showing the effect of varying the tube power
at constant inlet conditions are presented in Figures 3 and 4. liigher rates of
heat transfer over the first 30 cm of tube are observable in both upflow and down-
flow, in accordance with the predictions of laminar flim boiling models of the
Bromley type (8). Figures 5 and 6 show comparisons of measured data with the
local heat transfer coefficients predicted by such a model via

_g
3

'

k p (og - p ) Ah,y y
0.5 ..... (1)h =

ny (Tv - T,) Z ,

- -

A radiation component based on a tube wall emissivity of 0.3 and a water emissivity
of 1.0 was added to the above equation to obtain the predictions shown.

This model predicts a nonotonic decrease in heat transfer coef ficient with
increasing tube length. The upflow data exhibit an initial decrease and then
either become constant c r increase. This behaviour has been attributed to
improved convective he.at transfer as more vapour is generated niong the tube (2).

4
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The inv:rted canulcr flow p ttarn must cventusily bec k down to form dis-
persed droplet flow and since no evidence of a sudden change in the rate of heat
transfer along the tube was obtained in any test, it must be concluded that the
transition is a gradual process.

The Bromley model was not able to predict the effect of varying the tube
power. In downflow the measured heat transf er coef ficients were frequently less
than half the predicted values and no explanation could be found for the wall
temperature variations shown in Figure 4 these variations were found to decrease
with flowrate (Figure 2) .

The present study was undertaken in an attempt to obtain an insight into the
mechanisms of heat transfer in the vicinity of a travelling quench front under
reflood conditions.

3. EXPERIMENT

3.1 Principle of the technique

Visualisation of the internal reflooding of a hot stainless steel
,

I tube by water is made possible by taking advantage of the fact that a
; beam of low energy neutrons (3 milli eV) is strongly attenuated by water

(or any hydrogenous material), whilst most metals are relatively trans-'

parent to neutrons at these energies. Thus by placing a neutron absorbing
fluorescent screen behind the object being viewed a neutron shadow can
be produced. With suf ficient contrast a dynamic record can be made by
using an image intensifier and camera.

| The technique requires a high intensity source of neutrons and the
present study was carried out inside the reactor building of the Harwell
materials testing reactor DIDO at a point Aere the neutron flux was

I about 10'n/cm's. The available headroom limited the overall length of
test section to 600 mm. A diagram of the experimental arrangement is
given in Figure 7.

The diameter of the neutron beam at the point of measurement was
about 12 cm; therefore to view the reflooding process from different

i

| axial positions along the tube, it was necessary to move the tube up
or down relative to the horizontal centreline of the neutron beam. This
was achieved by mounting the tube on a photographic pillar stand equipped
with a rack and pinion.

Water was supplied to the test section via a flexible hose from
'

a portable water supply consisting oft a preheated five gallon tank.
|

a small centrifugal pump, throttle valve and flowmeter. The exhaust
from the test section returned through another flexible hose to the
tank which operated at atmospheric pressure. Valved quick release

,

couplings on the flexible hoses made it possible to supply water to the!

top or bottom of the tube as required.

The tube was of type 316 stainless steel 12.2 nsa 0.D., 9.25 aan 1.D..
Eight I nas diameter sheathed NICr-NIA1 thermocouples were brated into
1 aun deep hotas in the tube wall at 2 cm f rom the tube inlet and then
at every 8 cm. Inlet and exit temperatures were measured by similar
thermocouples and their outputs were recorded on a Rikadenki 10 channel
pen recorder. A portable a.c. power supply (0-4 volts, 0-1000 amps) was
used to preheat the tube.

5
,

i

!
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3.2 Operating procedure

The flow was set to give a nominal reflooding velocity of either
i

2.5 cm/s or 7.5 cm/s as water was circulated through a bypass hose. A '

temperature controller connected to an icunersion heater in the tank )
maintained a constant preset temperature measured just af ter the flow-
meter. The tube was heated to a temperature of 6000C. The low voltage
a.c. power supply was then switched off and the water flow was diverted
into the tube. At the same time the neutron beam and the video camera
were switched on.

When the tube had quenched completely the flow was diverted through
the bypass and the tube was drained. It was then repositioned relative

to the beam centre line and another run at the same inlet conditions was
carried out. A total of seven runs were performed to cover the complete
length of the tube at a given inlet condition.

4 RESULTS

A typical set of temperature versus time traces are shown in Figure 8. for
a reflooding rate of 7.5 cm/s in upflow with a nominal water inlet temperature of
80 C. The inlet water temperature can be seen to have risen gradually to the
desired level during tne test, due to the comparatively long inlet pipe and low
flow rate.

As the liquid progressed into the tube an increase in the cooling rate
became apparent after about 10 stconds. This corresponded with a sudden rise in
temperature at the exit thermocouple location and signified the arrival of a dis-
persed steam-water flow generated during the quenching of the tube inlet. The
quench front proceeded into the test section at about 5.5 can/s, its speed gradually
increasing with time to 8 can/s at the centre of the tube.

Shortly af ter the second tube wall thermocouple indicated quenching,a slow
quench was recorded by the thermocouple nearest the exit. This was due to a
falling film of water extending downwards f rom the rotatively cool exit flange.
The lower velocity upflow runs exhibited similar behaviour to that described above
with variations in the speed of the quench front.

Downflow temperature-time traces indicated that a quench f ront progressed
down the tube at a speed between 5 nun /s and 7 mm/s depending upon the flooding
velocity. The thermocouple temperature nearest the exit from the tube fell
gradually during a run rather than quenching suddenly. At the lower flooding
rates oscillations in the intet and outlet temperatures were noticeable whilst
at higher flooding rates, tube wall temperatures of ten fell in a number of small
steps, rather than in the smooth manner observed in the upflow tests.

The reflooding process was recorded on video tape by a JVC low light video
camera. The real-time images thus obtained were suf ficiently clear to allow a
number of observations to be made.

At an upflow reflooding velocity of 2.5 cm/s with an inlet temperature of
350C the progression of the quench front was quito distinct. The water filled
the tube and appeared black up to a point on the wall at which vigorous nucleate
boiling took place. Nucleate bollfog extended about 4 asa axially along the tube
wall and formed a distinct " neck" on the thin central column of liquid which
flowed past the quench front. Under these conditions there was no evidence of
any vapour being generated below the quench f ront by stored energy f rom the re-
vetted part of the tube.

G
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Ahead of the quench front a central liquid filament was in violent motion
and rarely reached an axial length of more than 10 cu before it broke down.
Breakdown was either due to varicose or sinuous instabilities (see Figures 9 and
10). Occasionally the vapour formed in the " neck" at the base of the liquid cort
would separate the core completely from the quench front. The progression of the
quench front up the tube wall was quite uniform.

The liquid core either broke down into droplets (varicose instability) or
ligaments (sinuous instability) which were then levitated by the vapour. The
chaotic flow pattern which was formed higher in the tube was characterised by
large diameter (approximately 6.0 mm) elongated drops preceded and followed by
satellite drops of one or two millimetres diameter. These larger drops travelled
quite slowly and of ten fell back down the tube. They became larger by collisions
with other drops, before they were propelled forward again by the vapour generates
below them. Near the exit end of the tube there was a larger population of
smaller droplets but their velocities were still quite low.

A turbulent falling film was observed to quench the uppermost 10 cm of the
tube. The film appeared to absorb the large droplets rising in the tube and thus
progressed downwards until it met the rising quench front. For the 2.5 cm/s
injection rate the void fraction shortly above the quench front was high -
typically above 60%.

At a reflooding rate of 7.5 cm/s more water flowed past the quench front to
form a flow pattern more akin to the conventional model of inverted annular flow
(Figure 11). A much greater concentration of droplets above the liquid core was
evident at the higher reflooding rate. These droplets appeared to have con-
siderably higher velocities than in the low flooding rate case. The incidence of

i stagnant or falling droplets wts much lower, and near the tube exit more smaller
diameter higher velocity droplets were observed.

Both downflow runs showed that quenching was occuring due to a falling film
of liquid on the tube wall. The bouyancy of the vapour formed a core of steam
which preheated the liquid film by condensation - the tube wall temperature did
not fall below 1000C until the whole of the tube was completely quenched, despite
an intet water temperature of about 35 C. The film which formed near the tube
exit in the upflow runs was circumferential1y uniform and was augmented by drop-
lets rising from below. In the downflow runs, however, the quench f ront was
usually asymmetrical: excess water reaching the quench f ront ran around the tube
to a point on the film where the surface tension was lowest. At this point the
water was thrown of f the wall in the form of a jet which fell at an angle to the
tube axis (Figure 12) and was deflected from a point diametrically opposite on
the tube wall some distance lower down. The length of the jet depended upon the
flooding rate. At 2.5 cm/s the jet was short and occasionally was reduced to only
a few drops, whereas at 7.5 cm/s it was continuous and of ten fell down the tube j
in a sig-zag fashion, rebounding from opposite sides of the tube.

5. DISCUSSION

These observations throw considerable light on the quenching of small bore
thin walled tubes and are of assistance in interpreting the results mentioned
earlier.

It is immediately apparent from the video recordings that post CllF heat
transfer models which envisage a thin laminar film of vapour separating a central
liquid core from a hot tube wall are not appropriate to the lowest velocity (about
2.5 cm/s) reflooding races. At higher liquid velocities (above 7.5 cm/s) in

7
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; ' ' Calculations made for the 3.5 cm/s upflow runs indicate that the quench front

]_ velocity can be estimated by perforetag a one dimensional heat balance on a short
antal length of tube. The region of vigorous nucleate boiling at the quench front

{ is taken to be 5.0 mm long.. The heat flua over this length is assumed to very ;

} linearly from aero to the critical pool boiling heat flus corresponding to the
: local water temperature. This fises the rate of removal of stored energy and

| hence the time taken to quench the S as length. If all of this heat produces *

; steam without reducing the subcooling of the bulk of the liquid, a value of 3.0 m/s !

j is obtained for the superficial velocity of the steam formed.
'

i
The actual velocity of the steam will depend upon the local void fraction. ;

; Ishii (9} presents a criterion for the transition from varicose to stauous
'

]
breakup of liquid jets as ;

;

I; . -

Oy "'rel D
.9

{
' 1.73 ..... (3)=

i
' ~

.
i .

'

j. a

i ;

i Since both types of jet breakup were observed in this rua equation (3) was con-
i sidered to apply and a value of void fraction of 38.05 was calculated, suggesting

,

j that the actual steam velocity was of the order of 7.8 m/s. Assuming that a
frotea quality model of the type used by Robershotte (10) for low velocity down-

|
,

! flow comparisons applies in upflow, a heat transfer coefficient of 43.3 W/e g |s
'

can be calculated. This is such closer to the values observed at these low flow [
j conditions than the predictions of. inverted annular models.

!
-

?

j' Despite the fact that the above calculations are approxieste they r6sult is |
3 improved heat transfer predictions using a reasonable physical descript ton of j
j events near the quench front. Attempts to calculate steady state post CNF heat '

'
transfer rates at higher reflooding velocities, using sa idealised model of the

j observed flow patterns, suggest that some form of liquid-wall interaction is '

augeesting the heat transfer rate.
{

1
'

f At higher flooding rates the scount of vapour generated at the quench front j
appears to be inadequate to entrain all of the liquid passing the front. Nence
sa inverted annular core is formed which will remain stable until the vapour in I

i the film reaches a critical relative velocity. At this point the core will break

i down to form dispersed droplet flow. ;
|
| Downflow heat transfer predictions can also be made by a frosea quality :
I model (10) and a sinious value typical of natural convection to stese is expected

,

to occur at a water velocity which is just suf ficient to bring a rising slug of i
steam to rest. -

The observations of a liquid jet falling down the tube and lapingeing on the '

tube well at various points below the quench front, provide an emplanation of the
tube well at temperature variations observed la Figures 3 and 4. The fact that the
negattude of the temperature variations increased with water flow rate, is coa. '

; sistent with the flow patters observations. These downflow results were taken
.

from a hot patch test section, the tube of which was subsequently found to have1

deformed due to differential thermal espaastos at these positions,
i

| The neutron radiography technique in.its present fore is capable of giving
! a good first order physical picture of two phase flow events la low void fraction

|
a :,

! !
,

__ _ _ _ _ _ _ _ _ _ _ _ _ __ _
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!

flows. Work is continuing to improve the resolution of the images obtained. :

The technique, could be used to examine the behaviour of other components such as
grids or blockages under more realistic conditions than are possible with most '

simulation experiments.

' 6. CONCLUSIONS t

1. Dynamic neutron radiography of the reflooding of a hot vertical
tube has provided video recordings of the flow patterns which
occur.

I2. At low reflooding velocities in upflow the post-dryout flow
,

pattern consists of a liquid filament which rapidly breaks down i

into large droplets which move slowly in a low velocity steam (
flow.

3. A simple frozen quality model gives more satisfactory heat
transfer coefficient predictions under low reflood conditions
than a laminar iils boiling model.

4 At higher upflow reflooding rates a pattern more skin to the
inverted annular flow pattern is observed.

5. For the downflow velocities investigated a falling film / liquid
i

| jet flow pattern was observed,
i
; 6. The neutron radiography technique has t a potential for revealingh

! the pre-quench flow pitterns in a number of other geometries of r
'

Interest in reactor safety studies.

,

,

.

k

l

i

-

I

w

~

9



REFERENCES

1. Groeneveld, D.C., Gardiner, S.R.M. "A method of obtaining flow film boiling
data for subcooled water". Int. J. Heat Mass Transfer v21 (1978) pp 17-26.

2. Fung, K.K., Gardiner, S.R.M., Groeneveld, D.C. "Subcooled and low quality
.|flow film boiling of water at atmospheric pressure". Nucl. Eng. Des. 55

(1979)

3. Nijhawan, S., et al. " Measurement of vapour superheat in post critical heat
flux boiling". ASME Symp. on Non Equilibrium Transport Processes. Eds. Chen
and Bankoff (1979).

4. Gottula, R.C. et al. " Forced convective non equilibrium post CHF heat
transfer experiments in a vertical tube". ASME-JSME Thermal Engineering
Joint Conference (1983).

5. Costigan, G., Holmes, A.W., Ralph, J.C. " Steady stato post dryout heat
transfer in a vertical tube with low inlet quality". Submitted to ist U.K.
National Heat Transfer Conference, Leeds (1984).

6. Barnard, D.A., Glastonbury, A.G., Ward, J.A. "The measurement of post-
~

dryout heat transfer at low pressure and mass quality under steady state
conditions", European Two Phase Flow Group, Grenoble, (1977).

7. Costigan, G. "The quenching of thick-walled nickel test sections". 2nd Int.
Topical Meeting on Nuclear Reactor Therma 1 hydraulics (1983) St. Barbara.

8 Andersen, J.G.M. " Low flow film boiling heat transfer on vertical surfaces,
Part 1: theoretical model". AiChE Symp. Series v73 no. 164 pp 2-6,

9. Ishii, M., De Jarlais, G. " Inverted annular two-phase flow experiments and
modelling". lith Water Reactor Information meeting, Gaithesburg (1983) .

10. Robershotte, P. , Grif fith, P. "Downflow post-critical heat flux heat
transfer to low pressure water". Nucl. Technol, v56 no. 1 pp 134-140.
(1982).

.

.

10



Ps 2 8 bor Atsub = 7 8 deg C Pe 31 bor At sub 12 5 deg C
1000 " q . 5 6 wicm 12 1000* g e 21 wicm12

U Olkg/m12sle74 G 0(kg tm12 sle
o 900-a 900 -

104

; .00-
$21

-; .00-
- 164 - -

ME
1 700. i91 - 1 700-
! 5 N
;; ex g 6m F

,

I3 ,
^ E

0 20 40 N 60 0 20 4'O 50 80
^

500

Distance from tube intet tem) Distance from tube intet temi

FIO I- EFFECT OF FLOW RATE IN UpFg F10 2 EFFECT OF Flow RATE IN 00*NFlow

p e 2 8 bor g lwtem t2) p e 3 2 bor q(WIcmf 2)
0 200 kgtm12 s a 10.2 0 20g hgimt2.s a 41
Af sub e 61 deg C e 7.2 AT sub e 13 2 deg C e 31

G o 4.7 g o 2.3
o a 35 , a17
3 900- __ _ _ j 900 - --%

~ '

,$ 800- | 800-
I N 3 70052 700

' '
600 6006

i f(E i s4 ^B 4 B 400
0 20 40 60 80 0 20 40 6'O 80

Distance from tube inlet icml Distance from tube sniet temi

200- 100
-

h150' f h 80_
,

ib) E _ _E (b) $ 60
B,,B 100- _q

4 A
,

-;
_

*
-

'0 20 40 60 80 0 20 40 to 80
Distance from tube intet (cml Distance from tube anlet (cm)

FIO 3 v&RI Att0N OF TUBE power IN FIO 4 VARIAtt0N OF fust power IN

UPFlow 00wNFLOW

-

200- 0 Measured votwes 200- 0 Measured votwes
O e 200 Irgim 12 s O e 209 kgim12 s
af sub e 61 deg C 47 sub e 12 9 deg C-

* p 24 bor pe 31bor
" ISO' * q s 7 2 wtemt2 g150 q e 21 Wicmt2-

w
_

My ee -N >

' 8''*''Y E9" I Ua 100- E 100 -

g Bromley Equ 111 m
,

*
$050 .

W- __ - _ _

0
0 20 40 60 so 0 20 40 , to to

Ossionce from tube enlet (cm) Distence from tube intet femi

Fl0 5 NE AT TR ANSFER C0f FFICIENil.UPFlow F10 6 HEAF tR ANSFER COEFFICl(Nf s 00*NFlow

11

___ ____-____-______ _ -______ -___-______- - ____ _ - _ _ _ _ _ _ _ - _ - _ - _ _ _ _ - _ _ .



. _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ . _ _ _ , _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ . _ _ _ __. . . _ _ _

Video camera
-

|
DIDO reactor biological shleid:

Fluorescent screeni

i

Shielding
,

I

I
Neutron guide tube Tube *C

\i

i 'ej _

l _

i Mirror
j Beam diameter: 12 cm

i

Neutron flux: 10' n / c m * . s

! Neutron energy: 3 milli eV
1

:

1

| !
.

|
'

i

! Fig 7 Neutron radiography arrangement in DIDO reactor
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INVESTICATION'0F DISPERSED FLOW HEAT TRANSFER

USING DIFFERENT COMPUTER' CODES AND j
iHEAT TRANSFER CORRELATIONS |

.

I. V0JTEK*

Gesellschaft Fuer Reaktorsicherheit, Garching, FRG

ABSTRACT

As a part of German safety program, transient
heat transfer experiments have been performed at the
blowdown heat transfer test facility by the Kraftwerk
Union company in Karlstein. The purpose of these
experiments was to investigate the transient critical
heat flux phenomena and the forced convective film
boiling heat transfer. The first part of the post
experimental analysis has been performed -by the
Gesellschaf t Fuer Reaktorsicherheit using the computer
Code BRUDI-VA a modified version of the German
homogeneous equilibrium blowdown code BRUCH-D. The i

purpose of this part of this investigation was the
calculation of local thermal hydraulic parameters and
the evaluation of different correlations used in the
analysis of reactor safety problems for the
calculation of maximum critical heat flux (CHF) and
post-CHF heat transfer coefficients. Using the
results of this analysis a new method for the
calculation of the dispersed flow heat transfer
components has been developed. The next part of the
post-experimental analysis is presently being
performed by the author at Los Alamos National
Laboratory using the nonequilibrium two-fluid computer
code TRAC-PF1/MODl. Different correlations and models
has been applied for the calculation of well-droplet
and wall-vapor heat flux component in the post-CHF
region of described experiments. The results of this
investigation have shown that different combinations

of available correlations can be used with sufficient
confidence for the prediction of wali-fluid heat flux
in the high pressure wall to dispersed flow heat
transfer regime.

* Presently working as a resident engineer at Los
Alamos National Laboratory Los Alamos, NM.
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1.- INTRODUCTION
,

The experimental.and analytical investigation of transient critical heat
flux and boiling heat transfer is important for the fundamental understanding of i

, - forced convection boiling heat transfer which would occur in a nuclear reactor ;

during a loss of coolant accident.

1 A substantial ~ amount of data concerning steady state critical heat flux
(CHF) phenomena and film boiling heat transfer, which were obtained in simple
geometries, is available in the literature and has been used by many -

A

investigators for the development and evaluation of CHF and film boiling heat
transfer correlations.;

j There has been very little transient CHF and film boiling heat transfer
experimental data obtained in complex and large geometries - similar to the

! actual construction of water cooled nuclear reactor cores.
j Blowdown heat transfer experiments were performed with a 25 rod bundle by

the Kraf twerk Union AG (KW) at the KW heat transfer test facility as a' part of,

i
j the German reactor safety program. The main purpose of the experiments was to
I generate additional data for the analytical investigation of transient- CHF

phenomena and film boiling heat transfer and for the evaluation of correlations

f which are commonly used in the analysis of reactor safety problems associated
4 with loss of coolant accidents.
.

I

! 2. TEST FACILITY DESCRIPTION

The KW blowdown heat transfer test facility is a nonnuclear experimental
; apparatus with a test section that contains a 5x5 bundle of electrically heated

i

rods. This facility was designed for a pressure of up to 17 MPs and maximum
i

i power of 5 MW. The test section is schematically shown in Fig. 1. It consists |

| of a pressure vessel and inlet and outlet control valve stations. A detailed
?

] description of the test facility can be found in /1/.

i The heater rod design and geometry is shown in Fig. 2. .The stepwise
s

i variation of the heater wall thickness resulted in a nonuniform axial power

distribution which is similar to a PWR profile and is shown in Figure 2. All 25

| rods were uniformly heated which produced,a flat radial power profile in the
bundle. The following important parameters have been measured during each test:

I - Inlet and outlet pressure

- Differential pressure between inlet and outlet

J - Inlet and outlet fluid temperature

!

:
,

15|
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- Inlet single phase mass flow rates

- Electrical power

- Test-section wall temperature

- 80 heater wall temperatures (Fig. 3)

3. EXPERIMENTA1. PROGRAM

The experimental program has been divided into two groups of experiments
called "DNB" and " Post DNB" tests.
3.1 DNB-Experiments.

The variation of the test parameters for the specified 11 tests can be seen
in Table 1. The typical time histories of pressure and inlet flow are shown in
Fig. 4.

Table 1: Variation of test parameters - DNB tests

INIT3AL REDUCED MASS FLOWTEST NUMBER INLET ENTHALPY
MASS FLOW AAfg IN POST-CMF REGION

("YM S} (KG/M Sj {KJ/ KG}

DNB-1 3300. 1419. 1284.

DNB-2 3300. 957, 1284

DNB-3 3300. 660. 1284

Dra-4 3300. 1450. 1233.
dig-5 3300. 990. 1233.

DfG-6 3300. 660. 1233.

Df3-7 3828. 1378. 1284

DfG-8 3828. 957. 1284.

DNB-9 3828. 689. 1284.

DNB-10 3300. 660. 1233.

DMB-11 3300. 660. 1233.

2 15000 *

$ h300]. -

1650
*E [
- %

0 . . .
- 0

0 4.5 9. 13.5 18. 0 45 9 135 18
Time (s1 Time (s)

Fig. 4 Typical pressure and inlet flow time histories
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3.2 Post-DNB Experiments.

The specified test parameters for these 9 tests can be seen in Table 2.

The typical pressure and power histories are shown in Fig. 5. A detailed

description of the experimental results can be found in /2/.

Table 2: Variation of test parameters - Post-DNB tests

TEST [NLET INLET MASS MAXIMAL TIME OF
NUMBER ENTMALPY FLOW RA TE ~ HEAT FLUX DEPRESSUP!ZATION

[x,r/xo] [xsM s] [w/c/] (s)

PD 1 1247, 1254 162. 21.
PD 3 1D86. 248. 113. 23.7
PD 5 1238. 858. 121, 29.
PD 7 1086. 248. 113. 29.
PD 8 1519. 157, 74 35.
PD 9 1519. 165. 78. 29.
PD 10 1466. 91. 74 32.5
PD 11 1293. 319. 112. 51.
PD 14 1461. 91. 74 150,

a J a
-

$15000- !
g3-.

0 $
07500- 0,2-

tC ~e
1-

0 . .-

20 40 20 40
Time (s) Time (s)

Fig. 5 Typical pressure and power time histories

4. CALCULATIONS OF HEAT TRANSFER COEFFICIENTS

The calculations of film boiling heat transfer coefficients was performed
by KWU using computer code "NOTK-25" /3/. This cocputer code is based on the
" inverse" solution of the transient heat conduction problem. The heat transfer
coefficients was defined and calculated as:

r

18
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The detailed description of the calculation procedure and results can be

found in /3/.

5. POST EXPERIMENTAL ANALYSIS USING COMPUTER CODE BRUDI-VA.

The first and main part of the post-experimental analysis has been

performed by the Gesellschaft fur Reaktorsicherheit using computer code BRUDI-VA
a modified version of the German blowdown code, BRUCH-D /4,5/. The computer
code BRUDI-VA /7/ is based on the homogeneous equilibrium model of the two-phase
fluid flow and the lumped parameter technique was used for the nodal

representation of the test section. The basic set of the differential equations

of BRUDI-VA is.shown in Table 3.
Table 3. Basic differential equations of computer code BRUDI-VA.

V.

P _ - M -( h + E,) - ( G h )4 + (G h le+ 0
-

M(b + v)Eh

_ v M - co p M
h

M Eh

Ep = ( gav )h
8y

Eh :I 8 h }Pp

j -
.

G = i. i Pi- P .i g g ( H ;,i-H;)-K G /G/-

i
dz,

-

. F
i,

The heater-wall-temperatures and the heat generation in the wall of electrically
heated rods have been calculated using one-dimensional transient heat conduction

model with internal heat sources.

19
*

_ -_ . .



. . ..

5.1 Evaluation of correlations for calculation of maximum critical heat flux.
Since -the reasonable' prediction of the beginning of the transition boiling

is one of the most important boundary condition by the calculation of

wall-temperatures in post-CHF heat transfer region a different correlation for
the calculation of maximum CHF have been evaluated in the study. The time to

the beginning of transition boiling heat transfer regime for selected DNB tests
is given in Table 4. The calculations showed that the average local equilibrium

* quality at the transition from nucleate to film boiling varied between 0.08 to
0.14 - dependent on the local surface heat flux. This type of nucleate to film
boiling transition is usually related to the departure of nucleate boiling (DNB)
and this name will be used in this study. The following correlations have been
applied for the calculation of maximum critical heat flux:

- modified Zuber correlation /7/
- W3-Tong correlation /8/
- Transient Hench-Levy correlation /9/

' - Israel Casterline Matzner correlation /9/
- Biasi correl' tion /45/.a

The calculated times to CHF, using these correlations as obtained by the post
experimental analysis of different DNB tests, are shown in Table 4.

Table 4: Time to DNB - Corr. Comparison
,

TE Time to DNB (s) |
TEST Elev. |

(cm) Data Mod. W-3 Sli- Is rael Biasi j
Zuber fer

135 No DNB 2.6 - - - -

190 No DNB 0.7 0.65 - - -

DNB-1 259 0.7 0.6 0.45 - - 0.9
327 0.4 0.5 0.2 1.1 1.1 0.6
377 0.7 0.5 0.1 1.15 1.15 0.6

r 135 No DNB 0.8 0.7 1.5 1.5 1.4
| 190 No DNB 0.65 0.5 1.2 1.2 1.0 |

DNB-3 259 0.45 0.5 0.35 1.0 1.0 0.7 '

327 0.2 0.4 0.15 0.85 0.85 0.46
i377 0.5 0.4 0.1 0.8 0.8 0.5 ;

135 No DNB 0.9 0.85 - - -

190 No DNB 0.75 0.65 1.3 1.3 0.8
DNB-9 259 0.7 0.65 0.5 1.1 1.1 0.5

327 0.5 0.55 0.4 1.0 1.0 0.4
377 0.6 0.6 0.45 1.0 1.0 0.4

It can be seen that only modified Zuber correlation predicted time to CHF
realistically at the upper elevation, but it predicted DNB also in the lower

20
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partlof the test section where no DNB occurred during the tests. The

W3-correlation did not predict DNB when it was used in the given validity range.
When using it outside of the validity range, it predicted DNB too early and also

. predicted it in the lower part of the test section where it did not occur. The

critical-heat flux, calculated using the other two correlations, was too high

cud they predicted the transition from nucleate to film boiling too late and at

higher qualities.

5.2 Evaluation of Post-CHF heat transfer correlation.

The heat transfer coefficients have been determined over the following

rsnges of test parameters:

- Pressure 2 to 12 MPa
2- Mass Flux 100 to 1400 kg/m ,

- Quality 0.3 to 1.0

- Rod surface 300 to 700 Oc

temperature

The analysis of experimental results showed that the mass flux, quality,

and temperature difference between wall and fluid significally influenced the

values of heat transfer coefficients in the film boiling heat transfer regime.'

The following correlations have been used for the calculation of heat

transfer coefficients in the film boiling regime.
.

Equilibrium correlations:

- Modified Dougall-Rohsenow /8/'

- Groeneveld 5.7 /10/
- Condie-Bengston IV /11/
Nonequilibrium correlations:-

- Groeneveld-Delorme /12/

i - Chen, Ozkaynak, Sundaram /13/

The wall-vapor heat transfer coefficients predicted with the nonequilibrium
correlations have been compared to those predicted by the vapor Dittus-Boelter
correlation.

The time histories of wall temperatures and heat transfer coefficients

which were obtained using equilibrium correlations, are shown in Figs. 6
through 9. The calculated wall temperatures as obtained from the analysis of
test DNB-3 are compared with experimentally determined. values. Heat transfer

; coefficients computed using correlations are compared with those calculated
directly from the measurements.
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( The results of the evaluation of nonequilibrium correlations are shown in Figs.

10 through 12. The time histories of heat flux were used for this comparison

j rather then effective values of heat transfer coefficients. Additional

i comparison of calculated vapor temperatures can be also found in these figures.
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These results were found to be representative for all DNB experiments and
1

i.e., forj also for Post-DNB experiments with higher mass flow rates -

cxperiments where the equilibrium quality varied in the range between 0.3 to
,

1.0. A comprehensive overview of results obtained by the analysis of all
cxperiments using equilibrium correlations can be found in /6/.
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1

The comparison of calculated and measured results has shown that the l
1

modified Dougall-Rohsenow correlation overpredicts the values of heat transfer

coefficient in the early post-CHF region but underpredicts the heat transfer

coefficients in the later part of the transient. The Groeneveld 5.7 correlation

seems to underpredict the value of heat transfer coefficients in the entire

range of test parameters. The Condie-Bengston IV correlation.follows the data

trend but still underpredicts the values of heat transfer coefficients. The

comparison of measured data to the results of calculation where the vapor

Dittus-Boelter correlation was used pointed out that the reduction of wall-vapor

heat flux, because of reduction of effective temperature difference (TWALL
STSAT), leads to larger discrepancy between measured and-TVAPOR, where TVAPOR

calculated values. This trend could be observed by comparison of measured and

calculated wall temperatures when the nonequilibrium correlations were used for

the calculation of wall-coolant heat flux.

5.3 Detailed Investigation of Dispersed Flow Heat Transfer Process.

The results of evaluation of different heat transfer correlations have

shown that none of the applied correlations predicted heat transfer coefficients

with sufficient accuracy in the entire post-CHF region of these experiments. It

was found that the largest disagreement between measurements and correlaltions

predicted results exists in the high-flow, intermediate quality region in the

later part of tests. Therefore, the main emphasis of the further analysis with

the computer code BRUDI-VA has been focused on the investigation of the

individual dispersed flow heat transfer processes i.e., wall-vapor, wall-droplet

and vapor-droplets heat transfer. The results of this investigation are

described in detail in /16/ and the representative results can be found in /17/.

The results of the investigation of individual heat transfer processes indicated

the need for nonequilibrium and nonhomogeneous description of the dispersed

flow, which was shown to be important for the appropriate modeling of

interfacial and direct wall-droplet heat transfer. Therefore, the next part of'

the analysis which is now in progress is performed using the nonequilibrium

two-fluid code -TRAC-PFl/ MODI.

6. ' POST EXPERIMENTAL ANALYSIS USING COMPUTER CODE TRAC-PFl/ MODI.

The main purpose of this part of analysis which is presently being

performed by the author at Los Alamos National Laboratory is the comparison of

results calculated with homogeneous equilibrium and two fluid nonequilibrium
1

computer codes and the assessement of the TRAC-PF1/ MODI heat transfer model. I
l
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; 6.1 Brief description of TRAC-PFl/ MODI.
t

-

'

The Los Alamos National Laboratory in developing a best-estimate computer
code for the PWR accidents analysis which is known as the Transient Reactor
Analysis Code - TRAC. The TRAC code is based on the full two-fluid

nonequilibrium thermal and fluid dynamic model with a flow-regime dependent
constitutive equations treatment and the rewet capability for both bottom flood
and falling film quench fronts. The TRAC-PFl/ MOD 1 incorporates detailed heat
transfer analysis of the vessel and the loop components. Included is also

two-dimensional (r,z) treatment of fuel rod heat conduction. The heat transfer

from the fuel rods and other system structures is calculated using flow-regime
dependent selection of correlations for the calculation of heat transfer

coefficients. Because of the purpose of this investigation, only the

TRAC-PFl/ MODI calculation of heat transfer coefficients in transition and film
,

boiling regime will be described in this paper. The detailed description of all

TRAC-PF1/ MODI heat transfer regimes can be found in /18/. Tha change from

nucleate to the transition boiling occurs in the TRAC- calculation if the wall

temperature exceeds the so called CHF-temperature. The CHF-temperature (T isCHF

calculated using a Newton-Raphson iteration to determine the intersection of the

i heat flux found by using the nucleate boiling heat transfer coefficient and the

value of critical heat flux which is calculated by the Biasi correlation /15/.;

The total wall-to-fluid heat flux in the transition boiling regime is obtained

from a quadratic interpolation between the Biasi CHF.and the minimum stable

film-boiling heat flux which is calculated using the value of minimum stable<

film boiling temperature (TMIN) from the homogeneous nucleation temperature
correlation. The wall-to-fluid heat flux in this heat transfer regime is then

given by:

9TRANS " 0 * 9CHF + (1 - 0) * 9 MIN (2)

i

where

TW TMIN
i

6 = (T J2 (3)
CHF - TMIN

In the film boiling heat transfer regime (T ) TMIN) the wall-vapor andg

wall-liquid heat transfer are treated separately using the following

calculational scheme. The wall-liquid heat transfer coefficient is assumed to

be the sum of three components:

25
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)

hg=(hRAD + hPFB) * (Tg Tg - Tg } + h
SAT,

T DF '(4)

where hRAD is a radiative HTC, hPFB is a pool boiling HTC, and h DF is a,

dispersed flow HTC. The pool boiling hPFB is decreasing from its actual value
to zero in the void fraction range between 0.5<a<.7 5 and in the same void

fraction range 'the -dispersed flow hDF 'is increased from zero to its. actual'

value. If the value of actual h is smaller then h PFB is taken ,forthan hPFB DF

the calculation of wall-liquid HTC. The wall-vapor heat transfer coefficient in

this heat transfer regime is calculated using the Dougall-Rohsenow correlation

L and the turbulent natural convection correlation. The greater value predicted

! with these two correlations is taken for the calculation of wall-vapor heat

- flux:

;

qgy = MAX (hDR, hNC) + (Tg-T) (5)y

and
,

,

9gg = hg + (Tg - Tg) (6)4

6.2 TRAC-PF1/ MOD 1 model of the test facility and important input for
1 the analysis of test DNB-3.

! The TRAC-PF1 model of the test section of the KWU heat transfer test
facility is shown in Fig. 13. Five one-dimensional-core components are
representing the five different axial power regions of the test section.. The

; measured single phase mass flow at the test section inlet has been prescribed as
'

a input time function in the fill component which is connected to the inlet of

the first core component. The measured pressure at the test section outlet has

also been input as a second boundary parameter in the break component. . The
power generation for each power region has been calculated separately using the
temperature-dependent resistivity and measured electrical current and was also -),

f input as a time function for each of the core components.
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i

P=f(t) BREAK Comp.

|(6)
9"f(E) 1-D CORE 5,

| (5) |

Q=f(t) 1-D CORE 4

|(4) ;

i

L3
i.. _ _ _ _ _ .

Q=f(t) 1-D CORE 3 :

L2
--. _.

L1

|(3)
Q=f(t) 1-D CORE 2

| (2)
9"f(*) 1-D CORE 1, g

L3

L2

L1

|(1)

G=F(t) FILL Comp.

Ff.g. 13 TRAC-PFl/ MOD 1 Model of the test section
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6.3. Calculation of the test DNB-3 using different correlations for

the calculation of POST-CHF heat transfer coefficients.
The first computer run has been performed using the original set of

TRAC-PF1/ MOD 1 post-CHF heat transfer correlations i.e.,:

Wall-vapor: Dougall-Rohsenow

.{9"*Uv +(1-a) Ug)
04

.D,q}0 8 3h Av (7)FC = 0.023 v
eq v

Wall-liquid: Mod. Bromley

3 .e* (p -p
y) * An )0.25

A 8e* py*

PFB=0.61*(vg g
h (8)

Uvf+ (T ,-TSAT)* a

a.c(po ys
8 g p)u

Radiation

4-T 4

* (T ) (9)hRAD " (1 - ") * 0 *8
Tg-TSAT

Vapor-droplets: Lee-Riley

[2 + 0.74 red * Pr # ) (10)l

bd" *

5 D

.

(U -Ug)+p( d+
y y D

R
! eD " n'
|
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Fis. 14 Comparison of calculated and measured wall temperatures

.

The results of this calculation are shown in Figs. 14 through 16. The

comparison of calculated and measured wall temperatures shows a good agreement.
The time to CHF has been predicted well at the elevations 259 cm and 377 cm in
the bundle. At the elevation 327 cm, where the DNB occurred 0.2 s after the
beginning of the experiment, TRAC-PFI/ MODI predicted it with a 0.45 s delay.
This late change in the heat transfer regime resulted in too low wall
temperature prediction at this particular elevation. Since there is no

possibility in the present version of TRAC to prescribe the time to CHF as an
input value, this partial disagreement will be observed throughout this
investigation.

29



_ _- _ _ _ - _ _ - - - _ _ _ _ - _ - . . - _ _ _ _ _ _ _ _ _ . _ - _ _ ._. _ _ _ _ - _ _ - _ - _ _ - _ _ - - _ _

.

TRAC TRANS. CALCULAfl0N EXP. NO. DNO - 3
'

*
VER. O DOUGALL ROHSENOW + BROWLEY WEa4 ,

coco .

i
i
i

Dougall-Rohsenow * WV3 !7 eh -

vvsoco- .

h,g - Mod. Bromley . gg3e

N +hb COC * Mt0T3,

_.-h
w- sooo- M

WCAS H3w. *

8 i
.

|
* *

.

's , .

3 4eco- g-,

z , .* ioc
- i .- .-

h,/ , C'L.' A v d.... ...- .. , .....
,_

< ,ooo. _ --
E

.

%-,

- . _

_

o . - .

12 14 16 144~ s 8 e
..

TiuE (s) LOS ALAMOS

Fig.15 Comparison of experimental and calculated HTCs (Elev. 259 cm)

,

| TRAC: TRANS. CALCULATION EXP. NO. DNR - 3 i ,

vER. "O 00UCALL ROMSENOW + BROWLEY WEs4 }

iocco
:
:
:

{ e h Dougall-Rohsenov-
,

.E
sooo- a hv1 - Mod. Bromley-

2
2 3 . h *#''

g g tot
,

- -h * HToT4g
*w scoo- ~.

6 * WCA$ M4,.

8 I *.o : := '.. .s .
ac p+ s ',as
g 4 coo- y ...
z : , . . , . j.g

h. ,*4 *

, , . . . . . . .5 ;
,

'

*-
,. ; : ...

. . * . . . . . . . . . . . , . . ., , . . . , ,< sooo. ,. |
.;

2 : : s......
| '.-

, , , , , , , , , , , . - - - . . . . . . . . . . . . . . . . . , , , , , , , , , , ,
o , ,

to 12 14 as is4 8 8
, ,

TiwE (s) LOS ALAMOS

| Fig.16 Comparison of experimental and calculated HTCs (Elev. 327 cm)

.

|
30

w



.. , . - . _ _ _ .-____

.

.

-Although the agreement of this calculation with the data is good it is

questionable if the Dougall-Rohsenow correlation can be used for the calculation
of the pure wall-vapor forced convection heat transfer coefficients. On the

other hand, in the first part of this study, the pool film boiling treatment of
the wall-droplet dispersed flow heat transfer component was shown to

underpredict the wall-droplet heat flux. Therefore, for the next calculation,
the Dougall- Rohsenow correlation has been replaced with Dittus-Boelter

correlation and the Forslund-Rohsenow correlation was applied for the prediction
of the wall-droplet heat flux component in the high void region (0.8 <aCO.99) in
the post CHF part of the test.

Dittus-Boelter correlation.

"I 0.4h = 0.023 * * Re 0.8, p )ye y
eq

Forslund-Rohsenow correlation

1/4 T -TSAT
hDF " El * 1.276 * (1-a)2/3

w (12)* BRAC ,

,

1

d

I yf * g *pg*p 'ah*3
A e y

BRAC = (T,- TSAT)*U f*dDv
,

Kg = 1.5 for water

The results of this calculation are shown in Figs. 17 through 19. The

comparison of calculated and measured wall temperatures shows again good
agreement. The comparison of the heat transfer coefficients, vapor

temperatures and velocities from these two calculations shows that thy splitting
of total wall-fluid heat flux (Dougall-Rohsenow q ,y > Dittus-Boelter q ,y and |

iBromley q,g < Forslund-Rohsenow q,g) has no significant influence on the vapor
superheat and vapor velocities (Figs. 20 through 23).
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b

6.4 Influence of critical Weber number.<

Since there is not auch agreement about the appropriate value of critical
;

W;ber number (values between 0.1 to 13 can be found in the literature), three
' computer runs were performed to investigate the influence of WeCR1 on the

was used in thesecolculated results. The value of the WeCR1 = 1, 4 and 7.5
calculations. Also, the limits of droplet diameter 10~4<dD <3.10-3 which are

prcsently used in TRAC-PF1/ MODI were changed to 10-5<d <10-2 for these
D;

colculations. The calculated time histories of wall and vapor temperatures,

h %t transfer coefficients and void fractions are shown in Figs. 24 through 29.
Th2 comparison of calculated and measured wall temperatures shows that the
pr sently used value of WeCR1 = 4 gives the best results when it is used
tcgether with other correlations and correlation constants.

.
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6.5 Influence cd[ wall-vapor heat transfer correlations. I

To investigate the influence of. wall-vapor component on the wall to

dispersed flow Neat transfer process, three different correlations have been
cpplied for the calculation of wall-vapor heat transfer coef ficients.

c) Dittus-Boelter correlation (Eq. 11)

b) McEligot correlation /16/

Avf 0.8 04 05
h = 0.021 * * Re * Pr *( (13)>

vc y y
eq w

c) Chen correlation /13/

f

Cp g * Pr g-2/3hvc " v*E *
y y

with f = 0.037 * (Re) 0 17
-

and*

D,q * p * <j) C GTOT - Ga y y vRe = ; <j) = __. + (14)U D PAv v
.

The wall-liquid. component of heat flux was calculated using the

Forslund-Rc hsenow correlation (Eq. 12) for direct wall-droplet heat transfer

cud the tailiative component was added to the wall-liquid heat flux. The results
of these colculations are shown in Figs. 30 through 35. The comparison of

calculated and measured wall temperatures shows that the Dittus-Boelter

correlatic2 seems to be the most suitable for the calculation of wall-vapor heat
transfer coefficients when it is combined with the proposed form of Forslund-

! Rohsenow correlation.
.
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TRAC TRANS. CALCULATION EXP. NO. DNB - 3
|NFLUENCE OF THE WALL-VAPOR CORR. ON OtFF. PARAMETERS
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Fig. 30 Comparison of calculated wall temperatures using
different wall-vapor correlations
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INFLUENCE OF THE WALL-VAPOR CORR. ON DIFF. PARauETERS
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Fig. 32 Comparison of calculated and measured wall temperatures
using different wall-vapor correlations
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INFLUENCE OF THE W1LL-VAPOR CORR. ON DIFF. PARAuETERS
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TRAC TR ANS. CALCULATION EXP, NO. [WB - 3

INFLUENCE OF THE WALL-VAPOR CORR. ON OtrF. PARAMETERS
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Fig. 36 Comparison of calculated void fractions using
different wall-vapor correlations

6.6 Influence g wall-liquid heat transfer component.
Four different methods have been applied for the calculation of wall-liquid

hect transfer component in this study:
a) Berenson pool film boiling correlation /14/

3
l *(pt1y) * Ah*f.25PFB=0.425.['yg*8e*py (15)h Jn f * (T ,-TSAT) *ay

0.5
a

]c.[s*(pt-py)
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b) Forslund-Rohsenow correlation
!

|
;

2/3 1/4 T -Tv SAThDF = Kg -1.276 +(1 - a) * BRAC +
_ (16)T,-Tg

3 e
A * Ah*yg g +pg+pyeBRAC = *Ki = 1.5 for water(T -TSAT) * Uvf * dD #

v

c) Droplets mass flux treatment of wall-liquid heat transfer component which was
proposed by Vojtek /16/.

The total heat flux.from the wall to fluid was written as:

2 /3 w+dDqTOT " 9wv + a + Ah ND 6 A' A
'

d) Modified version of Eq. (17) to eliminate the influence of droplet diameter:
a

qTOT " 9wv * * + E * Ah + Gg (1-a) (18)

with K = 2.5 + 10-

All these calculations were perfcrmed using the Dittus-Boelter correlation
for the prediction of wall-vapor heat transfer component and the radiative
component has been added to the wall-liquid heat flux. The results are shown in
Fig. 36 through 40. Also this comparison shows that there is no significant
influence of method used for the calculation of wall-liquid heat transfer with a
exception of the results obtained using Berenson pool film boiling correlation.

,

|

i
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INFLUENCE OF THE WALL-LtOUl0 CORR. ON DIFF. PARAWETERS
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. 6.7 ' Evaluation'jgf correlations for the calculation of minimum film boiling
temperatures.

Two different correlations have been used for the calculation of minimum

film boiling temperatures:

- c) Present TRAC-PF1/ MODI correlation

1

05
TMIN " TNH + (TNH - Tg) R * (19)

.

(p+C *A)1pi R=
(pac A),p

NH = 705.44 - (4.722 + 10- ) * DP + (2.3907.10 5) * DP - (5.8193 10 ') * DPT

DP = 3203.6 - P

The pressure P is in psia and TNH in degrees Fahrenheit.

Eb) Groeneveld correlation for pressure < 9MPa and no liquid subcooling

2Tgry = 284.7 + 0.0441.P - 3.72 10- P ; P is in kPa (20)*

2

5

: Tha comparison of calculated and measured wall temperatures have shown that none
!

of these two correlations predicted the return to nucleate boiling (RNB) in the
,

first 13s of DNB-3 experiment. The measured wall temperatures show that RNB

i occurs at about 6s in the upper part and approximately 9s af ter test initiation

in the middle part of the test bundle.,

6.8 The selection of best fit set of correlations for the calculation -
4

of test DNB-3.
1 The results of investigation of the different wall-vapor correlation have

i
'shown that only the HTC's which were calculated with the Chen correlation did

j nct decrease in the late part of the transient. Because a similar trend was

alco observed by the analysis of experimental data this correlation and the
Vojtek method of calculation of wall-liquid heat flux which shows the similar
b:havior were chosen for the final calculation of test DNB-3. The results of

this' calculation are shown in Figs. 41 through 44. The comparison of calculated

and measured resutis shows again very good agreement at the elevation 259 cm and
377 cm in the test bundle. The agreement in the later part of the transient was

47
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even- slightly improved in the comparison to the results of previous ,

1

calculations (Figs. 14 through 19). j
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t

CONCLUSIONS AND FINAL REMARKS,

I 1. Valuable data- for the investigation of transient critical heat' flux

phenomena and forced convective film boiling heat transfer were obtained in the
experiments described in this paper.

,

2. The evaluation of correlations for the prediction of maximum critical heat
'

flux and film boiling heat transfer coefficients which are used or developed for-
the analysis of ' loss -of coolant accidents in nuclear reactors showed that

significant discrepancies still exist among different correlations and betweeni

4

; correlations and experimental data. It was shown that none of applied overall
film boiling heat transfer correlations can be used with sufficient confidence

;

during the entire post-CHF portion of the blowdown phase of the LOCA. The

f analysis of experimental and calculated results has shown that in the post-CHF
i portion of transient experiments for the approximately same values of

j independant parameters (G, X, P, Tg and TSAT) two significantly different values
I of HTC can exist. This effect of flow regimes on the wall-fluid heat transfer
i
4 cannot be reproduced by the heat transfer correlations which were developed and
i assessed using steady state conditions data.

!

2 3. The results of this investigation showed that the presence of water droplets
significantly improves the wall-to-dispersed flow heat transfer. Therefore, by
the further investigation of wall to dispersed flow heat transfer processes

; attention should be paid not only to the modeling of interfacial heat transfer
i which is decreasing the vapor superheat, but also to the disturbing effect of

vapor flow boundary layer caused by droplets and to the direct wall-droplet heat
transfer.

,

4. The results of TRAC-PFl/ MODI post-experimental analysis of test DNB-3 have;

shown that the splitting of total wall-fluid heat flux into the wall-vapor and

| wall-liquid components has no significant influence on the calculated thermal
i hydraulic parameters such as vapor temperature and vapor and liquid velocity

unless the total heat flux using different combinations of correlations is

under- or over-predicted. The TRAC PF1/ MODI calculations indicated that there
i

j is no high thermal nonequilibrium in the high pressure intermediate quality
| dispersed flow. *

5. The droplets mass flux method which was proposed by the author has been
I shown to be applicable for the calculation of the wall-liquid heat transfer

50
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i

i

component in the nonequilibrium two-fluid code TRAC-PF1/ MOD 1. However the

present form of this correlation should be considered only as a boundary

equation for the further detailed investigation of the heat and mass transfer

processes which are taking place in the boundary layer of the vapor flow.

6. Both applied correlatione for the calculation of minimum stable film boiling

temperature did not predict the return to nucleate boiling which was observed in
experiment. These results indicated the need for the further experimental and

analytical investigations of the RNB phenomena in the high pressure region of
LOCA.

i

!

o

?

f
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NOMENCLATURE

2-A area, cross section m

c specific heat capacity J/(K+kg)p
d diameter a

d equivalent diameter mequ
G mass flux kg/(d+s)

2g acceleration of free fall m/s
h specific enthalpy J/kg
ah- latent heat of vaporization J/kg
i length m

a mass kg
3N number of droplets 1/mD
2p pressure N/m
2Q- heat per unit of area W/m
2q heat flux density W/m

r radius a
T temperature k(O )C
U velocity m/s
X equilibrium quality

Greek letters
a void fraction

n dynamic viscosity kg/(s=m)
A thermal conductivity W/(K*m)

3p mass density kg/m
a surface tension N/m

Dimensionless parameters
!

.

Pr = 2# Prandtl number
a

Re = 3* - Reynolds number
1

|
|

|
i

52
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- Subscripts

D droplet
.

E equilibrium

- f film

A liquid

M measurement

- MAX maximum

- MIN minimus

SAT saturation '

TOT total

V vapor

W wall

.,

4

'

i-

i

!

,

1

1

I

-

)

i

.

;

i

!
,

4

i
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REFLOOD ANALYSIS CODE "REFLA"
I
!

Yoshio MURA0

Japan Atomic Energy Research Institute

Tokai-mura, Ibaraki-ken,319-il, Japan
,

Abstract

This paper contains a short description of the reflood analysis

code "REFLA", which was developed to calculate the thermo-hydro-;

dynamics of a nuclear core durind a reflood transient in which

ECC water is introduced into the bottom of the core.

The description emphasizes the following items:

1. Heat transfer model.

; 2. Quench front propagation model.

3. Core water accumulation phenomena.
.

.

.
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1. Introduction

In the safety analysis on the Loss-of-Coolant Accident (LOCA)
of light water reactros, it is very important to evaluate the tempera-
ture history of the fuel rod calddings during the reflood phase, which
is governing the integrity of the first enclosure of the fission product.
In the safety evaluation of the reflood phase of a PWR, the empirical
correlations on the reflood heat transfer and the carry-over rate frac-
tion have been used. The latter is used for calculating the core inlet
flooding rate in the system analysis. For obtaining the flexibility of

application for safety analysis, we are developing a computer code REFLA
for the reflood phase based on the physical understanding of the phe-
nomena.

2. Code development

The one-dimensional core code, REFLA-10 (core), calculates steam /
water velocities in the core, void fractions, differential pressures,
cladding temperatures, temperatures of the steam / water at the exit
of the core. The boundary conditions are the system pressure, and
the velocity and temperature of the water at the inlet of the core.
The small scale reflood test results and the FLECHT/FLECHT-SET data
in the USA are used in the modeling of REFLA-1D (core) as well as the
basic experimertal knowledge, for example. flow patterns shown in Fig.1.;

The latest verston of the code is REFLA-lD/ MODE 3. (4) This version
includes some new improvements in the core thermo-hydrodynamic models,

which were developed using the experimental data of tha small scale
reflood facilities, such as, the JAERI small scale reflood test facility
and the FLECHT facilities. The scaling ratios of the core flow area
of these facilities to a 1000 MWe class PWR are 1/2500 and 1/370 for

I the JAERI and the FLECHT facilities, respectively.
In the region above the quench front, two types of hydrodynamic

models, i.e. Case 1 and Case 2, are introduced as shown in Fig. 2.
In both cases, a water accumulation region is assumed to exist above

'the quench front. The length of this region is now set to 0.3 m.
lAbove the water accumulation region, there exists a normal dispersed
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1-

flow region in Case 1, whereas amother water accumulation region'in '

Case 2. In the water accumulation region, the void fraction has a
value between the values corresponding to the slug flow and the dispersed

1

' flow due to' the integration of dispersed droplets. The heat transfer
coefficient and the void fraction in the water accumulation region for<

I Case 2 is calculated by interpolating the values for the dispersed flow
and the slug flow. The correlations of the void fraction and heat
transfer coefficient for the slug flow (5),(6) are indicated in
Appendix 1. The void fraction of the dispersed flow is calculated
based on the slip velocity corresponding to'the critical Weber number ::

s c

! Wec. The heat transfer coefficient for the dispersed flow is calculated '

based on the model of the solid spherical water drop moving in the steam.

| The quench velocity correlation was improved in order to extend
i the applicability of the correlation to the lower quench temperature !

l- than the maximum liquid superheat temperature and to the lower and i

higher system pressures than 0.4 MPa. The correlation is described; ;

I in Appendix 2. -

1 r

i

) 3. Calculational results
i

j In Figs. 3 to 12, .4Aicated are the results of some simulation
calculations (4) with the REFLA-1D (core) code. Inputted values for

i

f the simulation calculations of the test runs are tabulated in Table 1. t

| In *.he calculations for FLECHT tests, results without showing case-
I number were obtained by the calculation with Case 1. Although improve-
i ments of models are necessary, practically good agreements are obtained

| in either Case 1 or 2 for many one-dimensional reflood tests.

j The difference of the thermal responses between Cases 1 and 2 seems

j to be small. The hydrodynamic responses of Cases 1 and 2 are clearly :
'

: different from each other as shown in Fig. 13. In Case 1, the local

| void fraction is almost unity until the quench front arrives near t'he
I concerning region, while in Case 2, the local void fractions at every

location begin to decrease just after steam flow is developed and they
,

! become noticeably smaller value than unity. The Case 1 appeared at

i the flooding rate less than 4 cm/s in FLECHT low flooding and FLECHT
!
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SEASET tests. On the contrary, the Case 2 appeared as shown in Fig. 14
and 15 for CCTF tests and JAERI small scale reflood tests, even when

the flooding rate was about 2 cm/s. These differences'can be attributed
to the multi-dimensional effect, i.e. as shown in Fig.16 the water,
which is entrained by steam flow and separated at the top of the core,
can reflux into the core if the core is wide enough or has cold structures
which allow the separated water to form the falling liquid film. I

Accordingly, the REFLA code with Case 2 model is expected to be applied
to reflood phenomena in a wide core.

4. Summary

The status of the reflood code development is described. Although

some improvements are necessary, practically th,is one-dimensional reflood

model is expected to be used for prediction of reflood phenomena in wide cores.
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Table 1 Test runs used for simulation calculation and
inputted values

Nazimus Peak clad Initial Core
Test rua System linear temp. at clad Flooding inlet Power

pressure power reflood surface rate fluid decay
density initiation temp. temp. curve

(NFa) (kW/m) (E) (E) (ca/s) (E)

FLECHT Neasured
lw '*1*** ** ANSal.20.28 2.92 1143 2.03 325flooding toflood

305 after)g
! 2833 initiation shutdown

PWR-
FLECMT
Croup 142

0408 0.41 4.07 1143 416 25.4 350 3**

3541 15.0 3**

j 4321 9.91 3**

4225 4.83 see
6948 2.54 a**
7057 2.03 A"m*
6749 1.52 A***

FLECHT
SEASET 0.28 2.30 1093 403 2.4 324 ANSal.2

31504 (305)
:

FLECNT
* ***d 0.28 2.30 997* 403 2.54 326 ANSul.2p ,,

13404 (305)

Semiecale

5032 0.41 2.26 996 427 2.29 350 ANSm1.2
(305)

* Peak clad temperature at midplane a: reflood initiation.

** Normalized function = 0.42e-o.02est + 0.58 - 3.92=10-" t
Normalised function = 0.4518e-0.0283t + 0.5482 - 4.922=10** t***

where t is time after reflood initiation.
|
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APPENDIX 1

HEAT TRANSFER COEFFICIENT AND V0ID FRACTION CORRELATIONS

FOR SLUG FLOW

h, = h.., x ( 1 - a)k+ h, x ( 1 - a )k
H,,g/L,p,AT..)Yh .. . = 0. 9 4 ( 2,8 p, si

h, =E4 ( T,4 - T !,, ) / A T,,,

8 " (1 + (U,. + U .) /AU - ( 1 + 2 (Us. - U,. ) /AU
+ (U,. + U )8/AU 8)T }/ 2

A U = U,./ min ( a,.. . du )
a,.. = 0. 9 2 5 ( p, / pi ) ' 888 ( U,./ U.., ) a

U n. , = 1. 5 3 ( eg / pi ) e.as

!, a = 0. 6 7 (U,./U n., < 1 ) , a = 0. 4 7 (U ./U s., 21 )
d i! e ! + 3 x 0.2 8 (U ./U,. )"8* ( p / p, ) *88 ( p: / p, )'''i

,

I

(

i

i

!

:

:

!

I
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APPENDIX 2

'l

QUENCH MODEL

:

( 1 ) T e > T ....

C,p ( T. - T , ) ,g )g -a ,
Q .. e t ( 1 + 0. 2 7 7 8 x 10-* A T . .n3)

( 2 ) T ., < T . < T ...

U7:=f (Tur)
' ,

I U e" = f (T,,)

*~ "" ' ' * * ~ *

U ;8 = ( T ,,g-T , ) U ;8, + ( T ac- T . , ) U.!
c c ,

,

( 3 ) T. < T ,i

| U;8 = o
!

Q ..e s = Q..s e ( p = 4 kg / c m ) x ( 0. 2 2 0 9 p + 0.116 3 )t

8 8Q ..,, ( p = 4 kg /c m ) = 2. t 9 x 105 ( Kcal/m . hr );

i re C,i) N ( J. T. C, ) S x (T ,, - T i)
{ T . .. = T., + ( J /
!

|

i

T

(
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RELAPS/M002 POST-CHF HEAT AND MASS TRANSFER M00ELSa |J. C. Lin, C. C. Tsia, V. H. Ransom, G. W. Johnsen '

EG&G Idaho, Inc. 1

Idaho Falls, Idaho 83415 l

A8STRACT

RELAPS/M002 is a new version of RELAPS containing improved modeling features that
provide a generic pressurized water reactor transient simulation capability. In
particular, the nonequilibrium modeling capability has been generalized to include post
critical heat flux (CHF) conditions which occur in severe core damage accidents and
large break loss-of-coolant accident. The objective of this paper is to describe the
p3st-CHF wall heat transfer and interphase mass transfer model in RELAPS/M002 and to
report the developmental assessment results using separate effects experiments.

The post-CHF wall heat transfer and inter)hase mass transfer in RELAPS/M002 is
mechanistically modeled. The developmental assessment results show that the post-CHF
wall heat transfer and the interphase mass transfer are properly modeled. For further
modeling improvements, new data with local void fraction or phasic velocity measurement
are needed.

NOMENCLATURE

A Heat transfer area (m2)

C Heat capacity (kJ/kg-K)p
i

De Hydraulic diameter (m)

d Oroplet diameter (m)

H Heat transfer coefficient time area / volume (W/m3-K)

hrg Latent heat (kJ/kg)

h Enthalpy (kJ/kg) or heat transfer coefficient (W/m2-K)

k Thermal conductivity (W/m.K)

Nu Nusselt number

P Pressure (MPa)

Pr Prandtl number

Q Heat per unit volume (W/m3)

q Heat flux (kW/m2)
,

i Re Reynolds number

a. Work supported by the U.S. Nuclear Regulatory Commission, Office of
j Nuclear Regulatory Research Under DOE Contract No. OE-AC07-761001570.
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T Temperature (k)

AT Temperature difference between the wall temperature and saturation temperature
(K)

v .Veloc1ty (m/s)

o Vold fraction

p Density (kg/m3)

2 4; e Surface tension (N/m) or Stefan-Boltzmann constant (W/m -K )

c Gray-body factor

3 Ir Volumetric vapor generation rate (kg/m -s)

| 9 Viscosity (kg/m sec)

Subscripts

d Droplet

f Liquid ,

1

g Vapor

id Droplet side interface
,

'

if Liquid side interface

'

lg Vapor side interface

t s Saturation

sat Saturation

e Wall

Sunerscriots

* Local condition
,

i
INTRODUCTION

*

;

RELAPS/M0021 is a new version of the RELAPS thermal hydraulic computer
code 2,3 containing improved modeling features that provide a generic pressurtred water
reactor (PWR) transient simulation capabi'ity. In particular, the nonequilibrium
modeling capability has been generaltred to include the conditions which occur in severe
core damage accidents and large break loss-of-coolant accidents (LOCAs). During these '

accidents the fuel rods in the reactor core are exposed to superheated steam and the
fuel rod surface temperature is at a temperature beyond the critical heat flux (CHF)
temperature Ilmit. The objective of this paper is to present the post-CHF heat and mass,

trarsfer models in RELAP5/M002 and an assessment of the models using the data from

.
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separate effects experiments, and to offer recommendations on the need for further
modeling improvement.

The hydrodynamics in RELAP5/M002 are represented by a one-dimensional
transient, two-fluid (nonhomogeneous), two energy equations, nonequilibrium model.I !

'

The thermal boundary of RELAPS/M002 is calculated using an one-dimensional transient
model and is explicitly coupled with the hydrodynamic model. The wall-to-fluid heat ,

transfer is modeled using the bolling heat transfer regime technique which consists of 2

selecting the heat transfer regime according to the bolling curve.4 In pasticular,
'

the wall-to-fluid heat transfer regime is divided into pre-CHF, CHF, and post-CHF
regimes. A detailed description of the wall-to-fluid heat transfer and the interphase
mass transfer in the post-CHF regime is presented in the following sections.

"

POST-CHF HEAT TRANSFER MODEL

The post-CHF heat transfer regime consists of transition film boiling, film
boiling, and single phase vapor convective heat transfer. The two energy formulation
used in RELAP5/M002 requires partitioning the wall-to-fluid heat transfer into liquid
and vapor components. In RELAPS/M002, the partitioning is mechanistically modeled
according to the contacted area between the wall and each phase, that is

0,p = h,p ,F (T, - T )/V (1)A
p

=h A (2)0,9 g ,(1 - F()(T, - T )/V ,

there FL 1s the fraction of the wall contacted by liquid.

Inthetransgttonheattransferregime,amechanisticheattransfermodeldevelopedis adapted in RELAPS/M002. The model assumes that the wall-to-fluidby Tong and Young
heat transfer is due to both transition film bolling and film bolling heat transfer.

6 which isThe liquid contact area is modeled using the co relation developed by Chen
an exponential function of the square root of the temperature difference between the
tall temperature and the saturation temperature corresponding to the local system

i pressure. The final wall to liquid and wall to vapor heat transfer is computed as: ;

l*II~"IA'f(T[-T|)B}/V (3)0,7 = {qcrit w'*PI- * AIsatA
w

4

vc p - exp(- e aT,,,n . .A,c,(T -Thal /vA m0,g-{q,

there qcrite 9VC, and 8 are the critical heat flux, the convective heat flux, and
the Boltzmann constant, respectively. The critical heat flux, qcrit, in the above
equations is calculated using the Blast CHF corre]ation when the mass flux is greater (
than 200 kg/m -s and a modifled Zuber correlationo when the mass flux is less than| e l

100 kg/m2-s. A linear interpolation with respect to mass flyx is used to evaluate the'

critical flux when the mass flux is between 100 and 200 kg/m(-s. The w in the above
; equations is a correlation parameter given in Reference 6. The convective heat flux,

qvC, is evaluated by the 01ttus-80elter9 correlation.

In the film boiling regime, a mechanistic heat transfer model developed by forslund
and Rohsenowl0 is modified and used in RELAPS/M002. The model assumes that the
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well-to-fluid heat transfer consists of a film boiling heat transfer in the sublayeri

close to the wall, and a dispersed droplet film boiling heat transfer in the bulk
fluid. The wall heat transfer area contacted by the liquid is a linear function of the
local void fraction. The resulting wall to liquid and wall to vapor heat transfer are

!

|O II ~ " IIA h N~ I * ^w*wfI IO IIct w 8romley-Pomeranz w S
~

i
1

Owg * "IA h N -T)+A,c,9 )8 W M)w 0ittus-80elter -

w g

| where h romlev-Pomeranz and h0tttus-80elter are the heat transfer correlation8
; d;veloped by Bromley and Pomeranz given in Reference 11 and by Otttus and Boelter,9

respectively and where c , and cyg are the liquid and vapor gray-body factor cal-y
culated using the model developed by Sun 12 for droplet radiation in superheated vapor.

!

MASS TRANSFER N00EL
.

! In the post-CHF regime, the interphase mass transfer in RELAPS/M002 is modeled in
| accordance with the physical process, heat transfer process, and flow regime. After the
i

physicalandheatgransferprocessisdecided,aflowregimemapbasedontheworkof
Taitelang0uklerl is used for selecting the inter facial area correlation developed|
by Ishti.;

|

The basic model in RELAP5/M002 assumes that the interphase mass transfer occurs
both at the wall and in the bulk fluid, that is

r = r,,jj + rbulk UI

'

h the post-CHF regime, the interphase mass transfer at the wall is calculated from the
wall to liquid heat transfer. It is assumed that the wall to liquid heat transfer is
used to vaportze the 11guld in the sublayer close to the wall and to superheat the
vapor. The final mass transfer at the wall is

Owf
Iwall * hp (I + 0.5 C AT ,g/hy)g p 5 g

g

where Qwr is calculated from the wall to 11guid heat transfer given by Equation (3) or
Equation (5).

The interphase mass transfer in the bulk fluid is modeled according to the heat
transfer mechanism at the interface and using the energy balance at the interface to
evaluate the not mass transfer. The resulting formulation is

Off ' Ota
I ]Ik * I9Ib * *

hg-hp

|
'
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wh:re Qgy and Qig are the liquid to interface and the vapor to interface heat trans-
forrespectively,andwherehJandh*arethelocalliquidandvaporenthalples.a
The local enthalpy is used in Equat15n (9) to satisfy the second law of thermodynamics.

In the post-CHF regime, the liquid to interface heat transfer is modeled as:

Ojp = Hjp(T -T) (10)3 p

I

wh:re i

I

' k, Nu
'

H I11Igp = 2 ld
d

5

Nuid = 10 (12)

I
and where Nuld 15 In the post-CHF regime, it was
determinedbyChen{heNusseltnumberforthedroplet.that the droplet temperature is at saturation temperature

i corresponding to the local pressure. Therefore, a large Nusselt number is used in
! Equation (10) to drive the liquid temperature toward the saturation temperature. The
; vapor to interface heat transfer consists of the convective heat transfer to the liquid

droplet in the superheated vapor and the convective heat transfer at the "sublayer near
to wall. The convective hggt transfer to the 11guld droplet in superheated vapor.
developed by Lee and Reley'3 15 adapted in RELAP5/M002. Therefore, the vapor to
interface heat transfer for the bulk fluid can be written as:

gg(T, - T ) (13)O =H
gg g

i

where

I
i

6 I k (2.0 + 0.74 Re .50
Pr .33)0

H =
gg 2 g g

d

i

! 0.5
0 ** 0.023 Re .8 k II4Ig g 2

'
i

pdb,-v|aq g
Re (15)d* p

9

and where Red is the Reynolds number for the droplet. It should be noted that thei

'

interfacial area for the droplet in the sublayer near to the yqll proportional to the
square root of the local vold fraction as suggested by Ish11.19
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DEVELOPMENTAL ASSESSMENT RESULTS j

Data from the experiments conducted by Bennett,16 Chen,l7 and Gottula,18 were
ustd to assess the post-CHF heat transfer and interphase mass transfer modeling. The 1

8:nnett experiment also provided data needed for assessing the CHF modeling in |

RELAP5/M002.

The Bennett heat tube experiment were conducted using a vertical 1.26 cm diameter
tubo that was electrically heated. Water at a pressure of 6.9 MPa flowed upward in the
tube. The Bennett experiments were simulated by using a pipe having 32 vertical volumes
31 junctions and two time dependent volumes to provide the inlet and outlet boundary
conditions. The heat generated by electric power in the test section was modeled using
32 heat slabs and the initial and boundary condit1.ons were input to RELAP5/M002.

A comparison of the calculated wall temperature and the Bennett post-CHF data for
the low flow and low power test is shown in Figure 1. A similar comparison is shown in
Figure 2 for the high flow and high power test. In general, the RELAP5/M002 calculated
wall temperature profile and CHF location are in very good agreement with the data for
b9th the high flow, high power and low flow, low power cases.

Since there were no vapor temperature measurements made in the Bennett experiments,
the Chen experiments were used to assess the mass transfer modeling in RELAP5/M002. The
Chen post-CHF experiments were conducted using the Lehigh University facility. The test
section consisted of a vertical tube with a 1.41 cm inside diameter and 150 cm in
length. The tube was heated by passing an electric current through it. The wall
temperatures were measured at various elevations and the vapor temperature was measured
by aspirating steam probe located close to the exit of the tube. The RELAP5/M002 model
for the Chen heated tube experiment consisted of a pipe having 15 vertical volumes and
14 junctions for the test section, a pipe of six vertical volumes and five junctions for
tha heat bank, and a pipe of four vertical volumes and three junctions for the riser.
The heat bank and riser were in parallel and were connected at the bottom. The riser
was located immediately below the test section and the outle.t of the riser was connected
to the inlet of test section. The reason of simulating the heat bank and riser was to
obtain a stable flow condition at the inlet of the test section. The heat generated by
the electric power in the test section was modeled by 15 heat slabs. The test initial
and boundary conditions were input to the RELAPS/M002 code.

Corcparison of calculated wall and steam temperatures with measured data are shown
in Figures 3 and 4 for low inlet equilibrium quality (X, = 0.066) and high inlet
equilibrium quality (Xe =than the measured data at lower elevations of the test section.In both cases, the calculated wall

0.58) tests, respectively.
temperatures are higher

For the high inlet quality test, the calculated steam temperature is a little
bigger than the 60 K uncertainty of the test data. For the low inlet quality tests, the
calculated steam temperature is about 150 K lower than the data. This underprediction
in steam temperature indicates that the vapor generation rate in the post-CHF regime may
be too large. However, in Reference 19, Chen indicated that the post-CHF steam
temperature data may not be accurate for low quality tests and suggested that the new
data presented in Reference 19 should be used. Further assessment of the post-CHF
Interfacial mass transfer in RELAP5/M002 is underway using the new data.

The experiments of Gottula et. al. were conducted at the Idaho National Engineering
Lab:ratory (INEL). The test section consisted of a vertical Inconnel-625 tube with a
15.39 mm inside diameter, 1.83 mm wall thickness and 213.36 cm in length. The tube was
heated by passing an electric current through it. The wall temperatures were measured
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1

at various axial elevations and the vapor temperature was measured by aspirating steam :

probes located at the 122.92 cm, 152.4 cm, and 182.88 cm elevations. System pressure |
was measured at the inlet and outlet of the test section and mass flow rate was measured

*

by an orifice located at the pipeline connecting to the test section inlet. Over seven
hundred data points at high pressure and low mass flux were taken during the tests..

i

Since the parameters required in the RELAPS/M002 post-CHF heat transfer and. mass |transfer correlations were measured in the INEL post-CHF experiment, a driving program,

i (using the measured data as input and the RELAPS/M002 post-CHF heat and mass transfer -

package as a subroutine) was developed to calculate the wall-to-fluid heat transfer and !
interphase mass transfer. Figure 5 shows a comparison of the calculated wall heat flux !
with the measured data. The agreement between the calculated wall heat flux and the !

measured data is reasonably good. However, the standard deviation from the mean valuei

1s rather large (about 34%). This large deviation resulted from the large uncertainty I

in data (about 25%) and from the homogeneous flow assumption for the void fraction
1', calculation during the data reduction. For the low flow quality condition, the slip |

ratio (the ratio of 11guld velocity to vapor velocity) calculated by RELAP5/M002 for the !i

Chsn experiment, which is similar to this experiment, ranges from 2 to 5. Therefore,
the homogeneous flow assumption for_the void fraction calculation is very questionable. !,

Figure 6 shows the comparison of the calculated vapor generation rate with the measured,

! data. Again, the calculation vapor generation rate is in reasonably good-agreement with j
j data but the standard deviation is large. |

|

| CONCLUSIONS

i !
' In conclusion, the post-CHF wall heat transfer and interphase mass transfer in 1

RELAPS/M002 are mechanistically modeled to accommodate the two energy formulation, which"
r

1 is required for accurately simulating the behavior of highly nonequilibrium PWR LOCAs-
; involving post-CHF heat transfer with highly void systems. The developmental assessment |

| using separate effects experiments shows that the post-CHF wall heat transfer and ;

; interphase mass transfer are properly modeled for the range of conditions tested. The
comparison of the calculated wall heat flux and the measured data from the INEL |

| experiment shows that the standard deviation from the mean is large (34%). The large !

|
standard deviation resulted from the large data uncertainty and the homogeneous flow ;

assumption for the void fraction calculation during the data reduction. This is !

considered a poor assumption for the low flow quality conditions.

The steam temperature measurement in the Chen and INEL experiments provided data
i for modeling the nonequilibrium behavior in the post-CHF regime. However, the local

void fraction or phasic velocity need for modeling the nonhomogeneous behavior in the;

i post-CHF regime was not measured. For further modeling improvement, new data with local
; void fraction or phasic velocity measurement are needed.
|

!
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TRAC-BDl/ MODI POST-DRYOUT
WALL HEAT TRANSFER

,

*

by

R. W. Shumway
Idaho National Engineering Laboratory -

EG&G Idaho, Inc.

1. INTRODUCTION

.Recently there has beccme available a large amount of cost-CHF datal 2.3
which has an improved steam temoerature measurement. Gottula, et al.1 show'that
commonly used film boiling correlations do not predict this data well. - Since the

-

film boiling heat transfer regime strongly influence the core heatuo results calcu-'

latcc for postulated reactor loss-of-coolant accidents, comoarison of the data with
reactor safety calculation techniques is important. Reference 1 comoared the data
witn the TRAC-PD24 coce heat transfer package calculations and this report comoares
tne cata with TRAC-BD1/M0013 PD2 is'used for pressurized water reactor safety
calculations and 3D1 is used for boiling water reactors.

Calculation of.the energy exchange rate between, steam and liquid droos in the
o correlation ciscussed andTR.20-BD1 code is cerformed by the Webb-Chen-Sundaram'

c moared with data in Reference 1. This report, therefore, concentrates on wall
,

rea: transfer comoarisons using the measured steam temoeratures. A samole of a
tes: wnere the steam temperature is calculated is presented at the end of the

,

racort.

Ficure 1 is an examole from Reference 1 which shows that the wall heat flux
calculated from a commonly used correlation (Dittus-Boelter7) underpredicts.the
m.ajority of the INEL post-CHF data. TRAC-801 uses a combination of correlations
cepending on the flow conditions and therefore has the potential to compare better
witn all the data than any individual correlation compared witn all the data as is
done in Figure 1.

2. DESCRIPTION OF TRAC-BD1 WALL HEAT TRANSFER LOGIC

TRAC-BD1 uses a combination of five correlations for predicting post-CHF^

wall heat flux. The total flux is:

h (Tw - T ) _ hy (Tw - Ty)c"' +=
t t

(1)
,

where

wall heat fluxo" =

heat transfer coefficient between wall and liquidh =

heat transfer coeffi,cient between wall and vapor) .h =
y

I
' wall temperatureTw

=-

vapor temperature
| T =y

i
liquid temoerature.T- =

i

!
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The 11cuid heat transfer coefficient is:
|

-(1 - 2 )hBROM (2) |5_ =

|
there

vaoor void fraction=a-

hBRCM Bromley8 coefficient.=

The' importance of the liouid heat transfer coefficient in this situation is

increased by the fact that the driving force is (Tw - Tz) and the liouid tempera-
ture is generally _close to the saturation temoerature.

The vapor heat transfer coefficient is tne maximum of the Rosenhow-Choi9
lcminar #10w ecuation:

ny 4 ky/D (3)=

the Ocugall-Rosenhowi0 turbulent ficw ecuation:

0.023X Re 3 P 33/D (4)=n y cy

anti the McAdamsllnatural convection equation:

0.13 Ky (Gr*P )1/3/D (5)i hy = r

where

vapor conductivity based on film temperatureKy =

hydraulic diameter0 =

(1 - a)Vg) D/uy (6)o (aVy +
| R. v=

vapor density=c y

vapor velocityVy =

L V t liquid velocity=

(- sy vapor viscosity=

*

yv py/KyPc c=

vapor specific heatC =
py
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The drashof nuccer is also based on the hycraulic diameter:

d 9c (Tw - Ty) 0 fg23
T) (7)Gr = y y

whare-

gc- . gravitational constant.=

:f -the equilibrium quality is greater than one or the void fraction is greater
than 0.999, the' liquid . velocity term is no longer used in the Reynolds number and

' Ecuation (4) is the Dittus-Boelter equation exceot that Ditrus-Boelter used a
power of 0.4 on the Prandtl number.

3. COMPARISONS WITH DATA

The average error of the Dittus-Boelter comparison shcwn in Figure 1 is 28%
for.the 766 |NEL data points. The average error of the TRAC-BD1 heat transfer

. package is 2% for the same data set. Even though data scatter is significant, TRAC

. oredicts through the midale of the data. There are several reasons for this imorove-
ment. Figure 3,which snows the flux error versus gas Reynolds number, reveals a

,

conciseracle amount of data close to the laminar-turbulent transition. For forty-
three cata points, TRAC calculated that the natural convection h was larger than
tae forced convection h. Figure a illustrates the data in various TRAC heat
' transfer regimes. Mode 4.0, 4.1,. and 4.2 are the natural convection, laminar and
forced convection regimes respectively. The laminar convection h's were never
larger than the other two h's. Mode 4.2 had 687 points and mode.5.8 (Dittus-
Boelter equation for quality greater than 1.0 or void fraction greater than 0.999)
had 31 points. Without the use of natural convection correlation, the average o'

error rises to 3%. The big factor is the use of a vapor conductivity based on the
film temperature. If TRAC correlations used a conductivity based on the bulk
temcerature,. the overall average flux error would rise to 21%. Figure 5 shows the
TRAC heat flux error versus measured vapor temperature. There is a tendency for
TRAC to overpredict flux at low temperatures and underpredict at high. temperatures.
This skew trend is not evident when error is plotted against other parameters such
as pressure, mass flux, void fraction, quality and distance from the quench front.
Figure 6 shcws the error versus pressure.,

Void fraction was calculated by:*

.

T

1

1 + o 5(1 - Xa) (g)=2 y

0 ##
1;.

4
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snere

Vy/Y , slipS =
t

actual flow quality given by the experimentersXa~ =

~U =v vapor density

liquid density.c =-
7,

Figure 7 shows the flux error versus void fraction assuming a slip of one. All
the creviously given informatin is also for a slip of one. Figure 7 makes the
coint that this data is all very high void fraction data. If a slip of two is
assumed, the points in Figure 7 shift to the left. The amount of shift is 7"
for the coints on the left edge and negligible for the points on the right
eage cf Figure 7. The average TRAC heat flux error increases to 95 when a
slio of two is assumed. Based on previous TRAC calculations, the slip is be-

i- lieved to be somewhere between 1.5 and 2.0.for these types of tests.
'

4

: A comolete hot tube test system calculation is shown in Figure 8 for Lehigh
2i University Test SN-99 . The test is modeled by injecting saturated water into the

bottom of four TRAC cells which represent the exceriment test section creheaters.

Enougn power is added to achieve the equilibrium quality reported by the experi-
menters at the test section inlet. Fourteen cells each 0.1m long represent the
test section which has a specified wall heat flux boundary condition. TRAC over

,
precicts the one steam temperature measurement and most of the wall temperature

! measurements. If interfacial heat transfer were larger, both the wall temperature
and steam temperature would agree better with the data.

The coint has already been made that void fraction influences calculated
results and void measurements need to be made. Accurate high void fraction
measurements are difficult but film boiling can also occur at low void fraction
in rod bundles prior to rod quenching as discussed in Reference 12. An example
is shown in Figure 9. The void fraction measured using gamma densitometers is
snown at three bundle elevations with the corresponding measured heat transfer
coefficients. Bundle inlet flow oscillations were causing void oscillations;

between 0.8 and 0.1 at the 115 cm elevation for many seconds prior to quenching
at about 58 seconds. This would be excellent data for correlation assessment

: except there was considerable uncertainty in bundle inlet flow.

Another area where data is needed to help code development is the exoerimental
conditions which result in pulsating flow. TRAC-BD1 has alternating periods of

i counter current flow and co-current- flow on many tests where no oscillations were
! observed by experimenters. The TRAC calculations for the test shcwn in Figure 8

was not comoletely stable. TRAC's calculated interfacial drag cannot be arbi-
trarily increased to prevent counter-current flow because it must accurately

j orecict ccunter-current flos in many applications.

|
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4 SUMMARY

A comparison of TRAC-BWR heat transfer package with 766 data points is
prisented. On the average, TRAC-BWR provides a better prediction of the data
. c:ricared to any single correlation although there is still a large scattar in
TRAC-BWR predicticn. Regarding any potential changes in the TRAC-BD1/M001 wall
h;at transfer package, it is concluded.that no significant imorovement in the
fiim boiling area can be made until data with better measurements are obtained
nd analyzed. Specifically, data is needed whicn has a wide range of accurately

measured void fractions. Heated tube data is also needed which addresses the ,

c:unter-current flow transition conditions.

,

4

4
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Summary of the session

" COMPUTER CODE MODELING AND FLOW PHENOMENA"

and following discussion

Among the six papers included in this session, five were indeed
directly related to computer code modeling and one was dealing with
basic aspects of two-phase flow during reflooding.

A table is given as an attempt to present the main aspects of

the works (objectives, experimental basis and computer code used by
the authors as well as their main conclusions) and the main content of
the discussions, both during the poster session and the plenary

discussion, is summarized.

I. SUMARY OF WORKS

-t

.

95
|



_ - _ _ _ - _ - - _ _ _ _ . - - - . _. - - - --

ExperimentalTitle - Author (s) Objectives Code (s) Main conclusions

I
1 - Visualisation of the Get an insight into flow 600 non long . Low reflooding velocities :reflooding of a vertical regimesand HT mechanisms SS tube liquid filament -,large dropletstube by dynamic radiogra- in the vicinity-downstream (up and down f1m)

phy of the quench front . High reflooding velocities :G. Costigan flow close to the classical |C.D. Wade " inverted annular flow" picture '

. Downflow : liquid jet impinging
the wall at various points ->
wall temperature oscillations

. Potentiality of the technique
to investigate flow patterns
in the vicinity of grids and
blockages

E
I2 - Investigation of dispersed Evaluation of : . A detailed description of all |flow HT using different - available overall HT processes is necessarycomputer codes and HT correlations for BRUDI-VA (non equilibrium and nonhamogeneouscorrelations prediction of : description)

I. Vojtek . CHF
L. film boiling HT 25 HR bundle . Partition W ?y is found to have

'

- models and correlations blowdown no significant effect on T ,T dg yTRAC PFI experimentfor dispersed flow HT md1 (KWU) . Chen-Vojtek is recommended for 'processes
( W -> L . W -> V , V -> L ) *

. Additional work is needed for
Return to Nucleate Boiling

-

_ - _ _ . . - - _ _ _ _ _ _
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Title - Author (s) Objectives Code (s)
bpe mental Main conclusions

3 - Reflood Analysis code Description of Refla code Some separation of water from
REFLA for thermalhydraulics of REFLA 1D . CCTF steam occurs in the dry region
Y. Murao a nuclear core during a Mod 3 . Jaeri small if the core is wide enough or/and

reflood transient scale facility cold structures are present.
- bottom injection - . Flecht (W) The new version of Refla takes

. HT
-

into account this phenomenon
. quench front through simple models and shows

progression a more significant effect on
. corewater accumulation quench front progression than on

(dry region) the turnaround temperatures.

4 - Relap 5 mod 2 - Description of H and RELAP 5
Post CHF Heat and Mass MT models Mod 2
Transfer (generalized Separate effect- Developmental non equilibrita tests on tubes:J.C. tin et al. assessment

capability of 1. Harwell . 1. Good agreement for Te

yoverestimated,Ty"
RELAP 5) 2. Lehigh 2. T

university over or under estimated
3. Inel depending on quality

| 3. Reasonable agreement,_but
| rather large standard
| deviations regarding
! - heat flux

- vapour generation

. Need for experiments with local
void fraction measurements for
any further improvements of the
codes for post CHF

l
L_ _ _ _ _ - _. . _ _ _ _ _ __



_ _ _ _ _ _ __. ._

Title - Author (s) Objectives Code (s)
Experimental Main conclusions

5 - Trac B01 mod 1 Trac BD1
Post Dry Out Wall Heat . Description mod 1
Transfer . Assessment Separate effect . Better prediction than with any
R.W. Shumway tests on tubes: single correlation but :

1. Ir.el - still large scatter
2. Lehigh - overprediction of Tg (case 2)

University
. Improvements need :
- Wide range of accurately

measured void fraction
- countercurrent flow transition

conditions

'

6 - Post CHF HT analysis . Description
using a two-fluid model . Investigation of the RELAP 5/YA Separate effect . Strong interaction between the,,

os R.K. Sundaram effect of droplet size tests on tubes: various transport processes
R.T. Fernandez models on post-CHF 1. Harwell

predictions 2. Lehigh . Good prediction of 1 with
University properly specified droplet size

variation

. Uncertainties at low flow

. Need for :
- mechanistic explanation of

droplet size variation
- assessment of the effect of
droplet size distribution

-_ _ _ _ - - _ -
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2. DISCUSSION

In a (relatively) recent past, code modeling has moved from
overall empirical correlations towards a detailed description of flow
regimes and related heat transfer processes as soon as it appeared
clearly that single correlations have really no chance to succeed in
predicting the fuel therrr.al behavitsur in a large variety of
situations. Some works of this session (papers 2 and 5) confirm that
point for predictions in the post-CHF regime. However problems are
still raising to perform accurate predictions despite the fact that
several present codes have the structure which could allow to take
into account very detailed mechanisms occuring in two-phase flow.
Disregarding here the classical problems of computer time and related
cost which are indeed very important ones but strongly related to '

numerics and computer power, the discussion mai*nly dealt with physical
aspects, according to the purpose of the meeting : with this respect,
what about the needs of coc< developpers to improve their tool, are
there experimental informations of interest which are not presently
sufficiently used, what kind of studies could be performed to get-
lacking information...

It was agreed by most participants and demonstrated by some
works presented at this meeting that needs deal with (without order of
importance) :

a - Flow regime maps for which important shortcomings are
remaining in codes and is asked the question of the

definition of appropriate separate effect tests,

b - Droplets :
- formation and size variation which is shown to have a
significant effect (paper 6), especially on vapour

generation

99
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- impact on vapour flow turbulence (see session on dispersed
flow)

size distribution for which there is still a lack of-

sensitivity studies : experiments leading to the knowledge
of this parameter are certainly possible but is it really
necessary to take it into account in codes considering the
corresponding additional complexity.

- radial velocity which is known to play an important role
regarding wall to liquid heat transfer but which is both

,

quasi-impossible to determine experimentally in realistic.
situations and very difficult to introduce in codes.

c - Void fraction, especially in the upper range, which is of
particular importance for the post-CHF regime where liquid
fraction significantly influences all heat transfer
processes. Existing data in dispersed flow were pointed out

,

and used (paper 5, session 2).

Some important additional points were made with respect to
'

experiments (already conducted or to be performed) and their use to
improve computer code modeling, in particular :

- much care has to be taken defining experimental conditions
regarding initial conditions for post-CHF, which are sometimes
rather unrealistic and could lead to erroneous conclusions'and
even could explain some apparent contradictory results

,

:

100
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- most analytical experiments, for obvious reasons of simplicity
and _ cost, have been (are) performed in tubes and are
extensively _ used to verify (develop) code modeling . (papers-

4-5-6). However the final purpose of codes is to be used for
nuclear plants where significan_t differences occur in
comparison with tubes, mainly : open and not closed geometry,
external 'and not internal flow, presence of- spacer grids which
effects are known not to be only local. So there is certainly
a need for well instrumented rod bundle experiments.

It was finally. stated that certainly' important additional

knowledge was obtained in the near past regarding flow phenomena and
that codes are improving their capability to take them into account.
Work however is remaining to be done : sensitivity studies to define
clearly. where exists a lack of experimental information as well as
analytical tests in the areas where the needs are already well
defined.

|

|
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Quench Front Movement during Reflood Phase- !
!
|

Yoshio MURA0

Japan Atomic Energy Research Institute

Tokai-mura, Ibaraki-ken, 319-11 Japan

Abstract-

This report presents a new quench propagation model which is
o

valid for wider pressure range than the previous model. This new

model is applicable to the low temperature quench phenomena which

the lower temperature than the thermodynamic maximum liquidoccur at

superheat and usually appear at the lower portion of the core.

For development of this model, a hydrodynamic maximum liquid

superheat measured by Sakurai as a minimum film boiling temperature

was introduced and an empirical correlation was derived with the

PWR-FLECHT test data and so on.

This model well predicted the quench phenomena in the JAERI's

small scale test.

This paper has been submitted to hte International Workshop on.
Post-dryout Heat Transfer, Salt Lake City, April 1-4th, 1984.
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1. Introduction.
.

The ' following correlation ( } has been derived for the quench

front propagation. velocity in the case of heat conduction controlled

quench by using the PWR-FLECHT Group 1 data ( ):

u" = YC'(T -T 8( MM
-

)
*

where

& = 2.55 x 10 (1 + 2.778 x 10-5 ATsu$) (W/m ) (2)6 ,

.

Tq is the apparent quench temperature, T is the liquid maximumg

superheat and AT is the local coolant subcooling (K) .
3

T is expressed by the following equation which was derived by
3

apploximating the thermodynamic liquid maximum superheat obtained by I
i

Groeneveld( ) using the equation of state for water: '

T = 584.05 + 2.417 x 10-' P (3)g ,

The apparent quench temperature means the surface temperature at the

apparent quench front explained later.'

The axial power distribution in the reactor core is approximated

by a chopped cosine and the clad surface temperature is lower in the

lower portion of the core than that in the central portion and occa-

sionally lower than the temperature T expressed in Eq. (3). In theseg

cases Eq. (1) predicts instantaneous quench, however, sometimes film-

boiling-like heat transfer appeared and an instantaneous quench did not

occur. And further it must be noticed that Eq. (2) has been developed

mainly based on the data taken under the pressure of 0.4 MPa.

In this paper, a correlation of quench velocity, which is valid

f for wide quench temperature and wide system pressure, will be derived

and verified with the full-length 4 by 4 rod reflood test data,

t.
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2. Low temperature quench model

Sakurai et:al.('} studied the stable film boiling on pratinum
'

wire:aad obtained the relation between the minimum film boiling

temperature T and.the system pressure in saturated water as shown

in Fig.'1. .From this figure, it is found that T approaches'the

thermodynamic liquia maximum superheat line (Eq. (3)) with increase

of system pressure and approaches the liquid maximum superheat based

on the hydrodynamic stability criteria model like Berenson's model

when the system pressure approaches the atmospheric pressure. T ,19

is written as

~5T = 480 + 8 x 10 p , (4)'min

where p is system pressure (Pa).

Below the thermodynamic liquid maximum superheat T , it isg

considered that the liquid occasionally contact the heating surface

and generated steam ejects the liquid from the surface so that the

film boiling is unstable in the range of T in the surfaceM min

temperature. Accordingly the previous quench model cannot be applied

to the case where the contact temperature is less than T . This caseg

is termed a low temperature quench.

In this section, the low temperature quench model will be derived

by analogizing from the previous quench model (termed high temperature

q uench) . The wall temperature T whose contact temperature is T can
R g

be written as

!

R" M + {( YCp)g/(AYC)c } (T -T) (5)T .

M g

1

Since the axial temperature distribution of ungnenched region can

be expressed as( }

105
'

.



_

'

.

|
, .T = T -- (T - T ) exP (-YCUZ/A) (6),g g M

the distribution is schematically shown in Fig.- 2(a) and is analogous

to the temperature history of quenching on a point in axial direction, i

The distance and the period between appearance of dominant temperature
~

change at the. point B and the initiation of wetting on the heat trans-

fering surface at the point A can be approximately expressed as A/(YCU)
,

2and A/(YCU ). respectively. For stainless steel, it is calculated that

the thermal boundary thickness is 0.42 millimeter if the quench velocity

is 1 cm/second and the quench occurs in about 50 milliseconds. The wall

surface temperature steelpy falls down between points B and A due to

low heat conductivity and more steeply falls down between the point A

and the quenched region due to rewetting. Therefore the point B is

recognized as quench front experimentally. Hence the point B is defined

as an apparent quench front.

In the case of high-temperature quench, the occurence of the

unstable film boiling might be supposed to exist, since the surface

temperature is equal to T at a point between the point A and theg

quenched region. However, in fact, the temperature rapidly falls down

at the point A or B and the film boiling does not appear.

This can be explained in the following way: The minimum wave

length of liquid-vapor interface is finite and of the order of one

centimeter in the unstable film boiling, while the-distance between

i

the point B and the quenched region is of the order of one or less
!

|
than one millimeter. Hence the unstable film boiling cannot exist in

this case.

On the other hand, in the low temperature quench, the unsthble

film. boiling can take place right side of the point B as illustrated

,
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in Fig. 2(b).@, since the wall temperature is almost same over the.

distance of the order of the wave length due to low heat transfer.

At the point where the temperature is Tg , the unstable film boiling

is' terminated and the nucleation boiling is initiated, that is, the

,

.pcint of T is corresponding to the point of TM (the true. quenchg

front) for the high temperature quench. Accordingly the point _ of Tg

-was considered to.be the true quench front for the low temperature

quench. Further more it was considered that another situation like

the high temperature quench (illustrated in Fig. 2(b) @) is possible,

since the unstable film boiling is a probablistic phenomenon and

disappear in certain probability.

Assuming that $ is idential as that for the high temperature

quench and the probabilities that-the true quench temperatures are-

T and T are f(T ) and (1 - f(T )) respectively, the following
g g q

equation is derived:

u = f(T ) u +(1-f(T))(* (7)-*
T

'

-1= g(T )where u 'T M
(8)-

-1

H " 8( min} *and u

'

-*
And u =0 ,

(9),

of T ST .

q min
,

.

The form of function f(T ) was assumed as

min)}U (10).f(T ) = (T -Tmin)/(T -T ,

q q R

where n is unknown variable and to be determined from experimental

data.
1
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And f(T ) = 1 '

,

;for T>T
R

(11)-

and f(T ) = 0 -,

1

for T $Tg

Using $, which'was obtained from the Yamanouchi's-data ( ) for

top-quench tests under atmospheric pressure, the quench front velocities

were parametrically calculated for a as shown in Fig. 3. The appropriate

value of n is in the range of 0.6 to 2.0 and n = 1 is found to be reasoni-

able.

l

3. Pressure effect

From the analogy of $ and the maximum heat flux on a boiling curve,

4 was assumed to be a linear function of system pressure and determined

from the FLECHT low flooding test data ( } taken under the pressures
'

1

of 0.137, 0.274 and 0.39 MPa, which are shown in Fig. 4. $ is written

as

& = (5.74p + 0.297 x 10')(1 + 2.778 x 10-5 ATsub)8 (12),

:

In this procedure, the scattered points like point A in Fig. 4 were
,

i

neglected.

The equation (12) was evaluated with top-quench data. The results
|
' are shown in Figs. 5 and 6, indicating good prediction up to 7 MPa.
!

4

.

t
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4. Evaluation of the derived model by using data of a small-scale

reflood tests

Small scale reflood tests were performed with full-length

PWR-simulated 4 by 4 rods bundle under the forced feed condition.

Figure 7 shows the cross sectional view of test section, axial

power distribution and locations of thermocouples for temperature

measurement. The test runs were numbered in order of tests.

Figure 8 shows the comparison of the quench times measured at

verious elevations and the quench front envelopes parametrically cal-

culated with Eqs. (7) to (10) for n. It is found from the figure

that n = 1 reasonable.
.

In order to evaluate Eq. (12) for the effect of system pressure

on the quench velocity, the data measured under the pressure of 0.196

MPa and the line expressing Eq. (12) are indicated in Fig. 9. The

quench velocities were evaluated from the quench times of thermocouples

4L and 4U or 3L and 3U shown in Fig. 7. The poor predictions.are found

for the data after Run 6039. The data marked QD and (9 were taken under

the idential test conditions and it is considered that the influence

of the oxidation of clad surface appears in the later period of the

experiment.

When the heat transfer surface is covered with an oxide layer,

the surface temperature becomes remarkably lower than the measured in

the clading due to high thermal resistance of the layer. Consequently

the quench velocity estimated from the measured quench temperature is

higher the measured.

Figure 10 shows the plots for the small scale reflood test data

f exclusive of the data shown in Fig. 9 and for FLECHT low flooding

-test data in comparison with lines expressing Eq. (12) for corresponding
,
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system pressures.

In both figure, it is found that the effect of the system pressure

on the quench velocity is able to be predicted with Eq. (12) within

!20 % error, if the influence of the surface oxidation might be

neglected, j
!

l
1

5. Conclusion

(1) The low temperature quench was modeled by considering the thermo-

dynamic and the hydrodynamic liquid maximum superheat, T and Tg min

respectively. The minimum film boiling temperature obtained by

,

Sakurai was introduced as a hydrodynamic liquid maximum superheat. |
1

(2) The low temperature quench was found to be correlated with Eqs.

(7) through (9) and Eq. (10) with n = 1.

(3) The system pressure effect was found to oe predicted with Eq. (12)

in the range of 0.1 MPa - 7 MPa in the pressure within 2 20 %

error.

(4) It was found that the prediction of the quench velocity became

difficult due to surface oxidation of clading with the repetition

of tests. '

,

I

;

t
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(Nomenclature]

LC. Cp : Specific heat (KJ/Kg K)

f : ' Function of probability.

g- : Function defined in Eq. (1)

:p' : System pressure (Pa)

T : Temperature (K)

T : ' Liquid temperature (K)g

T : Hydrodynamic liquid maximum superheat (K) (Eq. (4))min

T : Thermodynamic liquid maximum superheat (K)(Eq. (3))g

T : Apparent quench temperature (K)

T : Wall temperature whose contact temperature is Tg (K) (Eq. (5))R

U : Quench velocity (m/s)

Z : Axial distance from quench front (m)

3y : Specific weight (Kg/m )

ATsb: Liquid subcooling (K)

n : Unknown variable in Eq. (10)

2
$ : Heat flux (W/m )

I A : Heat conductivity (W/m)

i
.

u

1

i

i '

111



References

-(1) Murao, Y.: Correlation of quench phenomena for bottom finoding-

during loss-of-coolant accidents, J. Nucl. Sci. Technol. ,15[12],

pp 875 -885, 1978.

(2) Cermak, J.C., et al.: PWR full length emergency cooling heat

transfer (FLECHT) Group I test report, WCAP-7435, (1970).

(3) Croeneveld, D.C.: The thermal behaviour of'a heated surface at

and beyond dryout, AECL-4309, '(1972).

(4) Sakurai, A., et al.: Steady and unsteady film boiling heat transfer,

at subatmospheric and elevated pressures, presented'at the'1980

ICHMT International Seminar, Nuclear Reactor Safety Heat Transfer,

Dubrovnik, Yugoslavia, (1980).

(5) Yamanouchi, A.: The velocity of falling liquid film boundary on a
~

vertical hot wall, Bulletin of J.S.M.E. (Part 2), 34 (266),

pp 1756-1767, (1968)(in Japanese).

(6) Lilly, G.P. , et al. PWR-FLECHT cosine low flooding rate test

series evaluation report, WCAP-8838, (1977).

r

*

112



.. _ _ _ _ . _ _ _ . .. - __ _ . _ __ _ .. _,
,

,

f

& , ,
, x

'~. Berenson
= 800 -- -

5
.E
w 700 . _

' g _ / _ f-Critical temp.
- E'"li 600 ;

e/ s
-

p
500 - -

i- g' ,

_

. 5 400 - -

! Heater Dio.2mm

b I.0 2.0
'

: Pressure (MPa )

Fig. 1 Minimum film boiling temperature
i

1

) Quench frord
quench front

A f. Liguidu; w
' I suuuuwswsswx-

,

I

1\\\\\\t Vapor

" *
Clod

,

;z Tw (at 2 H
1 I

(0) IW~

!
~

6 ziTt]s<

i a
: a
j- >
f To -Z
!

i I

\
. s.- NN\\ ,

! Clod

i (bI Liquid

Aswssww\\\\N\1
; @ . s

! swsNNN Woor
i

Clod
:
;

Fig. 2 Temperature distribution in unquenched
region and condition of vapor film

<

-113

. . . . . . . . .. .



E
'1

i

10 0 200 20 400 (*C 1400 . . , , , ,
,

,1

i

* Yamanouchi's dato j4o
I

1
o t

300- -

|

,

E '

h 20

>.

2 200 -

8
3

1.0

* On& .

S 100 - -

g o.5
s

Q3333

Q2,

0 ' ' ' '

400 500 600 700
Quench temperature ( K)

Fig. 3 Determination of *[with Yamanouchi's data

900 . . i e i

/.@
' \ O +T'

-800 . . O. | 37 MPo ' FLECHT-

E + 0. 274 MPo Low flooding ,

7og . o 0. 414 MPo tests ,e ._

y ,/ L .

/ 1 10 * -j 600 -i

9
| N / A ,/ q1%V

'

500 - / ,- .-

H /. g,s'

,, ' '$; $90 -400 . / ./-
.

',e ,/'a
#'300 - /

,',/ , / s'', , # f', #
-*

*

N 200 ,s,s', ,,
-

. y"
; ,s +

'' '100 -

*
, . , , ,o

650 700 750 800 850
Quench temperature (K)

|

| Fig. 4 Determination of Eq. (12) with FLECHT
i

! low flooding data

114
|

;



120 , , ,

- E Test pressure 2.2MN

$ 10 0 - @ ist series stainless steet and Inconet .

E @ 2nd series stainless steet
**

3 Flow roles (g/s) g g
-# 80 -

7. 5 . * _g. =is o . s
. .a. .

._
c 22.5 . g .y
S 60 - MO ' \ .

'

*g Tsot 489.2 K .g

B 40 - 'e ,g . s ,s
.c

g
,

- , .s ;
%'4 ,t 20 - . .. -

5 ,

*f. ,3 *~

. .
O -

500 600 700 800 900
Average wall temperoture (K)

.

Fig. 5 Evaluation of Eq. (12) with 2.2 MPa data

:
*

I

35 , ,. , , . .

Mf%Q% l. ,,
I

,i ,207MPs i14SMPo
{ 30 - ,'

#

=/*s is
i i0 e4

( ,0 i * ,f
,

,r ,i ' y,f''

-]g 25
*-

, as,,,, ,

,
. . i.se . , , ,> 2.07 ' 10.1 10 kg/s ,8 i/*f 689Mf%

20 -

',jf, of ,i . / * ,d'
-'

g
a b 18.l:10 $ l I ff f ,

f a 13.4 2.07 MN ' I /s
'i / / -15 - 93.9 '. I / s

'
5,

h * /- Predicted a /

, i ,/ ,' _

| cr 10 --" P"dici'd 2 i.2 * *
,

* I /./ O$ .

'|* *y . .

s5 -

...,.. 3. .* *,
* -

. fa
,

'I ! ''

0 ' '' ' *

300 400 500 600 700 800 900
Average wall temperature ( K 1

Fig. 6 Evaluatica of Eq. (12) with 7 - 0.7 MPa data'

115

_ _ _ _ _ - _ _ _ _ - _ _ - _ _ - _ _ _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ - - - _ _ - _ _ _ - - _ _



.

@@OO i

'

@@@@ l

@@@@ |

OOO@
3.6

I 3.275
_ . .

2 2.9
_ . . ~

3U 2.g5g g,_-...

---4 M l.8
4L |')_.--_

5
- - - -

'6 0.8
~ ~ ~

7 0325

f'I O

Power ratio Elevation Elevation
number (m)

.

Fig. 7 Test section

3.6 . , , ,

Run 6033
3 _

_

| Measured,.

| .5 Predicted

2 -
-

,
o

9 = 0,0. 5=

[ 7: 0 75
;

OI - -

| 7=2
| 9=1
:

' ' ' '0
i

O 50 100 150 200 250
Time af ter flood (s)

Fig. 8 Evaluation of $ with small scale reflood
test

116
..

-. -. _ - . - . . - _. , -- _



i-

900 . . i i i

0.196 MPo Present test datoo Run 6027~ 6037 -800-

f $ kj/h f Run 6039 ~ 6057 -[o*
~QA3 Run6033 (3L/ 3U) / oM~

4 Run6033 (4L/ 40) /
~

g600 -@UA3 Run6054 (3L/3U) /
h 500 - @4 Run6054 (4L / 40) / ,_

/A 4-

j400 - ,/ a ,3geo -
./ o ft /Q

n," of -A/j 300 3-

8 / % #

" 200 - ,/ ajgnat h,a -

o

y,

h100 'f- n"
-' a

5 3
' ' ' ' '

0
650 700 750 800 850

Quench temperature (K)
T

Fig. 9 Evaluation of Eq. (12) with 0.196 MPa data

900 i . . . .
# o*0.098 MPolPresent test f

~ 800 e' 0 388 "P" I
d''' ' 'g 9

0.137 MPo' FLECHT / /\ O'sY+
-

k + 0.274 MPo , low floodry N/
f

3 700 . 0.4:4 upo test / */ -

,

' dato / /

/do* -
*

D 600 - / / .

b / .' / z1
AW'

n
Soo - / ' s' _*

i ,

s '* / $ spo-
*

f /
,

: 400 -

,/ ,' j/ +

/ , 'sor son' p
. .

,

' /a / , ' / t o"S' -E 300 / / - +

c / ,' / / s ,

8 / / ,,, / /* *

200 /// ,//,/ s,
-

,

$ /'
'

> s

f |00 yf,/,, -
*

' ' ' ' '
0

650 700 750 800 850

l Quench temperature (K)
!

|

Fig. 10 Evaluation of Eq. (12) with data exctpt for
'

O.196 MPa data

117

L



\. .

-
,

1' --

Maximum Wetting Temperatures Up To Critical Pressure
,

1

.D. Hein; V.-Kefer, H. Liebert'
I

Kraftwerk Union AG, Erlangen, FRG

Abstract

Tu determine the influence of pressure on the maximum wetting
temperature experiments were carried out with freon R 12 and
water up to the critical pressure. An intermittently cooled probe
was used. With this methodHof non-steady cooling of a probe the
mos'. interesting additional. influences like sub-cooling or flow
velocity can be easily investigated.

Two different test series were performed: one under the least
. disturbed conditions attainable with the fluid at saturation
temperature, an initially stagnant pool and polished.and cleaned t

surfaces,the second under forced flow conditions also with sub-
cooling of the fluid and oxidized surfaces.

For the cooling of the probe in an initially stagnant pool of
fluid ~in the low pressure region (p/p 4 0,4) the maximum wetting ,

temperature was found to run parallei Eo the saturation tempe-c |

j rature while at higher pressures a drastic reduction of the
{ wetting temperature close to the saturation temperature was found.

This drastic reduction was not observed in the test series under;

forced flow conditions. There a smooth reduction of the tempera--

i ture difference ( 4k 4>3) in the high pressure region (P/Pc).-g
|

0,4) was found.

l
!

|

|
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1. Introduction

'

Loidenfrost in 1756 / 1 / was the first to establish that a drop
of water in a red hot spoon did not wet the metal, but at first.
Ovaporated. very slowly and later, at-a lower temperature of the
catal, suddenly disappeared. This temperature 8t represents in
tho Nukiyama. diagram the boundary between the region *of stable
film boiling and that of transition boiling ~. This point on the
Nukiyama diagram is thus designated .the "Leidenfrost point".

B3cause of the significance of the rewetting process in safety
considerations of-light water. reactors, a series of treatises has
b0cn published recently. However the wetting process is also of
interest, for example, in filling of lines and tanks with liquid
nitrogen or oxygen or in hardening of materials, i.e. in quenching
of hot workpieces by dipping them in an oil bath. While these
process take place at low pressures wetting temperatures up to
the critical. pressure are of interest for once-through boilers.

In the process of rewetting by flooding,-the level of temperature
at which wetting commences is of interest' Search of the relevant
literature shows=that for the determination of the wetting temper-
nture the process of droplet evaporation is mainly utilised.
Mansurements undertaken by this method on various materials /2 - 8/
resulted in wetting temperatures for water at a pressure of 1 bar
between 155 *C and 330 *C.

Maasurement methods using the cooling of wires, rods or spheres
in order to determin the wetting temperature /9 - 18/ also showed
at pressure of 1 bar and water at saturation temperature, wetting
temperatures between 150 *C and 655 *C.

L'hile in the low pressure region from 1 to 10 bar the dependence
of the wetting temperature on pressur'e only can be regarded as
relatively certain /10, 13, 15, 17/ data on the influence of sub-
-cooling are rare /10, 20, 21/.

Spiegler et. al. /18/ give for the minimum temperature at which
stable film boiling still prevails the relationship

dk D 0,84)4F(0,13= +min pcrit c71g
,

TONG /21/, on the basis of measurements of BRADFIELD /10/, gives
for~the. influence of sub-colling on wall superheating on wetting
the relationship

(h, k ) 6,15 ( k , k ) + 200= fys
4

; To resolve the problem at what maximum temperature.a wall can be
i watted and the dependence of this wetting temperature on pressure

two test series were carried out:'

!
under as undisturbed conditions as possible,; -

that means innitially stagnant pool, polished and cleaned
surface, high purity fluid,

,
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under more realistic flooding conditions-

meaning forced flow and oxidized surface.

2. Experimental Apparatus

D2 termination of wetting temperature can, as illustrated 'in Fig.1 j
ba effected in 3 ways differing in principle:

a) by taking the boiling curve according to Nukiyama /22/

b) by measuring the evaporation time of droplets, and

c) by cooling of a probe.

-o- c -o- * - e e-; ,

3 $ $
5 '$ c

3 h-----e=

,\g j j :
,

: \ :
Q ||k

A B -C 0- g g 0,2

|
"' L'

lh i

temperatur differential plate temperature time t

a) boiling curve b) droplet evaporation c) cooling curve

A convection
B nucleate boiling
C transition boiling
D film boiling

Figure 1: Method of determining wetting temperature

The shape of the boiling curve according to Nukiyama for water at
atmospheric pressure is plotted in Figure la. The wetting tempera-

; ture is that wall temperature at which the heat flux density at
|

which stable film boiling still prevails exhibits a minimum.

! With the method of droplet evaporation small drops of fluid are
I ovaporated on a hot plate at constant temperature. For different

initial plate temperatures different evaporation times result,
giving a picture as shown in Figure 1b. The wetting' temperature is
then that temperature of the plate at which the evaporation' time
oxhibits a maximum.

While with droplet evaporation effects occur which can strongly
offect the wetting temperature and in particular investigations
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with a sub-cooled fluid are not possible, in determination from
tho boiling curve inaccuracies occur because of the curve's flat
chcp3 in the region of the wetting temperature.

Moro success, including with sub-cooled fluid, is expected from j

n third measurement method in which a probe is cooled intermittent-
ly. Figure 1c illustrates the temperature-time curve for such a
prob 3. In the region of film boiling the temperature at first
doclines only slowly. If the wetting temperature is reached, the
wall temperature of the probe falls rapidly due to the transition
from film boiling to nucleate boiling.

With this method of non-steady cooling of a probe, which shows the
advcntage that the parameters of interest are well set up and can
b2 varied, two different series of experiments were performed. In
ona of these under the most ideal conditions attainable the wetting
tcmporature for water at saturation temperature as a function of
prosaure in an initially still fluid was determined. In the second
carios of measurements the influence of sub-cooling and of flow
volocity, as well as of a surface already oxidized by flooding
expariments, on wetting temperature was investigated.

.
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Figure 2: Experimental apparatus for determination of
wetting temperature as a function of pressure !
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For measurement of the pressure-dependence of the wetting tempera-
ture under the most ideal conditions attainable - i.e. polished,
clean surface, least possible disturbance to flow through flow

|turbulence - the method of non-steady cooling of a circular coni-
cal probe was used, a thermocouple at the tip indicating the onset
of wetting. Figure 2 illustrates the assembly of the experimental
apparatus.

This experimental rig is based on the idea that a probe, installed
in a tank, is heated in a steam atmosphere and then flooded. As
soon as the liquid level is above the upper edge of the probe the
flooding process b interrupted so that cooling of the probe can
proceed under free convection.

The probe shown in detail in Figure 3, of austenitic steel, repre-
sents the result of ideas regarding its form and material. The
form of a circular cone and the thermal conductivity of austenitic
steel produce in the probe a temperature field which guarantees
the occurence of wetting at the probe tip.

thermocouple IEE'
,

heater
A ' 9 ^f i

-

; ;
J; -

s > protective cap --- #

b"
/

"
..

.

Figure 3: circular conical probe for determination of
wetting temperature

.

Through the low thermal capacity of the probe tip a significant
drop in temperature is caused on the surface (but also inside the
probe at the point at which the thermocouple is fitted) immediately
after wetting.

; Figure 4 shows a measured curve of the temperature 'at the probe
'

tip during the course of an experiment. Recognisable are the
heating process in the steam atmosphere (A), the short period of
flooding (B) and the cooling process (C) with the sharp kink in
the temperature-time curve at time t which indicates wetting ofg
the probe tip.
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C cooling by film boiling
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4

time t

Figure 4: Time-curve of temperature at tip of probe

l'hile with the experimental rig described above the dependence of
the wetting temperature on pressure was determined under the least
dioturbed conditions attainable and ideal surface conditions
(polished, degreased, unoxidized), for the measurements of the
dapandence of wetting temperature on pressure, subcooling and flow
volocity two facilities have been used:

a' low pressure arrangement shown in Fig. 5, and-

a high pressure loop shown in Fig. 6.-

In the low pressure experiment a rod-shaped probe was utilized in
ordor to simulate as closely as possible the conditions on wetting
of the end of a fuel rod by an experimental procedure related to
actual practice. For the high pressure tests an internally cooled
tuba was used as test section having in mind the internally cooled
once-through boiler tubes.
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Figure 5: Experimental arrangement for determination of wetting
temperature on flooding
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3. Experimental Results

3.1 [t!ss9E!_92210920St 9[.V!!!!05_I!92SE*19E!.E09fE lb!_0281
Ig!al_Eeeg!!!e08.6118!Da911

For determination of the pressure dependence of the wetting tem-
perature the experimental apparatus shown in Figures 2 and 3 was
used. In order to obtain this dependence in a wide pressure innge,
ceasurements were first performed with the refrigerant freon R 12.

Figure 7 shows the temperature at the probe tip for three different
pressures.

In the presence of film boiling a very thin and quiescent vapour
film could continually be observed on the probe, which shortly
before wetting became less quiescent. Wetting occurs at the probe
tip and in about 4 s travels over the whole surface of the probe.
Since in repetition of series of measurements deviations were
observed from previous measurements, in spite of only slight
scattering of the measurement values within one series of measure-
Cents, the conclusion must be drawn that even minor differences
in the treatment of the probe surface affected the results with
freon.

124

_ -_ _ __ , _ . -- .- _ _ . . . _ _ _ _ - -



I

12e, p . l.7 ter

'c
1. Wetting

se< H

4e<

.

Ite. p 14.3 ter

'c
lee-

to.

A
w

# ** <1 p . as nor

'c
12 '-

A
too.

** ~

se io to se se *e

t
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Tho result of 8 series of experiments is plotted in Figure 8
cgoinst the dimensionless pressure 9's p /p,p.j
The measurements cover a range from T' s 0.1 to 0.9. At still
higher pressures, ie in the vincinity of critical pressure, flooding
of the probe presents difficulties, since for flooding the differ-
cnco in density between fluid and steam is utilised, which in this
r:gion tends to disappear.

As the diagram shows, the measurements scatter at pressures of T
i

4 0.5 very sharply from series to series, while at pressures of'r |

> 0.5 hardly any scatter is present. This boundary collapses with
o drastic reduction of wetting temperature of (%r - %g) 30+ 50 K
in the lower pressure range to about 4 K in the High pressure range.
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Figure 8: Dependence of wetting temperature on pressure
Fluid: freon R 12

Within series C a measurement point was determined at a pressure
ratio of 7 s 0.33 which stood out clearly from the measurement
series in the low pressure region and was only 8.5 K above the
saturation temperature. Observations showed that the vapour film
in this case too was very thin and quiescent shortly before wetting,
so that it was hardly perceptible visually. No success was
cchieved in confirming this low value - which would fit a curve
extrapolated from high pressure - in reproducibility experiments.

These experiments with freon R 12 showed that in the range of low
cnd medium pressures the wetting temperature is strongly influenced
by the surface finish of the probe, contamination of the freon by
oil, as well as variations in the freon quality through the
presence of metals (eg copper, tin, zinc, lead etc).

A corresponding series of experiments with demineralised and
degassed water produced the diagram shown in Figure 9. In the low
pressure region wetting temperatures were measured which scattered
about a curve running at a distance of 100 K from the saturation
line. Above a pressure of 40 bar the values scatter much more
widely, the lowest values being only about.20 K above the corres-
ponding saturation temperature. Pressures up to 70 bar were
possible with the apparatus. It can therefore only be supposed
that at still higher pressures the wetting temperature, similarly
to the results with freon R 12, is only a few degrees above
saturation temperature.
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! Th3 test series under the most ideal conditions attainable showed
| that the stability of the vapour film plays an important part in
'

tha rewetting process. Therefore it is to be expected that for
cn oxperimental set-up with forced turbulent flow at the point
of rewetting there are different condition resulting in different
rcw3tting temperatures as compared to the ideal case.

Fig. 10 shows selected temperature-time curves obtained in an
internally flooded pipe at different pressures. These curves are

| dir0ctly comparable to those in Fig. 10 . One can recognize that
during flooding the various heat transfer regions effect different
degrees of pre-cooling prior to wall rewetting.

Further it has to be taken into account that in all cases of pipe
r watting (in the presence of axial conduction) being caused by
o progressing rewetting front the latter differs slightly from
the quench temperature (the sharp dip in the temperature-time
curve) and has to be adjusted.
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Figure 10: Wall temperatures at different pressures
*

during flooding
Fluid: water

Results, already adjusted, of tests with internally flooded pipe
for a pressure range of 5 to 210 bar are plotted in Fig. 11

While at pressures below 80 bar the wetting temperature curve is
parallel to the saturation line, a high p essure the two curves
opproach gradually. The curves of (M L and 3 merge, as expected,
at the critical point.

For the material Inconell 800 (1.4876) of hydraulic smooth surface
with R T = 3.5 pm slightly oxidized by repeated heat ups to ca.
600 *C the dependence of the wetting temperature on pressure can
b] empirically expressed as

k % 160 _ r(p)t 3 +=
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Figure 11: Dependence of wetting temperature on pressure
for flooding conditions

3.3 DeEendence_of_gettin6_Temgerature_on_sub-coo _ ling _of_the_ Fluid

In order to be able to produce hypotheses as to whether the flow
velocity and the sub-cooling of the fluid influence the temperature
at which wetting occurs, experiments were performed with the test
cerangenent shown in Figure 5.

Results of the experiments showed that the wetting temperature is
a function of sub-cooling, as illustrated in Figure 12. No influ-
ence by the flow velocity in the range from 04w (10 cm/s could
ba established.

Apparently through the oxidized surface the value for the wetting
temperature is at d = 0, ie with water at saturation temperature
at 260 *C and so 160 K above saturation temperature.

Tha increase in wetting temperature with rising sub-cooling can in
the range covered by measurements be reproduced as a straight line
with gradient 10 K/K.

A comparison with measured values by Lauer /20/ and with a rela-
tionship quoted by Tong /21/ which were also plotted in Figure,

12, shows useful agreement if the influence of sub-cooling, ie the
gradient of the curves, is considered. Deviations of the absolute
values can be put down to' differences in the surface finish.
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Thus for the calculation of flooding experiments the wetting
temperature can be determined according to the following empirical

160 10hk=k + +3

*

. Range of validity:

16 P 4 40 bar
.,

0(d 4 25 K'

Material: Inconel with oxidized surface.
i

!

| 4 Discussion and Conclusions
|

| On the basis of the experimental results it can be stated that
the wetting temperature can be regarded not as a property of the
fluid but that it.is influenced by the hydraulics, i.e. the stabi-
lity of the vapour film plays an important part in'the onset of
wetting.

In'the meantime several authors came to the same conclusions.
Frdhlich and Oswald /23/ went as far as predicting the collapses
of the vapour film and rewetting at saturation temperature when
all external accidental disturbances could be excluded.
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Komnos /24/ developed on the basis of mass and energy balances
| c model for the rewetting process. A permanent collapse of the

vcpour film is possible when
*

the enndensing mass flow ne ex eeds the evaporation mass-

flow my

there 15 no excess of energy so that the wall, temperature-

decreases.

Th9 mass and energy curves behave according to Komnos /24/ as
chown in Figure 13. Exact calculations are only possible by
assuming a value of heat transfer coefficient *(- from the fluid
surface into the water which depends on the degree of turbulence.

According to Figur,e 13 wetting can take place when the condensing
mass flow exceeds the evaporating mass flow ( 6 7 8) and at the
same time E fr 0 1.e. no excess of energy resulting fall in temper-
cture. At point L (the Leidenfrost point) mass and energy
equilibrium exists. It follows th'at this is the point where re-
watting can start. The above mentioned diagram shows that L can
morge with S (the saturation point)-when

OC ( %g) =0
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Figure 13: Determination of the wetting temperature by
; mass and energy ballance according to KOMNOS /24/
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By increasing the above product i.e. by increasing j

the value of DC meaning higher degree of turbulence in-

the fluid and ;

the value of (k O ) meaning higher degree of sub-cooling-

B

the ener'gy curve shifts towards right and leads to higher wetting
temperat.ures k .
If this proposed model is correct - the agreement about the
influence of important parameters seems to confirm it - it will
maan that the prediction of a wetting temperature can be made only
for particular, exactly defined hydraulic conditions.

This is also the reason for the large differences in wetting
temperatures reported by various authors whose experiments were
carried out under seemingly identical conditions.
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. Figure 14: Wetting temperatures for different test
conditions
Fluid: water 132
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Conosquently the task ahead is to determine wetting temperature
clcsses subcivided according to different technical applications
9.g. .

wetting in the case of free convection-

.
flooding in pipes-

ficoding in bundles-

wetting by impinging water jets,etc.-

as shown in Figure 14.

Future work should therefore aim in this direction. The model of
Komnos /24/ may be a help to put the measurements in order.

1
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MINIMUM HEAT FLUX CONDITIONS IN BOILING HEAT TRANSFER

S. Nishio
Institute of Industrial Science

Univ. of Tokyo, Japan

ABSTRACT

This paper reviews the published information on the minimum heat flux condi-
tion in boiling heat transfer.

The first part is devoted to a survey of the subprocesses of heat transfer
mechanism in the vicinity of the minimum heat flux point. Concepts and experimental
results are summarized for the following subprocesses; (a) contact mode, (b) liquid-
solid contact behavior and (c) liquid-vapor interface behavior.

In the second part, parametric effects on the minimum heat flux condition are
summarized. System factors known to affect the minimum heat flux condition are as
follows; (a) liquid-solid contact mode, (b) geometry of heating surface, (c) system
pressure, (d) liquid subcooling, (e) liquid velocity, (f) acceleration in field, (g)
thermal conductance of heating surface, (h) surface condition and (i) temperature
transient. Experimental results and correlating equations for the effects of these
factors are summarized and areas are noted where research efforts should be encour-
aged.

In the final part, analytical models to predict the minimum heat flux condi-
tion are reviewed. The predicted results are compared with the oublished data and
the state-of-the-art is discussed.

1. INTRODUCTION

Boiling heat transfer is a mode of heat transfer in many modern technological
apparatuses and its by order of magnitude more intensive than respective convective
heat transfer for the same condition in the system. This is the main reason why
boiling heat transfer is frequently used in modern equipments and installation. It
even becomes more important for the equipment where safety requirements are imposed
to the limited heat transfer area. For this reason, the need of a better under-

standing of boiling heat transfer, for many years, has been one of the main goals
in the development of the heat transfer knowledge.
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General characteristics of boiling heat transfer are schematically shown with
the boiling curve (Fig.1). On the boiling curve, there are three distinct regions-
i.e., nucleate boiling, transition boiling and film boiling regions. These three
sections of the boiling curve are bounded by "the critical heat flux (CHF) point"
and "the minimum heat flux (MHF) point".

Even though it is desirable in most boiling heat transfer applications to op-
erate under nucleate boiling conditions, the possibility of exceeding the critical
heat flux and the practical application of liquid-quench necessitate a full under-
standing of the boiling phenomena. Especially, recent enlargement in application of
liquid-quench calls for a thorough understanding of the minimum heat flux condition.
Liquid-quench is sometimes encountered at the time of cooldown or during operation-
al setups in many cryogenic systems and at the vapor explosion accidents. Similarly,
effective que..ching techniques become needed in the fields of metallurgy and reac-
tor safety. Since the total cooldown time during quench is essentially affected by
the minimum heat flux or quench condition, a better understanding of the minimum
heat flux condition is indispensable to analyze such quench processes.,

I Unfortunately, however, the minim..; heat flux condition has undergone less
study in comparison with the critical heat flux, and there has been no comprehensive
survey of the minimum heat flux condition appearing in the literature that seeks to
put into perspective all of the work done in this area. Indeed, the only other re- |

views that treat the minimum heat flux condition in detail are those of Clements
| and Colver(l) and Grigoryev et al.(2). Thus, it is the purpose of this review to

provide a comprehensive, in depth study of the minimum heat flux condition. In this ;

paper, the published information on the minimum heat flux conditions under natural i

and external convective conditions is summarized. The auther believes that the in- '

formation for such conditions is instructive also for the post-dryout heat transfer
in channels ,
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2. SUBPROCESSES

The minimum heat flux point does not correspond only to the lowest surface
temperature to support film boiling but also to the highest surface temperature of
the transition boiling region.

First, the minimum heat flux point is considered as the lowest surface temper-
ature in film boiling. Wachters et al.(3) and Baumeister et al.(4) reported that
the lowest surface temperature sufficient to support the metastable spheroidal state
of a small droplet occurred very near the saturation temperature of the liquid.
However, Godleski and Bell (5), and Henry et al.(6) reported that it was impossible
to support film boiling of extended drops with bubble breakthrough at such small
surface superheats. These experimental results indicate that collapse of established
film boiling necessitates the existence of system disturbances. In the this paper,
the mode of system disturbances, which seems effective to bring about liquid-solid
contacts in film boiling, is called "the liquid-solid contact mode".

Next, the minimum heat flux point is considered as the highest surface temper-
ature of the transition boiling region. Berenson(7) has provided a concise descrip-
tion of the transition boiling mechanism: " Transition boiling is a combination of
unstable film boiling and unstable nucleate boiling alternately existing at any
given location on a heating surface. The variation in heat transfer rate with tem-
perature is primarily a result of a change in the fraction of time each boiling
regime exists at a given location." Following this description of the transition
boiling mode, the total heat flux (q ,) in the transition boiling regime is thus ex-
pressed as

q, = ge e + qd(1-F ) (1)F e

where, Fe; spacial and time fraction of liquid-solid contact, qc; mean heat flux at
wetted area and qd; mean heat flux at dry area.

Since liquid-solid contacts have been observed also under stable film boiling
conditions (Bradfield(8), Swanson et al.(9), and Yao and Henry (10)), eq.(1) seems
valid also for heat flaxes in the vicinity of the minimum heat flux point. On the
other hand, following the definition, the minimum heat flux condition is expressed
as

2dqw/daTsat = 0 d q /daTsa't >0 (2),

Knowing the expressions for F , qe and qd in terms of the surface superheat, we cane
predict the minimum heat flux condition (T ' 9 ) with using eqs.(1) and (2). SinceM M
the minimum heat flux point does not necessarily correspond to the condition of Fc=
0, the temperature dependence of the fraction F , which is determined by liquid-e
solid contact behavior and liquid-vapor interface behavior, is important to
calculate the minimum heat flux condition using eqs.(1) and (2).

Thus, in the present chapter, the published information on the following sub-
processes is reviewed.

(a). liquid-solid contact mode
(b). liquid-solid contact behavior
(c). liquid-vapor interface behavior

.

2.1 Liquid-Solid Contact Mode

In the fully developed film boiling region where the surface superheat is suf-
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ficiently high, the liquid is perfectly separated _from the heating surface by vapor
layer and thus there exists no direct contacts between liquid and solid. We con-
sider, in this section, a process where liquid-solid contacts become to occur due
to system disturbances as the heating surface is slowly cooled from the fully devel-
oped film boiling region under the saturated condition. In such a process, there
seem to be two possible ways to induce the first contact-i.e. , the liquid-rush-in
mode and the liquid-creep-in mode.

(a) . Liquid-Rush-in Mode (Fig.2( A))
Vapor layer thickness in film boiling is fluctuated due to the system distur-

bances caused by bubble departure etc.. The fluctuation in vapor thickness forces
the liquid toward the heating surface. When the vapor thrust generated at the
liquid-vapor interface is greater than the forces directing the liquid toward the
heating surface, the liquid is turned back before it reaches the heating surface.
However, when the vapor thrust is insufficient, the liquid can experience a direct
contact with the heating surface. In this paper, this contact mode is called "the
liquid-rush-in mode". The liquid-rush-in mode can be subdivided into the following
three types according to the system disturbance directing the liquid toward the
heating surface.

(A). Liquid-Rush-In Mode

(A-1). Replacement Type

| .:..f5
Liquid ;9 zyr-@:s.5

Va
'/UHHHHUUHH/HHHHHU/HHHHs

( A-2) . Vapor-Deficient Type

a

'#/HHHHHH/HHHHHHHHHHHHi

(A-3). Instability Type

I
|

| (B). Liquid-Creep-In Mode

'

W
W####/47HHH/UUH/####/M!

Fig.2 Liquid-Solid Contact Mode.
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:

(a-1). Replacement type (Fig.2(A-1)): Henry (ll) proposed a contact mode of
,

;- this. type as a physical ~ picture of heat transfer mechanism in the vicinity of the
~

| minimum heat flux point. In this kind of liquid-rush-in mode, the system distur-
bances caused by bubble departure are supposed effective-to bring about liquid-solid

,

contacts.in film boiling. As bubbles depart from the vapor layer, the liquid rushes
toward the heating surface, and it momentarily contacts the heating surface if pos-
sible. Borishanski(12) has shown that the liquid instantaneously contacts the heat-

; ing surface in film boiling after a bubble breaks away from the liquid-vapor inter-

i face.

.
(a-2). Vapor-deficient type (Fig.2(A-2)): Lienhard and Dhir(p) proposed this

kind of liquid-rush-in mode. Following their description, this kind of liquid-rush-'

| .in mode is explained as follows: The horizontal cylinder and horizontal flat plate
j generate vapor at a nearly constant rate and deliver it to an escapement process in
j the collapsing Taylor wave above the heating surface. Thus, liquid-solid contacts

: will occur where the constant rate' of vapor production becomes insufficient to sup-
*

ply the instantaneous natural rate of wave motion. Namely, in this type, the system

|- . disturbances caused by bubble growth are supposed to bring about vepor deficience at
! ,the antinode of the Taylor wave and thus to result in the occurrence of. liquid-solid
*

contact in film boiling.
;

.
(a-3). Instability type (Fig.2(A-3)): Fedenski(l_4) proposed a stability model .

i of the vapor layer oscillating at the stagnation point during forced convective film

; boiling on a sphere. His results show that there exists the lowest surface temper-

| ature to support the stable film boiling due to the system disturbances caused by
! unstable forces.

To the auther's knowledge, there has not been a sufficient amount of observa-

| tion for the liquid-solid contact mode. Yao and Henry (g) examined the ' frequency and
; - magnitude of* liquid-solid contacts in the film boiling of saturated ethanol and

water on horizontal flat stainless steel and copper plates with electrical conduct-

: ance probes. They found that the contact frequency for water was in good agreement

; with the bubble departure frequency. Toda and Mori(M) studied the vapor film be-
havior for subcooled film boiling on a horizontal wire and a sphere with a laser

i beam. They found that the fluctuation in vapor film thickness was strongly affected

; by system pressure, subcooling and heat flux. -

In this paper, the surface temperature, at which the first contact appears as4

! the heating surface is slowly cooled down from the fully developed -film boiling
'

region, is called "the maximum contact temperature". As mentioned previously,.the
maximum contact temperature seems to be determined by the disturbances prepared in
the boiling system. The maximum contact temperature for the liquid-rush-in mode was,

| analyzed for a droplet approaching a heating surface by Iloeje et al.Q6). They
j analyzed the vapor thrust force at the penetration of a truncated droplet into the
:! thermal boundary layer on the heating surface, using a creeping flow solution for
; _ .the spheroidal state. Their resulting equation for the maximum contact superheat

(ATic) is

Av /IIPv yk r ))E/ sin 9 (3)l d 4ATJc * IYr)
; where, yr; roughness hight; of the heating surface, r; radius of droplet, E; kinetic
!- energy at entrance to thermal boundary layer and $; truncation angle of droplet.

When,withdecreasingthevaporlayerthickness(y}e),,y
becomes to the same order of; y

magnitude of the mean free path of a vapor molecu a major portion.of energy
transfer may occur by direct passage of single molecules entirely across the vapor,

j' film, rather than by the ordinary process of thermal diffusion. Eq.(3) was *

'
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derived nsglecting such a process and deformation of the interface.
Nishio(17) examined the maximum contact temeprature for a water droplet imping-

ing on a fused quartz prism using a total reflection technique, and showed that a
water droplet of 80K in subcooling could not come in contact with the fused quartz
prism surface at a surface temeprature of about 850K.

(b) . Liquid-Creep-in Mode
On a heating surface adjoining to thermally isolated materials (for example, a

wire heater connected to electrodes submerged in liquid and a plate surface sur- ;

rounded by insulator), liquid-solid contacts are induced also by this mode. That is, 1

regardless of temperature level of the heating surface, the thermally isolated sur-
face is always wetted by the liquid. Thus, the liquid will creep into the dry sur-
face from the circumference under film boiling conditions. In this paper, this con-
tact mode is called "the liquid-creep-in mode". Since wetting boundary formed by the
liquid-creep-in mode always attacks the vapor film, this wetting boundary forms a
weak spot for the vapor film. This kind of contact mode has been observed by Sciance
and Colver(18).

2.2 Liquid-Solid Contact Behavior

As mentioned in the previous section, liquid-solid contacts become to occur due
'

to the system disturbances as the surface temperture is decreased from the fully
developed film boiling region. However, when the surface temperature is sufficiently
high, such liquid-solid contacts experience an early termination as a result of
dense nucleation. Such insignificant contacts have been observed by Bradfield(8) and
Nishio(17). Bradfield photographically observed liquid-solid contacts beneath a
water droplet and reported the existence of the liquid-solid contact coexistent with
stable vapor film. That is, " contact filament migrated from point to point beneath
this droplet during 155 milliseconds-; nevertheless, complete disengagement never
occurred". Similar experiments were conducted by Nishio. Following the technique
utilized by Bradfield, an electrode probe was setted passing through the spheroidal

,

state of a water droplet. Then DC voltage of 60V was charged between the electrode'

and the surface heated at 550K. Fig.3 shows the photograph taken under such condi-
tions. The occurrence of liquid-solid contact is clearly shown in the area indicated

,

'
by the arrow, but it does not result in collapse of film boiling. Thus, in order
that contacts provide a significant amount of energy transfer in comparison to the
total energy transfer rate in film boiling, it is necessary that the interface con-
ditions upon contact satisfy the so-called wetting conditions.

The wetting condition is usually termed "the maximum wetting temperature". It
goes without saying that the maximum wetting temperature should be distinguished
conceptually from the maximum contact temperature. Although the maximum wetting
temperature is of practical importance, we have only two concepts on the maximum

( wetting temperature. One is called "the limit-of-liquid-superheat hypothesis" and
l the other "the limit-of-adsorption hypothesis"

(a) . Limit-of-Liquid-Superheat Hypothesis
The theoretical and experimental aspects of the limit of liquid-superheat are |

excellently reviewed by Blander and Katz(19) . As mentioned in their review, the
limit of liquid-superheat has been analyzed with the kinetic approach (i.e., the

kinetic limit of liquid-superheat Tkis) and also with the thermodynamic approach (
i.e. , the thermodynamic limit of liquid-superheat Ttis). In the thermodynamic ap-
proach, the limit of liquid-superheat is determined with the combination of the

thermodynamical stability condition of phase and an equation of state. On the other
hand, in the kinetic approach, the limit of liquid-superheat is determined by the
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Fig.3 Insignificant Liquid-Solid Contact beneath a Water Droplet ,

(T,=550K, V=60V)(17)

spontaneous nucleation theories they are, the homogeneous and heterogeneous nucle-
ation theories. It also goes without saying that the thermodynamic limit of liquid-
superheat corresponds to the highest spontaneous nucleation temperature.

Although the limit of liquid-superheat .has been studied for isothermal sys-
tems, Spiegler et al.(20) supposed that the limit of liquid-superheat under non-
isothermal conditions does not differ from that under the isothermal condition.
The details of spontaneous nucleation mechanisms (nucleation site densities, thermal
boundary layer development and bubble growth characteristics) have been analyzed for
non-isothermal systems by Henry and Fauske(21). Following their paper, if the sur-
face temperature lies above the limit of liquid-superheat (for example, the homo-
geneous nucleation temperature), the volumetric nucleation rate provided by density
fluctuations is many orders of magnitude greater than that supplied from preferred
sites. With such a dominant, high density nucleation mechanism, liquid-solid con-
tacts should experience an early termination before wetting. This is the reason why
the limit of liquid-superheat is considered as one of the wetting conditions. In
this paper, the above stated concept is called "the limit-of-liquid-superheat hy-
pothesis".

Lienhard(22) combined the Van der Waals equation of state with Maxwell's
criterion and obtained the following simple equation for the thermodynamic limit of
liquid-superehat.

/Ter) I4)(Ttis-Tsat)/Ter = 0.905 - (Tsat/Tep) + 0.095(Tsat
;

Gunnerson and Cronenberg(23) and Nishio(24) have reported that the above equation
provides a better estimation for non-metallic liquids. Using the expression of the;

interface temperature upon contact between semi-infinite slubs (25) and eq.(4), the
maximumwettingtemperature(T{w)inthelimit-of-liquid-superheat'hypothesisis

| T{w=T1 + (1+B .5)(Ttis-Ty) (5) lO

i
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where, B=(kpc)1 (koc)w. ./
In the limit-of-liquid-superheat hypothesis,. although wetting characteristics

of.the interface upon contact can'be taken into account.. dynamics in wetting proc-
ess seems to be too simplified.

(b). Limit-of-Adsorption Hypothes'is
' The limit-of-adsorption hypothesis has been recently proposed by Segev and

Bankoff(26) . The concept proposed by them .is summarized as follows; " wetting upon
contact in a non-isothermal system is controlled by a ; thin liquid . film that ' pulls
some liquid to form an evaporating meniscus on the heating surface .in film boiling.
As long as the surface temperature allows the formation of at least one monolayer
of liquid molecules on the surface, wetting is possible. When the temperature is
increased above a specific value, no continuous ,monolayer can be formed, and initial .
spreading will be discontinued." Segev and Bankoff calculated the fraction of ad--

. sorption sites which were occupied,with the Langmuir monolayer adsorption model and
-determined the limit-of-adsorption assuming the fraction =0.9.'

To the auther's knowledge, there are only a few experiments for the maximum
wetting temperature. Waldram et al.(27) examined the maximum contact and wetting-
temepratur,es for small droplets allowed to fall 0-15cm onto the surface of a pool of f
hot silicone oil or glycerol. Stable liquid-liquid contacts were obtained if. the
Weber number upon impact exceeded a critical value, which depended weakly on the
surface temperature, and wetting was observed if the ; temperature was below the
homogeneous nucleation ters rature'of the liquid. Similar experiments have been
reported in Ref.(28)(29). t . the other hand, Seki et' al.(30) measured the surface
temperature variation upor contact with a thin-film thermometer deposited on a
stainless steel surface. Their results show that the interface temperature upon con-
tact between water and stainless steel at the Leidenfrost point is much lower than
the homogeneous nucleation temperature of water.

2.3 Liquid-Vapor Interface Behavior

Since the disturbances prepared in the system are a controlling factor to
induce liquid-solid contacts in film boiling, the liquid-vapor interface behavior is
of importance as a subprocess of heat transfer mechanism in the vicinity of the
minimum heat flux point.

The behavior of an interface separating fluids of different density was first
clearly formulated by Taylor (31). The form of the interface disturbance introduced
into the first order perturbation analysis is

y = yoexp(bt)cos(mx) , (m=2f/1) (6)

At the node of this disturbance wave

yn = yoexp(ht) (6')

Assuming potential-flow, the growth rate parameter of the disturbance wave is ex-
pressed as

2 3b = ((pl-Av)Em-om )/(pl+p coth(myy)) (7)y

where liquid layer thickness is assumed infinity. Further assuming thickness of
vapor layer is also infinity, the following equations are derived for the condition
of the most susceptible disturbance wave.
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.5-A d = (21)(3a/g(01-Ov)) (8)

I9)bd =((4f/3)(pi-py)g/(pl+p )Ad) *y

where Ad denotes the most susceptible wavelength.
Chang (32), Zuber(33) and Berenson(34) showed how the minimum heat flux gg could

be predicted for a saturated condition on the basis of the , Taylor instability on a
horizontal flat plate. Their description suggests that the dominant wavelength, the
bubble growth rate, the frequency of bubble departure and the diameter of departure
bubble are important.

(a). Dominant Wavelength
Assuming infinite vapor-layer-thickness and one-dimensional analysis, the domi-

nant wavelength in film boiling is determined by eq.(8). Sernas et al.(35),

showed that the dominant wavelength in the film boiling on a horizontal flat plate
was

A 2 " Adl (10)d

where Adl is given by eq.(8).
Shoji and Takagi(36) have recently shown that the infinite vapor-layer-thick-

ness assumption causes a considerable error in the estimation of wave characteris-
tics at high system pressures.

Lienhard and Wong(37) have redone the Taylor analysis for a horizontal cylinder
and have derived the most susceptible wavelength and t!ie growth rate parameter
for such a configuration..

d (1+2/D'2)0.5 (11)/A dc * A
D' = D/(c/g(pl-ov))0.5 (12)

dc = b (1+2/D'2)O.5(x fxdc) (13)b *

d

The most susceptible wavelength on a horizontal flat plate predicted with eqs.
(8) and (10) are in good agreement with the data for water and Freon-ll3(38). Simi-

larly, eq.(11) is also in good agreement with the data for organics (37)(39) and.
for water (40).

~ -

(b). B7bble Growth Rate and Bubble Departure Frequency
Lewis (41) showed experimentally that Taylor's theory satisfactorily predicted

the growth of the disturbance as long as the amplitude was less than 0.4 A . Sincedthe diameter of departure bubble (D ) is approximately equal to 0.5A , the growtho d
rate of wave motion is derived from eq.(6') asi

dy/dt = (yo )exp(bt) (14)b

and the frequency of departure bubble is

f = b in(yo/D ) (15)d o

Assuming that the magnitude of initial disturbance (yo) is proportional to the diam-
eter of departure bubble, eq.(15) is rewritten as'

f = (const. )bd --( 16 )
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However, Lienhard and Dhir(13) have pointed out for isopropanol and cyclohexane data j

that the exponential growth (eq.(14)) blends into a linear growth after the ampli- I
Itude reaches a value of (0.12-0.25)Ad and the growth rate in the linear region is

Iproportional to (b Add *

(17)dy/dt = (const.)b Add

The frequency of departure bubble from vapor film around a horizontal cylinder has
been examined by Sakurai et al.(40). Their results show that the frequency predicted
with eqs.(13) and (16) does not agree with their data of water. Their data are corre-
lated for water at system pressures from 0.1 to 1.1MPa as

f = 1.49(pt p/ y)O.22 (18)

(c) . Diameter of Departure Bubble
The diameter of departing bubble is usually eatimated to be 0.5Ad. Hosler and

Westwater(38) have reported that the average diameter of departing bubble on a hori-
zontal flat plate is about 73% of Ad (eq.(8)). However, Sakurai et al.(40) have
reported that the ratio D /Ad for cylindrical heaters is not constant but dependento
on the system pressure and the diameter of the cylinder.

o = 2.0(1+7.4x10-5(p f, )l.15)(oD/g(p1-py))1/3 (19)D

2.4 Problems to be answered

As stated above, the liquid-solid contact mode, the liquid-solid contact behav-
ior and the liquid-vapor interface behavior are of importance as the subprocesses of
heat transfer mechanism in the vicinity of the minimum heat flux point. The auther
considers that the following information on the subprocesses is needed.

(a). Charateristics of liquid-vapor interface under subcooled condi.tions
(b) . Analysis of the maximum contact temperature including the Knudsen layer

problem.
(c) . Novel concepts on the maximum wetting temperature accounting for dynamic

characteristics of wetting
(d). Experiments for the maximum contact temperature and the maximum wetting

temperature

3. PARAMETRIC EEFECTS

In this chapter, parametric effects on the minimum heat flux condition are sum-
marized from experimental and correlational points of view. System factors known to
affect the minimum heat flux condition are as follows;

(a). liquid-solid contact mode
(b) . geometry of heating surface
(c). system pressure
(d). liquid subcooling
(e). liquid velocity
(f), acceleration in field

(g). thermal conductance of heating surface
(h) surface condition
(1). temperature transient
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Table 1 Source of Data (HP: Horizontal Plate, HC: Horizontal Cylinder, HW: Horizontal' Wire, SP:
Sphere, VP: Vertical Plate, SS: Steady-State Test, TS: Transiet-State Test)

,

Geometry Pressure ATsub Vel.
CommentsFirst Auther(Ref.) Material Liquid (gp,) (g) -( ,j,)( ,,)

1962,Berenson(7) HP(50.8) Cu,Ni,Inc. CCla,C H5 12 0.101 O O SS- (g),(h)

H 0,R-ll O.101 O .O SS1962,Hosler(33) HP(203) Al 2;

i'

H 0,C H6 12 0.0019- 0 0 SS- (a)(c)'

1963,Lienhard(62) HW(0.51) Nichrome 2
C H ,C H 0H, 0.101

'

66 37
CH 0H C H CO3 26 ,

1964,Merte(53) SP(25.4) Cu Nitrogen 0.101 0: O TS (b)(f).

CH6 6,C H 0H 0.101 O O SS (a)(b) (1964,Lienherd(37) HW(0.025 Nichrome, 37
-0.65) W

'

HO O.1-9.9 O O- SS (a)(c)(h)1966,Kovalev(42) HW(2-2.5) Nichrome 2,,

O 1966,Simoneau(g4) VP Fe,Cr,Al Nitrogen 0.24 O. 0-1 SS. (e)

1967,Merte(57) SP(6.35- Cu Nitrogen 0.1-0.5 0-16 0. TS (b)(c)(d)

25.4)
HO O.101 5-78 O TS (d)1967,Bradfield(66) SP(59.7) Cu 2 ,

1968, Simon (g5) VT(12.8) Ni Nitrogen 0.24-1.4 O O-3.1 SS (c)(e)
C H 0H 0.101 0-15 O SS (d)(h)1968,Nishikawa(77) HP(6,0) Cu 25<

i 1969,Givanter(gO) HW(0.25) Constantan Nitrogen 0.101 O O TS (i)
r

{ 1969,Witte(g6) SP(9.04) Ag HO O.101 5-77 O TS (d)2
_.

1969, Rhea (87) SP(12.7- Cu Nitrogen 0.101 O O TS. (b)(f)
-

25.4)
CO ,C H5 12 O.1-per O O SS (c)1970,Nikolayev(64) HC(4.0) Brass 2
CH6 14',SF6

H 0,R-ll3, 0.101 O O TS,SS (h)(i)
,

1970,Bergles(44) HC,HP 2 ,

Nitrogen-*

1970,Bulter(gg) VP Cu'(coated) Helium O.101 O O TS (h)(i)

* . -!

n
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Table 1 (Cont'd)4

O* ** Y Pr su e a b CommentsFirst Auther(Ref.) Material Liquid
)

1970,Sciance(18) HC(20.6) CH ,C H ,C H3g 0.1-p O O SS (c)4 26_ cr
CH104

1971,Nishikawa(78) HP(8.0) Cu HO O.101 O O SS (h)-2
1971,Peterson(89) HW(O.127) Pt HO O.101 0- 0 SS. *

2
| 1971,Veres(50) SP(23.8) Cu R-113 0.101 O O SS,TS (h)(i)
| 1972 Tachibana(g ) HP(18,50) Cu R-113,C H 0H O.101 0-40 0 SS TS (d)(1)25
| 1973, Berlin (3) Nitrogen,H O O.101 0- O TS (g)2

C H5 H,R-12,2 0
13,22

1973,Hesse(55) HC(14.0) Ni R-12,113,114 0.1-pcr O O SS (c)
{ 1973.Stevens(g) SP(25.4) Ag HO O.101 23-76 1.5 TS (d) I2
! 1974,Skripov(g) HW CH5 12 0.1-pcr O O SS (c)

1974,Sakurai(93) HW(1.2) Pt HO O.101 0-40 0 SS (a)(d)2
1974,Farahat(68) SP(12.7, Ta Na 0.101 6-681 0 TS (d)4

25.4)
1974, Henry (6) HP Hg,H O H 0,C H 0H, 0.101 0- 0 TS (h)2 2 25

I R-11,12

1975,Zhukov(94) HP(42.0) Cu(coated) R-113 0.101 0 O SS (g)
| 1975,Klimenko(9_5) HP(8-36) Cu Nitrogen 0.101 O O SS,TS (b)(g)5

i

1977, Bier (56) HC(8.0) Cu R-12,115,13B1 0.4-4 0. O SS (c)
RC-318

| 1978,Yao(p) HP Cu,S.S. H 0,C H 0H 0.03-1.5 0 0 TS (c)(g)2 25
1978,Peyayopanaku1( 5_1) HP(50.8) Cu Nitrogen 0.101 O O TS (i),1

1978,Ishigai(g) HP(12.0) S.S. HO O.101 0-55- 0.5-3 TS (d)(e)2
!
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Table 1 (Cont'd)
,

First Auther(Ref.) Geometry
Material Liquid Pressure ATsub Y'1*. . .

Comments
(MPa) (K) (m/s)

1978.Dhir(48) SP(19,25.4) Cu,Ag,S.S. HO 'O.101 0-50- 0-0.45 TS (d)(e)2
1980,Yilmaz(69) HC(6.4) Cu R-113 0.101 O O-6.8 SS (e)

'

,

$ 1980,Sakurai(65) HW(1.2.2.0) Pt HO O.02-2 0-41 0 SS,TS (c)(d)(i)2
1981,Shih(45) SP(3.2-6.4) Brass R-11,113 0.101 0-20 O' TS (b)(d)
1982,Toda(15) HW(0.3) Pt HO O.1-0.5 0-40 0 SS,TS (c)(d)-2
1982,Lin(3) HP(50.8) Cu,Al,Zn, Nitrogen O.101 O O TS (g)(i)

Pb,Bi

1983,Saxurai(40) HC(1.2-3.0) Pt HO O.1-2 O O SS (c)2
1983,Nishio(43) SP(3.2-19) Brass R-12,22,N2 0.101 O O TS (1)(2)3

1983,Takagi(67) SP(9.5) S.S. HO O.101. 30-80 0 TS (d)2
1983,Nishio(47) HC(6.0) Ag HO O.101 5-80 0 TS (d)2

1983,Nagano(g) HP(62.0) Cu R-113 0.04-0.8 0 0 SS (c)
1984,Nishio(52) HP(22.0) 'Cu Nitrogen 0.101 O O SS.TS (a)(g)(h)

1
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Table 2 Effect of Geometry of Heating Surface

AT '
Liquid Heater Geometry (Size) H Ref.2

Water Horizontal Flat Plate (50mm) 110 14 (46)

Horizontal Cylinder (1.2mm) 117 46 -(40)

Horizontal Cylinder (2.0mm) 119 35 (g)
Horizontal Cylinder (3.0mm) 117 25 (g)
Horizontal Cylinder (6.0mm) 104 30 (g)
Sphere (19mm) 101 25 (48) i

Sphere (25.4mm) 109 24 (48)

Freon-ll3 Horizontal Flat Plate (62mm) 53 10 (49,)

Sphere (23.8mm) 55 11 (50)

Hitrogen Horizontal Flat Plate (50mm) 22 9 (51)
,

Horizontal Flat Plate (22mm) 22- 18 (52)

Sphere (3.2mm) 26 5.7 (43)

Sphere (19mm) 26 7.8 (g)
Sphere (25.4mm) 25 4.6 (53)r

Sources of the data are given in Table 1. The alphabets in the " comments" column
correspond to the system factors stated above.

3.1 Effect of Liquid-Solid Contact Mode

Kavalev(42) and Nishio(43) examined the effect of the liquid-creep-in mode on
the minimum heat flux condition. Kovalev measured the minimum heat flux on a hori-4

zontal cylinder for pressurized water and found that the liquid-creep-in mode along
the electrodes increased the minimum heat flux by factors of 5-8 in comparison to
that in a system having no liquid-creep-in mode. Also Nishio examined the minimum
heat flux conditions on spheres (D=3.2-19.lmm) for liquid nitrogen, Freon-12 and
Freon-22. The experimental results show that, with decreasing sphere diameter, the

j liquid-creep-in mode comes to increase TM and qu.
Bergles and Thompson ( p) pointed out that the liquid-creep-in mode (they called:

the end-effects) created large axial temperature gradients during quench tests ofI

horizontal cylinders. Thus, the wetting boundary formed by the liquid-creep-in mode
always attacks the vapor film and also cools the surface with the two dimentional
heat conduction along the surface.

3 2 Effect of Geometry of Heating Surface

As well known, heat transfer coefficients in film boiling (h ) vary with geom-p
etry and size of the heating surface. Thus, if the heat transfer coefficient at the
minimum heat flux point is equal to the value of h (T -Tsat), it is considered rea-f M

|
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sonable that' the minimum heat flux varies with geometry and size of the heating sur-

n - face. Thus,=in,this section, we consider only the effect on the temperature condi- |
tion at the minimum heat flux point. !

;- Experiments on hot'small brass spheres of 3.18-6.35mm in diameter, suddenly |
'-immersed in' Freon-ll and Freon-ll3 were carried out-by Shih and El-Wakil(45). They.

found that Tg was increased with decrease in sphere diameter. For example, their ' l

fcorrelating equation for saturated Freon-ll is i
,

_Tg = Tsat +(48.5)D-0.276 , (D:cm) (20)--

Similar experiments were conducted for saturated nitrogen, Freon-12 and Freon-22 by
Nishio(43). The experimental results show that the temperature condition at the j

.

i minimum heat flux point is independent of sphere diameter in the range of D=3.2-19.1 ;

mm. The published data of the minimum heat flux condition for a variety of. surface !.

geometries are compared in Table 2 for saturated water, Freon-ll3 and nitrogen (40) !!

(43)(46)-(53). From this table, the temperature condition at the minimum heat., flux {point seems to be~a unique value for a given liquid as long as the liquid-solid ,

!

i contact mode is not essentially changed. In this paper, such a concept is called "the
temperature-control hypothesis". {

; 3.3 Effect of System Pressure

The effect of system pressure on the minimum heat flux condition has been stud-

! ied from several points of view.

! Experimental data of the temperature condition at the minimum heat flux point
i are shown in Figs.4 and 5(10)(18)(40)(49)(54)-(57). Nishio(58) has surveyed these
I data and has pointed out that there are three distinct pressure regions; (a) low
] pressure region (the superheat at the minimum heat flux point is decreased with
j increasing system pressure) ,(b) medium pressure region (the superheat is increased or
; kept nearly constant with incerasing system pressure) and (c)high pressure region (

'
j the superheat is again decreased with inceasing system pressure).
i. As shown in Fig.5,- a part of these data lies above the critical temperature |
! the liquid. Adopting the limit-of-liquid-superheat hypothesis as the wetting criteria, |

} the temperature at the minimum heat flux point will not exceed the temperature deter- j
! mined with'eq.(5). Yao and Henry (10) and Sakurai et al.( g ) have presented the data t

_

supporting this hypothesis. Sakuari et al. have examined the' minimum heat flux condi- i

,

tions for saturated water at pressures from 10lkPs to 2MPa on horizontal cylinders of {
i 1.2-3mm in diameter and have pointed out that the temperature condition at the mini- i

j mum heat flux point is determined by the spontaneous nucleation temperature at system i
; pressures'above IMPa. Similar results have been reported by Yao and Henry for pres-

1

surized water and ethanol. Sakurai et al. correlated their data on a cylinder of 2mm

in diameter as-

- ATM = (480-Tsat) + (10)exp(2.22p), for p<0.94MPa (21)

ATg = (480-Tsat) + (80)exp(0.34(p-0.94)), for p>0.94MPa (22)

| As stated above.Nishio(58) postulated the three distinct pressure regions and proposed
the following correlations .of the superheat at the minimum heat flux point for the

; medium and high pressure regions.
4

i
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Tg-Tsat = (3.449x10-4)(Tu -T M )(Ja')-1(p *)0.6302p

x(Pr')l.008(t *)0.2056exp(4.94Tsat/TerI''

r

, for medium pressure region (23)

T -Tsat = Ter(0.905-(Tsat/Ter)+0.095(Tsat/Ter) IM.,
-

1- , for high pressure region (24)

where . denotes the value at T /Ter=0.7 and, sat

_ Ja = c1L/(Tcr-Tsat s 8r " 8v/pi, Pr = ul at, lp = o f g( ,1_ pv) 3,13 4-I /

p .

As for the pressure dependence of the minimum heat flux, the experimental data ,

; for organics (18)(64) and refrigerants (56) show that the value of qM reaches a maxi-
' mum.in the pressure range of p/per=0.2-0.4. This pressure dependence of qu is similar

to that found for-the critical heat-flux qC. From the equations of Zuber(33)(59),
the following relationship for the ratio qu/qC is obtained:

qu/qC = (const.)(py/01)0.5 (25)--

However, the existenc'e of an approximately constant ratio between qu and qC has been
j observed by Kutateladze( M ). Thus as' suggested by Chang (61) and Bier et al.(56), it
' is better to modify eq.(25) as
y - ,

!

'

j qu/qC = (const.) (26).
i

Lienhard and Schrock used the following. equation for qu(@)
i

qn = (const. )( p L)(og( pt-pv)/(pl+py)2)O.25 (27)'
y

I as the starting point for a generalized correlating equation in terms of reduced
pressure. The resulting equation was

9M = agxf (p/per, geometry) (28)1

P .75ag = g .25o Per /M(8Mper/3RTcr) (29),

?
? Lienhar and Watanabe(63) extended this relationship as !

qn = agxf (p/per)f (geometry) (30)2 3 --

f (D/per) represents the pressure dependence and is the same as for a hori-where 2,

zontal flat plate, and f (geometry) represents the geometry dependence. As for f *3 2
j Nikolayev and Skripov(64) proposed the correlating equation using data of four

organic liquids. ,

I f IP/Per) = 1.67qu(p/per=0.31)(p/per)O 24(1-P/Per) (31)*

aM 2 --

4ag f (P/Per) = 4.18qg(p/per=0.9)(p/per) Il-P/Per)*

2
! , for high pressures (31)
i-

Bier et al.(56) confirmed this type of correlation for refrigerants.

.
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Sanders and Colver(l) also used the corresponding states principle in proposing
the relation

g = (ll.2x10 )p0.468(p/p _(p/p } }0.293(1-P/Per) * ag --( 32 ) -

6q

where (p/perItp is the reduced pressure at the triple point of the fluid and i

i

ak=per(RTer/y)O.5 (33) i

3.~4 Effect of Liquid Subcooling

The effect of liquid subcooling on the minimum heat flux condition has been
studied for water in steady-state experiments (15)(65) and quenching experiments (47)

'(48)(66)(67). Fig.6 shows the comparison ~between these data at atmospheric pressure.
Although these data were taken on a variety of surface geometries, they show a nearly
unique subcooling dependence of the superheat at the minimum heat flux. condition.
Also this result seems to suggest that the minimum heat flux condition may be repre-
sented by the temperature condition. I

All of the quench data (Fig.6) show a linear dependence of T over holl region |y
of subcooling. For example, Dhir and Purohit(65) correlated the subcooling '

dependence for water as

Tg = 201 + 8(Tsat-T ) (34)I

This equation shows that the temperature at the minimum heat flux point exceeds the
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,

critical temperature of water at subcoolings greater than 22K and also exceeds the
limit of liquid-superheat at subcoolings greater than 14K. In Fig.6, eqs.(4) and (5)
are shown for water on a platinum surface. Sakurai et al.(65) examined the effect of
subcooling on the minimum heat flux condition for pressurized water in 0 to 40 K sub-
coolings. Their results are schematically shown in Fig.7 and summarized as follows;
(a)the subcooling dependence of (Tg-Tsat) is almost linear for low subcoolings but
it saturates at a subcooling when the linear increase of (T -T at) reaches the spon-M s
taneous nucleation temperature, (b)the gradient in the linear region is decreased
with increasing system pressure and (clas a result of (a) and (b), at system pres-
sures above IMpa, the temperature at the minimum heat flux point is determined by the
spontaneous nucleation temperature for all region of subcooling. Although a linear

has been reported also for sodium by Farahat et al.(68), thedependence of Tg
subcooling dependency of the temperature at the minimum heat flux point should be
intensively studied. The descrepancy between quench data and steady-state data on the
subcooling effect may result from the effect of the liquid-creep-in mode,

because it was carefully taken away in Sakurai's experiments.
As for the effect of liquid subcooling on the minimum heat flux, Sakurai et al.

(65) reported also the intersting results; (a)for small subcoolings,the subcooling
dependence of qM is relatively small and (b)for large subcoolings, qM becomes to be
determined only by liquid subcooling and to be independent of system pressure.
Such tendencies were also reported by Toda and Mori(15).
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3.5 Effect of Liquid Velocity _

It has been known that liquid velocity has remarkable effects on the transi-
tion boiling and film boiling characteristics. For example, Yilmaz and Westwater(69,) l

observed for boiling of Freon _113 on a horizontal cylinder that heat fluxes in film
boiling were proportional to liquid velocity to the exponent 0.56 and that transition
boiling was very sensitive to liquid velocity. Thus, it'seems reasonable to expect;

the minimum heat flux to be increased with an increase in liquid velocity.
However, Dhir and Purohit(M) reported that the temperature at the minimum heat

flux point was kept constant for liquid velocities from 0 to 0.45m/s. Their results
are shown in Fig.8. From this figure, it seems reasonable to expect Tg to be kept
constant for low velocities.

3.6 Effect of Acceleration in Field

The effect of reduced gravity upon the minimum heat flux condition for spheres
has been studied by Merte and Clark (53). They found a very approximate g .25 depend-0

ence for qg. Lienhard(70) used eq.(30) to correlate their data and showed that the
.

parameter D' (eq.(12)) represented the effect of gravity in the same way as the
effect of geometry.
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3.7 Effect of Thermal Conductance of Surface

It has been recognized that thermal properties of the heating surface do not
affect heat transfer coefficients in film boiling but they affect the Leidenfrost
' temperature of a droplet.

Dhir and Purohit(48) examined the effect of thermal properties of surfaces for
boiling of water on spheres of steel, copper and silver. They found that thermal
properties of spheres did not affect the minimum heat flux condition. On the other
hand, the experiments for pentane(7) and nitrogen (52)(71)(72) show that the temper-
ature at the minimum heat flux point is increased with decreasing thermal conductance
of surfaces. These data are shown in Fig.9 together with the data for water.

There are some other data suggesting remarkable effects of thermal conductance
of surfaces on the minimum heat flux condition. Cowley et al.(73) observed that thin
coatings of a poor thermal conductor on metallic objects reduced a lengthy cooldown
process in liquid nitrogen. Similar results have been reported for water quench by
Moreaux et al.(74). Nishio(52)(75) showed that such paradoxical phenomena resulted
from the effect of thermal conductance of the surface on the minimum heat flux condi-
tion. Experiments on the cooldown 'in liquid nitrogen of coated and uncoated copper
plates were carried out and it was found that Tg was increased with increasing coat-
ing thickness (Fig.10).

The effect of thermal conductance of the heating surface on the temperature at
the minimum heat flux point has been analyzed taking account of a decrease in surface
temperature upon contact. In the simplest model, the decerase in surface temperature
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upon' contact is estimated with the expression of the. interface' temperature upon
-contact between semi-infinite slubs. As stated in -2.2 Seki et al.(30) have measured
the decrease in~ surface temperature-upon contact. Their results for water droplets

show that.t!.is simple expression does not agree with the measured. temperature re-
sponse. ' Manson(97) used analog computer to demonstrate the effect of a periodic. heat .

'

i transfer coefficient in 'the vicinity.of the minimum heat flux point. The ~ results
show that such fluctuations cause large-temporal variation in the heat transfer sur-

,

*

face temperature. 'Thus Manson speculated that fluctuations in heat transfer
|| coefficient were sufficient to-produce local cold spots. Baumeister and Simon (76)

~

proposed a prediction model for the Leidenfrost temperature considering the ef-
3;
; fact of thermal _ properties of. the surface. In their model, the variation in surface

: temperature.is' estimated using the solution of the unsteady heat conduction problem
in a semi-infinite slub with convective heat losses.

Henry (ll) developed the correlating. equation of the superheat at the minimum'

.

, heat flux point taking account of the variation in surface temperature upon contact;

on the basis of Berenson's ' theory.,

>

_(Tg-Tyr)/(Tyr-T ).= (0.42)(B .5L/ ct(Tyr-Tsat).) (35)O' -

1.
'

MI is given with eq.(47) . This equation has been confirmed for. sodium by_where T

| Farahat and Eggen(68). Berlin et al.(71) developed the following correlating equa .
tion for the effect of thermal properties of the heating surface.

:

-Tg-Tsat = (Ter-Tsat)(0.165+2.58 25+B) (36)-0
i

'
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3.8 Effect of Surface Condition

i

Berenson(7) studied the effect of surface roughness on transition boiling in a
pool boiling system using a variety of organics. In general, commercial surface fin-

M and q . Berenson's observations agree withish did not have'a strong effect on T y
those of Nishikawa et al.(77), although Nishikawa et al. observed a slight increase

in qg with increasing surface roughness.
The auther considers that the most effective factor in surface conditions is

wetting characteristics.'Nishikawa et al.(78) observed that film boiling persisted
well into small surface superheats on a poor wetted sysytem (Tg-Tsat=30K for water)
although it' collapsed on a normal surface at a superheat near 100K. Such observations
agree with those of Gaertner(79) . As well known, the surface cleanness and oxidiza-
tion of the heating surface change the wetting characteristics. In general, they

markedly increase both of Tg and qg(2,)(44)(50)(77) . Berenson explained the mechanism
of the effect of wetting characteristics as follows: "Borishanski(12) has shown that
the liquid instantaneously contacts the solid surface in film boiling after a bubble
breaks away from the two-phase interface. If the liquid spreads sufficiently fast
upon contacting the surface a vapor film may not reform. Therefore, under these con-
ditions.the location of the minimum would depend upon spreading rate.---The value of
the minimum heat flux for dirty surfaces depends upon the rate of spreading."

As reviewed above, the effect of surface condition has been studied only quali-
tatively. Thus, the physical propoerties representing the dynamic characteristics of
wetting snould be pointed out.

3.9 Effect of Temperature Transient

Bergies and Thompson (44) studied the pool boiling curves during quenching and
steady-state conditions in several liquids. They observed an decerased qg for the
transient tests in liquid nitrogen and explained as a result of a relatively long
delay time required for film collapse. Giventer and Smith (80) applied a step de-
crease in power to an 0.25mm in diameter constantan wire which was initially in
film boiling with liquid nitrogen, and found that delays of up to 2.5 msec were en-,

l countered before the nucleate boiling was established.
Veres and Florschuetz(50) studied the pool boiling curves of Freon-ll3 during

quenching and steady-state conditions using the same copper spheres of 23.8mm in

j diameter. They found that the quench data for the minimum heat flux condition were in

| good agreement with those for the steady-state conditions as long as the surface was
I free from fouling and oxidization. Their results agree with those of Sakurai et al.

(65) for pressurized water.
However, Peyayopanakul and Westwater(51) and Nishio(52) studied the pool boiling

curves-of liquid nitrogen on horizontal flat plates of !various thicknesses under

'

quenching conditior.s and showed that qM was markedly decreased with decreasing plate
thickness although TM was independent of the plate thickness. Their data are shown
in Fig.ll.

3.10 Problems to be Answered

From the information reviewed in this chapter, the auther considers that re-
search efforts should be encouraged in the following areas.

(a). Experimental studies on the geometry effect on the temperature condition
of the minimum heat flux point.
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(b). Experimental studies on the presture and subcooling effects on the temper-
ature condition of the minimum heat flux pcint to check the possibility that it may-
exceed the spontaneous nucleation temperature at high pressures or subcoolings

'(c). Experimental studies on the effects of surface properties and temperature
transients on the minimum heat flux condition

(d) . Experimental studies to check the temperature-control hypothesis' for the
minimum heat flux condition

(e). Experimental studies on the minimum heat flux condition for liquid metals
and at low system pressures

(f). Experimental studies to find out the physical properties representing the
dynamic characteristics of wetting

4. ANALYTICAL MODELS

In this chapter, analytical models to predict the minimum heat. flux condition

are reviewed. The analytical models are classified.into the following types.
(a) temperature-control models
(b). heat-flux-control models

4.1 Temperature-Cont: t. Model'

In the temp'erature-control models, the temperature condition of the minimum
heat flux point is recognized as the controlling condition for the minimum heat~

flux condition, and the temperatute Ty is equated to a kind of the maximum. wetting
temperature. The ' limit-of-liquid-superheat model and the limit-of-adsorption model

160

_ _ _ _ _ . . _.



, -. .

.

_,

'
:

!

r.re typical of them.
In this approach, qg is calculated using a predicted value of heat transfer

- coefficient at the minimum heat flux point as

qM = h x.(T -Tsat) (37)
M M

(a). Limit-of-Liquid-Superheat Model
Spiegler et al.(20) proposed "the -foam limit model" that the temperature at the.

sinimum heat flux point corresponds to the limit of liquid-superheat predicted by
Van dec Waals equation of state and the thermodynamica1 stability condition of phase.
As stated in 2.2, the limit of liquid-superheat.can be predicted more precisely with

.

the kinetic and thermodynamic approaches. The kinetic limit of liquid-superheat is
not a true limit and there is a true limit, the thermodynamic limit of liquid-super -
heat, which is the temperature at which the liquid branch of a pressure-volume dia-

. gram foe a fluid is at a minimum. The spontaneous nucleation |may be either
homogeneous or heterogeneous depending on the transient wetting characteristics of
the given system.- For simplicity, well-wetted systems will be considered which mean
that the nucleation is homogeneous' within the liquid. Lienhard(22) has derived the
simple correlating equation (eq.(4)) for the thermodynamic limit of liquid-superheat.
Fig.12 shows the comparison between this equation and the published data of (T -Tsat)-M
As shown in this figure, the minimum heat flux point appears to be determined by
eq.(4) at high pressures . However, the data for low pressures lie well below the
limit of liquid-superheat. Thus, as pointed out by Yao and Henry (10), Sakurai et al.
(40) and Nishio(58), validity of the limit-of-liquid-superheat model seems to be
restricted within high pressure region. Henry (11) pointed out that the liquid-metal
data of Farahat et al.(68) and Paddia(81) differed greatly from the limit-of-
liquid-superheat model. The auther considers that their data correspond to the low
pressure region state'd in 3.3 and the limit-of-liquid-superheat model is intrinsically
. invalid in this pressure region.

Baumeister ans Simon (76) modified the foam limit model for heated surface
properties. However, Yao and Henry (lO) pointed out that this prediction was unreal-
istic at high pressures because it was less that the saturation temperature of the
liquid.'

(b). Limit-of-Adsorption Model4

Segev and Bankoff(26) proposed the model that the temperature at the minimum
heat flux point corresponds to the temperature condition at the adsorption limit
predicted with the Langmuir adsorption model. To compare this model with the pub-
lished data of Tg, the data of heat of adsorption are needed. Unfortunately, however,
the auther could not perform such a comparison due to a lack of available data of

l heat of adsoprtion.
The reasons why the temperature-control models are' supported are summarized as'

follows: (1). There are some data indicating that the minimum heat flux point appears
to be determined by the limit of liquid-superheat at high system pressures (Fig.12)!

and for high sticoolings (Fig.7) . (ii). There are some data indicating that the tem-
perature TM for the given liquid is independent of geometry of the heating surface,
liquid velocity and temperature transient (Table 2, Figs.8 and 11)'. On the otheri

hand, these models include the following weak points: (1). Most of the data of TM ati

low pressures differ greatly from these models. (ii). Most of the data of Tg for
highly subcooled conditions exceed the limit of liquid-superheat (Fig.6) . (iii). Eq.

~

(5) seems not to agree with the dependency of the data on thermal conductance
of the heating surface and liquid subcooling.

.

t 1 61

- - . . _ _ -



, ,

,

J

0.3 . .g .

O | Water (40) \
_

R-ll3 (g) \
,

O

\

_

\
\
\

h 0.2 \
--

t O

% P %;7
~

7 0 V
'

8

0 yg
g a \

_

i' O.1 -
\

-

s A

i

. .

A n-Hexane (54) e
v Ethanol (10)

' ' ' ' '0
0.6 0.8 1,

'

Tsat/Ter

Fig.12 Comparison between Limit of Liquid-Superheat and Data of TM
! under saturated conditions

! 4.2 Heat-Flux-Control Model
|

In the heat-flux-control models, the heat flux condition at the minimum heat
flux point- is recognized as the controlling condition for the minimum heat flux condi-
tion.

Zuber(33) showed how gg for sr.turated film boiling could be predicted on the
| basis of the Taylor instability, following Zuber's idea,

qg = (A)(B)(C) (38)

| where, ( A) = (energy transfer per departing bubble)
(B) = (bubbles per unit heating area in one oscillation)
(C) = (minimum number of oscillations per unit time)

|
From the information reviewed in 2.3, the terms ( A) and (B) are estimated as

' /

i (A) = (pyL)(41/3)(A /4) (39)d

(B) = 2/(Ad) for horizontal flat plates (40),

= 2/(1 dad), for horizontal cylinders (41)

' Berenson(34) used eqs.(9) and (16) to estimate the value of (C).
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.5(C) = (const. )((41/3)g( pt-py)/((pl+py) Ad)) (42)

From 'eqs.(38)-(42), Berenson. gave the. following expression of qg on a horizontal .
j . flat plate.

L)Z .25- (43)9
!- qg = 0.09(py

Z = go( pi-py)/( pt+ py)2 (44)
,

I- The proportional . constant 0.09 was determined experimentally. Lienhard and Wong(E)
similarly derived qq for a horizontal cyliner and their expression was modified
into the following dimensionless form by Lienhard and Watanabe(g) .

,

q,=(const.)(p L)Z 25(1+2/D,2)0.5(D,2/3 (2+D'2))3/4'O / (45)-
'

y

]
The constant of proportionality in eq.(45) was also determined experimentally (37)(39).

' Lienhard and Dhir( p) derived analytically the proportional constants'in eqs.(43) and
(45) on the basis of the instantaneous natural rate of wave motion. The analytical,

values obtained by them are (0.078-0.104) for a horizontal flat plate and (0.051-*

O.068) for a horizontal cylinder. These values are in excellent agreement with the*

values determined experimentally,
;

i The basic models of Zuber and Berenson consider fully developed film boiling to-
] be a stationary process, with bubbles departing from nodes when enough vapor has been

generated to make the vapor layer unstable. Ruckenstein(82) has proposed a nonstation-i

ary model in which the growth of the nodes from the initial radius to the radius at4

breakoff is considered. The final form proposed by Ruckenstein is
,

:
O.25qg = (const.)(p L)/(In(D /D ))xZ (46)y c i

Using eqs.(37) and (43), Eerenson gave the following expression for the surface4

f superheat at the minimum heat flux point
4

sat = (0.127)( p L/k )(g( pt-py)/( pl+py))2/3(of(g(p1_,v))) @T -T y yM
I x(py/(pi py))l/3 (47)

The above reviewed models are derived for q of saturated liquids. Gunnerson andy
Cronenberg(83) presented an analytical model for spherical and horizontal flat platej

; surfaces in saturated and subcooled liquids. As the starting point, they modified
eq.(38) as

qg = (A)(B)(C) + (D) +(E) (48)

; where, (D) = (heat transferred into subcooled liquid per unit area per unit time)
| (E) = (heat flux due to transient liquid-solid contact)

They estimated the total heat transfer coefficient (h ) likewise ast

sat))F +(h (Te-Tsat)/(Tg-Tsat).)F2 - I49)ht = (hr(Tr-Tsat)/(Tg-T 1 e

where h is the effective, transient liquid-solid contact heat transfer- coefficient. ;g are the surface temperature over which each heat transfer process is con- ;Tr and Te,

i, sidered. The weighting factors F1 and F2 are included to account for the special and
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time dependence of the heat transfer modes.

Eqs.(43) and (45) have been compared with experimental data by several research-
ers. The data on horizontal flat plates for organic liquids and Freon-ll3 at atmos-
pheric pressure (34)(49) are in good agreement with the prediction of eq.(43).
Similarly, the data on horizontal cylinders for organic liquids and water at atmos-
pheric pressure (37)(40) agree with the prediction of eq.(45) . However, Sakurai et al.
(g) showed that the data of the minimum heat flux condition came to differ from the
prediction of eq.(45) with increasing system pressure. Nagano and Shoji (49) also9
reported similar results for Freon-ll3 (Fig.13).

The reasons why the heat-flux-control models have been supported are summarized
as follwos: (1). Data of the minimum heat flux condition for organic liquids, water
and refrigerants at atmospheric pressure agree with the values predicted by these
models. (ii). These models can predict at least qualitatively the pressure dependence
of qg(18)(56). However, the heat-flux-control models have the following weak points:
(1). Eq (38) can not be used under subcooled conditions. (ii). The predicted depend-
ence of the minimum heat flux condition on system pressure doesn't agree quantitavely
with the data. (iii). If the effects of contacts are neglected, 'these models can not I

predict the effects of wettability and thermal conductance of the heating surface.

4.3 State-of-the-Art

| As reviewed above, both of the temperature-control . and. heat-flux control ap-
! ' proaches have not secceeded to predict the parametric effects on the minimum heat

flux condition. As pointed out by Yao and Henry (M), it seems reasonable to consider
that the minimum heat flux condition appears to be determined either by a Taylor
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instability vapor removal and by the spontaneous nucleation upon contact and that
the governing mechanism is the one which is stable at the lowest surface temperature.

To develop the analytical models predicting more precisely the parametric
effects on the minimum heat flux condition (especially. the effects of system pres-
sure, liquid subcooling, and wetting characteristics), the following studies should
be encouraged.

(a). Development of the temperature-control models accounting for wettability
and thermal conductance of the heating surface

(b) . Development of the heat-flux-control models for verticall surfaces
(c). Development of the heat-flux-control models accounting for the effects of

liquid subcooling, liquid velocity, wettability and thermal conductance of the heating
surface.

5. Conclusions

A state-of-the-art review is presented on the study of minimum heat flux condi-
tions. It goes without saying that each of the above reviewed works has, more or
less, made some contribution to the accumulation of valuable knowledge. However, it
seems optimistic to believe that the goal will be reached in very near future, seeing
that a number of obstacles have appreared on the way to the goal. Thus, it has been
felt by the auther that both the deep investigations on every subprocess which com-
poses the entire process of heat transfer in the vicinity of the minimum heat flux
point and as well the synthesizing works of putting each investigation together are
equally inevitable.

NOMENCLATUTE

ag : defined by eq.(29)
ag : defined by eq.(33)
b : growth rate parameter of disturbance wave

bd : growth rate parameter of most susceptible disturbance wave on horizontal
flat plate

bdc : growth rate parameter of most susceptible disturbance wave on horizontal
cylinder

c : specific heat
D : diameter of heating surface

D' : demensionless diameter defined by eq.(12)
D : diameter of departure bubbleo
e : thickness of heating surface
F : fraction of liquid-solid contact
f : frequency of bubble departure
g : acceleration in field
h : heat transfer coefficient

Jakob number (ctL/(Tcr-T at))Ja : s
k : thermal conductivity
L : latent heat of vaporization

M : molecular weight
m : wave number
P : parachor
Pr : Prandt1 number of liquid phase !
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p. : system pressure
q : heat flux
R : universal gas constant-

|
r. : radius of droplet '

,

T : temperature (ATsat: superheat, ATsub: subcooling)
t : time
V : voltage

coordinates parallel with, and normal to, liquid-vapor interfacex.y :
: surface roughnessyp

y : thickness of vapor layer
y

defined by eq.(44)Z :
a : thermal conductivity

(xpc)t (koc)w/8 :
p : ~ dynamic viscosity-

m st susceptible wavelength on horizontal flat plateA :d most susceptible wave length on horizontal cylinderA :dc
u- : kinematic viscosity

A : density
p : density ratio (py/91) |p

io : surface tension
Subscripts

C : critical heat flux point

c : liquid-solid contact
er : critical property

dry area or most susceptible disturbance waved :

f film boiling
kls : kinetic limit of liquid-superheat

1 : liquid
Ic : limit of liquid-solid contact

is : limit of liquid-superheat

lw : limit of wetting

M : minimum heat flux point

sat : saturation
tis : thermodynamic limit of liquid-suparheat
v : vapor
w : heating surface
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' Quenching ofLRod Bundles>

-with Fuel Rod Simulators of Different Design.

P. Ihle, K.. Rust,-F. Erbacher

Kernforschungszentrum Karlsruhe
Institut fur Reaktorbauelemente
'Postfach 3640, 7500 Karlsruhe

Federal Republic of Germany

Abstract

Reflood tests with 5 x 5 rod : bundles consisting of electrically heated full
length fuel rod simulators with Zircaloy claddings and a helium filled gap
between cladding and internal A1 02 3 pellets (REBEKA) have been performed
(SEFLEX). For the tests the same f acility has been used as for. tests carried
out previously with a 5 x 5 rod-bundle consisting of rods with' stainless
steel claddings without gap between cladding 'and Mg0 insulation (FEBA). The
reflood parameters, e.g. bundle power, system pressures, flooding velocities
were the same for both types of rod . bundles.

A comparison of selected data measured as well as evaluated from tests of
both the bundles shows the following: Fuel rod simulators with Zircaloy
claddings and a helium filled gap underneath the claddings quench signifi-
cantly earlier than "gapless" fuel rod simulators with thick stainless steel

~

claddings. Quenching is inititated from a higher level of the heat stored i

prior to quenching of rods with a gap.
!

Introduction

The reflood phase of a LOCA in a PWR is terminated when all fuel rods are
quenched completely. Out-of pile reflood experiments performed with electri-
cally heated rods show different quench behavior depending on the design of
the fuel rod simulators used. However,' in pile experiments show that quench
times of nuclear fuel rods are significantly shorter than those obtained in
tests-using electrically heated rods without gap between cladding and inter-
nal heat source.

The o'ojective of this investigation is to analyse the quenching in rod bund-
les with fuel rod simulators of different design comparing experimental and
evaluated data. Emphasis is placed on the influence of the dif ferent radial
thermal heat resistance of individual fuel rod simulators ' cut the quenching |

behavior.

Experiments

The comparison of FEBA data /1, 2/ with REBEKA data /3/ indicated ditterent
reflood and quench behavior inspite of same outer rod dimensions, bundle
size and power distribution. Direct comparison was dif ficult because the
REBEKA tests were performed in a different test facility, under different
operational procedures, and with less variation of the flooding parameters.

Therefore, the data base established with the FEBA program is being comple-
ri-mented by the SEFLEX program (Fuel Rod Simulator Effects in Flooding Ex

ments). For this program the FEBA bund 1E consisting of 5 x $ "gapless"~pe
~

fuel
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rod simulators with I mm stainless steel cladding (see Fig.1) is replaced by
a bundle consisting of 5 x 5 REBEKA fuel rod simulators with Zircaloy clad- {

dings and a gas filled gap between the cladding and the Al 02 3 pellets (see i

Fig. 2). SdFLEX reflood tests have been performed in the FEBA facility. I

In the tests performed up to now, the filling gas of the rods was helium
Icading to the lowest gap resistance and minimizing the " gap ef fect". With a
real mixture of fission gases with helium, the gap influence becomes more
dominant. The nominal width of the radial gap in the REBEKA rods used is
0.05 mm corresponding to nuclear fuel rods.

The initial and the boundary conditions as well as the operational procedure
of most of the FEBA tests without blockages (Series 1) have been repeated
for close comparison of the results obtained f rom both bundles of dif ferent
rod design.

Initial axial temperature profile, bundle power at start of the reflood
phase (200 kW), decay heat gransient, axial power distribution as well as
power steps along the rods were the same for both test series. The design
and the arrangements of the grid spacers - without mixing vanes - were the
same as those of the FEBA tests. The system pressures applied for the dif fe-
rent tests were 2 and 4 bar, the flooding velocities 3.8 and 5.8 cm/s cor-
responding to portions of the matrix of the FEBA tests /1, 2/. All data are
recorded with a scan frequency of 10 cycles /s.

Results

Figure 3 shows cladding temperature transients measured and corresponding
heat flux tr ansients evaluated f rom a FEBA rod bundle and a REBEKA rod
bundle. The data were obtained f rom thermocouples embedded in the claddings
at axial level 1680 mm referenced to the top end of both bundles.

In the SEFLEX test using a bundle of 5 x 5 REBEKA fuel rod simulators, the
maximum cladding temperature was lower than in the FEBA test with the " gap-
less" rods. The quench time (t0) was shorter in the SEFLEX test as well at
the elevation mentioned. (SEFEX03: t01680 = 248 s, FEBA216: t01680= 304 s).

Comparing the shapes of both the cladding temperature transients plotted,
significant dif ferences occur during the time span about 50 s prior to quen-
ching up to the individual quench times. The signal obtained f rom the ther-
mocouple embedded in the FEBA rod cladding stays smooth because of the high
heat capacity of the 1 mm thick cladding of stainless steel. The signal of
the thermocouple embedded in the 0.72 mm thick Zircaloy cladding of the
REBEKA rod shows spikes. The lower heat capacity of the Zircaloy cladding
(about 1/4 of the FEBA rod cladding) as well as the gap between cladding and
Al 02 3 pellets enable the two phase flow to cool down local spots of the
cladding significantly. For the same time span the surface heat flux, i.e.

the heat removal f rom the rod, is increased significantly compared with that
of the FEBA test. During most of the reflood phase of both the tests, per-
fo.rmed with a flooding velocity of 3.8 cm/s and a system pressure of 4 bar,
the heat flux transients at the axial level mentioned are roughly the same.

Further evaluation of the data leads, e.g., to the maximum temperatures
within the two different types of rods as well as to the corresponding heat
stored instantaneously within the rods including the claddings (see Fig. 4).
At initiation of reflood the maximum temperatures in the cross sections of
both the rods are the same. Later in time, the maximum temperature in the
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cross section ot the FEBA rod is higher, and the sudden drop of the tempe--
rature-(indicating the passing of the quench front) occurs later. Comparing

- the shapes of both the internal . temperature transients, again during the time
span about 50 s prior to quenching, the most significant differences occur.
The . drop of the temperature within the RE3EKA ' rod (SEFLEX) is initta,ted f rom ,

'

a higher 1cvel than that of the FEBA rod.-

This finding is similar for -the stored heat plotted in the same figure. At
initiation of reflood, the stored heat of the FEBA rod is about 10 % higher

than that of the REBEKA rod. Prior. to quenching (en = 304 s) it is -lower .
than that of the REBEKA rod shortly prior to its quenching (tg = 248 s).4

For a more detailed analysis of the conditions at the quench front in both
types of bundles, the . transients showw are plotted with an enlarged time
scale. A recording window of 40 s, i.e. 20 s before through 20 s after the
quench f ronts passed the axial level 1680, is analyzed in the following. The

quench time t of the individual rod sections (tq = 304 s for FEBA and tg=o
248 s for SEFEX) is set t = 0 for a ,new time scale allowing a better compa-
rison of the transients f rom both tests.,

Figure 5 shows the cladding temperatures of both tests measured at axial
level 1680 mm versus the new time scale. The data measured with a scan f re-

_ quency of 10 cycles /s are identical to those plotted in Fig. 3. Ilowever, the
temperature " spikes" recorded by the thermocouple embedded in the Zircaloy

,

cladding of the REBEKA rods in SEFLEX are detected as peaks of a duration of
less than I s and a maximum temperature variation of up to 60 K for t 4.0.
There is no thermocouple noise influencing these signals indicated by ~ the;

i smooth signal during the single phase cooling condition (t > 0) af ter quench-
ing.

Figure 6 shows the surface heat tiux transients (f rom Fig. 3) plotted again
with the new time scale t as before. Downstream of the quench f ront (t 4 0)

~;
the surface heat flux is significantly higher in the SEFLEX test than in the

' FEBA test as described above.

; It has to be mentioned that the heat gransfer analysis applied does not take
into account the axial heat conduction within the rods and the claddings,
respectively. Calculating the heat balance and the temperature distributinn

'

within the rods an axial length of 10 mm is assumed to have constant axial
conditions. Therefore, the individual values within steep gradients can only
be used qualitatively. However, the balance is correct and the values outside
of steep gradients are accurate. Within the steep gradients of the surf ace
heat flux shown in Fig. 6, i.e. -6 s 4t 4 6 s, somewhat more heat is being
removed f rom the REEEKA bundle (SEFLEX) than f rom the FEJA bundle. Figure 7
shows the corresponding stored as detail from the data already presented in
Fig. 4. For the reflood conditions mentioned, the stored heat within the rod
with Zircaloy cladding is higher than that of the gapless FEBA rod prior to
quenching. At initiation of reflood, there was an inverse situation as men-

| tioned explaining Fig. 4.

The quench front locations versus time are plotted in Fig. 3 for both the
tests discussed. The local quench f ront velocities can be determined using
the local slope of the individual curves. At the axial level 1680 mm the
quench front velocity is about 6.7 mm/s for the SEFLEX test and 6.2 mm/s for
the FEHA test. A time step of 1.5 s corresponds roughly to an axial step of

10 mm.

'
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Fluid temperatures measured near the quench f ront indicated saturation tempe-
ratures for the liquid as well as the vapor phase. Superheated stean leaving
the hot and unwetted portions of the rod claddings was not dettectable measur-
ing the fluid tenperatures with thermocouples described in /1/.

Conclusions j

Fuel rod simulators with Zircaloy claddings and a helium filled gap between
cladding and internals of the rods quench significantly earlier than "gapless"
fuel rods with thick stainless steel claddings.

The heat removal f rom rods with gap is increased especially during the film
boiling regime. The heat stored in the rods with gap (REBEKA) is about 10 %
lower at initiation of reflood than that of the gapless rods (FEBA). If ow e ve r,

prior to quenching, the increased heat removal starts f rom a higher level or
the heat stored shortening the quench times by at least 20 % for helium
filling in the gap.
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_ TA STUDY.ON INTERFACIAL-AND WALL HEAT TRANSFER DOWNSTREAM A QUENCH FRONT'
~

D. . JUHEL -

Service des Transferts Thermiques

C.E.N. GRENOBLE
85 X

38041'GRENOBLE CEDEX

SUIstARY-

Using experimental tests - to investigate heat transfer in dispersed flow in
. tubes downstream of a quench front :

:We first check a mechanical model to evaluate (1-a), V and Vy

- Then develop a heat transfer model including :

. Heat transfer from the wall :
* To the vapour _by radiation

by convection
* To the liquid by radiation

Due to the liquid rearrangement downstream of the quench
front

. Heat transfer between liquid and vapour.

Two correlations are proposed, one for droplet diameter which is of importance
for radiation and liquid vapour energy exchange, and the other for the special
heat transfer exchange between wall and liquid downstream of a quench front.

NOMENCLATURE

Cp Specific heat

D
H

r function

G mass velocity

h heat transfer coefficient
gradient of a linear functionm

number of droplets per unit of volumen

Nu Nusselt number

p Pressure

Energy exchange between vapour and liquid per unit of volumeQ

t Time

V Velocity

We Weber number

Z Elevation

Greek letters

void fractiona

6 Droplet diameter
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A- th;rmIl conductivity

p viscosity

o density

a surface tension orstandard deviation

4 wall-vapour convection heat flux
CV

$qpyi wall-liquid heat flux due to liquid flow rearrangement downstream of the
quench front

$ wall-liquid radiation heat transfer
RL

$ wall-vapour radiation heat transfer
RV

Subscripts

'l liquid

QF quench front

sat saturation

V vapour

W wall

,

,

i
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SUMMARY
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1) INTRODUCTION

ERSEC and. DADINE experiments are refleed tests perfor.ed in the Grenetle
heat transfer laberatory within the framework cf a bilateral cen:rac be: ween
the French Atemic Energy Committee and Electrici:6 de France.

1
'- IRSE0 tube experiments are used to study hea: transfer downstream cf a

quench front. We specially developed a modelization of hea: transfer exchanges:
radiation and heat transfer between liquid and vapeur, in ter.s of dreplet
diameter. We also develeped a medelication of the heat flux between wall
and liquid in the vicinity of the quench front.

In order to correlate these terms, it is of interest t0 determine void fractien,
vapour and liquid velocities, vapeur superheat along the test section.

Flow test section calculations are performed at a given time using the six-
equation model code CATHARE with the following conditiens .

- Steady state for hydraulics
- Experimental hydraulic boundary conditions

,

- Total heat flux between wall and fluid deduced frem wall temperature
measurements by inverse conduction calculation including transient terms

- Heat removal due to quench front progression deduced from experimental
results

- The studied parameter is adjusted en each mesh so that the computed
wall temperature is equal to the experimental value.

Such an approach is questionable if (1- a ) which is a very important and
sensitive parameter is not previously checked out. For this purpose, DA01NE
experiments are used, where a special void fracticn men:urement in reflood
conditions has been developed.

This presentation deals successively with :

Dadine studies
Ersec studies - drop size

- heat flux between wall and liquid

2) DADINE TESTS ; VOID FRACTION CHECK

2.1)Experimentalsetup[Ref.1]

The main problems of void fraction measurements in reflood conditions are:

- Methods leading to a flew disturbance are not suitable.
-A high resolution is required for hign void fraction values, which

is not generally feasible with y or X-ray attenuation techniques

- Sensitivity to radial flow distribution has to be as small as pessible

Using a neutron beam one has to choose

- attenuation or scattering
- Energy of neutrons

The best results are obtained using scattering of a thermal neutron beamr

! (see diagram). A typical result is a curve a It, z=1.6 m) for given pressure
j and inlet flowconditions[ figure 1].
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h

Incident-beam

V - if y

detec Or

d

9

. . . .

t

test section

2.2) Use of results *

For a given test a time is chosen such.that the assumption of steady state
d

cero]. A caMaden .s pdmed*8 Y" lid bE I E);es; see icn cbse u

using experimental hydraulics (P. 3, T ) and thermal (8 g) conditions.
Computed and experimental void fraction are compared, at the measuremen;
elevation.

As a first step, using the standard CATHARE code model, a systematic error
was observed. Consequently we slightly modified this model to obtain overall
agreementbetweenexperimentalandcalculatedvalues[ figure 2].

It is this adjusted model (see annex A) that is used for ERSEC analysis.

An important renark should be made : |

- In such an experiment the total mass flow rate is set
Vapour mass flow rate at the outlet is the result of a thermal balance-

(the error due to the uncertainty on vapeur superheat is small)

The consequences are :

- As void fraction is : lese to one, V is fairly well determinedy
Liquid mass flew rate is determined (steady state) and as (1- a ) is-

adjusted on the experimental value. V is fairly well determined too.g

In conclusion, the check made on CAD::i! experiments means that a fairly high
degree of confidence can be had in our determination of (1-a), V and V,.y ,

.
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3) ERSEC DROPLET DIANETER DETERMINATION ;

|
' ERSEC experiments [Ref. 2] are performed with in an electrically ' heated

tube 3.6 m long, 1.2 cm inner diameter, in which wall temperatures. test |
section pressure drop, liquid mass flow rate and vapour temperature at the
outlet are measured. For these reflooding tests, inlet mass flow rate and
quality are set.

In these tests, a first area . is dealt with, far enough from the quench front '

for the most importait phenomenon are supposed to be ' droplet behaviour
connected with radiation and vapour-liquid energy exchange ; and convection.

3.1) Modelina of heat transfer terms

3.1.1) Radiation (see annex B)

Ogg = f(6, (1-a), P T , T )y

9RV =
4, (1-a) P. T , T )y y

Parameters 6 and (1-a) are very important ; Their effects are shown in figure 3.

3.1.2) Convection

A simple correlation of the Cathare model is used.

9CV = h(Ty y-T)

A G R V D
H).877 (q y) .611

p Cp
.h = .0003 y ( y y

D
H "V A

V

3.1.3) Energy transfer between vapour and liquid-

Liquid is assumed to be in tae form of droplets the diameter of which is
uniform in any cross-section.

,

Energy exchange between a sphere and a continuum can be expressed as :

"8 IY 'Y )4 .5 -p Cp-t/3}>Nu = h 6 v V L y y
2 + .552<=

V W A
V y ;- - -. .

Interfacial area per unit of volume is :

A = 6(1-a)
6

Then

)/2p( y Cpy) 1/3), 6(1-a)
A

V | ' IY -V )6 t

SIV " ~6~[2+.5(V
V t

(Ty - T,,g{, 3 J 6
;

With the following assumptions

f - Laminar term negligible
i - Prandtl number close to 1
! ,

,
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"V)t/2 1/2 '1_,y W -T,,z)(V -V )4;y = 3 Ay(V ( 3j . yy g
_6

' In this - expression .-- 6 and (1- a) are still important- parameters. As the void
-fraction model has been verified, 6 . remains the most important term. In ~ our

calculation- 6 is tied to the experimental value of T.g for every mesh.

A typical result is presented in . figure 4
'The calculation results constitute a data bank :

6, (1-a), P. T ,.V , Vy 7

3.2) Data correlation

Of course - the values of 6 are not a measurement but values obtained through-
hypotheses and a modelization ; we nevertheless try to correlate these data
cecording to physical processes :

- evaporation
- break-up

3.2.1) Evaporation

With the hypothesis previously mentioned : water in the form of droplets
of a single diameter ; the evaporation process alone means a constant droplet
flux through a cross-section :

~'
=Vg = constantn.V =

w6

Results are shown in figure 5 where droplet flux (n.V ) is plotted versusg
distance to the quench front for different tests.

This flux generally increases with distance except in a few tests where it
becomes stable.

This observation means that the evaporation process alone is not the main
phenomenon by which droplet diameter decrease can be evaluated.

3.2.2) Break-up

Droplet break-up in a tube without spacer grids (which have a complex effect
in reflood conditions) may obey a Weber criterion :

p V 6y
We = ,

The problem is to define the velocity which must be used : V or (V -V ).y y t

Choosing V means that the main turbulence source is due to the overalI fIow.y
This is probably true for high velocities. On the contrary, the ' choice of
relative velocity means that the main turbulence source is due to interfacial
thear stress. This should occur when the slip ratio is high enough (for instance
low velocities and upward flow).

I

For each test, the average Weber number expressed with V and V -V is set outy y g
in table 1.
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Th] cv;r:11 c.v;rcg2 valua ia -

(V -V): E = .45 a= .09 (20%)y

|

V : 5 = 3.0 a = .9 (30%)y

In figure 6 the ratio r is plotted for each test -

e for one test , 7 f(y ,yp,

e for all tests

The two hypotheses V,, and V -V lead to a discrepancy of the same order ofy
magnitude ; neverthele'ss a remark has to be made about test 1969 :
It is the only test where experimental wall temperatures clearly indicate
slug flow (little and regular oscillations for all thermocouples). The whole
modelization based on dispersed flow is inadequate in such a case.

Using (Vy-V) the mean Weber number for this test is abnormally low, whereasL
using V, this value is near the average value. Excluding this test a newV
overall average value is obtained :

(V -V): E = .48 a = .06 (12%)y

E = 3.0 a = .9 (30%)V :y

The difference between the two discrepancies is now significant especially
as reconstitution calculations show that wall temperatures are very sensitive
to droplet diameter parameter.

So it seems that (V -V) is the best scale for velocity in the Weber number.y 7
The average value of .48 is small in relation to those determined in other
studies. We have to note that this value is greatly dependent on relative
velocity which has been previously checked with DADINE experiments.

In conclusion, it can be said that using our modelization, droplet diameter
can be determined by a Weber criterion expressed with V -V.y

4) ERSEC HEAT FLUX BETWE'.N WALL AND LIQUID (EXCLUDING RADIt. TION)

A second term is investigated in these tests ; it is a special heat flux
occurring in reflood conditions, downstream of the quench front. The assumed
controlling phenomenon is the intense water agitation connected with the
flow rearrangement above the quench front.

Such a mechanism vanishes as distance to the quench front increases (see
diagram).

The method is the same as in the first part except, that this heat flux is
tied to T .g

Modelization is also the same, and in order to minimize errors, droplet diameter
is evaluated with the mean Weber value from part ene, for each test.
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4.1) Data correlation

First, datawere compared to some correlations available in literature.

- An exponential deca) in (Z-Zgy) as in the present form used in the
CATHARE code [Ref. 3] is possible but dispersion is large.

QF)~1- Ellion correlation [Ref. 4] in (Z-Z The decay with the distance.

is too low. (Z-2
- Shi Chune YaoandSun[Ref. 5]proposeacorrelationin[a- 97)]b
which is in poor agreement with our data.

As none of the tested forms seem to agree with our data, we tried to correlate

these data.

In our tests water is always in saturated conditions ; we define the heat

transfer coefficient as :

$pyy = h (T -Ty sat

Our correlation research was performed in two steps :

initial coefficient- h for Z=ZQF :
- Decay of h with distance to the quench front.
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4.1.1) Initiel coefficicnt

Among the different paru.neters which were tested the best agreement is obtained
with (1-a) (figure 7 ).

It can be noted that :

- A straight line can reasonably be drawn through the points
- The point (h=0 ; a.1) belongs to this straight line

This last remark is quite satisfactory because it is obvious that when no
more water remains this kind of heat transfer disappears.

4.1.2) Decay of h with distance

We can easily correlate h as a linear function of (1-a) at different locations,
for all the tests as shown in figure 8

Results are summarized as follows :

Z=2 h = 1400 (1-a)97

Z-ZQF = .1 m h = 1275 (1-a)
.2 h = 970 (1-a)
.3 h = 830 (1-a)
.4 h = 630 (1-a)
.5 h = 500 (1-a)

In figure 8 the gradients of the preceeding linear functions h = f(1-a) are
plotted versus distance to the quench front.

They are well correlated by a linear function :

h = m(1-a)

m = 1400 - 1880 (Z-ZQF)
So the final correlation is :

*QPVI " W sat k
~

l '

SI
#

h = [1400 - 1880 (Z-ZQF)] (1-a) units

(h30

Two remarks should be made on this correlation :

- The heat transfer coefficient drops ' to zero at about .75 m above the
quench front whatever the flow parameters.

- All the information on the flow is concentrated in the' local void
fraction.
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4.2) Compariron betwren cerraletion and data

Figure 9 presents a comparison between experimental and computed values of
'the heat transfer coefficient. Except for low values (due to inaccuracy)
o good agreement is observed.

5) RECONSTITUTION TESTS

Figure 10 presents a typical comparison between experimental and. computed
wall temperature. Calculations were performed using the whole proposed model.

6) CONCLUSION
<

'

In tube bottom reflooding, the study of dispersed flow downstream of the
quench front is of particular importance, in order to evaluate wall temperatures.

The studies based on ERSEC and DADINE experiments have led to the development
of two-phase flow mechanical and thermal models, which were simultaneously
Established and are consequently interdependent. The mechanical model includes
indissociable wall and interfacial shear stress correlations. The thermal
model includes wall-liquid and wall-vapour radiation, wall-vapour convec-
tion, and liquid-vapour energy exchange.

Droplet diameter is, with the (1- a) parameter, the main parameter for these
different heat transfers. A droplet diameter correlation is proposed.

Moreover a special heat transfer process occuring downstream of the quench
front and connected with the flow rearrangement has been also correlated.

The whole results of this study, based only on tube analysis, are to be
! introduced in the advanced safety code CATHARE.
l

Future developments are now in progress. They consist of the analysis of
bundle reflooding experiments, performed on the same loop ERSEC, in order
to introduce spacer grid effects 'in such a modelization ; on the PERICLES
locp to verify that the transposition to a larger scale is still valid and
to evaluate radial effects.
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TABLE 1

. WEBER. NUMBER EXPRESSED WITH Vy AND V - VLy

MEAN VALUE AND STANDARD DEVIATION FOR EACH. TEST

i
~|

.

V, _ V Vu y

Ted ae[.
^

we. u- We U-
~

,

A 351 R .46 .44 .2.05 .78
.

4 352 D .53 .o3 2.39 .24-

4957B 49 .o3 3.7:7 .761

!

i- 4 5 66 c 45 .4o A.84 . 46

.

4663 R .41 .o6 E.24 .3o
;

i 4 36S D 43 .o6 2. 63 .24
J

496BR .28 . os 3.44 .33

496SD 25 . o5 B. So .26

2016 6 33 . o9 4.84 .28
.

fo 4o R .54 .o4 3.62. .74

fo4o D ,55 .o3 4.34 27.

; 2o 68 6 54 .o4 4.78 80

; lo 77 a .43 . 0 2. 3.56 .84

fo 77 D . - 4 2. . o 2. 4. oB d. . o

2o 30 R , 58 .43 2,.39 . 2. 3

fo 30 . 5 2. ,40 2.23 . 28t-

4-

. 6
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DADINE v0tD FRACTION EVALUATION
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RADIATIVE HEAT FLUXES ABSORBED IN THE DRY REGION :
| VOID FRACTION AND DROPLET DIAMETER EFFECT
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DROPLETS FLUX THROUGH A CROSS SECTION VERSUS DISTANCE TO THE QUENCH FRONT
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CORRELATED HEAT TRANSFER COEFFICIENT VERSUS EXPERIMENTAL
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EXPERIMENTAL AND COMPUTED WALL TEMPERATURES FOR
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ANNEXE A

MECHANICAL MODEL
, .

-This model is issued from CATHARE'model.

IImpulsion equations :

Liquid ... + 'A(1-a) p V =-X t + AT

3 2
Vapour ... + g A a'p y y'=-Xy y 1

V T -AT

Wall shear stress :

V
X T.= (1- a) f pg g L

2V

y y=afy yX t p

x = xex { ;e .o79 aef, 3.10-3 K'= L or vf ,

,

Interfacial shear stress

2
"L d

g = .75 a(1-a)p V (V - V )2t g
2.3 10 o

Cd" *
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ANNEXE B
_

HEAT TRANSFER BY RADIATION

The CdTHARE model is used it is a simplified . version of Deruaz-Petitpain
.

,(Ref. 6) model.

It f describes scattering and grey absorption by droplets as well as - nongrey
absorption by steam. We assume uniform size, temperature and spatial . distribu-

1 tion-for droplets and uniform temperature for steam.

The model is :

I o(T -T )' aK*y

'rpV " B K
W

o(T --T ) n (1-a)K'p y
*- rpL " B K

,

s

i- .with :

1

B=1 + 1-2E (K.D) - 1
geometrie plane

c
; p 3

| c = 0,7 wall emissivity
.

-XT-
,

E *
3 1 3

t;

! K=n1 (1- )K1+ V
K

$ - D= 0,534 Dg
!
! 2

n = 1,77y

1,5 (# -1)a
j Ky= 6 ,

f 6 = droplet diameter

* ,

4 K* = f(P, T , T , A)
. y y

i

i

e

a

*
i

<
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F NUMERICAL SIMULATION OF THE REWETTING OF A HORIZONTAL TUBE
.USING A TWO-FLUID MODEL

|

by'

C.B. So and K.H. Ardron

ABSTRACT

The RAMA-UVUT two-fluid computer code was used to simulate tests
in which a hot horizontal tube was rewetted by a forced flow of subcooled
water at atmospheric pressure. Comparisons were also made with counterpart
experiments using an unheated tube.

*

The RAMA model underpredicted the slope of the gas-liquid
interface during the refilling of the unheated tube. The reasons for the
discrepancy are not understood. However, it was found that the predictions
of the existing model could be made to agree with the experimental results
by using an enhanced wall-friction factor in the two phase region.

Using the enhanced wall-friction factor, the predictions of the
*

RAMA model were in good agreement with the hot-tube rewetting data. The
calculations indicated that the post-dryout heat transfer in the tube is
strongly influenced by the liquid subcooling. Further horizontal-tube
rewetting tests covering a range of inlet subcoolings are suggested as a
means of confirming the subcooling effect.

6

Atomic Energy of Canada Limited
Whiteshell Nuclear Research Establishment

Pinawa, Manitoba ROE ILO
1984 March
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NOMENCLATURE

l
a fraction of the wall surface immersed in wates

|
!

A' . wall surface area, flow area

C specific heat at constant pressure

D tube diameter

D hydraulic diacerer of the part of the tube occupied by phase kk

f friction factor

g gravitational acceleration

h enthalpy

K thermal conductivity

a mass generation. rate per unit flow volume

P pressure

Pr Prandtl number

q heat transfer rate per unit flow volume

q'' heat flux

Re Reyncids number

t time

T temperature

T minimum film-boiling temperaturemin -

U velocity

v 4 interface widthg

y height above bottom of pipe'

yk height of centroid of portion of pipe occupied by phase k
I X thermodynamic quality

|
X Martinelli parametergg

Z axial distance

|'
|
.
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G reek

a v lunetric concentration of phase k
k

A heat transfer constant

v kinematic viscosity

p density<

a surface tension

t shear force per unit flow volume
.

$ angle subtended at pipe centre
.

Superscript.

th(n) the n wall surface

b bulk phase
,

Subscript

B boiling

g gas phase

i interface

k phase k

i liquid

w wall

CHF Cittical Heat Flux

sat saturation

sub subcooling
1

min quantity evaluated at Tmin

d '' 207
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l. INTRODUCTION

An understanding of the mechanism involved .in the rewetting of hot *

. surfaces |is important for the analysis of emergency cooling system
performance in water-cooled nuclear reactors. Numerous studies have
described the rewetting of vertical channels by bottom flooding or top
spray, and reviews are available (see, e.g., [1] and [2 j ); however,

comparatively little work has been reported on the rewetting of horizontal
channels. Experiments described in. Reference [3] to [5] showed that
horizontal channel- rewetting is quite .different from the vertical channel
case. Because of gravity, flow stratification occurs in the rewetting of a1
horizontal channel. Thus at a given location, the bottom surface rewets
before the top surf ace. In .the experiments of Chan and Banerjee [3 J , using
a horizontal tube, observed rewetting temperatures were up to 200*C higher
than those normally found in . pool-boiling experiments, or in experiments
with vertical surfaces. This led Chan and Banerjee to postulate a
hydrodynamic instability mechanism for rewetting in horizontal flow, in
which gravity forces play an important role.

The RAMA-UVUT computer code has been used for calculating _the
rewetting of the horizontal fuel channels in a CANDU-PHW reactor, under

_

certain postulated fault conditions [b ). RAMA-UVUT solves the conservation
equations for one-dimensional, two-fluid flow, to calculate the phase,

temperatures and velocities in the channel. The distribution of liquid
across the channel area is determined using a flow-regime map.

In this paper, the RAMA-UVUT model used to describe channel
rewetting under stratified-flow conditions is described briefly. Code pre-
dictions are then compared with the horizontal-tube rewetting experiments-
described in References [3] and [4]. The hydrodynamic rewetting criterion
proposed by Chan and Banerjee is discussed in the light of the new cale-
ulations.

2. RAMA _UVUT MODEL FOR HORIZONTAL-CHANNEL REWETTING

The RAMA-UVUT computer code uses a two-fluid model that treats the
vapour and liquid as individual streams with different velocities,
temperatures and pressures. Constitutive relationships are specified to
describe the exchange of mass, momentum and energy between the phases, and
to evaluate the wall-to-fluid heat transfer. Thermal conduction within
solid wall elements and radiation between solid surfaces are also
calculated.

I
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The form of the conservation equations and the constitutive laws
depend on the flow regime. Three flow regimes are recognized in the RAMA
model:

(i) horizontal stratified flow

(ii) vertical annular film flow

(iii) dispersed flow.

The appropriate flow regime is selected by using a flow regime map. Since
the present work is concerned with stratified flow in a horizontal tube,
only the equations used for this regime will be described here.

2.1 Conservation Equations for Horizontal Stratified Flow

The conservation equations for horizontal stratified flow are
derived by cross-section and time averaging of the local, instantaneous,
phasic conservation equations (7J. The equations used are:

Mass Conservation, Phase k

B B U =Am (1)Aah+E AaPkkk ki7t k

Mouentum Conservation, Phase k

B B 2 k 0"k (2)#
A ak k k + SA + A pk aP UUA g pk k + W"5E g

,

=Aad Uki + A Tkw
.

Energy Conservation, Phase k

_

B B k 0"kY'

P UH ~ ^ O *CA ak k k k "kAA ak k k * WP E T k"dC

2
U bA mki (hki + ki) - A qkw=

2 (3)

,
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2where H = h + U /2 and the function (-1)k is defined oy the equations

(-1)k = -1 for vapour (k = g)

(-1)k = 1 for liquid (k = 1)

2.2 Constitutive Rel'ationships

The flow pattern assumed for horizontal stratified flow in a tube ',

is shown in Figure 1. The interface is assumed'to be smooth, and droplet
entrainment in the vapour phase is neglected. The constitutive equations
used to give the mass, momentum an'd energy transfer terms in Equations (1)
to (3) are listed in Table 1. A complete description of the constitutive
relationships for all flow regimes is given in Reference [L).

2.2.1 Wall-to-Fluid Heat Transf ert

The RAMA-UVUT model is able to describe the radial temperature
distribution in a large number of independent elements comprising the
channel wall. These elements can represent individual fuel pins,
circumferential segments of a tube wall, etc. Conductive heat transfer
between wall elements is not modelled, but radiative heat transfer is

included. The mean heat flux at the surface of the nth wall element is
given by

''(n) , ,(n) q '(n) + (t _ ,(n)) q n)q

where a(") is the fraction of the surface immersed in wagg )qh(")isthe
heat flux for boiling or liquid forced convection, and qFC is g = heatflux for vapour forced convection. In stratified ow, we take a 1 for
surfaces completely below the liquid level, and a = 0 for surfaces com-
pletely above the liquid level. A value between zero and one is used for
partially immersed surfaces.

1

In the current RAMA model, heat released in boiling is assumed to
enter the bulk liquid phase. The conversion of the heat to vapeur gener-
ation in saturated boiling is ensured by making the 11guld-to-interface
heat-transf er constant (Ayt) arbitrarily large for Ty T, as shown in
Table 1. For subcooled boiling, heat transferfromthewaff,isassumedto
result in heating of the bulk liquid phase. Note that subcooled voiding
cannot be represented with this model.
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1The formulations used for the surf ace heat flux for. boiling and
. vapour-forced convection are given in Table 2. Figure 2 shows the bound-
Laries between the different boiling regimes.

,

.

2.3 Numerical Solution Scheme

In the version of RAMA-UVUT employed, the conservation equations
(1) to (3) were solved using a finite-difference method with a fixed spatial
mesh [8]. The dependent variables of solution are a , F , U , U , ,h , andg g g y g
h. The solution method uses a staggered mesh technique in which the phasey

: velocit'ies are evaluated at cell edges and the other variables at cell
centres. Stability is maintained by using differencing procedures similar
to those described in Reference [17], in which viscous-type terms are
introduced into the momentum equations. Also, a mass-conservation algorithm
is introduced to ensure strict mass conservation. Details are given in

Reference [8].

3. COMPARISON OF PREDICTIONS WITH THE HORIZONTAL-TUBE REWETTING EXPERIMENTS;

Chan and Banerjee [3] performed experiments in which a hot4

horizontal tube was rewetted by a forced flow of subcooled water at atmos-
pheric pressure. Their apparatus is shown schematically in Figure 3. The-

1

I test section, which was uninsulated, consisted of a 2 m-long, thin-walled
Zircaloy tube with an internal diameter of 18.0 mm and a wall thickness of
0.898 mm. The tube was heated electrically to a temperature close to 500*C.
The electrical power was then shut off and the tube rewetted by diverting a

i controlled flow of subcooled water (T = 8'C) into the test section using
., quick acting valves QAV2 and QAV1. The tube wall temperature was measured
j using thermocouples spot welded to the tube external surface at top, bottom

and mid-side locations.

Chan and Banerjee also performed experiments on the refilling of
; an unheated Pyrex tube to provide information on the shape of the liquid
i front during refilling. The experimental setup is also shown in Figure 3.
,

In the tests, the velocities of the leading and trailing edges of the
i refilling front were observed visually.

|
3.1 Unheated-Tube Experiments

To test the hydrodynamic modelling in RAMA, comparisons were first
made with the results of one of the unheated-tube refilling experiments. A

i 13 node representation of the test section was used, as shown in Figure 4.
To demonstrate numerical convergence, one calculation was repeated with a'

25 node representation; no significant change in the solution was obtained.
i

! i

i '

i
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Comparisons were made with a refilling test in which the injection
flow rate was 70 g/s. Measured and predicted void profiles at t = 4 s and-
t = 6 s are shown in Figure 5. (The experimental profile is interpolated
from the position of the leading and trailing edges of the refilling front.)
Code predictions using the modelling assumptions in Section 2 are shown as
the curves labelled "A". The predicted refilling front is much too flat.

Chan and Banerjee [3 ] modelled this test using their two-fluid
code REWET. They found that reasonable agreement with data could be ob-
tained if the smooth-tube wall-friction factor in the two phase region was
multiplied by a factor of 60. This modification was also introduced into
RAHA, and the calculations repeated. The results are shown as the curves
labelled "B" in Figure 5. Agreement with data is now good. In view of

this, the factor of 60 was adopted for the heated-tube rewetting simulations
described below. This procedure was also followed by Chan and Banerjee in
their calculations (3 ].

It should be noted that the use of the friction multiplier has no
obvious theoretical basis. It seems likely that the multiplier actually
compensates for errors introduced in attempting to describe the two-dimens-
ional flow field at the leading edge of the refilling front with a one-
dimensional model. Further investigations of this are in progress.

3.2 Heated-Tube Experiments

The nodalization scheme used for the simulation of the hot-tube
rewetting tests is shown in Figure 4. Again 13 nodes were used to represent
the test section. For the heat transfer calculation the tube wall was sub-
divided into four circumferential elements, as shown in Figure 6. From
symmetry considerations, segments B and D were assigned the same temp-

,

eratures. Thus, three independent wall-temperature calculations were done
at each axial node. Heat losses from the external surface of the tube were
neglected. The modelling assumptions used were those described in Section
2, except for the use of the wall-friction multiplier of 60 in the two phase
region (see section 3.1 above).

Simulations were made of tests at injection flow rates of 47 and
84.5 g/s. Predicted and measured tube-wall temperatures for three axial
stations are plotted in Figures 7 and 8. Agreement is quite good, and would
clearly be improved even more if heat losses to the surroundings had been
represented in the calculations.

*

Agreement obtained in the 84.5 g/s case is somewhat better than in
the 47 g/s case. This is probably due to the use of the friction multi-
plier, which was selected to give good agreement with the shape of the re-
filling front at a flow rate of 70 g/s (see section 3.1). Use of the mult-

iplier at a flow rate of 47 g/s appears to give a refilling front that is
too steep. This is not surprising since the multiplier has no physical
basis.
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d

!

3.2.1 'Effect of Subcooling
,

!

; ~ For the experimental conditions the RAMA model' predicts values of
: . eg, in the range 290 to 650*C. These high values are a consequence ofT
; using the Groeneveld-Stewart (15) correlation,whichpredictsveryhigh
i values of T ,g for subcooled liquid conditions. The importance of

cubcooling on, post-dryout heat transfer has only been recently identified,,

mainly as a result of experiments by Groeneveld and co-workers [13 ].
I

i To show.the importance of the subcooling effect in the present
ccse, the rewetting calculations described earlier were repeated with the'

and the film boiling heat flux in Table 2 replaced withequations for Tain
relationships given by Berenson [18 ],' which do not account for the effect of
liquid subcooling. Figure 9 shows the results of the new calculations for4

sese typical cases. In general, the agreement with data obtained with the
Barenson equations is unsatisfactory. Errors are larde in the higher

; flow-rate case, particularly at locations near the tube entrance .where the
j liquid subcooling at the quench front is the highest (see Figure 9(a)). The
j s=cilest errors occur for the low flow-rate case, at stations near the tube

exit, where the calculated liquid subcooling at the quench front is small,
es shown in Figure 9(b). These observations seem to confirm the importance
of liquid subcooling on the rewetting behaviour in this experiment.

f Chan and Banerjee (3 ) analyzed these experimental data using their
j two-fluid code REWET. They did not allow for the effect of liquid sub-

cooling on the post-dryout heat transfer, and were thus unable to account1

for the high rewetting temperatures that were observed experimentally.
Therefore, they postulated a hydrodynamic rewetting mechanism for

,

i,
horizontal-channel rewetting, which indicates that rewetting will occur
essentially independently of the surface temperatures. Our interpretation,

! based on the RAMA calculations, is that the high rewetting temperatures
i observed were actually.a consequence of the high liquid subcoolings used in
j tha tests. Further horizontal-tube rewetting tests with variable inlet

; subcooling are required to confirm if this interpretation is correct.

) 4. CONCLUSIONS

!

i 1. The RAMA-UVUT two-fluid code has been used to simulate experiments in .

f

j which a hot horizontal tube was rewetted by a forced flow of subcooled
! water. Comparisons have also been made with the results of refilling ,

experiments on an unheated horizontal tube. ;

2. Comparisons indicate that the simple horizontal stratified-flow model
i in RAMA significantly underpredicts the slope of the gas-liquid

interface during refilling of the tube. The reasons for tha discre p-

ancy are being investigated. The predictions of the existing model can
; be brought into agreement with the experimental data by using an
i enhanced wall-friction factor in the two phase region.

!

)

,
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3.. Using the enhanced wall-friction factor, good agreement has been
obtained between the predictions and the hot-tube rewetting data.

4. Calculations indicate that the levels of post-dryout heat transfer in
the experiment were strongly influenced by the -liquid subcooling.
-Further horizontal-tube rewetting tests covering a range of inlet sub-
coolings would be useful. to confirm this inferred effect of subcooling.

,

}
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TABLE 1

Crn'titutivo Equetions Uced in the RAMA-UVUT Stratifind-Flow Modal

Constitutive Equation Used Notes
Relationship

Interface condition Fgg = Fg

U =Un=U-gg y

T = T,,g(Pki}ki

Mass generation s i " ( _g)k Iq g/h Interfacialgiyk
k heat balance [63

k kw U UWall shear skw kk k
,_

Y = (1 - Y ) = $/2sg g

0.184 Re~ * Rek > 2000k_
kw g .2000I, b4/Rek Re 4

Rek'" U D /Vkkk

Assumes smooth"i gfP i (U - U ) U -UT g = (-1)k g i g 1 tube frictionInterfacial shear- g 8A factor at
interface

.2/ 0.184 Re Regg > 2000
f =

<

t

64/Regg Regg ( 2000q

(U - U )D / vReg = y g gg g
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__. _

~

-PPhase-to-interface (=Pk ki see Reference (8j
pressure difference

E = pk (Yi k)8 ~

y1 and ykare expressed
as functions of D and $

_
- --

ILiquid-to-interfac b '

heat transfer 9n + "n(hy -hn)
"An (hy-hn)

5Ag = 2.10 aa hy ), hgg

A hy( hyn=0

._

Va our-to-interf ace b Assumes usual
eat transfer 9g1 + mgi (h -hgi) relationship forg

forced convection
=Agt (h -hgg) [9]modifiedtog

allow for mass
transfer as

gi " b (0.023 Re1 Pr .4) suggestedin[10}0.8 oA
8 8ADg

Wall-to-fluid
b ,, Nheat transfer q 9B a A._

|

" Il ~ *( ))AS)9v~~f9 see below8 V

Summations taken over all different
heat transfer surfaces comprising
the channel wall.

|
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TABLE 2 - H vt Transfer Models in RAMA
,

"""
,,,, 9,,,,,,, Egestlaa Used

} i Charaesert* It

(_ -

k

g" = me (ag . s,) '
FC4

Heat five for vapour- 3.66 E' "''"'*** b b
Ef orced ceaweetion s =

, (7, . 7 )
I

2* . C Re* Pr* (7, . 7,)m

-C = 0.0333
a * o.84

a 3/3

,; - ;; + all

Heat flum for che. [12]
q . , g, g ,3'. ,4ynuclease belling and LC

11guld forced con-
weetion , ,,

3 6% E' (T *T}sy= 0 w 2
,

I

Re .8 ,, .4 ,- (7, - T )os, = 0.023 g g g

1 Y1 '
Xtt i o.1 iy .

2 ,

| .

2 35(Xj + 0.Il3)'*I' yj > o.3 :

e

o.79 0.1ojE C c.43 Pn
ty 0.00:22

,, 3 ,,,,
's V ,,,, h

a 4 's,,,,

. ( .',, , ( 7,) - r ,1 s (7,- T,,,1 261

where

5 - t/ft + 2.53 to''neyII)

f me,,. ne, r .25
t

,., ,

Heat (1.= fee b
.

file belling
,8. . . o.425 ' ' ' ' '

(r,-Tset) (1,0.015 afsub) Creea+= eld aad
g g ,,,,

II]3(p,-p )g w* sat g

8(T -r **)I. o.4 C
" *h .n t+

18 la h
g

f

.

continued...
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TABLE 2 (concludsd)

; :: ei' - 8 s y * (1 - 8) g* *;.,

*Jaraa'd aadw. el re, - E' II I I' b
teenottien heillas g ,,

.j. ..y.- .

em
i

l

-12 Id 1
- 234.7 + 44.11 s 10 T - 3 72 s 30 p,2 ,

2819+1.21910''(
3

fee 3 1 0 and f,( 1 [ re
P'inimum file. Cr.emeveld sad

Stewart (fS3betting temperature -6 -12
F,2(rewet temperature) T . - 284.7 * 44 11 s 10 P, - 3.72 a 10age

r., a > 0 ..d P, ( 10' .r.

- r,,, 4 [42.8 - . P " '' _ ~ I' , |,
stit - 10 j( / (I

r., r, > 10' r.
;_

Fore C03

1.883 a 10' III
. _

I t 4q ,, *

(100 0 )c.6(C/10)l/6 [(C/10)1#6

where

f (P ) = 0.7249 + 0.099 (1 ) es, ( - 0.03: ,10- 5,=, 31 3
10

For *,> 0.s

3

f
3.78 s 10rittsal heat qgg. , ,

a g ,g g g
"" (100 0 ) (C/10) * (gQ

!
4 where 38.99 s 10 P*3 -3 8r EI ) - -1 159 + 0.H' a 10 P es, (- 0.01, a 30 r, ) +2 s g 10 + 10q,P,

g

For 0.3 ( e < 0.0

9Q - linear laseerelat ten between g (, 03)andth7 I*g - 0 8)

>
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Prediction of Transition Boiling Heat
Transfer in Annular Flow Via The

Moving Front Model

J. Weisman and Y.K. Kao
Department of Chemical & Nuclear Engineering

University of Cincinnati
Cincinnati, Ohio 45221

Ab tract g)
In previous work the authors showed that, during annular flow, steady state,

transition boiling temperature oscillations may be modeled by use of a vertically
c:cillating rewet front. In the present work, this modeling is extended to provide
phinomenologically based predictions of steady-state heat transfer coefficients.
Although no vertical rewet front oscillations were observed during transients, the
r vet area heat fluxes estimated from steady-state data are shown to be in accord
with transient observations.

Introduction
At high void fractions, annular flow is generally observed. Under these con-

ditions, the quenching of a hot rod is determined by the advance of the thin liquid
icyar along the surface of the rod. The edge of the liquid layer constitutes the
r wet front. The advance of this rewet front is relatively slow and rewetting rates
cra cubstantially lower than those seen during inverted annular flow.

It is generally agreed that the heat transfer in the vicinity of the rewet
front is via transition boiling and that the heat transfer rate in this area can be
e cignificant factor in determining the rate at which the front advances. A better
undarstanding of this phenomenon is therefore clearly desirable.

flow (gy gp g)of the more recent attempts to model transition-boiling during annular, have focused on the " rivulet model". In this model it is assumed
th:t, as the liquid film dry's out, thin rivulets form. The meanderings of these
rivulets over the surface are assumed to account for the temperature fluctuations
typical of steady-state transition boiling.

Some recent evidence has tended to cast doubt on the rivulet model. France
ct cl.(5), who studied a liquid-metal heated steam generator observed temperature
fluctuations during transition boiling with two thermocouples at the same elevation
but dif ferent circumferential locations. They found that, at high qualities where
cnnular flow is encountered, there was a very high degree of correlation (cross
corralation coefficients up to .96) between the two temperatures. Meandering rivu-
lats would be expected to lead to the temperature oscillations at the two locations
with a very low cross correlation coefficient.

Two recent visual and photographic studies also failed to support the rivulet
hypotheses. In studies at the University of Cincinnati, virual and photographic
ob Orvations of the film on the surface of a rod in transition boiling did not dis-

clara any rivulets. The slightly ragged front appeared to oscillate in the vertical

direction more or less as a unit. Such a vertical oscillation would account for the
high cross correlation coefficients observed by France, et al.(5)

Nakanishi et al's.(6) photographic study of the transition boiling region also
fciled to show numbers of meandc61ng rivulets. At high vapor velocities an occa-
cional rivulet was observed near dryout but the rivulet was constrained to a limited
at:0 and wall temperature oscillations were small. Under most conditions, no rivulets
vera seen. The general behavior can be described briefly as dry patch formation
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near to edge of the front, followed by growth and aggregation of these to form a
large dry area. This area is then narrowed by an advancing liquid film. The cycle
is then repeated.

In view of the foregoing, the authors devised a moving front model for estima-
tion of steady-state transition-boiling temperature fluctuations.(1) The model was
compared to data from the authors' experiments with a mercury heated test section
with good success. In the present paper, we extend this model to provide phenomeno-
logically based predictions of steady-state transition boiling heat transfer coeffi-
cients. The predicted heat transfer rates to the wetted area are then used to
explain the authors' transient data.

Previous Work
The experimental data to which model predictions were compared were obtained

with the University of Cincinnati's heat transfer loop which uses hot mercury. The
mercury is heated outside of the test section and then flows downward into the test
rection at a controlled temperature. Water near the saturation temperature is
introduced counter-currently and is boiled by the hot mercury located in an outer
annulus or central tube.

In the tests of the annular test section(7) (mercury in central tube, water in
annulus) not only were heat transfer rates measured but wall temperature oscilla-
tions were recorded and visual observat' ions made through a glass window. Both
steady-state and transient tests were conducted.

The wall thermocouples were located at an effective depth of between 10 and 30
mils below the outer surface of the heater. Because of the close proximity to the

water-wall interface, relatively large (e.g. 300C) temperature oscillations couldoften be observed. Kao and Weisman( ) used these oscillations to determine wetted
area fractions. They assumed that the surface is wet during the period when the
temperature is generally dropping, or at a low value, and dry when generally rising
or at a high value. They further assumed that when the surface is dry the heat
transfer rate corresponds to the low rate seen at the end of the transition region.
They then used the overall heat transfer rate and wetted fraction to compute the
heat transfer rate while the surface is wetted, q0et. The results of these calcula-
tions are shown in Fig. 1.

Figure 1 shows that the heat transfer rate to the wetted area does not rise
with rising surface temperature. Instead the rate stays at approximately the CHF
value and decreases slightly as the surface temperature increases.

To analyze the temperature oscillations, Kao and Weisman(l) conducted a Fourier
analysis to obtain the frequency spectrum. They observed that the peak was in the
range of 0.4 to 0.6 Hz. This peak appeared to correspond to the more or less
regular axial oscillations of the rewet front which were observed visually.

Kao and Weisman(l) assumed that the major cause of the observed temperature
useillations was the axial oscillation of the rcwet front. The concept of a sinu-
coidally oscillating rewet front is in agreement with the authors visual observation,
and the thermocouple measurements of France et al (5). It also would a
provide an approximate representation of the observations of Nakanishi(ggear toThe.

coefficients obtained from the Fourier analysis of the authors' experimental data,
for the frequencies between about 0.3 Hz and 0.8 Hz were therefore, used to recon-
struct the temperature oscillations due to the simple axial motion of the wetting
front. The magnitudesof the reconstructed temperature oscillations were then com-
pared with the magnitudesof numerical calculations of the temperature variations due
to a sinusoidally oscillating rewet front moving over a length of 2.5 cm. Reasonable
agreement between the numerical calculations and the experimental observations were
obtained for the several values of q0et*
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Pr sent Analysis of Steady State Behavior
The first step in extending the previous work was the recognition that all the

numerical results obtained for temperature oscillatiom can be reduced to single
curve. This is accomplished by multiplying the oscillation magnitudes by

/(q"td 9" wet) and plotting these normalized magnitudes against (Tm in-T )(qyed 9"et)*/ y

Thia is done. in Fig. 2 where the solid line represents the calcul'ation for a
tharmocouple at a depth of 10 mils and the dotted line represents a thermocouple
d:pth of 30. mils. Also shown in Fig. 2 are the experimental data with the vertical
bara indicating the estimated error in the oscillation magnitude. It is seen
th t the predictions are in the correct range but there is considerable scatter.
Ov r much of the range, the ' observations are somewhat below predictions. This is in
p;rt attributable to the fact that the predictions assume the wetted heat flux
rcmaim constant whereas in fact in drops with increasing wall temperature.

A single curve for the prediction of wetted area fraction, f, is obtained when
f 10 plotted against (Tm in-Twet)(9"s /9" Wet). The computed curve is compared to
thaexperimentallyderivedvaluesofhdin Fig. 3. The experimental data show rela-
tiv21y little scatter when treated in this fashion but high wetted fractions are
rasched at lower wall temperatures (greater values of (Tm.in-T )) than predicted.y
Thic is consistant with the fact (see Fig. 2) that oscillations persist at wall
tcrperatures below those that predicted for the termination of temperature
occillations. A possible explanation for this behavior comes from the fact that
thm edge of the rewet front is actually highly irregular rather than the simple
plcne assumed in the model. While the simple edge assumed in the model probably
rGpresents the average location of the front, the wall would really not be fully
w2tted at the end of the assumed oscillation but at a somewhat lower elevation and
h nce lower temperature.

| Ilvt Transfer Predictions
The fact that the model leads to the single curves of Figs. 2 and 3 for all of

ths data, suggests that the analytical model could lead to heat transfer predic-,

I tions. To reduce the relationship between the predictions and the specific
apparatus used to obtain the present data, it was desired to eliminate the reliance

l on the inlet mercury temperature, Tm.in. For given value of T ,in, the analyti-m
celly derived curves show that the range of wall temperatures over which signifi-

!
cent wall temperature oscillations occur is fixed. Th_e all_ wet or all dry

-T /
conditions are associated with particular values of (T ,kSe co)n(qEtd 9" wet)-| m y

Now consider the dif ference in temperature between ditions at which the
wall is fully wetted and the average temperature at which the wetted fraction is f .t
For the_ wall temperature corresponding to f , designated as Tw,1, the value oft

(Tn,in-Tw,1)(qEtd 9" wet) is fixed. Similarly, for the all wet condition,/
(T ,in-Tw. wet)(95td/9" wet) is fixed. For any given value of T ,in the differencema
bstween these quantities is

m,in w, wet}( std 9het)~ m,in w,1) Std 9 bet)

w,1 w, wet) W'td!9het) (O" ~

s

AT,gg = d ,g - i $td!9het}y v. wet

Since the same expression would be obtained for any given value of T
given value of f is associated with a given value of AT gg. WhenT,iequdn'"m

s
e y

AT gg is zero and f is zero.Tw, wet, e
To calculate Tw wet. it is assumed that the standard nucleate boiling heat
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transfer correlations apply. We therefore use the McAdams(8) c-rrelation for water
boiling at near atmosphere pressure; that is

90ec = 2.25 (f -T )3.86 (3)yy

where q" is in w/m2 and T is in *C. The foregoing approach is used in Fig. 4 where
the wetted fraction is plotted against ATett. It may be seen that the data are
well correlated by this procedure.

If the analytical model which has been proposed has a reasonable validity,
then we would expect that the total heat flux, q'f, should be given by

q'c' = fq0et + (1-f)q"ony " f0et+(1-f)hc (Y - 5 sat) b)9 w

h = q"/(f - I,,g) (5)g y

To use this approach for prediction of heat transfer coefficients, a means for pre-
dictionofq0et is required. If we assume, as we did in developing the model for
prediction of wall temperature oscillation, that q0et is equal to the critical heat
flux, then q0et may be predicted following the approach previously used for predic-
ting the critical heat flux. Wang, Kao and Weisman(7) have recommended that at the
low flat al. g of the present test, q"rit be obtained from the curve of GriffithThese latter investigators concluded that, at low flows, the ratio of
q' crit during pool boiling is directly related to the local void fraction. Fig. 5
chows this relationship.

The forced convection heat transfer coefficient for steam was also estimated
Quinn's(g0) correlation.the suggestion of Wang et al. (7) They predicted h by means of the
followin

eFor annuli, Quinn suggested

h = .023 (k /D)(p !"w N+ (6)B B B xc

This correlation tends to underestimate h since the effect of heat transfer toe
droplets striking the wall is neglected. However, the total convective heat trans-
for coefficient is small and its value does not substantially affect the result.

Fig. 6 shows a parity plot in which the measured heat transfer coefficients
fortheuppermostthermocouplearecomparedtothepredictionsviaEguation(4).The value of q0et was taken as q"rit btained from Griffith et al.,( ) and h wasobtained from Equation (6). Values of "f" were computed from Fig. 4. It may be

e

esen that the comparison is quite reasonable although there is substantial scatter.
It is useful to compare the predictions shown in Fig. 6 with the pr etions

obtained from the entirely empirical correlation reported by Wang et al. To.

compare the two transition boiling heat transfer correlations, the ratio, R is
dnfined as

Predicted heat transfer coef ficient
R = Measured heat transfer coef ficient g

A statistical comparison of the points shown in Fig. 6, based on the use of the
ratio R, is shown in Table 1.
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TABLE 1

Comparison of Present Transition Boiling
Heat Transfer Correlation with
Previous Empirical Correlation

p(R) o(R)

Pr:sent Corrarlation (q0et c natant) 1.18 0.77

Revised Correlation (q"et decreases with T ) 1.03 0.60
y

Previous Empirical Correlation of Wang et al. 1.11 0.63

It may be seen that both of the correlations tend to overpredict the data
somewhat and both show very substantial scatter [high c(R)). However, the valte of
o(R) for the present approach is only about 25% greater than that of the strictly
ccpirical correlation. It was believed that both the overprediction of the present
correlation and the value of a(R) could be reduced by a more realistic treatment of
tha heat flux during the wetted period. It will be recalled (see Fig.1) that the
h:st flux did not remain constant but declined somewhat with increasing wall tem-

, par:ture. If we approximate the heat flux variation by
*

q", = q"rit exp [-0.89x10-3 (9 _Tv wet)) (8)

ths overprediction is largely eliminated and the standard deviation is significant-
ly reduced (see Table 1). The revised correlation now shows less scatter than the
original empirical correlation. The relatively high value of a(R) remaining may
largely be attributed to the stochastic nature of transition boiling heat transfer.

Trrnsient Behavior
In addition to the steady-state experiments which form the basis for the fore-

going analysis, a series of transient tests were also performed. In these experi-

ments, hot mercury again flowed through the central tube. The tube was cooled by
water flowing in the outer annulus at a rate so low that only the lower portion of
th2 tube was wetted. A step increase in flow then allowed the rewet front to move
up the tube. Heat transfer coefficients and rewetting rates observed during these
tests were previously reported by Wang, et al.(7)

In those runs where the entering water had little subcooling, rewetting of the
upper thermocouples was relatively slow. The rewetting occurred some time after
tho exit quality had reached its new equilibrium value. In a typical run, calcu-

letions indicated that the exit quality had reached its new lower value in about 3
esconds while rewetting of the upper thermocouple did not occur until 12 seconds
after the transient was initiated.

In some of the runs, it was possible to observe the liquid film on the surface
of the hot tube. After the step change in flow rate, the liquid film slowly ad-
venced up the tube. The arrival of the liquid film at a given thermocouple approx-
imately coincided with a rapid temperature decrease in temperature at that point.

,

Tha liquid film appeared to advance more or less steadily without the periodic|
' v:rtical oscillations seen in steady state. Of course,the edge of the liquid film

w:0 not smooth and there was a small scale random oscillation of the edge. The -

t :peratur.e measurements confirmed the lack of substantial vertical oscillations of
tha front since the large size temperature oscillations seen in the steady-state
runs were not observed here.
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By increasing the inlet subcooling,' a point was reached at which the rewetting
rate increased appreciably. The sharp climb of the rewetting rate until it approx-

_

imately equalled the nominal reflooding rate was in the region where annular flow
gave way to intermit ent flow.

Wang, et al.,(7 postulated that, during annular flow, the slow advance of the
rewetting front (advanes of thin water. film on heated tube), was controlled by the
rate at which heat is transferred to the liquid film in the rewet region. They
wrote a heat balance around the rewe ng front region in a manner similar to that
suggested by Yadigaroglu and Arrieta ) Wang et al's.(0) heat balance had the.

fo rm,

Stored heat Stored heat Heat transferred
released by steel + released by Hg + Heat transported )*

by Flowing Hg to coolant

The rate of heat transfer to the coolant was obtained by writing an approximate
ccrrelation of the experimentally observed transition boiling heat transfer
coefficients during transients as

6
q" = 1.6 x 10 exp( .014 AT ) (10)

to the change from
and integrating this over the temperature range correspond g were able to obtaindry to wetted conditions. With this approach, Wang et al.
good agreement with observed rewetting rates between 0.3 and 3.5 cm/sec.

If the wetted area heat transfer rates estimated from the steady-state tran-
sition boiling data are applicable during transients, then the heat transfer rate
prediction of Equation (10) would only be a rough approximation. We could expect
that, at the lower values of ST at, the heat transfer rates would correspond tos
those of a fully wetted region. These high heat transfer rates should then be
followed by a region of rapidly declining heat transfer corresponding to the narrow
region in which the edge of the rewetting front fluctuates. At high values of
aTsat, we would expect a low rate of heat transfer corresponding to that attainable
in the presence of droplet-laden steam.

The actual heat transfer rates observed during two typical transient experi-
ments (runs 706 and 801) are plotted vs. ATsat in Fig. 7. Also shown is a plot of
Equation (10) used by Wang et al., to estimate the transient heat transfer rates in
the transition region. It is obvious that Equation (10) is only an approximation
of the experimental observations. The observed heat transfer rates do indeed show
a region of high heat transfer followed by a narrower region of rapidly declining
heat transfer.

Ine shaded region shown in Fig. 7 represents the wetted area heat fluxes pre-
dicted on the basis of Equation (8). It may be seen that these predictions are in
moderately good agreement with the observed heat transfer rates at the lower values
of ATsat. Thus the predictions of wetted area heat transfer based on the steady-
state observations appear to agree with the wetted heat transfer rates observed
during the transient.

In describing the quenching of a hot rod, some authors (12)(13) distinguish
between the " quench" and "revet" temperatures. They define the quench temperature
as that temperature at which rapid cooling begins. The rewet temperature is de-
fined as the umperature at which permanent contact between liquid and heater wall
is reestablished. With this terminology, the beginning of heat transfer to a fully
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witted wall would correspond to the rewet te=perature. Bennettet al. ,(IE) have
tuggssted that the revet temperature may be taken as (Tsat + 100*C). However, the
data of Wang et al.,(U would seem to indicate that (Terit + 120*C) as a somewhat
b1ttor approximation.

Although the full description of the heat transfer in the rewet region is com-
plicated, a simple approximation'is probably adequate for design purposes. Since
the average heat transfer rate in the partly wetted region is only about 30% of
that in the fully wetted re; ion, and since the partly wetted region is small, it is
suggssted that the heat transfer to the liquid film be ignored in the partly wetted
region. The transition boiling heat transfer would then be approximated as being
equal to q"eg (f rom Equation (8) between Tcrit and the revet temperature
(Tcrit + 120 C). This approximation would be conserve.ive in that it would lead to
an underestimate of the rate at which the rewet front advances. If this approxima-

tion were to be used instead of Equation (10) to predict the heat transfer rate in
th2 rewet-velocity calculation of Wang et al.,(7) the total heat transfer rate
would be about 80% of that used by Wang et al.

It should be noted that, on the dry region above the rewet front, the rate of
heat transfer was significantly above that which could be attributed to convection
to steam alone. Since wall temperatures were relatively low, it appears likely
that there was significant heat transfer from the wall to impinging liquid droplets.
Estimate of this heat transfer with the Gan hsenow(15) correlation vere in the
same range as the experimental observations

Conclusion
It appears that the simplified vertically oscillating quench front model can

explain the general features of the observed temperature oscillations during
steady-state transition boiling at high void fractions. Although there are dis-
crepancies between the quantitative predictions of the model and experimental
observations, the discrepancies are of a nature which can be accounted for by the
simplifications made.

By use of the results of the numerical model, the wetted area estimates could
be correlated with a parameter designated as ATegg. It was then possible to

develop a reasonable prediction of observed steady-state heat transfer with this
wetted area correlation. It should be noted, however, that if the vertical oscil-

Lation of the edge of this liquid film is hydrodynamically controlled, the tempera-
ture variation produced may be expected to vary with the heating element used. The
relationship between the wetted f raction and AT gg found here may not apply toe
other systems.

Reexamination of the transient rewetting data, indicates that transition boil-
ing heat transfer occurs in the neighborhood of the rewet front. The rate of heat
transfer over the temperature range between Terit and the rewet temperature appears
to be in reasonable agreement with the estimates of heat transfer to the wetted
region derived on the basis of steady-state data.

Nomenclature

D = diameter, m

f = wetted fraction
2G = mass velocity, kg/m s

k = thermal conductivity, wi. *C l

|Pr = Prandtl No.
I

q" = heat flux, w/m2
2

h = convective heat transfer coef ficient, w/m *Ceeny
|

R = predicted value/ measured value
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.T = temperature *C'

T' = mean temperature, *C,

x = quality (dimensionless)
o = density,'kg/m3
u =, viscosity of vapor, kg/(s m)
p(R) = mean value of R

.c(R) = standard deviation of R-

Subscripts and Superscripts

crit- = at critical heat flux conditions
a = mercury
t = total
w = wall surface
cat = saturation
o,in = mercury at the inlet to the test section
wet = wet
B = vtpor at bulk conditions
1 = liquid
dry = d ry
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COBRA-TF ANALYSIS OF WESTINGHOUSE UPPER HEAD
INJECTION ECCS HEAT TRANSFER TESTS

J. M. Kelly (l)
8. A. McIntyre(2)

ABSTRACT

The Westinghouse upper head injection ECCS heat transfer tests constituted a
s0 vere test of the COBRA-TF quench front models. Initial simulations indicated that
significant modifications to the minimum film boiling temperature and transition
b3iling heat transfer models were necessary. COBRA-TF, with the modifications
detailed in this paper, was then applied to a set of six UHI tests. Excellent
pr; dictions of bundle quench rates for constant pressure tests at 60, 100, 200, and
500 psia were realized. Quenching rates were slightly overpredicted for a 20 psia
test and underpredicted for a variable pressure (800 + 20 psia) test.

The need for a minimum film boiling temperature correlation applicable to the
cntire pressure range (20 - 1000 psia) and an expression for transition boiling heat
transfer immediately downstream of a top quench front was indicated.

INTRODUCTION

The Westinghouse upper head injectio UHI) ECCSI3) heat transfer tests
constituted a severe test of the COBRA-TF (ref.1) quench front models.
D::velopmental assessment of COBRA-TF had included simulations of both falling film
quenching and bottom reflood tests. However, the quenching rates observed in the
UHI tests were 1 to 2 orders of magnitude greater. As expected, modifications to
tha quench front models were required to adequately simulate the UHI tests. This
paper details the required modeling changes.

The COBRA-TF computer program was developed at the Pacific Northwest Laboratory
by the U.S. Nuclear Regulatury Commission to provide best-estimate predictions of
the thermal-hydraulic conditions within a light water reactor vessel. In
particular, this program has two main objectives:

develop a hot bundle analysis capability to calculate coupled thermal-o
hydraulic / rod deformation behavior

develop a primary system simulation capability able to model the complexo
internal vessel geometry of a UHI-equipped PWR.

To achieve the latter, the one-dimensional loop components from the TRAC-PD2 code
(ref. 2) were added to COBRA-TF. The resultir.g code is COBRA / TRAC.

(1) Pacific Northwest Laboratory
(2) Westinghouse Electric Corporation ,

(3) ECCS: Emergency Core Cooling Systems (
(4) COBRA-lT: Coolant BoiTing in T_od Arrays-Two Fluid |

r
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In concert with the above code development effort, an extensive developmental
assessment program was conducted. Single effects tests, in which (theoretically)
one thermal-hydraulic phenomena was isolated, constituted the bulk of this effort.
By this means, COBRA-TF's ability to model the important phenomena anticipated to
occur during postulated accidents was assessed individually. Examples of such
phenomena are ECC bypass and bottom reflood. The UHI ECCS heat transfer tests were
simulated to enlarge the COBRA-TF data base to include the high pressure, loy yoid,
high flow rate, revered core flow period expected during a large-break LOCAd> in a
UHI-equipped PWR.

CODE DESCRIPTION

COBRA-TF provides a two-fluid, three-field representation of two-phase flow.
Each field is treated in either a three-dimensional Cartesian coordinate system or a
subchannel formulation. The three fields are comprised of a vapor, continuous
liquid, and entrained liquid droplet field. The inclusion of the droplet field is
essential to mechantstic modeling of two-phase phenomena having both a liquid film
on surfaces within the flow field and liquid drops dispersed in the vapor phase.
Countercurrent flow limiting, top and bottom reflood, and film dryout CHF are
examples of such phenomena.

This treatment results in a set of eight equations. Three mass conservation
equations, two energy equations (the liquid and entrained liquid are assumed to
interact at a rate sufficient to nearly maintain thermal equilibrium), and three
momentum equations (allowing the liquid and entrained liquid fields to flow with
di??crent velocities relative to the vapor phase) are solved.

COBRA-TF also features a flexible noding scheme which allows for modeling
complex geometries encountered in reactor vessel internals, such as slotted control
rod guide tubes, jet pumps, core bypass regions, etc. These geometries do not lend
themselves easily to modeling in regular Cartesian or cylindrical mesh coordinates
out, since they have significant impar on the thermal-hydraulic response of the
system, must be modeled with reasonable accuracy.

The fuel rod heat transfer model utilizes a fine-mesh-rezoning technique
(re?.3) to automatically reduce the rod heat transfer mesh size in regions of high
heat flux or steep temperature gradients and increase the mesh size in regions of
low heat flux. This model has proven very effective in resolving the boiling curve
in the region of the quench front.

In addition, to effect closure of the eight-equation set, nume, constitutive
relations (e.g., flow regime selection, interfacial friction, etc.) aie necessary.
Two of these relations, the minimum film boiling temperature (a cornerstone of the
boiling curve) and the transition boiling heat flux were modified as a result of the
UHI simulations and serve as the focus of this paper.

U_HI ECCS TEST DESCRIPTION

The upper head injection system is designed to provide enhanced core cooling
during the early part of a large-break LOCA transient. The UHI system is comprised

(1) LOCA: loss-of-coolant accident
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of an additional ECCS accumulator connected to the upper head and an upper internals
, package containing direct flow paths from the upper head to the top of the core.

Typically, UHI flow begins 2 seconds after the initiation of a large-break LOCA and
< continues for approximately 22 seconds. During this period, core flow is

pr dominantly negative and the addition of subcooled UHI water results in fluid
qualities much lower than encountered in a non-UHI LOCA. The UHI ECCS heat transfer
tests were designed to evaluate the effectiveness of UHI and its dependence on
system parameters.

The major components of the UHI test facility (ref. 4), designated the G-2
loop, are shown schematically in Figure 1. The test vessel (see Figure 2) contains
an electrically heated rod bundle (336 heater rods, 25 thimbles) arranged in a 17 x
17 type configuration with a heated length of 164 in.) and is connected to a
simulated external downcomer.

The test vessel receives flow from a UHI accumulator via an injection manifold
and a flash chamber-inline mixer system. The UHI ECCS water is delivered from the
injection manifold through 13 UHI ports directly above the tie plate. Both flow
rate and subcooling of the UHI water are controlled during the transient. The
reversed flow from tha unbroken loop hot legs flowing into the reactor vessel upper
plenum during a LOCA is simulated by the flash chamber-inline mixer system. This
system delivers a two-phase mixture of prescribed flow and quality to the test
vessel hot leg. System pressure is regulated via a computer-controlled valve just
upstream of the steam exhaust manifold.

The boundary conditions for the UHI Blowdown test series were evaluated based
on a thermal-hydraulic analysis of a double-ended cold leg guillotine break for a
PWR equipped with UHI. The parameters were taken from the time of core flow
reversal to the end of the blowdown period. The fluid quality, pressure, power, and
UHI subcooling transients were taken from this analysis. The fluid flow rates were
scaled by the ratio of the test bundle flow area to the PWR core flow area to
preserve the mass velocity through the test bundle. The initial clad temperature
and bundle power were determined from fuel rod calculations based on this analysis
at the time of core flow reversal.

i

| The UHI tests were run as single-parameter effects tests in that only one test
; parameter was varied at any one time from the nominal test conditions. The

parameters studied were:

1. UHI flow rate
i 2. UHI flow subcooling

3. rod bundle power
4. test vessel pressure
5. initial peak clad temperature
6. upper plenum inlet flow rate
7. upper plenum inlet flow quality
8. UHI flow distribution.

The parameter values for this study were selected such that the full range of
calculated PWR conditions would be evaluated. The parameter ranges tested are shown
in Table 1. A total of 25 tests were run in the G-1 loop (15 x 15 configuration)
and 24 tests in the G-2 loop. In addition, a second set of 42 low-pressure UHI
refill tests were conducted in the G-2 loop. Comparisons between code calculations
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Table 1 UHI Test Parameter Ranges
:

G-1 G-2

2Bundle Flow Area (ft ) 0.5885 0.3346

UHI Flow (lb/sec) 0-45 0-35

UHI Subcooling (*F) 240-340* 25-150

Unbroken Loop Flow (1b/sec) 0-20 0-20

Unbroken loop Quality 0.05-0.25 0.10-0.30

Peak Bundle Power (kW/ft) 0.75-1.11 0.723-1.20

Clad Temperature (*F) 300-1700 300-1700

Pressure (psia) 200-800 100-800

UHI Flow Distribution Various Various

* Temperature rather than subcooling

and the G-2 experimental data will be made for three Blowdown and three Refill tests
(see Table 2).

PRELIMINARY CALCULATIONS
,

The UHI test series included several test configurations, including combined
injection. To narrow the focus to high pressure, low quality, top-down quenching, a
set of tests was selected (Table 2) in which the flow path is unidirectional (the
broken hot leg is closed). The two-phase reversed flow from the intact hot leg
combines with the UHI water in the upper plenum and is swept down through the test
bundle.

| The COBRA-TF model was basically a one-dimensional representation of the test
vessel (see Figure 2) with flow boundary conditions for the hot leg and UHI ports
and a pressure boundary condition at the crossover pipe between the lower plenum and
tha d wncomer. In the upper plenum, just above the . tie plate, a two-channel model
was employed to model the flow area through the tie plate and the surrounding volume
above the tie plate separately. The UHI port injected water into the channel
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Table 2 UHI Test Conditions

Hot Leg (UHl)

u.P. Peak initial Peak

Pressure clad Temp.. Power Flow Rate Flow Rate subcooling
Run (psla) F (kW/ft) (Ibm /sec) ouality (Ibm /sec) F |

667 800-20 1300 1.06 5 10 0.18 15 60 I

Blowdown 661 500 1300 1.06 5 10 0.18 15 60

6 55 200 1300 1.06 5 10 0.18 15 60

4

741 60 1000 0.915 0 10 0

RefIII 738 20 1000 0.915 0 10 0

742 100 1000 0.915. 0 10 o

representing the volume above the solid part of the tie plate. The test bundle was
modaled with one channel (14 in, axial nodes) and one averaged heater rod. The heat1

transfer effects of the housing were assumed insignificant due to the large number
of active heater rods (336).

To further simplify the task of assessing the COBRA-TF top quench model under
UHI conditions, a constant-pressure 500 psia test (run 661) was chosen for the first
simulation. A comparison of the measured quench envelope and quench front
propagation predicted by a previous version (cycle 10) of COBRA-TF is given in
Figure 3. The rapid quench rates evident in the test data (the whole bundle
quenched in less than 40 seconds) were grossly underpredicted by cycle 10. Two
areas for model improvement were indicated:

The 1000*F upper limit on the rewet temperature was overly restrictive.o

The heat transfer in the transition boiling region near a falling film quencho
front needed enhancement.

COBRA-TF MODIFICATIONS

As stated above, the top quench models in cycle 10 were inadequate. The
j modifications to the minimum film boiling temperature (rewet temperature) and

transition boiling heat flux are described below.

| MINIMUM FILM BOILING TEMPERATURE

The transition boiling regime is bounded by the critical heat flux (CHF) point
(below which the wall is continuously wetted and nucleate boiling exists) and the
minimum stable film boiling point (above which the liquid cannot wet thq wall and
film boiling exists). During quenching, the heater rod traverses the boiling curve
in reverse, from film boiling, through transition boiling, to nucleate boiling. In
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gennral, once the rod surface temperature is at or below the minimum film boiling
temperature (TMIN), and if there is sufficient liquid present, the rod surface heat
flux will rise rapidly, as liquid contact heat transfer begins, quenching the rod.

Henry's modification (ref. 5) of the Berenson correlation is employed to define
T in COBRA-TF:MIN

~

(kp C )
~

h 0.6
(1)'

T =TB + 0.42 (T -T,,) (k p C )w C
4 *

pw(T -T )MIN B B fp
,

-
u

where

ga 1/2 y 1/3
I' [g( p -p ) 2/3p* h f q c v

g ( pf- p )3(p +p ) ] [g( pf-p )3TB=Tf + 0.127 k gp gy

(2)

In addition, the minimum film boiling temperature was restricted to:

1

800 F < TMIN < 10000F

Tha above limits, based on bottom reflood test data (20-60 psia), were applied to
, within reasonable physical limits.constrain TMIN
'
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An examination of the UHI test data (ref. 6) suggested that an upper limit of
1200*F might be more appropriate. Figure 4 compares the envelope of bundle-average
quench temperatures versus pressure and the Henry correlation with an upper limit-of
1200*F. In viewing quench temperature " data", it should be recognized that the
qu:nch temperature is inferred from rod temperature data and that the reported
values are usually conservatively low. This conservatism is a result of the
physical nature of the quench phenomena; namely that the condition of rod surface
temperature being less than the quench temperature is
necessary but not sufficient for the rod to quench. There must also be a adequate

,

amount of liquid present. !

l
Two means exist to produce rod surface temperatures that are lower than the ~

qusnch temperature before sufficient liquid is available:

the rod temperature can be reduced by precooling due to dispersed flow filmo
boiling

the rod peak temperature never exceeded the quench temperature.o

Tha latter is demonstrated by Figures 5 and 6. Quench temperatures from General
Electric film boiling and rewetting tests (ref. 7) are plotted in Figure 5 along
with a data point from LOFT test L2-3 (ref. 8). A spread of over 400 F is present<

in this data. Replotting the G.E. data, removing any points whose initial
temperature (peak temperatures were not available, but little heatup occurred in
these tests) was below 1200*F and denoting the initial temperature by a bar above
th2 data point, results in Figure 6.

Taken together, the data from Figure A and the top of the envelope from
Figure 4 present a good case for readjusting the upper limit on the correlation for
T to 1200*F. A more satisfactory approach would be the development of aMIN
correlation .cuitable for the entire pressure range.

TRANSITION BOILING HEAT FLUX

At present, there is no consensus on a correlation for the transition boiling
region. COBRA-TF employs a simple interpolation scheme (ref. 9) between the
critical heat flux and the minimum film boiling point. This method is simple,
physically based (qualitatively), and results in a continuous boiling curve.

It is assumed that the transition boiling heat transfer is composed of both
nucleate boiling (wet wall) and film boiling (dry wall) heat transfer, as follows:

|

| 9"TB = (1 - a) 6 qfgp + qFB (3)

|

| where

MIN -
)2 (4)

w6=
T -T

MIN CHF
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This' approach:has-proven' adequate for the simulation of bottom reflood transients.

.To assess the " fine mesh-rezoning" quench front model, the simplest type of -
falling film. quench test was chosen. Figure 7 shows a schematic of this-type of
test, where a; liquid film _is initiated.at the' top of ~ a tube;which has been heated
above the quench temperature. The tube is located in the open atmosphere, which
results .in low precooling since the -liquid blown off of the tube at the " sputtering '
front" and the vapor generated by the quenching are not constrained to flow near the

! tube surface..

In the first COBRA-TF simulations, the region downstream of the quench front
- was assumed.to be adiabatic; both the transition and film boiling heat transfer
coefficients were set'to zero. These results are plotted as a dashed line in
Figure 8 versus the data of Duffy and Porthouse (ref.10) and Morris et al (ref.

-11). The correlation parameter, the square root of the Biot number divided by the ,

Paclet number, is inversely proportional to the square root of the quench front
velocity. Assuming that a small amount of precooling was present, the solid line in
Figure 8 results in a much better prediction of the quench rate. From these tests -i

it was concluded (incorrectly) that little transition boiling was present in top-
down quenching and that Equation 3 would yield reasonable results.

However, the quenching rates observed in the UHI tests (2-6 in./sec) were muc'h
greater than those of the falling film. tests (0.01 - 0.05 in./sec) and required-that
a significant amount of transition boiling be present immediately downstream of the
quench front. The (1-a) modifier of Equation 3 applies too restrictive a constraint
'upon the transition boiling heat flux due to the high void fraction (0.95 - 0.99)
present in these tests. To overcome this limitation, the (1-a) modifier was removed
and the critical heat flux assumed to exist at the top quench front and decay
exponentially downstream. The transition boiling heat flux is then:

(5)
4TB = E 6 . qCHF * 9FB

where

E = maximum (1-a,8)

6_= EXP [-3.6 (Az - 0.1)]

az = distance.below a top quench front (ft) (6)

The exponential decay function (Equation 6) has no empirical basis and obviously
t

:

| oversimplifies the problem (it should at least be a function of pressure and film
flow rate). However,it has been our experience that, combined with the increased
rewst temperature, this formulation leads to a reasonable prediction of the. top
-quenching rates over a large pressure. range (20 - 500 psia).

7

j.

'
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DATA COMPARISONS

To assess the modified version of COBRA-TF (cycle 11), simulations of three UHI
Blowdown and three UHI Refill tests were conducted. The results follow.

UHI BLOWDOWN TESTS

Three UHI Blowdown tests were simulated, two at constant pressure (500, 200
psia) and one variable pressure (800 + 20 psia); see Table 2. The power, hot leg
and UHI flow rates, and peak clad temperature are the same for all three tests.

Figure 9 shows a comparison of predicted and measured quench times for test 661
(500 psia). The rapid top-down quenching, 100 in. in 25 sec, was well predicted.
Also, the more moderate quenching, 60 in. in 25 sec, from the bottom-up due to drop

.

deposition was' predicted. The different modes for top-down and bottom-up quenching
calculated by COBRA-TF for a typical blowdown test are illustrated by Figure 10. A
well-developed rapidly progressing top quench front, due to a falling liquid film,
is shown by the temperature profiles at 10 and 20 sec. In contrast, the bottom
rewet, due to precooling and droplet deposition, progresses more slowly and has the
appearance of a slowly collapsing temperature profile rather than a well-defined
" quench front".

Also of interest are the points of the quench envelope at 94 and 82 in. At the
94-in. elevation, the measured quench times vary from 17 to 39 sec, with most of the
th:rmocouples quenching between 17 and 22 sec. (COBRA-TF predicted a quench time of
20 sec.) The one thermocouple quenching late (39 sec) provides a good indication of

j the maximum effect of nonuniform delivery of ECC water downstream of the tie
i plate. Just downstream, at C2 in., the quench times vary from 7 to 18 sec (the
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COBRA-TF value was 23 sec). These early quench times at the rod bundle peak
temperature location are due to the presence of a grid spacer immediately upstream
of the thermocouple. These two effects, a large spread of quench times at 94 in.
and early quenching at 82 in., a~re evident in the entire test series.

Figure 11 compares the predicted quench times and the quench envelope for test
655 (200 psia). Very little difference between the 200 and 500 psia tests is
evident in either the data or the calculation. The predicted quench times compare
wall with the data except for the early grid spacer induced quenching at the bundle
midplane. No effort was made to model the grid heat transfer effects in these
simulations.

The final UHI Blowdown test simulated, run 667, was constrained to follow the
pressure transient, calculated for a LOCA from 800 psia (core flow reversal) to 20
psia (containment pressure), shown in Figure 12. Figure 13 plots the predicted and
measured quench times for this test. The observed quench rates are even more rapid
(the entire bundle quenches in 15 sec) than those of the constant pressure tests.
COBRA-TF predicts this high quench rate well for the first 10 sec, during which the
top third of the bundle is calculated to have quenched. However, as the pressure
drops below 150 psia (~10 sec) to 75 psia (~15 sec), the predicted quench rate slows
dramatically.

When the pressure drops below 150 psia, the minimum film boiling temperature
used by the code (see Figure 4) begins to rapidly decrease from the 1200 F upper
limit to about 850*F at 75 psia. This reduction in the rewet temperature is
responsible for the slow quench rates calculated after 13 sec. It is tempting to
conclude that the rewet temperature is simply underpredicted at lower pressures.
While that may be partially true, it is inconsistent with the good quenching
predictions observed in the low pressure refill tests (see below). Instead, it
appears that the rapid quenching is due to precooling the bundle significantly below
the rewet temperature during the initial part of the blowdown transient. During
this period, the rod temperatures decreased at a rate approximately 5 to 8 times
greater than that of the constant pressure tests. To more accurately predict this
test, it is probably necessary to model the hot leg from the inline mixer to the
upper plenum, as opposed to using a flow boundary condition with the prescribed
nominal values of flow and quality.

UHI REFILL TESTS

The Refill tests, which simulate a later period of a UHI LOCA, are constant low
pressure tests (20 - 100 psia) with no hot leg injection (see Table 2). The portion
of the bundle quenched at the end of the test (105 sec) obtained from a thermocouple
quench census will be compared to the COBRA-TF predicted axial temperature profile.

I Figure 14 shows the data comparison for test 742 (100 psia). The fraction of
the bunule quenched from the top (164 + 102 in.) is predicted very well. However,'

the bottom quench is slightly overpredicted. Also, the bundle exhibits a
considerable portion of quenched thermocouples near the midplane, probably due to
grid spacer effects.

The data comparison for test 741 (60 psia) is given in Figure 15. Both top and
bottom quench fronts are well predicted. A pressure effect between 60 and 100 psia,

; though present, is relatively minor in both the data and the COBRA-TF
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calculations. Figure 16 plots the results for the 20 psia test, number 738. Both
tha top and bottom quench fronts are somewhat overpredicted for this test. The
depsndence of the quench rate upon pressure is readily apparent from the data and
not strong enough in the code.

SUMMARY

The Westinghouse upper head injection ECCS heat transfer tests provided a good
data base for qualifying the ability of COBRA-TF to predict top-down quenching.
From initial simulations, it was determined that significant modifications to the
minimum film boiling temperature and transition boiling heat transfer models were
required. The upper limit on the rewet temperature was raised to 1200*F and a
simple exponential decay model was substituted for the overly restrictive liquid
fraction ramp in the transition boiling region.

A new version of COBRA-TF, cycle 11, incorporating these changes, was applied
to six UHI tests, three from the high pressure Blowdown series and three from the
low pressure Refill series. Excellent comparisons of bundle quench times were
achieved for four of the tests (constant pressure, at 60, 100, 200, and 500 psia).
At 20 psia, the bundle quench rates were overpredicted by about 251.. During the
simulation of a variable pressure test (800 + 20 psia), the quench rates were
predicted correctly for the top third of the bundles and underpredicted
thereafter. The bundle precooling for this test was several times greater than that
of the constant pressure tests and was significantly underpredicted. The prediction
for this test may be improved by simulating the entire hot leg rather than using a
flow boundary condition on the upper plenum.
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The simulation of the UHI tests demonstrated the need for a minimum film
boiling temperature correlation that is applicable over a wide pressure range (20 -
1000 psia). Also, a better description of the transition boiling heat transfer -
immediately downstream of a f alling film quench front is needed.

J
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NOMENCLATURE

-C-p specific heat (Btu /lbm *F)

2-9 . gravitational. constant (ft/sec )
2-gf ' conversion' factor.(Ibm-ft/lbf-sec )-

>

?h Iatent-heat (Btu /lbm)
>

fg

k thermal conductivity (Btu /sec-ft *F).
._

2|q" -- heatflux-(Btu /hr-ft )

T~ temperature (*F)
~

~Gr:ik

'

a void fraction .

~

5 fraction of wall wettable (Equation 4)
-

u viscosity (lbm/ft-sec)

3
-p density (Ibm /ft )

Subscripts

B .Berenson correlation'(Equation 2).

'CHF critical heat flux-

f_ saturated liquid

FB film boiling

g saturated vapor

t liquid

MIN minimum _ film boiling

TB : transition boiling

'v ~ vapor property at the film temperature

-w wall
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Quench Phenomena

Following a sumary by the Chairman and poster session of the eight papers
presented under the Quench Phenomena session, an open discussion was convened

to provide an open exchange of comments and questions on this topic. The
following highlights the major discussion items.

'

Dr. Grenoveld questioned the physical possibility of the minimum wetting
temperature exceeding the thermodynamic critical temperature as described in
Dr. Murao's paper entitled, " Quench Front Movement During Reflood." It

appeared though that there was no auestion that the apparent quench temperature
was not dependent on the history of the quench front o vement. Dr. Groneveld

agreed that the minimum wetting temperature correlates well with the sputtering
temperature based on the Chaulk River results of Dr. Juhel. Drs. Ishii and
Dhir questioned the momentary liquid contact on the heated surface as described

in Dr. Murao's paper. Dr. Murao explained that in a region of highly subcooled
liquid and a vapor interface, momentary liquid at localized spots were observed

due to oscillation of the interface. Dr. Murao referenced some earlier
research provided by Dr. Toda.

Dr. Hsu questioned the vertical application of the horizontal rewet model as
presented in Dr. Jubel's paper entitled, "A Study on Interfacial and Wall Heat
Transfer Downstream of a Quench Front." Dr. Ardon replied that the
one-dimensional model certainly does not include recirculation effects and that
subcooling is decreased at the point of quench even though high subcooling is
observed at the entrance of the testing appratus.

The Chairman posed to the audience the choice between (1) defining a minimum
wetting temperature correlation and (2) following a boiling surface crises,

approach, that will provide a correct surface heat flux under a wide range of
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conditions. Dr. Kelly maintained that aboiling surface curve approach was
preferable; however, the wetted surface fraction, F , is needed duringL

transition boiling and should also be applied to the critical heat flux.
Dr. Weisman alleged that since there was no universal transition correlation to
be applied over the wide range of flow conditions, this approach would be
difficult to support. Dr. Vojtek maintained that a definition of the CHF point
(e. g. Biasi Correlation) was not well preoicted so that definition of a
transition region by predicting the two boundary points (CHF and Tmin ) was not
particularly accurate. Dr. Lin stated that RELAP5 utilizes a boiling surface
approach and uses the Chen Correlation in transition boiling. Dr. Lin added
that there was no proven T correlation; however, suggested that an encounter

min
in the transition region is relatively short and therefore, may have little
impact on the overall heat transfer from the heated wall. Dr. Murao maintained
that the boiling surface approach is not a practical way to predict the quench
propagation because (a) tne boiling curve is generated from steady-state
correlations and (b) requires excessive computing time by the codes.

In addition, Dr. Hewitt explained that the boiling surface correlates heat flux
and quality and therefore has no meaning in determining the minimum wetting
temperature. The steam temperature is a function of history and cannot be
predicted by the boiling curve.

Dr. Chen urged that two classes of heat transfer must be recognized and clearly
distinguished; (a) wall-to-vapor heat transfer and (b) wall-to-liquid heat
transfer. The heat transfer process should be broken down into mechanisms
involved rather than defined by a particular regime or heat transfer label
(e.g. transition boiling). The boiling curve should be understood to be a
series of curves which reflects a dependence on quality and mass flux. For

very low mass flux and quality, the knee of the boiling curve may not exist and
hence a minimum wetting temperature or the conventionally defined transition

region is nonexistent.

,
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ABSTRACT
*

;

I

Post CHF data in the low flow, low pressure, and low to moderate quality regime

were obtained as part of Babcock & Wilcox Company reactor safety research.

These data are significant since they help fill a gap in the existing data

base. These data were compared to existing correlation with unsatisfactory

results. Mechanistic reasons for the poor agreement were postulated and the

Lehigh post CHF correlation was modified to account for these effects.
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1. INTRODUCTION

As ' pert of its Research and Development program in nuclear reactor

safety, the Babcock & Wilcox Company performed a series of thermal

hydraulic experiments in its boiling heat transfer facility (BHTF) at its.

Alliance Research Center. The series of experiments included low flow

critical heat flux tests, steady state film boiling tests, and transient

tests which were designed to study the influence of rapidly changing

pressure on post-CHF heat transfer. The steady state tests have been

reported previously.1,2,3

In 1979 Babcock & Wilcox became a member of Lehigh University's

Industrial Liaison Program. The Institute of Thermo-Fluid Engineering

Science at Lehigh University was given the data tapes from these transient

experiments and was asked to determine if there were any additional data of

significance on these tapes. Fortunatsly, it was possible to obtain

post-CHF data in the low flow, low pressure, and low-to-moderate quality

regime. These data help fill a gap in the existing data base which is

important since these conditions may be encountered toward the end of

blowdown during a loss of coolant accident.

2. DESCRIPTION OF EXPERIMENT

The boiling heat transfer facility was a closed circuit test loop

consisting of a pressurizer system, a circulating pump, flow control

valves, fluid heaters, and a heat removal system. Figure 1 shows a

schematic drawing of this test facility. The film boiling experiments were

carried out using a LOCA subloop, indicated by solid black lines in Figure

1. The subloop connected into the main loop immediately downstream of the

circulating pump. The subloop consisted of a flow control valve, turbine

i
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flow meters, capillary flow tubes, a preheater. venturi heaters, a blowdown

valve, a blowdown containment -tank, a gate valve, and the heat transfer

test section.

The ' test section was a vertical stainless tube of 3/4" 0.D. and 1/2"

I.D. Ohnic heating of the tube was obtained by current flow through the

tube wall, with an effective heated length of five feet. Voltage along the

test section length was measured by voltage taps located at both ends of

the test section. The test section was insulated along its length to,

minimize heat loss to the surroundings. Test section wall temperatures

were measured by skin thermocouples mounted at one inch intervals along the

axial length of the test section. These wall thermocouples were attached

in a spiral pattern, with 90* offsets around the tube circumference between

successive thermocouples.

The temperature of the inlet fluid to the test section was measured by

two resistance temperature detectors located in the rotary valve mixing

tee. The exit fluid temperature was measured by a sheathed thermocouple.
!

Pressure transducers were used to measure the test section pressure. Fluid

| flow rates were measured by turbine flow meters and capillary tubes were

used to cover the entire flow range of the test program.

The film boiling results analyzed in this paper were obtained in a

series of depressurization blowdown experiments where feedback was provided

to the flow control valve which was continually adjusted to maintain an

approximately constant flowrate through the test section. The total time

for blowdown ranged between 20 and 120 seconds. The data analyzed in this'

paper were taken toward the end of blowdown when the pressure was
,

relatively constant. Test data were recorded with a multichannel scanner

and a minicomputer, to be subsequently transcribed on magnetic tapes.
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3. SELECTION OF DATA FOR ANALYSIS

For each run the reduced data consisted of the following information

as a function of time in the transient:

1. Test section pressure

2. Total mass-flow flux

3. Wall heat flux

4. Internal wall temperatures as a function of axial position

5. . Equilibrium vapor qualities as a function of. axf al position

In the process of selecting suitable-data for analysis, the first step

was to obtain parametric plot showing:

1. Mass flow rate (G) as a function of time.

2. The equilibrium qualities in and out of the test .section as a

function of time.

3. The decay of saturation temperdure during blowdown, as a function

? of time (pressure).

4. Inside wall temperatures at various axial positions, as a function

of time.

5. Axial wall superheats (above the instantaneous saturation

temperature) for various times, as a function of axial elevation

in the test section..
|

In selecting data for analysis, an attempt was made to use

measurement: obtained during periods of relatively slowly changing

conditions. Figure 2 is a portion of the plot of heat and mass flux versus

time for run 10504. The portion of the transient analyzed is indicated on

the figure. This transient was the most severe as far as variations in

pressure are concerned. The maximum variations for this transient was 27

psi /sec while pressure changes on the order of 1 psi /sec are representative

J
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-of rnost of the data. In selecting data for post-CHF bcat transfer from the

slowly varying regions, a criterion was that the local wall superheat

exceeded a minimum value of 150*F.

With this screening procedure several hundred post-CHF data points

were selected out of experimental runs 10501 through 10509. The range of

t'est parameters encompassed by this group of data are as follows:

TABLE 1

PARAMETRIC RANGE OF POST-CHF DATA USED IN ANALYSIS

I

Minimum Maximum

Pressure, psia 25 264

Mass flux, lbm/hr ft2 4x105 1.1x105

Heat flux, Btu /hr M2 2x104 6x104

Equilibrium ouality .04 1.20

i
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4. DATA ANALYSIS

Since the test section was thin and the selected data points were

taken from slow transient effects, the correction to the data for the

transient effects are small and can be obtained from a lumped parameter

analysis. From the lumped analysis:

h = 9 ("o -Rg) p,C , dTp y (1).. _

2R (Tv - TV) q Dtg

where:

heat transfer coefficient, Btu /hr ft2 F volumetrich =

heat generation rate, Btu /hr ft3q =

outside radius, ft.R =

inside radius, ft.R =

wall temperatureT =

vapor temperatureT =
y

metal density, lbm/ft3o =

metal specific heat, Btu /lbm'Fcpm =

time, hr.t =

The equilibrium quality change over an increment of the test section can be

obtained from an energy balance.

Xe2 = 2(Zp - Z1)h(Tw - Tv) + Xe (2)g

GHfgRj
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L where:

I
f
f 2
i G = mass flux, lbm/ft hr

f

Xe = equilibrium quality

Z = axial location, ft.

Hfg = enthalpy vaporization, Btu /lbm

The screened data (Table 1) consisted of 9 experimental runs (Runs

10501 through 10509). For each run, at any particular ti,me during the run,

, a " snapshot" yielded the system pressure, inlet quality, mass flux, heat
| '

| flux and axial wall temperatures at 1 inch intervals. The data used in

analysis consisted of all 9 runs with several " snapshots" for each run. As

mentioned previously, only data obtained at relatively slow transient

conditions have been used. A typical data set is shown in Figure 3.

The next step in the analysis was to compare these low pressure, low

flow data to available post-CHF correlations. Table 2 lists the ten

correlations that were used in this analysis with the results of the com-

parison. As noted in the Table, eight of these correlations are equi-

| librium correlations which assume the sink (vapor) temperature to be the
l

saturation temperature. The two other correlations attempt to account for
1

| non-equilibrium effects, allowing the vapor to superheat with a

corresponding deviation of the actual misture quality from the equilibrium

mixture quality.
;

The comparison of these correlations to the data was made on the basis

of calculated to measured wall heat fluxes. It was found that none of the
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correlations provided entirely satisfactory comparisons. Figures 4 and 5

show two correlations which provided the best comparison. Of these, the

Condie-Bengston IV correlation is an equilibrium correlation while the

Lehigh correlation uses a non-equilibrium approach. The poor comparison

between these data and correlations was not completely unexpected. All the

e6rrelations involve a fair amount of empiricism and have predominantly

used data at higher pressures, flow rates and quality in the derivation of

needed empirical constants. The above comparison only indicates that these

correlations are of questionable reliability for low flow rates and

low-to-moderate qualities.

The list of correlations in Table 2 do not comprise all available

post-CHF correlations. In particular, they do not include non-equilibrium

correlations developed relatively recently (for example Ref: 9. 10) which

have focused on more detailed mechanistic modeling of phenomena in the

post-CHF heat transfer regimes. The correlations listed in Table 2 are all

" local" correlations, in that the location of CHF and conditions at CHF are

not necessary for post-CHF calculations. This results in less lengthy

calculational procedures and provides a representative sample of the

correlations used currently in large thermal-hydraulic codes used for

Reactor LOCA calculations.

5. PRELIMINARY CORRELATION DEVELOPMENT

The low pressure, low flow data presented here provide a valuable

extension of the range of the currently available data on post-CHF heat
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transfer. The poor comparison between the data and correlations indicated

that there may be signifianct mechanistic differences in the heat transfer

process between low flow and high flow Post-CHF conditions. The thrust of

the correlation development program was mainly to highlight these

differences. The emphasis was on the identification of mechanisms and
|

| predictions of correct qualitative trends.
,

First of all, it is recognized that at the low flow rates of the data,

there would be significant thermal non-equilibrium between phases under

post-CHF conditions. This has been shown in experimental measurements of

the non-equilibriun vapor temperature at comparable system conditions (11,
.

12).

|
t

i Generally, the post-CHF wall heat flux may be written (8) as: ,

|

Qw = QLC . FL +.QVC(1-F ) + OR (3)L

where:

QLC = Heat flux due to liquid contact

QVC = Heat flux due to vapor contact

(primarily convection)

QR = Heat flux due to radiation

FL = Fraction of wall area in contact with liquid

' At the system pressures and wall temperatures of the present data, QR is

small. Since the void fractions are usu:lly high, FL would be expected to

be small. Hence, once can approximately write:

1
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TABLE 2

C6MPARIS0N WITH EXISTING POST-CHF CORRELATIONS i

(1351 DATA POINTS) !

Number
Calculable Dev.

Points Avg. Dev. Standard Coments

Dougall-Rohsennow [4] 1351 50.8 55.7 Equilibrium

Modifled Dougall- 1351 61 64 Equilibrium
Rohsenow [6]

Groeneveld 5.5 [5] 1351 302.7 2448.8 Equilibrium

| Groeneveld 5.7 [5] 239 2203.3 6867.4 Equilibrium

Groeneveld 5.9 [5] 239 988.1 092.8 Equilibrium

Groeneveld-Delorme [7] 127 94 94 Non-equilibrium

Condie-Bengston [6] 1351 665.4 721.4 Equilibrium

Condie-Bengston 1351 595.4 647 Equilibrium
Film [6]

Condie-Bengston 4 [6] 1351 32.8 45.2 Equilibrium

Lehigh(Chen-Sundaram- 1351 48.3 74.3 Non-equilibrium
Ozkaynak) [8]

|

,

1

i

I

|

i
!

|
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O " QVC = hVC(Tw-Ty) (4)W

where:

hVC = wall-to-vapor heat transfer coefficient and

Ty = bulk vapor temperature

Looking at Figures 4 and 5, it is seen that both the Condie-Bengston

IV correlation (6) and the Lehigh (CS0) correlation (8) underestimate the

wall heat fluxes. From equation (4), this implies that the heat transfer

coefficient is too low or the vapor temperature is too high. The Condie-

Bengston IV correlation already uses the minimum possible vapor temperature

(Tsat). The Lehigh correlation uses a non-equilibrium model to

predict the vapor temperature, but in comparing the model to vapor

temperature data at comparable low flow conditions (11,12), it was found

to consistently underestimate the vapor temperature. Hence it was judged

that the underestimation of wall heat flux was largely due to the

underprediction of the wall-to-vapor heat transfer coefficient.

Both the Condie-Bengston IV and Lehigh (C50) correlations have had

comparable and reasonably good success in predicting a large amount of

previously available data at higher flow rates and qualities. The CS0

correlation further has non-equilibirum modeling capabilities. Hence, it

was chosen as a candidate for further comparison with the low flow B&W

data. It was judged that if there were any systematic differences between

these data and previous high flow data, this comparison would bring them

out for further investigation.

In comparing the data to the Lehigh (CS0) correlation, " experimental"

heat transfer coefficients were first derived from the data as:

hE " QW,E(T ,E Ty) (5)W
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Since Ty was not measured in these tests, the CSO cnrre.lation was

used to obtain estimates of Ty.- It was pointed out earlier.that these

estimated vapor temperatures were. expected to be slightly low and hence the

" experimental" heat transfer' coefficients are expected to be slightly, but

consistently, underestimated.

The CSO correlation predicts the vapor temperature and the actual

quality by simultaneous solution of the following two equations:

(x /Xe) = Hfg(P)/[Hy(P,Ty)-H (P)] -(6)a f

(X /x )'= 1 - 0.26 (Tv-T9AT.) (7)a e i

[1.15 - (P/PCR)0.65] (Tw-Ty)

In this correlation, the heat transfer coefficient is calculated by

momentum analogy with a two-phase friction factor and is given by:

hCS0 = 1/2 [0.037 GD [xa + (1-x ) Py,]0.17a
M ,f PLy

o GXaCpy,f Pry,f-2/3

In the comparison of data to the correlation, the heat transfer coefficients

have been converted to Nusselt numbers:

NuE = h .0/ky (9)E

NuCSO = hCSO.0/ky (10)

,
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.As 'a first step in gaining understanding of the differences between

the data and correlation, the ratio of experimental to calculated Nusselt

. numbers were plotted for a few selected runs- as a function of the local

. vapor Reynolds number defined as:

-Rey = GDX /My (11)a

Figure 6 shows this comparison for five data sets from run 10502.

Each data set can be distinguished by.the continuous decrease of the
4

!
Nusselt number ratio with increasing vapor Reynolds number, as vapor

quality increased along the length of the test section.'

The same comparison is shown for a number of data sets in Figure 7.* In

spite of the confusion of many more points on the plot, several

; observations can be made: (1) the experimental Nusselt numbers were

t' consistently higher than those calculated by the existing CSO correlation,.
I (2) Nusselt number ratios approach unity, indicating improved agreement, at

the higher vapor Reynolds numbers, and (3) there is a distinctly sharp

change in the Nusselt number ratio near the tube entrance.
,

i

6. ENTRY LENGTH EFFECT

From single-phase analyses, it is known that enhancement of local heat

transfer coefficients occurs near the entrance region of heated enannels.

It is believed that the sharp increase in Nusselt number near the tube

entrance is due to this thermal entry length effect. However, entry length
,

effects are not expected to persist beyond about 20 tube diarmters from the;

i entrance (about 10 inches for these data). Hence an additional m'echanism

must be found to account for the rest of the enhancement seen in the,

i
experimental heat transfer cot.fficients.-
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It was hyp;th; sized that this enhancement could be due to heat sinks
|

provided by evaporation of liquid droplets in the vapor, especially in the

near wall thermal boundary layer region. This type of mechanism has been
I

referred to by Dix and Andersen (13) and also by Iloeje (14) who attempted

to account separately for heat transfer to droplets near the hot wall (but

not in contact with it) in his three-step model for post-CHF heat transfer.

It was also judged that this mechanism would become more visible at low

flow rates when convective heat removal mechanisms would be relatively less

effective in cooling the hot channel wall. Hence modifications to the

existing CSO correlations were undertaken to account for (a) thermal entry

effects and (b) heat sink effects.

Thermal entry lengi.h effects can be acccounted for by defining a

thermal entry length correction factor Fth as:

Fth = Nuz/NuFD

where:

NuZ = local Nusselt number

Nup0 = Fully developed Nusselt number

In this analysis, it has been assumed that:

NuFD = NuCSO given by equation (10)
|

|

The local Nusselt number, Nuz, can be calculated once the flow

regime is known. For these low flow B&W data, vapor Reynolds numbers were

estimated to be in the range 0.2 - 6.0x10 . Thus, the flow regime is in4

1

transition from laminar to turbulent flow for several of the data sets. In I

order to ensure continuity, the local Nusselt number was approximated as:
1

.

Nuz = nut,Z + Nut,z (13) '
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| This approximation was considered reasinable for most of the data, which
!

were in a Reynolds number rarge higher than 0.6x10 . Under these4
t

f conditions, Nut,z is much smaller than NU ,Z and Equation (11)T

introduces little errror.

Nul,Z was calculated by using equations described by Kays (15).

nut,Z was calculated approximately by differentiating the Nusselt

Equation (16) which give average turbulent Nusselt numbers in the thennal

entry region. The differentiation yields:

nut,Z 0.03402 Rey 0.8 Pry /3 (Z/D)-0.055 (14)1

The thennal entry length factor was then calculated be Equation (12).

Figure 8 shows the Nusselt number ratio corrected for thermal entry

length effects plotted against the vapor Reynolds number for the same data

sets shown in Figure 6. It can be seen that the magnitude of the Nusselt

number ratio has moved closer to unity and the steep decline of the Nusselt

number near the tube entrance has been considerably reduced. It should be

noted that in the context of post-CHF heat transfer, axial length is

measured fror 'he CHF location.
.

7. LIQUID OR0plET SINK EFFECT

In order to account for the further enhancement of the effective heat

transfer coefficients due to the presence of liquid droplets near the hot

channel wall, a factor F3 was defined such that:

j Nuc = NuCSO.Fth.(1 + Fs) (15)

As mentioned previously, this enhancement effect due to liquid droplets is

expected to be most noticeable at low flow rates and become relatively

insignificant in highly turtalent flows. On this basis, one would expect

the factor Fs to decrease and approach zero as the volume fraction of the

|
liquid (1-a) decreases and as the vapor flow rate increases.
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To test this hypothesis, " experimental" values of F3 were calc'ulated as:

Fs = Nu /(NuE/(NuCSO.Fth)-1 (16) ;e
!

Figure 10 shows a-plot of these Fs value; as .a function of liquid volume .
l

fraction for all. the data sets. A strong power law dependence of Fs on

-(1-4 ) is clearly evident.

The void fraction, a , has been calculated, as a first approximation,

using homogeneous flow theory.

In a similar manner, it as hypothesized that the sink factor Fs

should decrease with increasing vapor.Reynolds number and, as a first order
,

correlation, an attempt was made to fit the sink factor Fs' by the

function:

Fs = C(1-a)al . Re a2v (17)

where C, al and a2 are constants, regression analysis fo all the data

,

yielded the following correlation:
,

Fs = 1.858 x 10 (1-a)0.509 . Rey-0.9834 (18)5

Figure 10 shows the Nusselt number ratio plotted against the vapor

Reynolds number for all the data where the calculated Nusselt number was -

) obtained from Equation (15) with Equation (12) for the thermal entry factor -

Fth and Equation (18) for the sink factor Fs. A direct comparison

with Figure 7 shows that the maximum value of the Nusselt number ratio has

been reduced from about 3.0 to about 2.0. While this was encouraging,

there were a few data sets where the Nusselt numbers were underestimated.

A further look at the data indicated that there was a second order effect

due to the wall heat flux. Therefore,-a second correlation was derived

using'the Boiling number (N ) as an additional correlation parameter.B

Regression analysis of the data yielded the following correlation:

i

|
|
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3 093 where NB (19), F = 2238 x 1010 (1.<3)11236 Rey-0.2367 N 2
3

'is defined as:

Ng = Qw/(G.Hfg) (20)

Figure 11 shows a plot of the Nusselt number ratio against the vapor

Reynolds number for all data using Equation (19) for Fs. It can be seen

that this correlation provides'significant improvement over the previous

correlation. However, use of the Boiling number in the correlation calls for

an iterative solution in calculating the wall heat flux.

The two correlations described for the sink factor Fs are both very

empirical and extension of the correlation to other system conditions is

questionable. It is expected that at higher mass fluxes the correlation

will provide correct trends, but not necessarily at higher pressure. Thi s

is because the term (1-6) is quite sensitive to system pressure. An

attempt was made to compare the modified CSO correlation (using Equation

(19) for Fs) to the higher pressure and higher flow data used in .the

original development of the CSO correlation (8). It was found that the

effect of system pressure could be handled somewhat better if one used the

vapor quality instead of the vapor void fraction in accounting for the

presence of droplets. Recalculation of the functional dependence of Fs by

regression analysis with the B&W data gave the following correlation:

Fs = 79.19(1-x )0.6579 Rey-0.5522a

Xa

Table 3 presents a summary of the comparisons of the various

modifications of the original Lehigh correlation to account for the low
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|

. flow-low quality effects to data. While the sink factor given by Equation

19 has the lowest average deviation compared to the data, it would required

an interative solution, thus, it would not be attractive for use in large |

LOCA codes. The sink factor given by Equation 12 would be recommended _for

LOCA code applications.

a

Conclusions

1. Post-CHF heat transfer data have been obtained at low mass fluxes and

low-to-moderate qualities and are in a range of conditions of interest

to Reactor Safety studies. Data at these conditions have not been
.

generally available before.

2. Comparison of the data to ten different post-CHF correlations showed

relatively poor agreement. This was not unexoected because the

correlations have been derived from previously available data at

higher mass fluxes and qualities.

3. A more detailed comparison of one of the correlations (9) with the data
1

indicated that there could be substantial enhancement of the effective
! post-CHF heat transfer coefficient at the low flow rates of these

; tests.

4. It was found that the data could be correlated reasonably well by a;

j simple empirical approach which accounted for two effects--thermal

entry region effects and evaporative effects of liquid droplets in the<

l near wall region.
|

|

!

!

i i

'

i
,

)
'

288 :

: |

_ . _ _ _ . _ . . _ . . - . ___ _ __ _ - _ . . _ _ _ _ _ _ _ _ . _ . _ _ _ _ _ _



_ . __ ___ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ - _ _ _ _ _ - -

TABLE 3

SUMMARY OF COMPARISONS WITH DATA

Average Deviation in Percent

Original Lehigh Fs Given by Fs Given by Fs Given by
Correlation Equation 18 ' Equation 19 Equation 21

48.3 28.5 14.0 28.3

I

i

i

.

|
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Figure 2. HEAT AND MASS FLUX VERSUS TIE FOR RtN 10504
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Figure J. TYPICAL DATA USED IN ANALYSIS
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Figure 4. COPARISON WITH CONDIE-BENSTON
IV CORRELATICN
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Figure 5. COWARISON WITH LEHIGH CCRRELATION l
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Figure 7. COWARISON OF EXPERIENTAL WSSELT PueERS WITH

WSSELT NLMBERS CALC 11.ATED BY EXISTING LEHIGH CORRELATION
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Figuro 11. NUSSELT NL.HBER RATIOS FOR
; EQUATION 19
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INVERTED ANNULAR FILM BOILING AND THE BROMLEY MODEL

M K Denham*

invertedhnnularflowregime is one of thoseThe
which occur in a, boiling two-phase flow when ,

the wall temperature is too high for the liquid
to wet the wall. This papet briefly reviews
the current knowledge of inverted annular flow,
and goes on to consider the effect of quality
and flow rate on the associated heat transfer.
A new model, developed from the well known -

Bromley model, is compared with new data from -

a single tube reflooding experiment. Good agree-
ment is demonstrated for the range of conditions
appropriate to the reflooding of a PWR core
following a large loss-of-coolant accident.

PREVIOUS WORK ON INVERTED ANNIE.AR FLOW

Physical Structure |

During inverted annular flow in a tube, a central core of liquid is
separated from the hot wall of the tube by an annular film of
flowing vapour (Fig 1). Heat is transferred from the hot wall to
the vapour, and then to the liquid. Heat is also radiated from the
wall to che liquid. Some of the heat received by the liquid is
conducted into the bulk of the liquid (if the liquid is subcooled)
while the remainder evaporates liquid, producing more vapour. '

Usually such a regime starts at a quench front, a region of violent
boiling separating a cool, wetted length of tube f rom a hot, dry _

length. The inverted annular regime extends on the dry side of the
quench front. Eventually, at a certain distance f rom the quench 3
front, the vapour flow rate becomes sufficient to disrupt the core
of liquid. The core breaks up into droplets and the inverted
2.nnular flow gives way to a dispersed flow of droplets and vapour.
Inverted annular flow is generally restricted to subcooled
conditions (at least in low pressure water flow) because the
relatively high volume of vapour present at positive quality
precludes the existence of a coherent liquid core. -

The description above is based mainly on the work of Cougall [1],
who photographed Freon boiling in a transparent tube, but more
recent work suggests that water behaves similarly at atmospheric

*

pressure [2].

*UKAEA, AEE Winfrith, Dorchester, Dorset.

5
NOTE: Copyright on this article remains the property

of the UKAEA
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Modelling

The following brief review summarises t he author's recent survey of
the subject [3]. Even today, the most widely used models for film
boiling are based on the well known one developed by Bromley in 1950
[4). In Bromley's mod 31 the steam in the film rises because of
buoyancy, but is held back by frictional forces exerted by the hot
wall and by the liquid. .The film is supposed to be in laminar flow. |
This -balance of forces determines the steam film thickness and hence j,

the rate nf conduction of heat across the steam film to the liquid.
The resulting equation for the heat flux is as follows (symbols are
defined in the nomenclature)-

I

!

1/4[k 3 |g (p -p)p A '

g g g g
= AT I|

q
zu AT jg

Many film boiling experiments and analyses have subsequently shown
that several, additional, interacting factors may influence heat

,

tranefer rates during film boiling. The main ones are: liquid !,

suPcooling, liquid velocity, vapour superheating, turbulence in the
liquid or vapour, and instability of the vapour-liquid interface.

;

However, these effects may not all be important in a particular ;

situation. 1

Two types of experiments have been conducted to obtain information
on inverted annular film boiling of water [3]. These are, firstly,
transient quenching experiments using tubular or rod bundle test
sections and secondly, steady-state experiments in which the quench
front is held by a " hot patch". Both types of experiment have shown
that the heat transfer coefficients are generally consistent with
the Bromley model, both in magnitude and in the way they decrease
with distance from the quench front. This lends support to the
assumption of laminar vapour flow. It also suggests that interface
instabilities ar( not important, since models based on instability,
like the so-called " modified Bromley" model [5], predict a heat j
transfer coefficient which is independent of distance.

The same experiments have also shown that the heat transfer rate is
increased if the liquid is subcooled, particularly at higher flow
rates. It is generally believed that some of the heat received by
the liquid is absorbed by the liquid core and does not generate
steam. As a result, the vapour film is thinned and the heat
transfer rate increases. Increasing the liquid flow rate increases
the capacity of the liquid to absorb heat, further increasing the
heat transfer rate. These effects are not included in the Bromley imodel, but several attempts have been made to model such processes.

|Chan and Yadigaroglu [6] made calculations specifically for inverted !
annular flow and presented a favourable comparison with limited

;
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dr.ta. The details of their model have unfortunately not been'

published.

The significance of vapour superheating is uncertain. Elias and
Chambre (7) have shown that it could be important if all the steam
10 gene.ated at the quench front. In the present paper, it is-

c2sumed, in contrast, that the film developes gradually. Its

thickness is calculated by Bromley's method but allowance is made
for heat transfer into the core.

THE NEW MODEL

The thickness of the steam film, o, is related to the mass flow rate
of steam, mg, by a force balance, as in Bromley's derivation.

.

) /3[ ( m gg g (2)0 -
g(P -#G) PC g

The heat conducted across the steam film from the wall to the steam
wrter interface, and the heat transferred by radiation, are given
by:

o (T -T 4)4
g g

- T )/o , qR'D I ' 4)=kg (TW gqwg
Wl I.l_ _ 1+
L "L "W

Now we extend the Bromley model to accounb for the heat transfer
from the Itquid surface into the bulk of the liquid. It is assumed
that, at the quench front, the liquid core is .7t a uniform
temperature. Then, if the core is subcooled, condensation of a
small quantity of vapour will immediately bring the core surface
temperature up to saturation temperature. Subsequently, heat will
be conducted from the surface into the bulk of the liquid. If axial
conduction is neglected, the problem is the classical one of
conduction of heat into a circular cylinder, with a sudden change of
curface temperature (8). A good approximation to the heat flux at
the core surface, for short time's and thus suitable for the present
application, is:

'aT' S ~ L 1
k-k -

91L g- yt L V(n t) 1 + 3.75 Fo
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,

r

. |The. heat. flux into the core at a certain height is obtained by i

substituting the time taken for the core to travel from the quench I

front.to this height. In this way the effect of flooding rate is )brought into the model.<

The rate of evaporation of liquid is determined by the net heat flux
to the vapour-liquid interface:-

,

dm

(9WI + 9R ~91L}!O (~
dz

- Equations 2 to 6 form a first order non-linear differential equation
which can be integrated numerically [3),-starting from the quench
front and using the boundary conditions discussed below.

COMPARISON OF MODEL WITH EXPERIMENTS

Experimental Results

Experimental measurements of the heat flux and wall temperature just
ahead of the quench front were obtained from single tube reflooding
experiments carried out in the REFLEX Rig at Winfrith. In these
experiments (9) an Inconel 600 tube 4 m long and 12 mm inside
diameter, was heated electrically to 6000C and then reflooded with
water from the bottom. Thermocouples spaced along the length of the
tube at 150 mm intervals indicated the wall temperature. The heat
fluxes to the coclant during each reflood transient were calculated
from a heat balance on the tube wall'at each thermocouple station.
Detailed axial profiles of the temperature and heat flux near to
each station could then be deduced because the quench front moved
past each station in turn at a steady speed.

t

Boundary Conditions and Thermal Properties

Calculations were all carried out using experimentally determined
wall temperature profiles. Exploratory calculations were performed
[3] to investigate various plausible assumptions concerning the
initial steam flow rate and the core thermal properties. As a-
result, it was decided to assume that'the initial steam flow rate
was zero and the core quality was equal to the quality just below
the quench front. In other words, the heat released at the quench
front was neglected. These initial calculations also indicated an

'

optimum value of the velocity profile parameter, ( = 5.2. ( is
traditionally regarded as a correlating factor, and this value is
physically reasonable.

The thermal properties of the steam film were evaluated at the
average of the wall and saturation temperatures. The latent heat of

i

!

|
|
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!

cvaporation included an allowance for superheating the ateam, but
this amounted only to a small correction. The core density was set

. cqual to the liquid density if the core was subcooled, but if the
core was saturated the homogeneous density was used instead.

:

The core thermal conductivity, which of course is relevant only when
the core is subcooled, was at first. set equal to the liquid thermal
conductivity. It became apparent that this value was not large
enough at the higher flow rates investigated, because the core
Reynolds number was too high for laminar flow to. exist. An
approximate " eddy" conductivity.was obtained by multiplying the

.

,

molecular conductivity by the ratio of Nusselt numbers for laminar
and turbulent flow in a tube. Well established expressions for the-

Nusselt number were used, giving ratios of up to 10 at a Reynolds
number of 8 000.

The emissivities of the wall and.the water were taken to be 0.8 and
O.95 t spectively.'

Typical Results

Figure 2 shows the experimental wall temperature and heat flux
; profiles for one typical run. The lower graph compares the

experimental and calculated heat fluxes. It can be seen that there
is good agreement for about 10 cm. After this, the experimental,

fluxes gradually f all below the calculated ones, probably because
the inverted annular flow regime began to break down, as discussed
below. The lower graph also shows the contributions to the heat
balance, of radiation and of conduction into the core. Radiation is
calculated to rise with distance because the wall temperature rises.

,

Conduction into the core f alls as the core temperature rises.

! The upper graph in Figure 2 shows some calculated parameters of the
steam film. Up to a distance of 10 cm, where the model and
experimental heat fluxes diverge, the film thickness is less than
0.3 mm, and the film Reynolds number is less than 300. The
transition Reynolds number for a flow in an annulus is 2 000, and so
the assumption of laminar flow appears justified.

Breakdown of Inverted Annular Flow

Figure 2 also shows the behaviour of a Weber number calculated from
the steam kinetic energy and the core diameter. As several authors
have suggested, this may characterise the breakdown of the core,
leading to dispersed flow, a less efficient heat transfer regime.
We found that the Weber number was indeed correlated with the height

1 at which the experimental and calculated heat fluxen diverged'

significantly, even though the decrease in the experimental heat
flux was evidently a gradual process. An average critical value of

' 20 was determined.
,

;

!

i
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1

|

l
4

Effect of Quality and Flow Rate on the Heat Transfer Rate

Heat transfer coefficients, based on the experimental wall i,

temperature and saturation temperature, were calculated from both !
the model and the experimental results. Comparisons were made for a l

"range of quench front quality, pressure, power and flow rate. It
was found that the Bromley equation itself allows correctly for the*

effects of pressure and power. Figure 3 shows the effect of quench
front quality, with the other parameters held constant. It can be
seen that the new model accounts well for the effect of subcooling,
by means of heat transfer into the core. It also accounts well for
the effect of a positive quality by means of the homogeneous core
density assumption. The dramatic decrease in heat transfer
coefficient once the quench front becomes positive probably explains
why the quench front invariably slows down at the same time.

Figure 4 shows the effect of flow rate. The marked increase in heat
transfer coefficient with flow rate is well modelled, again because
of the inclusion of heat transfer into the core.

FINAL REMARKS
|

It is clear from the above results that the new model accounts
correctly for the effects of quality and flow rate. Figure 5 makes

; an overall comparisen of experimental results with the calculated
! values. 95% of the results for which the Weber number was less than
j the suggested critical value of 20, agreed to within 20 W m-2 g-1 +
l 5%. One of the widely used " modified Bromley" models (5] was much

less successful, as shown by
Figure 6.

| It would be highly desirable to obtain detailed experimental
! measurements of temperature and velocity profiles in the steam film

in inverted annular flow, to confirm that the new model is
physically justified. In particular, the role of the heat released
at the quench front, which is neglected in the present model, needs
to be clarified.

NOMENCLATURE

a radius of liquid core a thermal diffusivity

D diameter o vapour film thickness

Fo Fourier number et /a2 AT Tw - Tst
I

! 'g acceleration due to gravity e emissivity

k thermal. conductivity p density

m mass flow rate g dynamic viscosity
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f

q heat flux A latent heat
i
! r radial position in core a Stefan's constant

t time ( velocity profile

T temperature

z distance from quench front
,

Subscripts

C core R radiation

G vapour phase S saturation

I vapour - liquid interface T total

L liquid phase W wall
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ABSTRACT

A large number of pool boiling curves have been obtained by quenching of
metal cylinders in saturated liquids. Aluminium, copper and aluminium coated with
silicone rubber have been used for the cylinders and water and methanol as the
boiling liquids. The liquid contact angle is taken as a measure of surface energy.

The main results relate to aluminium specimens quenched in water. Using a
variety of surface treatments, a wide range of contact angle has been achieved.
The entire transition boiling region, including the critical heat flux and the
minimum film boiling heat flux, is shown to be strongly influenced by the contact
angle.
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INTRODUCTION

There is good-evidence now that a number of parameters have a systematic
e'ffect on transition boiling heat transfer. The largest single body of evidence
.has been provided by the workers at- the University of Ottowa (e.g. El],C 23), but
as detailed in a review by one of the present authors E31 most of these effects
have been substantiated by other workers. In relation to forced convection
transition boiling, it is found that the heat flux increases for a given surface
temperature with increases in mass velocity or subcooling, and the heat flux
decreases with increase in the kpc parameter. The main purpose of this paper is
to present evidence that.there may be another parameter to be taken into account,
and that is the surface energy. So far the information available appears to be
confined to pool boiling, but it is hoped that the work described in this paper will
shortly be extended to flow boiling.

The project at Birmingham involves looking in a quite general way at the
influence of surface parameters on all parts of the boiling curve. It is considered
that the relevant surface parameters are the surface roughness, the surface
energy and the thennal properties _of the immediate surface layer. So far, the
influence of the thermal properties has not been studied in a systematic way, but
the other effects have.

The effect of surface roughness appears to be confined to nucleate boiling.
Many workers have in the past measured the effect of surface roughness on
nucleate boiling heat transfer (e.g. [4, 5, 61). Generally, it has been found
that rougher surfaces give better heat transfer at a given superheat, though
there are a number of exceptions. In the present project, the rougher surfaces
(as measured by the c.l.a.) have fairly consistently given better heat transfer,
with the exception of aluminium surfaces that have been anodised af ter roughening.
The anodising does not significantly affect the measured roughness, but it does
produce a surface in which a high heat flux in nucleate boiling is obtained
independent of roughness (over the col.a. range of 1.2 to over 5 pm). This is
attributed to the anodising producing a large number of nucleation sites.
Certainly scanning electron microscope pictures of the surfaces reveal a much
larger neder of potential sites of roughly the correct dimensions on the anodised
surfaceC73. The conclusion from this aspect of the work is that it is the
number of nucleation sites and the cavity geometry that determine the nucleate
boiling heat transfer rather than surface roughness alone.

The second surface parameter that has been studied, and the subject of this
paper, is the effect of surface energy. Just as the liquid-vapour or liquid-gas
interface has a surface energy oj which is numerically equal to the surface tension,
equally there is an energy per unit area associated with the solid-vapour inter-
face, a , and an energy associated with the solid-liquid interface o j. Theses senergies are related to the contact angle that the liquid displays on the surface
by Young's equation:-,

o cos e = o - "sl (I)j s

This equation would result in fact if all the o values were simply considered
as tensions, and a force balance conducted parallel to the. solid surface at the
line of three phase contact. To measure the surface energies themselves is
difficult; in this paper the contact angle is taken as a measure of surface energy.

.
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With a high energy solid surface, it can be energetically favourable for the|

liquid to spread over the surface and th3 observed contact angle is zero. . With a
,

! low enzrgy solid surface there is no spreading tendency resulting from the surface
forces.(though other. forces, such as. gravity, ma cause spreading on a macroscopicI

scale), and the contact angle is greater than 90

Although Berenson f51 showed some time ago that contact angle has a pronou'nced
| effect in transitica boiling (in pool boiling of n-pentane), there has been little

discussion of this in work on post-dryout heat transfer. Recently both Witte and
Lienhard [8] and Winterton [3] have suggested that the effect of contact angle
should be included. Some striking evidence for the effects of extreme changes in
contact angle in pool boiling heat transfer of .:3ter (Winterton (9]) are shown in

! . Figure 1. The water results are taken from Nishikcwa et al (101. Details of the
non-wetted surface are not given but almost certainly the contact angle would4

have been over 90'. The mercury results are taken from Lyon et al Cll]. Again
contact angles were not measured, but it is usual for mercury to display a large
contact angle on the steel surface used, and the effect of adding 0.1% of sodium;

as a wetting agent would be to give small contact angles. For the mercury system,
which was heat flux controlled, it was not possible to obtain transition boiling

; results, but the evidence for film boiling persisting over the entire range of
superheats is remarkable.

2 In addition, Nishikawa, Hasegawa and Honda [121 found changes in transition
; boiling heat transfer which they attributed to contamination of the surface by a
: " soft organic scale" and these changes were associated with differing values of the

contact angle. A low contact angle gave better heat transfer. In view of the
gross contamination found it is not clear that contact angle by itself could be
considered responsible for the change in the boiling curve.

The evidence available in the literature, while impressive, is not completely
convincing. In the majority of cases either the contact angles were not measured

,

! or there was evidence of other changes in the surface in addition to the changed

]
contact angle.

EXPERIMENTAL

| Apparatus
i

j A schematic view of the apparatus is shown in Figure 2. The apparatus
essentially consists of a heating chamber and a quenching bath. The heating
chamber comprises a cast-iron cylinder with a central hole for the specimen and4

three concentric cartridge heaters, 240V, each 300W. The chamber is connected to
an argon cylinder so that the specimens may be heated in an inert atmosphere to
avoid severe oxidation at high temperatures. The quenching bath is basically a'

themostatic bath fitted with a stirrer and a condenser. The coverplate separating
the heating chamber and the quenching bath is provided with a specimen entrance |
which is closed with a freely rotating lid during heating so that the heating '

chamber is free from water vapour.

The cylindrical specimens are nomally of 18 m diameter and 40 mm long. Both
aluminium and copper specimens with various surface preparations have been used.>

These are heated to around 200'C - 450'C, depending on their minimum film boiling
temperatures, and then quenched vertically in saturated deionised water or methanol.
Basically transient tests are conducted and the central temperature is continuously
measured by a Comark - 6100 fixed programme microprocessor thermometer via a

!

!

|
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centrally lccated thermocouple. _ The tharmometer has a resolution of 0.18C up to:

700'C and gives a digital display along _with an analogue output of IV for 500'C
3

in its middle range.

Data Processing and Measurements
,

Considering the very short term ('30 sec.) required by the whole quenching
process and even shorter time period by the transition zone, a micro-computer is

l' used te record and reduce the data. The analogue output from the themometer is
fed.into a 6502 CPU, 32k micro-computer via an A-D converter. The data is initially
just stored in arrays to avoid lengthy programming, which may increase the sampling,

interval, and then processed at the end of the test to give sequencial temperatures,

and corresponding heat fluxes. The data reduction is based on the assumption that
the aluminium and copper specimens can be thermally lumped for their high thermal3

; conductivities and the heat flux may be calculated from:-

MC -AT '

q =7 g (2)
i
: There is a small error in this thermally lumped approach, particularly near
! the critical heat flux. The heat flux may vary over the surface and there is a ,

difference between the centre temperature and surface temperature. 'Neither effect
can invalidate the trends seen as the surface properties are varied,,

i

j The micro-computer system used is capable of scanning the central temperature
at a time interval between 10 to 100 ms depending on the length of the program in
basic. At this time interval, however, considerable scatter is observed. It has
proved necessary to average the temperature gradient over a time of arornd 1 s;

(see [7] for details).
4

-

1 The cylindrical specimens are nomally given various degrees of surface finish
*

and then, depending on the test requirements, they are degreased by acetone,
'

etched in NaOH or anodised. Contact angles through a liquid drop over .the experi-
'

mental surface are measured by a horizontal-projection-microscope before and after
i the tests. Essentially it is the advancing contact angle that is measured.
i Surface roughnesses are measured by a Talysurf-10 profilometer in tems of CLA
i values. Where the profilometer traces are insensitive. for example anodised
! surfaces containing fine pores, SEM micrographs at a high magnification are taken.
| The anodising procedure uses 15% by volume sulphuric acid and a current density of
.

130 amp m-2 The voltage is increased from an initial value of 20V to around 30V-
] to maintain this desired current density. The process takes about 20 minutes.
.

RESULTS

{ The first point to make about the measurements is that it does appear to be
i

possible to obtain reproducible quenching results. This may be done by ageing
; the surface; starting with either polished or etched aluminium specimens, after a

series of heating and quenching runs, the surface settles down and shows very little;

j- change in subsequent runs. This ageing procedure is similar to that required for
the standard (Inconel) test probe used in the comparative test of quenching oils4

(13]. Alternatively, if the aluminium _ specimen is anodised, reproducible results
are obtained from the beginning.

i Contact angle variations are obtained either during this ageing process on a single
specimen; or'are found from one metal cylinder to another with nominally identical

;

.
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specimen preparation. Larger variations -appear when slightly different methods
are used to prepare the specimens. The second striking feature of the results
is that in every single case so far tested, a reduction in contact angle is
associated with an improvement in transition boiling heat transfer (higher heat
flux at a given surface ' temperature). It is worth listing the separate tests that
have been performed:-

a) Aluminium cylinders as received from machining, possibly contaminated with
oil.

b) Alu:inium etched with NaOH (ageing of single specimen, see Figure 3).

c) Etched aluminium, different specimens.

d) Polished aluminium (ageing of single specimen, see Figure 3).

e) Anodised aluminium, different specimens.

f) Polished copper, ageing of single specimen.

g) Copper, different specimens, boiling of methanol (all other runs conducted
with water). This run was slightly different in that all specimens gave the
same contact angle (zero) and all gave the same transition boiling curve.

h) More recent tests, much as (d), but with the cylinders heated up to 450'C
instead of 300'C before quenching and duralumin used in place of commercially.

pure aluminium.

Where a number of specimens have been used in a test, they have nomally had
different surface roughness, but othemise identical preparation. There is no
evidence that the roughness itself affects the transition boiling.

If the results of different tests are compared then the influence of contact
angle is not quite so clear cut, but still impressive. Figure 4 shows all the runs
on pure aluminium specimens, excluding only the preliminary results (Test (a)) where
degreasing of the surface with acetone was omitted and tap water was used instead
of deionised water. Over the contact angle range 0 to 100, it is clear that
transition boiling heat transfer correlates very well with contact angle. At
certain surface temperatures the extreme values of contact angle correspond i.o an
order of magnitude change in heat flux.

In fact, the preliminary results with the contaminated surface and the copper /
water run also fit in with the others but it was not thought reasonable to include
them without further evidence. The common features then for the runs in Figure 4
are that the specimens were all cleaned with acetone, followed in some cases by
more severe cleaning, all must have had an oxide layer present on the surface since
the specimens were exposed to air and the maximum temperature reached was below
300'C.

'

1

More recently, in order to elucidate the influence of contact angle on the
minimum film boiling point, quenching has been conducted with a higher starting
temperature (around 450'C) and duralumin cylinders. These results (Figure 5) do not
completely superimpose on the earlier ones (Figure 4) so it seems that there are
other properties of the surface that must be taken into account in addition to
contact angle.4

'
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Figure 5 shows :that the influance of the contact' angle value does extend as
.far as tha minimum film boiling point. This in itself throws some doubt on the
homogeneous _ nucleation theory of the minimum film boiling point but the predictions4

of this theory are included in the Figure for comparison.

The minimum film boiling temperatJre is often considered to occur when the
'

temperature of the liquid on contact with the surface equals the homogeneous
nucleation temperature, Th. For water at atmospheric pressure, the homogeneous
nucleation temperature is about 307'C (e.g. C3]). The temperature on contact i_s,

not the same as the wall temperature since- the momentary contact of liquid with,

the wall cools it. A simple analysis based on purely conduction heat transfer
after contact gives:-

('K ojcj/K P c ) (3)--T T + (Thn - T))
=

mfb hn j sss

( l liquid, s = solid=

r

[ For the estimates in Figure 5, T is the liquid saturation temperature, and
I the solid properties are calculated for both pure aluminium and for alumina. The
| minimum film boiling temperatures wcak out_ at 321'C and 341 C respectively.8

Even the curves for the large contact angles in Figures 4 and 5 do not quite
show the extreme behaviour of the large contact angle, non-wetted ' surfaces in
Figure 1, and it was considered of interest to try and reproduce this type of
behaviour by coating an aluminium specimen with a~ thin layer of silicone rubber
sealant, to see if even larger contact angles could be achieved. In fact, the
measured value was 1138 The quenching behaviour '(Figure 6) is more -like that of
the non-wetted surfaces in Figure 1.

Comparison of the results in Figure 6 for the normal specimen in addition to
! the silicone coated specimen shows that the measurements coincide in the film boil-
i ing region. It is widely considered that in film boiling there should be .no
| influence of surface properties because the liquid does not touch the surface. The

silicone rubber layer displayed weak interference colours, suggesting that its
thickness was a few pm. In an attempt to measure the coating thickness, a small
region was removed with acetone and a Talysurf trace taken across the surface. Any
step in going from the clean to the coated surface was concealed by the surface.
roughness (0.4 pm), so the coating thickness must ce a few pm at most. ,The -
temperature drop through a layer of this thickness wnold bc les: 'than 1 C.

DISCUSSION

The correlation of transition boiling heat transfer with contact angle, as
shown in Figure 4, is as good as could reasonably be expected, bearing in mind that
there are probably errors of a couple of degrees in measuring the contact angles
and that these measurements were made at room temperature, not during the boiling
process. Also, some of the runs were performed with the end surfaces of the
cylinder sealed, to confine boiling to the vertical, curved, surface. These runs
systematically displayed a lower heat flux. If this effect is taken into account,
then the correlation of heat flux with contact angle improves.

There are known hydrodynamic ~ limits on the maximum possible v ue of the
critical heat flux [14,15] and on the minimum possible film boil j heat

j flux (15,16 3 . There is little evidence in these result: that the critical heat I

t
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flux limit has been reached, since the value appears to changa continuously with
contact angle over the whole range. In fact, the high:st heat flux measured
(Figure 4) is some 70% below the Kutateladze limit. However, the lowest film
boiling heat fluxes (Figure 4) are close to the Berenson limit (although strictly
this relates to a horizontal, upward facing surface).

The extreme type of heat transfer behaviour previously noted on some non-
wetted surfaces, with film boiling covering all or nearly all of the boiling
temperature range, has not completely been reproduced, but with very large contact
angles the nucleate boiling region is greatly reduced in extent and the critical
heat flux is much lower.

CONCLUSIONS

A key parameter in determining the level of transition boiling heat transfer
is the liquid contact angle.

Heat transfer improves with decrease in the contact angle.

Although, so far, the effect has only been demonstrated in pool boiling, it is
likely that it will also apr -3r in forced convection.
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FIGURE CAPTIONS

11 . Data reported in the literature.for pool boiling of water on wetted and
non-wetted surfaces (no contact angle values ~ given).

2. Schematic diagram of the apparatus.
.

4

3. Effect of ag ing on etched and unetched surfaces.

4. Effect of contact angle on boiling curves.

5. Effect of contact angle on minimum film boiling point.

6. Effect of silicone rubber coating on the boiling curve.~
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POST-CHF LOW-VOID HEAT TRANSFER OF WATER: MEASUREMENTS IN THE
COMPLETE TRANSITION BOILING REGION AT ATMOSPHERIC PRESSURE

K. Johannsen and W. Meinen
' Institut fur Kerntechnik-

Technische UniversitEt Berlin
MarchstraSe 18, 1000 Berlin 10
. Federal Republic of Germany

ABSTRACT

An experimental investigation of low-void heat transfer of water
has been' performed in the range of CHF and the minimum stable film
boiling temperature. The heat transfer system used consists of a
vertically mounted copper tube of I cm I.D. and 5 cm length with sur-
face-temperature controlled, indirect Joule heating. Results are pre-

. sented for upflowing water at inverted annular flow conditions in the
inlet subcooling range of 2.5 - 40 C and mass flux range of 137 - 6000

kg/m2s in terms of boiling curves and heat transfer coefficients
versus wall temperature. Heat transfer in the stationary rewetting
front, which occurs within the test section during operation in the
transiticn boiling mode, is also dealt with. At high mass flux,
occu.ence of an " inverse rewetting front" has been observed. It is also
noted that, at fixed location, minimum heat flux observed is usually
not. associated with the minimum stable film boiling temperature.

,

1. INTRODUCTION

In a great number of engineering applications, including steam
, generators, jets or rockets, nuclear reactors, and cryogenic systems,
cforced convection boiling at and beyond critical heat flux (CHF) is
encountered during normal operation or may be found in the event of
certain postulated accidents. In recent years, the loss-of-coolant
accident (LOCA) which has been established as the design-basis
accidant for light-water reactors has promoted a worldwide effort for
a better empirical knowledge and an adequate analytical description
of the heat' transfer phenomena taking place in the reactor core during
the reflooding phase where the boiling curve is traversed in reverse.
In spite of this research effort, the exact mechanisms for post-CHF
heat transfer are still poorly understood , and reliable CHF and post-
CHF correlations are not yet available for low flows, void fractions,
and pressures /1/.

Traditionally,. post-CHF flow boiling is subdivided into the re-
gimes of film boiling and transition boiling. This latter section of
the boiling curve is bounded by the critical heat flux and the mininwn
heat flux and is characterized by a negative slope, i.e., the heat
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flux decreases with an increase in surface temperature. Due to this
rather unique heat transfer behavior, experimental investigation of
this boiling mode requires a temperature-controlled system which is
difficult to realize, especially, at the high heat flux rates en-
countared in water boiling at low values of pressure and mass quali-
ty (and high mass flow rates) .

Hence, transient techniques have usually been applied to gene-
rate low pressure data of subcooled water (e.g., /2,3/). These mea-
surements as well as others, performed by use of the stabilizing
fluid technique /4 to 6,, have not been extended up to wall tempera-
rures high enough as to include the minimum film boiling temperature.
This temperature terminates stable flow film boiling, when the boil-
ing curve is investigated traversing it in reverse /7 to 9/ by use
of a directly heated tube with an upstream hot patch to stop propaga-
tion of a rewetting front /10/. Thus, one may state tcat there still
exists a gap of information even relative to the behavior of boiling

. curve of water between transition boiling at low heat flux and the
minimum film boiling temperature, when pressure and quLlity are low.
Consequently, the physical mechanisms that prevail in this range are
not well understood yet. To date, it also does not seem clearly

-

established, which temperature the minimum heat flux of the flow
boiling curve at these conditions is associated with.

! Despite of the recent experimental efforts cited above, one has
to agree with Groeneveld's critical statements issued in his recent-

review on prediction methods for post-CHF heat transfer /1/, namely,
that the scarce amount of available transition boiling daba "is not

- considered sufficiently accurate and plentiful to serve as a basis
for deriving a correlation. Correlations for the low-quality or sub-
cooled film boiling region should be suspected because of the lack
of a reliable data base and the difficulty in accounting for the
various physical mechanisms in a single correlation".

To extend the scarce and rather unreliable data base as well as
to improve understanding of the governing physical mechanisms, it

_ seems most promising to perform better temperature-controlled, steady.- -.

state experiments that also include the lower portion of the stable
film boiling region. Such experiments may be accomplished using a

-

heat transfer system of high thermal conductance with temperature-
controlled, indirect Joule heating as demonstrated previously /11,

_ 12/. In the present paper, post-CHF heat transfer data of yater atatmospheric pressure up to wall temperatures of about 500 C will
c

_ be presented that have been acquired by this experimental setup.
The data cover a mass flux range of 137 - 600 kg/m2s and an inlet=

subcooling range of 2.5 - 400 C.-

-

2. ' EXPERIMENT
=

The tests were conducted on a vertically mounted test section
5 connected into a low-pressure boiling water rig /11/. A slightly shm-

_ plified drawing of the test section is shown in Fig. 1. The sectionconsists of a copper tube of 5 cm length and 32 mm O.D. (10 mm I .D. )
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| Fig. 1. Test section for post-CHF boiling studies
t

which is heated by ten cylindrical heating elements of 3 mm 0.0. that
are located on a circle of radius 11.5 mm. Since cartridge heaters of
required specific power as well as dimensions have not been found
available, we used stainless steel tubes of 0.33 mm wall thickness
which are electrically insulated from the copper cylinder by a high-
temperature cement. The heaters were carefully manufactured and
selected such that the maximum deviation of their electrical
resistance was well within 1 percent of the average value. For E arly
detection of possible heater failures, their individual electrical
resistances are continuously measur,ed and recorded during operation.
The test section has successfully been operated yet up to an average !
heat flux of 700 W/cm2 at the inner heat transfer surface. J

( Since fast oxidation of the copper surface has been found to
occur during operation in transient boiling mode, a nickel coating
(N 50 um thick) has been brought up on the heat transfer surface
by galvanization to diminish variation of surface conditions during

| a test run. Note that in previous tests /12/, a gold coating was
used.

| For purpose of axial temperature measurement within the test
| section, fifteen stainless-steel sheathed Ni-CrNi thermocouples
| (T.C.) of O.05 cm O.D. were installed close. to the surface of the

central flow channel. The position of the junction of each individual
thermocouple relative to the outer tip cf the sheath was determined
from X-ray photographs. After calibration, the thermocouples were
press fitted into thermocouple holes (0.06 cm diameter with a re-

,

duction to 0.05 cm in T.C. tip region) and then fixed by individual'

clamps. Axial location of the thermocouples is shown in Fig. 1;
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junction of the thermocouples was about 0.1 cm apart from flow
channel surface.

Further measurements relevant to the present experiments were
water flow (turbine flowmeter), inlet pressure and test section power
(current and voltage measurements). Temperatures of the degassed and
destilled war-- (electrical conductivity less than 2 pS/cm) used were
measured by- d CrNi thermocouples at the flowmeter and at test section
entrance and exit. Saturation temperature was calculated from the
measured pressure.

In the measurements, the heater power is controlled by feedback
control in dependence of surface temperature using a weighted average
of the signals sensed by three of the thermocouples within the test
section (T.C. no. 2, 4, and 6; cf. Fig. 1) to secure stable operation
of test section within the transition boiling region including its
bounds DNB and minimum film boiling temperature. The criteria applied
in design of the temperature-control circuit, the design itself, and
the compensation function finally selected have been described in a
previous paper /12/.

The physical realization of the compensation function, i.e.,
a PID-controller with 4th order filtering, was performed by analog
computer components and a Krohn-Hite filter. A simplified block dia-
gram of the control loop is presented in Fig. 2. Temperature signals
from the thermocouples within the test section are fed into a signal
conditioner which evaluates a suitably weighted average signal. In a
comparator, this voltage signal is c6mpared with a control point
voltage equivalent to a set point or reference temperature which
establishes the procese operating point. The difference of both signals
is then amplified, passed through a 4th order low-pass filter, and fed

E.

F(E'1
_E,5 TEST-

; SECTION
'

Signal conditioner-

7--- -- ,- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

| E. Amplifier Low-pass filter PID-Controller Power-Amplifier i
i o 8

|O''= - f V -N |
= = =

,d
- ,

| E, x,, x, x,2 k. |
| Comparator

|
L _ _ _ _ _ _ _ _ __ _ _ _campa?a'laa Function Gain K = K,y,K, K,2 $ _ _ _ _ _ _ _ _ _ _ _ j__ _ _

CONTROLLER

Fig. 2. Simplified block diagram of control system
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forward to the pID-controller. The controller which performs ampli- i
!fying and compensating functions, finally produces the input signal

to the power amplifier. The output of the DC power supply unit (max.
current 2,500 A at 15 V) establishes the heater power level and also
4.ntroduces low frequency variations in power in accordance with the
base input voltage delivered by the controller. It may be noted that
the measured Bode diagram of the power supply component reveals a
corner frequency of approximately 200 Hz; up to about 500 Hz, its
transfer function is almost invariant to variations in power ampli-
tude. Therefore, the power supply system could safely be considered
to contain no significant dynamics in view of the low-frequency

,

control.

The characteristics of the control circuit have been investigated
measuring frequency transfer functions in closed loop operation of the
test section, when it experienced the situations of critical heat
flux as well as transition boiling, that in open loop operation would
be unstable /12/. The corresponding Bode diagrams revealed that the
damping characteristics of the control loop were satisfactory in both
cases. Temperature variations at frequencies less than about 0.5 Hz
are well controlled, while fluctuations above 1.0 Hz are compensated
by less than about 10 percent, and thus may be considered to be only
slightly affected by the controller. In case of transition boiling,
measurements indicated a resonance peak to occur at a frequency of
roughly 1.5 Hz. presumably, this frequency corresponds to the cha-
racteristic rewetting frequency at the given operating point of the
test section, however, systematic studies using signals from single
thermocouples are required to substantiate this conclusion.

The experimental procedure applied in the measurements was ar
follows: During each test run, pressure, flow rate, and water tet ,e-
rature at test section inlet were fixed, while set-point wall tempe-
rature versus average wall heat flux was traversed from nucleate to
film boiling (max. wall temperature about 500 0 C) . Small incremental
changes of set-point temperature were chosen in those regions of the
boiling curve where large variations of its gradient occur. After
each change, steady-state conditions were established prior to data
collection. The test section power and all wall thermocouple signals
were scanned in 1 second intervals for 20 seconds, stored, and then
averaged by a data processing unit (Hewlett-packard, Hp 3054/85A).
Steady-state conditions were considered to be established when ave-
raged data of consecutive collections in 1 minute intervals did not
reveal any changes but statistical variations around constant mean
values. Flow parameters that were practically invariant with time were
only collected once during each scanning interval applying 100 ms in-
tegration time per value. Data averages of usually several scannings
for each operating point were carefully processed in the on-line
computer, i.e. corrected for calibration errors etc., converted to
engineering units, and recorded for further evaluation. In evaluating
the power transfered to the fluid via the inner heat transfer surface,
heat loss through the outer insulated walls as found from heat loss
calibration runs was considered.
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For data reduction, a two-dimensional, steady-state, multi-
regional heat conduction analysis of the test section has been per-
formed to determine axial distributions of temperature and heat flux
at the heat transfer surf ace. Assuming that circumferential variations
of temperature induced by the arrangement of heating elements are neg-
ligible close to heat transfer surface, the heating elements were-
represented by a middle annular region of same thickness as the dia-
meter.of.the heating element, with a weighted average of its thermal
conductivity. The specific heat generation rate in this zone was de-
termined from the measured average power reduced oy the heat losses.
Thus, the outer walls could be considered adiabatic which seemed per- '

missible in view of both the small percentage of the actual heat
losses and resulting simplicity. Further details of the calculational-

procedure may be found in reference.12.

3. EXPERIMENTAL RESULTS

The present results have been obtained almost as byproducts
during the process of improving the test section relative to ad-
missable maximum power and temperature during longtime operation as
well as accuracy of measurement. Thus experiments have been performed
at rather high mass fluxes (max. 1000 kg/m2s) and subcoolings up to
40 0 C. Further tests to be conducted in the immediate future will
preferably cover the low mass flow range at high entrance subcoolings.

In this paper, we will emphasize on the principal functional
dependence of post-CHF heat transfer in the range of CHF and minimum
stable film boiling temperature on the relevant parameters and some
special phenomena observed.

3 .1. Boiling Curve of Test Section

| The " boiling curve of the test section" may be constructed
| plotting average wall heat flux versus average wall temperature for-

each experimental point. In. Fig. 3, such a plot is shown for a fixed
'

; value mass flux (600 kg/m2s) and subcooling (2.50 C). Numbers at the
i symbols indicate those experimental points, for which the associated
y axial wall temperature distributions are shown in Fig. 4.
|

Though the preset reference wall temperature during this experi-
mental run was increased by small increments only, Fig. 3 reveals
that rather large discontinuities occur in the heat flux within the
transition boiling portion of the boiling curve. This behavior has to
be attributed to the fact that,by the feedback control, stable ope-
ration can only be secured for a given average of wall temperature

; rather than an axially constant wall temperature. At -the observed
' discontinuities of' heat flux,the character of axial wall temperature'

distributions drastically changes due -to either increasing local
variations in heat transfer conditions imposed by the fluid flow at
the surf ace that cannot be compensated by axial conduction anymore, or
due to the opposite effect.
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3.2. Axial Wall Temperature Distributions

For example, Fig. 4 a shows the axial temperature distributions
corresponding to the experimental points (E.P.) 4, 14 and 17 the
latter of which are close to or at maximum average heat flux. At
E.P. no. 4, the entire surface is in developed nucleate boiling,
while at E.P. Nr. 14 maximum heat flux is just locally reached at

the pcsition z = 2.2 (q"I = 395 W/cm2) . The curve for E.P. no. 17,
average maximum heat flulias been exceeded, shows that the position
of maximum wall temperature and critical heat flux has shifted up-
stream. CHF occurs very close to the beginning of heated length,
followed by a region which is in the transition boiling mode. At
the downstream end of heated length, nucleate boiling still pre-
vails. Note, that axial variations of wall temperature are rather
small, since imposed differences in local heat transfer and, subse-
quently, heat flux in the radial direction may still be sufficient-
ly compensated by axial conduction within the copper cylinder. Now,
with a further slight increase of reference temperature, CHF loca-
tion has reached the beginning of heated length which results in
a further increase of axial heat flux in the upstream direction;

337



.

_ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ . _

'

as

-8-

'' m

a b

**'' M '# #1 eue ? eso too aos
sas. ,,

.*EA8 , , s.p.gg

+ * I A1* . e 19 m
>x e 8 P,17

:n. ,,,

- c
Ce

! I
. e

,.I * * * + ,=-

s. s.+ '++
-

, g_ s
,'%

_

, ,. 19< _

#

' ' ' 8 d,g ,,3,,,,j, ,,,,, 3 * s1% etster . recne

"

c
'd

' ' ' ' " ' " " *
m. , o i ooi

*#'
. * t.P $1 ,

+ ' ' ' ' ..u.
x . vs.

.. # '
25- ..

+.++.Ar
*
E - e

.' .

Es ++.+ .
-

.
53 +

. .

(2=
+ s ,. .*+

5
+ +

= + ..

5 .$ g*
*

,.
.

i: : s**
+

''

#
,.s .,.

* * * * i * 5*
Jis erin.c!. ric.. J,..,,,|,,,,,

Fig. 4. Axial temperature distributions at difference
measurement points of Fig. 3 case

338

__ _ _ _ - _ _ _ _ _ - _ _ -



A- _

. ,-

_9_

thus, the region of heated length which experiences transitial boiling
also further extends: A thermally unstable situation within the test
section develops. Finally,-a different, again rather stable tempera-
ture profile is reached as shown in Fig. 4b (E.P. no. 18), which does
not change much in character with.further increase in reference tem-
parature until E.P. no. 30.

The situation shown in Fig. 4b is rather unique inasmuch an up-
stream CHF occurs which is followed by strongly increasing transition
boiling heat transfer in flow direction (inverse rewetting front). At
the end of heated length, wall temperature is less than CHF tempera-
ture and nucleate boiling exists. This special situation has only
been observed in such a characteristic development in the runs with

2high mass fl'uxes- (600 kg/m s) . With lower mass fluxes, the temperatu-
re distribution of Fig. 4a was directly followed by that shown in
Fig. 4c, as one would expect. It usually occurs, when CHF has (also)
been exceeded at the downstream end (cf. discussion in ref. /12/).,

Fig. 4c represents the situation of typical rewetting fronts
with zero propagation velocity at dif ferent average heat fluxes. Due to

,

the high thermal conductance of the test section, the axial tempera-
ture variation is rather gradual, and thus accessible to comparably
accurate measurement as intended by the design. This temperature
distribution changes again to an axially rather smooth one (Fig. 4d),
once the (weighted average) reference temperature has been set such
that CHF temperature is also exceeded at upstream end of heated length.

3.3. Axial Heat Flux Distributions

i
j In Figs. 5 and 6, heat flux at the heat transfer surface in both
{ the radial and axial directions is plotted as a function of axial
j coordinate for the experimental points 18 (" inverse rewetting' front")

: and 31 ( regular rewetting front ), respectively, of the run shown in
Fig. 3. Note that axial heat conduction is of comparable order of
magnitude as radial conduction, due to the high thermal conductivity
and wall thickness of the test section. In both cases, surface heat

4

i
transfer coefficient changes by one order of magnitude along the
heated length, absolute values being about 25 percent less in the in-
verse rewetting front case, since the presence of a vapor blanket up-
stream of transition boiling reduces downstream heat transfer con-
sideratmy. The value of maximum radial heat flux (DNB heat flux) is
roughly a third less, though the local equilibrium mass quality is re-
duced from 0.017 to 0.009, thus constituting a strong example, where
the local conditions do not exclusively determine CHF in low quality
flow boiling.

3.4. Local Boiling Curves
i

Having once evaluated wall heat flux and temperature as a function
of axial coordinate, boiling curves may be constructed for any fixed
value of relative distance from the entrance, z/D. As an example, the
resultant boiling curve at the midplane of the test section ( z/D = 2. 5 )
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is'' presented for the case discussed above (Fig. 3) in Fig. 7. It may be
noted that a distinct minimum of boiling curve in the post-CHF region
cannot be' identified.

Effect of Inlet Subcooli The effect of inlet subcooling for a
fixed mass flux of 200 kg/m2_s_n_q.may be deduced from Fig. 8, where
boiling curves at fixed z/D = 2.5 for inlet flow subcooling varying
from 2.5 C to 40 0 C are shown. In line with expectations and results
of previous investigations /3,12/, the transition boiling heat flux
increases with an increase in subcooling.

Though the difference beween. wall temperature and saturation tem-
perature has been extended up to 400 degree C in these investigations,
none of the curves reveals any notable increase of heat flux even at
the highest wall temperatures yet, which typically is associated with
the occurence of stable film boiling. ,

Effect of Mass Flux. The effect of a change in mass flux may
be infered from Fig. 9, where (mid-plane) boiling curves are plotted
for mass fluxes of 137 and 600 kg/m s, respectively. In the nucleated

boiling region, the heat flux decreases at a fixed temperature dif-
ference with an increase in mass flux. Interpreting transition boiling
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as an intermediate mode of nucleate d film boiling heat transfer,
mass flux is expected to have the op,ssite effect on CHF and trans-
ition boiling heat flux, for the favourable effects of improved
convection on bubble removal at higher mass fluxes, vapor film heat
transfer in film boiling, and more effective wall-1.iquid interaction.
Fig. 9 appropriately exhibits this trend.

The post-CHF data gor the lower mass flux show a minimum in
heat flux at about 110 C wall temperature abcVe saturation, follow-
ed by an increase of heat flux with temperature difference and a
relative maximum of heat flux at about 240 C temperature difference.
Then the heat flux again decreases. A similar, more pronounced
anomaly seems to exist in the higher mass flux data at temperature
differences between 215'and 280 C, that disturbes the continuous
trend delivered by the other data. As stable film boiling is ap-
proached, both data sets seem to merge. No satisfactory explanation
ojthesepeculiaritiescanbeofferedyet.Atmassfluxof600kg/g
m s, the minimum heat flux is reached at 400 C wall temperature.

\
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Effect of Distance from Inlet. This effect will be discussed in
a later section in terms of variations of the local heat transfer
coefficient.

3.5. CHF and Minimum Heat Flux

For a fixed inlet subcooling of 2.5 C, maximum values of CHF
regardlegsofaxiallocatgonrangedfrom232,5W/cm2atamassflux2200 kg/m s up to 716 W/cm at a mass flux of 1000 kg/m s, thus de-d

monstrating a strong mass flux effect. The effect of inlet subcooling
ras not found to be equally clear, though there seems to be a trend
of an increase of CHF with inlet subcooling. More measurements at
different mass fluxes are required to substantiate this finding.

CHF was found to depend on axial location at fixed inlet flow
conditions. This length effect also depends on the axial wall tempe-
rature distribution, i.e., whether we consider the maximum heat flux
occuring in a situation which is characterized by a temperature
distribution shown in Figs. 4a,b, or c, respectively. At a rather
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constant axial wall temperature as in Fig. 4a, CHF does not depend
much on length in the present short test section (L/D = 5). When CHF
occurs in a rewetting front as represented by Figs. 4b and c, CHF
ma'y vary rather strongly with position; then the temperature that CHF

isassocgatedwith,mayalsochange. For instance, at a mass flux of
200 kg/m s, absolute values of CHF have been found to be higher (by

up to about 11 percent) intgissituationonlyatthehigherinlet-
subcoolings investigated (30 C, 40 C); at.an inlet subcooling of
21.5 .and less, the values were lower.

The effect of upstream history on CHF and the corresponding tem-
perature is also exemplified in Fig. 10, which is for a mass flux of

2600 kg/m s and an inlet subcooling of 2.5 C.The triangle symbols
indicate the heat flux versus wall temperature at the midplane of

,

test section, 2/D = 2.5, of the various experimental points as identi-
cally shown in Fig. 7. For the two experimental points no. 18 and 31,
that are typical for an inverse and a regular rewetting front within
the test section (cf. also Figs. 4b and 4c), respectively, there are
also plotted curves of local heat flux vs. local wall temperature as
occuring along the heat transfer surface within O.8 and 4.2 cm
distance from beginning of heated length. The arrows at the curves
designate the direction that they are traversed downstream. These
boiling curves are traversed in reverse at E.p. 18 and in flow direc-

~

tion at E.p. 31, respectively. Note that, due to the completely
different upstream history of the flow, absolute values of CHF as well
as transition boiling heat transfer differ remarkably in both cases.
The minimum heat flux values are practically identical, though the
temperatures at which they occur differ by about 30 C. In the
nucleate boiling region, upstream effects do not seem to play a major
role. This example, though rather extreme, indicates that critical
heat flux in low quality boiling quench fronts is not exclusively
determined by the local flow conditions but may strongly depend on
the upstream history of the flow.

The boiling curves presented in Figs. 8 and 9 as well as those
measured by others at similar conditions /3/ do not exhibit the nice,
unequivocal shape in the post-CHF region with one distinct minimum in
heat flux as generally suggested in heat transfer textbooks. In
Fig. 8, where boiling curves at the mid-plane of test section are
shown, a minimum in heat flux can only be identified at the two lower
values of subcooling. The corresponding wall temperature is around
220 C and thus hardly identical with the minimum stable film boiling
temperature which, according to the measurements of Fung /8,13/, is
expected to be around 400 C. At the higher values of inlet subcooling
(30 C and 40 C, respectively) , minimum values of heat flux are found
at 441 C and 486 C, respectively, which seems to be somewhat closer
to be expected minimum stable film boiling temperature. This remark-
able difference may be attributed to the fact that, in the first case,
the minimum is experienced during an axial temperature distribution
characteristic to a rewetting front (Fig. (c), while in the latter
case the minimum is found at the situation, where CHF is exceeded
along the entire test section (cf. Fig. 4d). If we search in the data
for the lowest value of local heat flux occuring just before this
event takes place, the corresponding wall temperatures are found to
be between 220 C and 250 C.
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Fig. 10. Effect of axial distance on heat transfer in
the transition boiling region

The absolute values of minimum heat flux increase the more the
inlet subcooling is raised, regardless of axial location considered.

,

! The lowest absolute values found do not occur at the mid-plane but
I elsewhere along the test section; they may be more than fifty percent

less than those at z/D = 2.5. |

In conclusion, one may state that the occurence of relative and
absolute minima of heat flux in the boiling curve as well as the asso-
ciated wall temperatures obviously strongly depends on the different
physical mechanisms that prevail in the specific situation. Further
work is required to identify these various mechanisms.
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3.6 Heat Transfer Coefficients

The local heat transfer coefficient is defined as the ratio of
local wall. heat flux and the associated difference between wall tem-
perature and saturation temperature. In Fig. 11, this heat transfer-
-coefficient is plotted versus wall temperature for the conditions
which-are identical to those already considered in Fig. 8 in terms-
of boiling curves. Again, it is seen that. post-CEF heat transfer is
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= improved by raising the inlet f ow su cooling. It further may bel b
noted that, at a wall temperature of roughly 220 C, the gradient of
a curve' drawn through.the data would strongly change, indicating.a-

change in heat transfer mechanism, which obviously takes. place once
CHF.has also been exceeded at the inlet of test section.

4

This behavior may more clearly be seen in Fig. 12, where, for a
fixed set of parameters, values of the heat transfer coefficient,are ,
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plotted for three different axial locations. A dashed line has de- I

cliberately been drawn through the set of data for z/D = 3.5. It seems
that, at: wall temperatures between roughly 220 C and 440 C, an in-termediate rather efficient heat transfer process prevails which is
quite different from that within a rewetting front cnd that.in.the
neighborhood of minimum stable film temperature. No conclusive ex-
planation on'the nature of this process can be offered yet. We are
inclined to suspect, that in this intermediate region essentially
filmtboiling exists where neither the interface of the-liquid core
nor entrained droplets within the vapor film get in close contact with
the hot wall. There is some reason to believe in this hypothesis,
since measured temperature fluctuations have been found to practically
die out as.soon as CHF is exceeded at the entrance of heated '

length /12/. Nevertheless, both the possibly wavy interface as well
entrained liquid droplets may have'some effect in perturbing thean

vapor boundary layer near the wall when the liquid is subcooled. At
wall temperatures around 400 C, the laminar vapor sublayer cannot be
affected anymore by occasionally penetrating liquid since, due to
appreciable vapor superheat, liquid is vaporized before it approaches
close enough. This reasoning would explain the obvious decrease in~

heat transfer rate which is in the expected range of minimum stable
film boiling temperature. The length effect can be attributed to in-
creasing vapor film thickness with axial distance from inlet.

The latter explanation may also be used to interpret the length
effect on true transition boiling heat transfer: Considering transitdrn
boiling as an intermediate mode of nucleate and film boiling, a
thicker vapor film will result in both a lower heet transfer rate
during the time fraction of film boiling and in a lower probability
of liquid-wall contacts, thus presumably also reducing the time frac-
tion, during which the surface experiences very effective nucleate
boiling.

4. CONCLUSIONS

Post-CHF heat transfer of water in vertical upficw has been in-
vestigated experimentally throughout the complete transition region
at low mass qualities via a short, temperature controlled test-
section. The general effects of inlet subcooling and mass flux on
flow transition boiling heat transfer known from other experiments at
similar conditions have been substantiated. In the experiments, CHF
and minimum wall heat flux have been found to considerably depend on
the situation prevailing upstream of location considered. Hence, care
should be exercised when constructing or applying heat transfer corre-
lations of transition boiling that involve expressions for CHF and
minimum heat flux which are based on axially constant surface condi-
tions. The present tests indicate that two different heat transfer
mechanisms are present between CHF and minimum stable film boiling
temperature. The change in the mechanism.: occurs when CHF is also ex-
ceeded at the test section inlet. Further experiments are required to
identify the nature of the process in the latter case. In further
studying the minimum stable film temperature, tests might prove help-
ful where the boiling curve is traversed in both directions up to
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/ wall' temperatures of about 600 C. The effect of wall temperature
control deserves:also due future attention.
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Summary of low-void heat transfer session

Yoshio Murao

Japan-Atomic Energy Research Institute

Tokai-mura,.Ibaraki-ken, 319-11, Japan

In this session, the following five poster session papers are-
presented:

(1) " Inverted Annular Film Boiling and the Bromley Model" by
M.K. Denham,

(2) "A Correlation of Low Flow, Low Pressure, and low-to-Moderate

Quality Post-CHF Data" by C.D. Morgan and J.C. Chen,

(3) " Post-CHF Low-Void Heat Transfer of Water: Measurments in the
Complete Transition Boiling Region at Atomospheric Pressure" by
K. Johannsen and W. Meinen, and

(4) " Transition Boiling on Surfaces'of Different Surface Energy"
by S.K. Roy Chowdhury and R.H.S. Winterton.

Papers (1) and (2) are related to the film and dispersed flow
boiling. Paper (1) is treating the heat transfer for the inverted
annnular film boiling in a single tube, especially mainly subcooled
film boiling and discussing the breakdown of the inverted annular core.
Paper (2) is intending to modify the CS0 (Chen-Sundaram-Uzkaynak)

correlation developed at Lehigh University in order to correlate the
heat transfer for dispersed flow in a single tube.

On the other hand, Papers (3) and (4) are related to the transi-
tion boiling. Paper (3) is treating the boiling curve for the
transition boiling by means of a feed-back control of electric power
for heating a test section. Paper (4) is investigating the influence
of the surface energy of the heating surface on the transition boiling
by changing the surface treating condition.

In Paper (1), modification of Bromley's model was made by allowing
the heat transfer into the subcooled liquid core through the vapor film.
The heat transfer into the core was estimated by using the translent
heat conduction solusion for a circular cylinder of the liquid core.
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In the model developed by Murao [1], the constant heat flux was
assumed to solve analytically the equation derived by Bromley's

method. In Paper (1), however, the above assumption was not used
and the equation was numerically solved. The model was checked with
the data from the REFLEX single tube test rig at Winfrith. Results
shows good agreement between the measured and the calculated for the
Weber number less than 20. The auther explained that the inverted

annular flow was breakdown at the location of Weber number of 20.
Additionally the auther concluded that the modified Bromley correla-
tion is more less successful which used the representative lengh
derived from the consideration of the interface instability. The
comments for this paper are: (1) It is unreasonable that the density
of the liquid column is the quality-weighted average density instead
of the void-fract on-weighted average density. (2) The discrepancy

shown in Fig. 2 of Paper (?.) niay be caused by the overestimation of

the radiation term. (3) It is necessary to consider the hydraulic
disturbance induced at the quench front. (4) It is necessary to
consider the steam penetration from the vapor film to the liquid core
and to consider the resultant two-phase core. (5) The flow pattern

in the single tube is different from that in the bundle of the nuclear
fuel.

In Paper (2), modification of the CS0 correlation developed at
Lehigh University was performed by considering the entry length effect,
liquid droplet sink effect and wall heat flux effect, since the existing
correlations listed in Table 2 in Paper (2) were found to be of
questionable reliability for the B & W date of low flow rates and
low-to-moderated qualities. Addition to the usual thermal entry
length effect, hypothesized was the heat transfer enhancement due to
heat sinks provided by evaporation of liquid droplets in the vapor.
The axial length is defined as a distance from the CHF Iccation in order
to describe the entry length effect. The heat sink effect was assumed.
to be described as a function of liquid volume fraction (i.e.1 - 2),
where a is void fraction and calculated using homogeneous flow theory.
For wall heat flux effect, the Boiling number was used. For practical
use, a correlation was derived by using the vapor quality instead of
the vapor fraction in accounting for the presence of droplets.

Tha comments for this paper are: (1) The void fraction calculated
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using homogeneous flow is different from the real value. (2) The
limitation of the applicability to the heat transfer in the fuel

bundle should be considered for the correlation developed using the
data from the single tube tests.

In Paper (3), a copper hollow cylinder of high heat capacity was
heated by electric heaters whose power was controlled to obtain the
desired average temperature. Since average temperature evaluated by
three thermocouples was used, a degree of the freedom of the temperature
distribution existed in the test section. The coolant was introduced
into the central hole of the cylinder positioned in vertical direction.
By changing the inlet subcooling and the mass flux of the coolant
(water), boiling curves and axial wall temperature distributions were
measured. The comments for this paper is: It should be noted that
the obtained results may be depend on the test apparatus, since the
transition boiling may be explained as co-existance of the nucleate
boiling and the film boiling and the average temperature is obtained
from the temperatures at three points determined arbitrarily where the
heat transfer mode depend on the test apparatus.

In Paper (4), the effect of the surface energy on the transition
boiling was investigated by immersing the hot metal cylinder with
verious degree of surface finish into the quenching fluid. It was
found that the higher energy surface yields higher minimum film boiling
temperature where the higher energy surface is more easily wetted with
the fluid. The film boiling based on the hydrodynamic instability
seems to occur in lower possibility on the higher energy surface. The
comments for this paper are: (1) It should be carefully examined that
the data evaluation method is reasonable or not, where the heat flux
was evaluated by thennally lumped analysis assuming that the heat flux
is equal over the whole surface. (2) The results may be dependent on
the test apparatus.

In the discussion, summarized are:

(1) Excellent two papers of low-void heat transfer for the pool and
flow film boiling are presented. One developed a Bromley type
correlation and another developed a convective heat transfer type
correlation.

(2) They are investigating the parameter effects of the subcooling,
void fraction and distance from the quench front or CHF point.
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(3) The hydrodynamic condition in the test section should be
considered in the modeling for heat transfer, since the void
fractions in the tube and the bundle are different from each
other and the void fraction is not calculated with homogenous
flow assumption and the droplet size and the droplet velocity
is dependent on the configuration of the test apparatus.

(4) In the modeling of the heat transfer, to be additionally
considered are: (1) vapor penetration from the vapor film to
the inverted annular core or the inverted two-phase core,
(ii) change of the flow pattern like the breakdown of the inverted-
annular core, (iii) disturbance yielded at the quench front or CHF
point and (iv) treatment of the radiative heat transfer for verious,

flow conditions.
(5) The flow velocity effect on the film boiling heat transfer

should be modeled by considering (1) heat transfer from vapor film
to liquid, (ii) momentum balance governed by frictional force
between two-phases, flow acceleration at the quench front or the
CHF point and gravity force related to the void fraction.

(6) Excellent two papers of the transition boiling are presented.
Both are investigating the boiling curve for transition boiling.
One used steady-state temperature control method and another used
a transient quenching method.

(7) They are investigating the parameter effects of the inlet subcool-
ing, mass flux of the coolant and the surface energy.

(8) Though their results seem to be dependent on the test apparatus,
*

Isince the transition boiling may be explained to be coexistance of
Ithe nucleate and the film boiling, they are qual.itatively valid. 1

(9) The information of the surface energy effect on the transition
boiling is useful to investigate the transition boiling itself and
the film boiling caused by the hydrodynamic instability of the
vapor-liquid interface.

!
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A Simple-To-Use Post Dryout Heat Transfer Model Accounting for
Thermal Non-Equilibrium

,

D. Hein, W. K6hler

Kraftwerk Union AG, Erlangen, FRG

Abstract

On the basis of own experiments with 6 m long inside cooled tubes
in the pressure range 50 to 250 bar and data from the literature
a post dryout heat transfer r iel was developed. It is based on
the existence (? a representative thermal non-equilibrium. The
vapour superheat can be calculated from an energy balance. The
only unknown quantities are the heat transfer coefficient o( between
the droplets and the steam and the surface area F of all the drop-
lets. To avoid that the size distribution of the droplets and the
slip has to oe known for all parameter combinations of interest -
which is unpractical for use in design calculations - the product
of (M F) was looked at. It was found that the value (0(F) is nearly
constant with changing steam quality in the post dryout region.
( o( F ) was determined from experimental data as a function of the
mass flow rate and the Laplace-constant. Using the so calculated
vapour superheat one of the well known single phase heat transfer
correlations can be used for determindation of the wall temperature.
Comparisons of measured wall temperatures with calculated ones
showed good agreenent over the pressure range 50 bar up to the
critical pressure.

358



1

.

1. Introduction

In once-through: boilers all flow patterns from single-phase water ;

flow to dry-steam flow can be found. Similarly, all heat transfer
regions including post-dryout with reduced-heat transfer is present. i

In oder to design the boiler tubes correctly the maximum tempera-
'tures which could occur during operation should be known as
P.ccurately as possible. Another field in which heat transfer in
the' post-dryout region plays an important role is the loss of
coolant accident in water cooled nuclear reactors. In this parti-
cular case the maximum fuel rod temperatures are of interest as
.they determine the possible extent of damage caused to the core.

Three different paths were taken in the development of computer
codes-for calculating heat transfer in tne post-dryout region:

purely empirical correlations based on single-phase heat-

transfer /1, 2, 3/. Their coefficients and exponents.were
determined with the help of regression analysis from a large
amount of experimental data,

predominantly theoretical models describing in detail transport-

phenomena which influence heat transfer /4, 5/,

models taking'into account the essential physical phenomena by-

means of empirical ~ quantities /6, 7/.

The purely empirical correlations did not stand the test: here,
the danger lies in the fact that slightly altered conditions could
lead to disproportionately large errors. The other extreme - the
effort to describe all physical phenomena on microscope scale
proved only partically successful. This method assumes that the
user has the knowledge of, among other things , the drop size distri-
bution at all pressures and for low as well as high mass flow rates.
This is obviously unrealistic.

Therefore a middle-of-the road solution suggests itself, namely a
method that. combines the advantages of both approaches described
above: largely theoretical description of the dominant physical
phenomena - in the case of post-dryout heat transfer it is the
thermal non-equilibrium in the flow and empirical determination
of thermodynamic quantities i.e. there are no assumptions about
physical details left to the user. This approach was chosen for the
development of~a simple-to-use heat transfer model in the post-
dryout region.

2. Experimental Details

The test on whose results the model was based were carried out in
the BENSON test rig /8/ shown in Fig. 1.
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Fig. 1: BENSON-Test Rig

The experimental plant essentially consists of a high pressure
loop, 1000 kW D.C. power supply unit. cooling tower and a water-
treatment plant. The rig.is suitable for conducting tests with
water, steam or two-phase mixture, its capability extends to
supercritical pressures up to 330 bar.

The investigation of heat transfer in the post-dryout region was
carried out using internally cooled 6 m long tubes. In order to
achieve high flow stability the rig was operated in once-through
mode.
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- iFig.:-2 snows an: instrumented test section. By soldering 45 thermo-
couples along the, entire.legth of the tube the temperature and~

. .henceuthe heat ~ transfer could be determined.

A typical example of a temperature distribution is shown in . Fig. 3
With constant heat 11nput along the longitudinal axis the-enthalpy
coffthe fluid rises' linearly...
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Fig. 3: Temperature distribution along heated pipe

The test matrix in post-dryout experiments comprised altogether
500-tests which covered the following parameters:

Pipe diameter: 12.5, 14.0, 24.3 mm

Pressure : 50 - 250 bar

Mass flux : 300 - 2500 kg/m2-s

Heat flux : up to 600 kW/m2

<

3 Model Description

At the position of the boiling crisis both phases --water and
steam - of the two-phase mixture have the same teinperature. Down-
stream the vapour can be superheated while the water droplets
remain at saturation temperature. A thermal non-equilibrium between
the two phases builds up. At a certain distance the process stabilizes
i.e. developed thermal non-equilibrium exists. With increasing
steam quality resulting in' higher velocity and increased turbulence
of the two-phase mixture the thermal non-equilibrium can be reduced_

;

| again. Therfore-the heat transfer increases more than the increase
due to higher convection (caused by higher velocity) alone.

L
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However, the highest surface temperatures in the post-dryout region
occur just as developed thermal non-equilibrium is reached. If it
were possible to calculate these temperatures with sufficient
accuracy it would mean that the deviations upstream and downstream
of this region were'only of secondary importance leading to a
significantly simplified prediction of heat transfer in boiler
tubes. When taking this approach the assumption is made that for
all parameter combinations a value of developed thermal non-equi-
librium exists by which the behaviour of the surface temperature
is determined.

The degree of the developed thermal non-equilibrium can be deter-
mined from an energy balance, Fig. 4. Making the simplifying
assumption that the specific steam enthalpy alongthe pipe section
does not change we can put h =h The added :leat input is used
only for evaporation and supNheatNg. of the newly formed steam.

inlet enthalpy heat input exit enthalpy+ =
flux flux

o o o

Axmxmsmmmmmxmxmx
O ol (m,+As) hy,O0 O

m, h ,-+ O |4y
0 o y

' '
m, h' 9 ' O O oO 4 ( , _. 3 . ,3 . n.m

O O o
m m smmx x m xx m x m m m y

water droplets

Fig 4: Determiantion of thermal non-equilibrium from
energy balance

With these assumptions the steam superheat can be expressed as
-

.

shr, 4.cy.q[_a d,+ = d -a:y s ),
2t ah (a F)3,v

-

g
.

Here, only the product ( of F ) of which c( being the heat transfer
coefficient between the water droplets and steam, F the surface
area of all the evaporating droplets, is unknwon. The water drop-
lets surface area is related to unit area of the heated pipe wall.
In the literature the attempt is made to determine the value of(a F) using heat transfer correlations for flow in contact with
spheres. This approach requires however, the knowledge of represen-
tative droplet diameter, droplet distribution function and the
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relative velocity between the droplets and steam along the eva-
poration path-of the droplets. This information is not available
as yet.

If we assume that for every combination of system parameters there
exists a value for the developed thermal non-equilibrium then we
do not~ require the detailed calculation of heat transfer between
droplets and steam .

To every parameter combination a value of (o(F) can be attributed.
This value is independent of local steam quality and therefore i;
is constant along the flow path.

An empirical correlation for heat transfer coefficients and heat
exchanging area between the steam and water phase was developed
from experimental data:

1,473 10-7 (6/A)133 4 6/A s 176710- 3

3.078 10-24 (6/ A)' f. h/ A > 1767 103

where e is the mass flux and A the Laplace constant

U

*
A '

a ltg- Sy)i

The actual steam quality can be found from energy balance

. h - h'
*

g + c ad(,,ah1 y

where h is the enthalpy of the fluid which can be determined on
the basis of mass flow and heat input. When the steam is not super-
heated the above equation reduces to the usual definition of steam

; quality namely to

. h - h'
**

! ahn
i

The thermal non-equilibrium factor U is often employed to
quantify ther thermal non-equilibrium. Csis the ratio of the
actual steam quality to that arrived through the energy balance

|- equation:
$ adon.

W :
S eydtibe;.m
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!
Using the above, equation we obtain |

U = 2/b/1. (4 c q)/[ah (a Fla,]' + 1)y

Fig. 5 shows, for pressure'between 50 and 210 bar, mass flux from
i 500 to 350 kg/m2 s and heat flux up to 1000 kW/ma, the calculated

thermal non-equilibriu.n facter O . The relationship between U and
steam superheat is established in Fig. 6.

* 3500
t 3500

p = 50 bar p * 100 barg, gg

mis m,2

oE
2500 - Qf g 2500 -

2 1000 kW'm2 1000 6 *f /m2
b

700 700

g 500 500

g1500 - 300- 1500 300-

100 100

0,70 0,18 0.86 0.94 0,70 0.78 0.86 0.94e e

3500 3500

#* D *'
kg gg p * 210 ber

2ms 2ms

og 1000 kW/m2 2500 - 1000 kW/m22500 -

x 700
500a 500

3.C 3@

g i5m
-

i5m -

,,
t e >=
; E
:

500 ' ' ' ' 500 ' ' ' ' ' '
O.10 0 18 0,86 0.94 0,70 0,78 0.86 0.94

4 4

Fig. 5: Determination of non-equilibrium factor ds

'
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Fig. 6: Determination of steam superheat

To determine the wall temperature it is only necessary to find
the heat transfer coefficient between the steam flow and pipe wall.
To this purpose the proven correlation for single phase flow by
GNIELINSKI /9/ can be employed:

({/8HRe - 1000) PrNu =

1 + 12,7 V{/8'-(Pr2n _ ;;

5: (1.82 togio Re - 1,64)-2

The Reynolds number is determined using the average velocity of
the two-phase flow. Assuming no slip in the post-dryout region the
two-phase flow Reynolds number is

-

Re = iad (1 - Aa,Il9v /9 I4
SV ( .

The above assumption of no slip (made for the post-dryout region)
implies that the water droplets travel " passively" within the
flow and that neither momentum nor heat exchange between the drop-
lets and the heated surface take place.
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To determine the.value of fluid' properties the average boundary
layer temperature'is used; it is formed from the arithmetic-mean
.ofisteam and wall temperatures.

Finally, .the wall temperature is obtained from the sum of saturation
temperatures 4I superheated steam temperature &&sup and excess

SAT,g/c4wall temperature .v

Ow = 05 + 4 0 ,+ k / E3 v

Up to the point of heat transfer crisis (x two-phase flow ispractically in thermal quilibrium since evk8)the wall temperature,

is only a few degrees above saturation.
Thermal non-equilibrium begins.to form downstream of the location
where heat transfer cdsis first occurs and,is not fully developed
until the point of minimum heat transfer (x OLmin) is reached.

_

In order to obtain a reference value for the development of thermal
non-equilibrium it is assumed, that, from the onset of the heat
transfer crisis, the entire heat input is used to superheat the
steam already generated up to that point. With this assumption,
the value I min, at which the steam reaches that superheat temper-
ature which corresponds to fully developed thermal non-equilibrium,.
can be determined with the help of an energy balance.

A 'Cv ' AO *u s. .

x, =x +y
ahh

In the region between foo and let min we assume a linear increase of
wall temperature. We believe that the development of thermal non-
equilibrium is the explanation for the gradual decrease in the heat
transfer coefficient in the region following the dryout point.

The transition to single-phase steam flow is simulated in the
calculation model by keeping the wall temperature constand above
a certain steam quality Rlim until all droplets have evaporated.
This steam quality is a function of pressure:

in = 0,7 + 0,002 p
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4 Mod 71 Varification

The model was verified by 368 reference calculations using data
from heat transfer tests carried out by HERKENRATH /10/ and own
test data. The model is being tested further by employing data by
BECKER /11/ and CH0JNOWSKI /12/. Fig. 7 and 8 show typical
comparison between calculated and measured values.
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Fig. 7: Calculated and measured wall temperature distribution
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Comparison of low and high mass flux is shown* in the upper and
lower diagrams respectively. The figures show also that the for-

1

mation of thermal non-equilibrium from the point of boiling crisis I
up to the location of minimum heat transfer coefficient is predicted I

with sufficient accuracy by the model. The largest deviations |
between model and measurement are caused by errors in predicting
the location of the boiling crisis and are therefore independent|

of the heat transfer model used in the post-dryout region. However'

the above kind of comparison was chosen in order to point out
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'As fcr as wallItemperatures are' concerned 88 % of all dryout tests
'were predicted within + 40 K. The mean square deviation between
the measured and calcuTated maximum temperaturea is 5.8 K, the
standard deviation and RMS error are 26 K and 27 K respectively.

dryout
7

- - = p
,

f boiling.gm
! b-a

,fi, \
gac i i

e / ,,

3 .,/ ,I |ky /y$_-.. - - - -

,'| / // post dryout

8f' e i i - l ' region

( - } , , , g, , , , ,' J ' steam'

v ,

g; j 7 * 7f ej / - convectionI

f'% |l+* ",uth=:nJ ' '' y ~
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boiling ( p# N3! convection
I i \ >

$ / / / / *''y j| '/ b/ / /- f / fu
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enthalpy h

i

1

Fig. 10: 3-dimensional representation of heat transfer for
,

forced flow conditions in pipes |

i

t

t

Fig. 10 depicts in a three dimensional view the calculated heat,

transfer coefficient as a function of the enthalpy of the fluid
iand pressitre. In the region of fully developed nucleate boilingi

! the heat transfer coefficient was calculated according to JENS -

; and LOTTES /13/, in single-phase flow GNIELINSKI's correlation
/9/ was used.

.
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that modals for h0ct tecnsfor in the post-dryout region are only
as good as the model which predicts the boiling crisis.

In uccer to get "a feeling" for the accuracy obtainable with this
model, the di fference between the maximum measured and calculated
wall temper _ res in the post-dryout region are shown in Fig. 9.
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| Fig. 9: Comparison between calculated and measured maximum
wall temperature in post-dryout region

The ratio of mass flux and the Laplace constant, this being a
measure of heat transfer between the steam and water phase in this
model, is plotted along the abscissa. In this way the empirical
correlation for heat transfer between steam and water in a large
pressure and mass flux region was checked. The values in Fig. 9
confirm that the model gives good results for the range of examined
pipe diameters between 10 and 24 mm. Larger deviations originate
almost completely from tests in which film boiling (DNB instead of,.

dryout) occured. In these cases the Loiling crisis location shifts
towards low or even negative steam qualities (obtained from an
energy balance).
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l

5. Conclusions !

The proposed model uses a single-phase steam correlation to .

|calculate the heat transfer in the post-dryout region while taking
into account the thermal non-equilibrium between the water and
steam phase. Thus it can be classified as two-step model as
introduced by /14/. The empirically determined quantity (o( F) was
identified to be a function of mass flux and through the Laplace
constant a function of pressure. This leads, apart from the obvious
advantage of being easy to use, to a wide range of parameters over
which results with good accuracy can be achieved.

.
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ABSTRACT

A sechanistic model of heat transfer in a dispersed steam and droplet flow
has been compared with experimental data from a multi-rod facility designed to
allow detailed measurements of droplet size and velocity distributions. For the
conditions analysed the droplet field was adequately described by a single drop i

equation of motion, and the stese desuperheating of fact of the drops was well
predicted by use of the 14e-Ryley stese-drop heat transfer correlation. It was - 1

found that enhancement of steen convective cooling by droplet-induced turbulence '

can be significant and modelling refinements in this area are needed.-

|
'

1. INTRODUCTION

Heat transfer in dispersed flow film boiling conditions is of importance for
cooling a FWR core during the reflood phase of a postulated LOCA. Some advanced
reflood codes incorporate mechanistic models in which the dynamics and heat |
transfer for each phase are considered separately. In order to obtain information -

to aid the development of such models, esperiments have been undertaken in a |
heated multi-rod cluster of FWR type geometry, with flow visualisation, in which ,

ester droplets can be injected into an established steady stese flow. The |
!resulting rod cooling rates and esasured droplet size and velocity spectra are

being used in developing an analytical model in which the droplet dynamics and the !

contribution of droplets to the overall heat transfer are represented in detail. !
Here we describe the relevant experiments and present a selection of data. The !

main features of the model are described and predictions compared with |
cuperimental data. Uncertainties in the modelling of stese-droplet heat transfer i

'

cod of drop-induced enhancement of stese convective cooling are examined, and
Irequirements for further modelling refinements are identified.
i

2. TME EXPERIMENTAL DATA

!
2.1 objectives i

!

The esperimental data is taken f rom the Multipin Cluster Ris at Berkeley
Laboratories. This test facility, described below, is steed at studying the !

cffects of local blockage upon reflood emergency core cooling. This paper is |
however limited to consideration of data obtained below the' blockage elevation and |

) in the undistorted blockage bypass region. Therechydraulic effects are measured :

ceparately as far as possible. heo types of test are considered here, vist- f
;

1

| 1) Steam flow ' tests whteh can be used to assess steady state single phase heat
: transfer.

, .,
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2) Steam and droplet tests in which the cooling rates observed upon injecting a
steady flow of water drops into a co-current steam flow enable investigation
of dispersed flow two phase effects with well characterised test section
inlet conditions.

Reflood and air flow distribution tests are also performed and are described
elsewhere, e.g. Fairbairn and Piggott (3).

Unblocked bundle single phase data and blocked bundle steam and droplet data
corresponding to unblocked subchannels are described below after the following
outline of the test facility. l

2.2 Description of Test Facility

The test section is shown schematically in Figure 1. The 44 heater rods are
held in the vertical on a square pitch (pitch to dianter ratio of 1.33) inside a
transparent cylindrical silica shroud. Each rod has a maximum power of 2 kw and a
1 metre heated length. Some heater rods contain 6 thermocouples whose junctions
are spot welded to the inner surface of their Inconel sheaths at certain
prescribed positions. In order to preserve the correct value of flow area per rod
within the circular perimeter of the silica shroud 8 unheated dummy pins have been
included between the top and bottom grids. A spacer grid is installed at an
elevation near the centre of the heated length of the rods. This extra spacer
grid was made by spot-welding together lengths of 0.72 mm diameter Nichrome wire.
It causes a 32.4% blockage of the subchannels between the rods.

Steam or water flows can be introduced into the lower plenum where they pass
along the unheated section of the rods (~ 400 nun long) prior to passing over the
bottom grid to flow along the heated section (~ 1000 nun long) of the rods within
the silica shroud. An air flow can be introduced into the test section using the
water supply inlet port. It is also possible to inject water droplets directly
into each subchannel through capillary tubes which are terminated just above the
bottom grid.

I The silica shroud can be surrounded by a thin walled metal reflector used to
minimise bundle radial temperature gradients. Vertical slots ~ 3 pin pitches wide
were lef t at opposite ends of a diameter of the reflector to enable photography of
droplets inside the silica shroud under condittens of back-lighting.

|

| All tests are performed at atmospheric pressure.

2.3 Steam llent Transfer Tests

This work is an essential precursor to the two phase tests because it permits
estimation of rig specific details like thermal entry and grid effects. Single
phase data are necessary for model development as steam convection is a dominant
part (~ 80%) of total rod heat transfer in a dispersed flow (see later). Effort
has been concentrated on the transition flows, between laminar and fully developed
turbulent conditions, which are in the relevant range for dispersed flows in the
FI,ECliT experiments (1).

Steam genergted in an electrode boiler can be passed up the rods at a rate of
up to ~ 6 kgta m s~. Ileat transfer tests are performed at a steady state with

~

rod powers adjusted to give a steady temperature across the whole rod bundle at an
axial elevation (the control elevation) of ~ 18 equivalent diameters f rom the
start of the heated length. Typical results for an unblocked bundle are shown in
Figure 2 in the form of Nusselt numbers calculated using the local subchannel
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hydraulic diameter and the local steam temperature (calculated from a heat
b lance). They re present convective heat transfer only since rod thermal
redittion loases are calculated separately, by considering each rod to be
surrounded by a ;ylindrical surface of mean temperature and area determined as a
function of elevation from the temperatures and perimeters of surrounding rods.
R diative ad weption by the steam is described in terms of a mean beam length
(ccken to be 0.85 of a subchannel hydraulic dianeter) and an attenuation
cc fficient which treats the steam as an optically thin medium. Axial radiative
h::t transfer is ignored, as is axial thermal conduction which is usually ~ 1% of
rcdial heat transfer. Overall uncertainty in the Nusselt number is mostly ~ 15%.
Th:rmal entry effects at the start of the heated length and heat transfer
cnhancement at the Nichrome spacer grid are obvious. Reynolds numbers f rom this
test vary from ~ 6000 at inlet to ~ 4000 at tb end of the heated length - this
variation accentuates the entry effects.

The variation of Nusselt number with Reynolds number is shown in figure 3 for
en elevation near the end of the heated length where the entry and grid effects
h:ve largely decayed away. The data show a transition between the laminar flow
prediction of Kim (2) and the standard Dittus-Boe 5'.I5'!0''."10** "'h'P- ^ ''"''

squares fit gives the Nusselt number varying as Re This power law has
b:en used, together with an axial variation described by a polynomial fit to the
dcta (shown as the dashed line in figure 2), to represent steam phase heat
transfer in the model of dispersed flow presented later. This approach enables
attention to be focussed on the behaviour of the droplets where the greatest

uncertainties lie.

2.4 Steam and Droplet Tests

In these tests saturated water droplets are injected through capillary tubes
into the steam flow at the subchannel centres near the start of the heated length.

c st of the drops created by the break-up of the water jegs issuing f gora thosetubes are of ~ 1.2 mm diameter. The rod powers are low (4 0.36 kW m' ) but
sufficient to maintain an initial steady temperature.

The steam boiler takes about 100 seconds to stabilize out at its maximum
output and this characteristic has been exploited to obtain data on rod
temperatures and cooling rates at two steam flows. Figure 4 shows inlet and
outlet steam flowrates during an experiment used below for comparison with model
predictions. In such an experiment it is not possible to achieve steady state
conditions so the experimental data are plotted in the form of cooling rates which
have been taken as the slopes of least squares itnear fits to the data taken over ,

tUncertainties in the slopen are10secondgimeintervals(21datapoints).6%. The droplet injection rat 1.35 gm s~ per subchannet),
to a reflood rate of ~ 10 mm s~g (was constant

generally
throughout this :equivalent ,

'

cxperiment. The axial variations in rod temperature and cooling rate for contre
and peripheral rods for the two steam flows chosen are shown in figures 12 to 15.
Apart from blockage effects which are described elsewhere by Fairbairn and Piggott
(3), there is an obvious enhancement in heat transfer above the spacer grid,
p rticularly at the earlier time point when the rod temperatures are higher.

'

Photographic studies have been carried out for tests with water injection
into only one subchannel in order to simplify analysis of the films. Figuron 5 to
8showdropletvelgettiestaken[romhighspeedmoviesoftestswitha,steamflowof - 6.5 kg m-2 ,- (or 57 gm s" - i.e. similar to e time a in figure

5)andacogstantsingleinjectorflowof0.675gms'gnditionsatThe initial jet velocity.

!is 2.50 ms" so that the relative velocity between the steam and the dropa is near
the droplet tarminal velocity. The drops are therefore accelerated slowly up to
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the grid elevation and few drop interactions are observed. The mean velocities,
u, shown on the figures are momentum averages such that

.

I "i"iig ,

f "i
where og and ut are the individual drop masses and axial velocities for a sample
of 100 consecutive drops. Drop size histograms are presented in figure 9 which
show that the sauter mean diameter increases somewhat, presumably due to drop
coalescence, up to an elevation just below the spacer grid. Above the grid there

| is a marked increase in the number of small drops due to drop breakup at the grid.
| Some 70% of the drops are observed to hit the grid. The effect of the grid on

drop velocities is shown in figure 7 where we show velocities for a typical subset
of the data of figure 6 (elevation 12 nse below the grid) plotted along with the
sizes and velocities of those same drops and a selection of the fragments produced
from them at an elevation 12 mm above the grid. It is clear from the movies that
most of the mass of each drop usually carries on at much the same velocity after
hitting the grid and that a number of small, slower moving, fragments tends to be
left trailing back to the point of impact. Some droplets are entrained from water
deposited on the grid. Figure 8 (elevation 39 mm above the grid) shows that tt e
small fragments are accelerated rapidly. The mean velocity is not strongly
affected by the grid as shown in figure 11.

3. DISPERSED FIM HEAT TRANSFER MODEL

3.1 Introduction

! In order to predict the cooling rates measured in the steam and droplet tests
,

described above a detailed model is being developed which attempts a mechanistic
| representation of the heat transfer processes. In its present, early, stage of
I development the model calculates the cooling rate of a single unballooned pin
| given the inlet fluid conditions and the axial temperature profiles of the
, central, intermediate and outer groups of rods. The tien rates of change of all
| parameters in the tests analysed are suf ficiently low to permit quast-steady state
|

equations to be employed. The spatial variations are treated by a marching method
I which proceeds stepwise from inlet to outlet.

The control region of the model, shown in figure 10, is centred on the rod
I whose cooling rate is to be calculated and includes the fluid of the surrounding

four subchannels and the facing elements of the neighbouring pins.

All the droplets are assumed to have the same sino and velocity. Their
initial velocity is derived from the inlet liquid mass flow rate and the injector

internal diameter (d ). The initial drop size (d ) is calculated from theg o
wavelength of maximid instability of a capillary jet given by Chandrasekhar (4)
as

mi
1A =

0.697,

2 x)1/3(f d 1.891 d (1)siving d - -
j po

Droplet interactions are not modelled so that changes is drop size result only
from evaporation.
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3.2 Basic Reestions

The basic conservation equatione solved ares

(i)' mese conservation,

(2)
WL + "Y constant;=

(ii) somentum conservation for each phase,

= - (1-a) +FD-FCL ~ II~")P 8 (3)fh(vug) Lg

cad .

(4)Q(Wuy) -a$-r,-F,-Fay -.p s,=y y

| where W , Wy are the subchannel ease flow rates of the liquid and vapour phasest
cod where the Fg (described below) are forces per unit volume of the channel| cccounting for interphase drag (F ), well friction (F,) and momentum losses at theD
grid (Fyt, Fay) where they occurg

j' (iii) energy conservation,
I ,

.

d W (h +1/ "L ) + "V (h +I 9, (5)/ "V ) "
f2g g 2 y--

ds --

where Qg is the total heat transferred to the fluid per unit length of channel.
An equation for the evaporation rate,

dWy (')
7 = O /hisL

where Qg is the heat transferred to the (saturated) droplets per unit length of
channel, completes the set of basic equations. At each space step solutions to
these equatione are obtained by an toplicit numeriest scheme.

3.3 The Momentum Terme

I-terphase Drea

The drag force on a single droplet in the vapour stream is

c, "d* (7)1
/ Pv("v % ) "v~"tf, = *

2

; cod since there are
!

I 6(1-s) (g)
y, .

3nd

droplets per unit volves, the drag force per unit values is

(9)P (u -u ) u -u .F * "
D dD D y y L y g

1
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,

l

!

The drag coeffici=t C 13 Computed as a function of the droplet Reynolds number !D

d
PV

Red "V'L (10) |
"

N |
;

according to empirical results for smooth spheres.

Crid Model

The grid at 481 na elevation is a simple wire mesh of small axial extent; it
introduces a form loss into the vapour momentum equation,

N P "V OI)Fgy b=
2V

where the coefficient Kg = 0.53 is obtained from the grid pressure drop measured
in air flow tests. The momentum loss of the liquid phase is given by

( F f ,p. x,,,. U ug, (12)=
gt g t

where fg,p is the probability of a drop impacting on the grid wire, calculated as
a function of grid geometry and incident drop size, and x,o, is the mean

| fractional momentum loss of a droplet as a result of impact. It is assumed that
' for a given impacting drop the fraction of the incident axial momentum which is
| normal to the surface of the grid wire at each point is destroyed. The momentum
| loss is averaged over all displacements, relative to tte grid, of impacting drops,

and the mean fractional momentum loss of a drop is found to be
2d

8x* * =

3 ( d +d ) '
(13)

g

*ihere d is the diameter of the spacer grid wire.g

! 3.4 Heat Transfer
|

Wall / Steam convection
_

| Since the main objective of analysing the steam and droplet tests was to
assess the modelling of the droplet contribution to the overall heat transfer it

| was necessary to minimize errors in calculating the steam cooling contribution.
| Therefore, the functional dependence of the steam convective heat transfer

coefficient used in the model was that derived from measurements in steam cooling
| tests, and shown in figures 2 and 3. This procedure effectively bypasses the

dif ficulties of predicting the facility - dependent entry and grid ef fects, andI

| minimises the uncertainties associated with transition region Reynolds number
dependence.

Droplet-induced Enhancement

The presence of drops in the steam flow provides a source of turbulence
additional to that generated by wall shear, and this v111 enhance the steam
convective heat transfer as deduced from steam only experiments. The calculation
of this enhancement is problematic, and since the steam convective heat transfer
component is usually dominant this uncertainty could become very significant if
the droplet number density were high.

If the steam flow is fully turbulent the convective heat transfer is
determined within a thin boundary layer at the wall. In this case, since the
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boundary layer will be considerably smaller than the mean drop size, the boundary
layer wil be mainly affected by drop-induced turbulence in the free stream, rather
than by submergence of the drops in the boundary layer. Blair (5) has
investigated experimentally the effect of free stream turbulence intensity on
convective heat transfer and has expressed the results in the following
modification of Reynolds analogy:

f

St = "- (1.18+1.3 T) , (14)
2

where T (= /u'4/u) is the turbulence intensity of the free stream. Similarly
Simonich and Bradshaw (6) report an enhancement of the skin friction coefficient

i
tith increasing turbulence intensity in the form

(15)f I*

o (1+a T)w w

there a is length scale dependent and has a value a = 2 if the length sesle is
comparable with the boundary layer thickness.

The prediction of turbulence intensities in two phase dispersed flows has
been treated by Theofanous and Sullivan (7) who propose that the familiar
relationship between turbulence velocity, shear velocity and shear stress

u' =uh= -

A

remains valid if t, is replaced by the total shear stress on the continuous phase.
Theofanous and Sullivan introduced a turbulence energy distribution parameter 6,
cnd found that a value 6-2 resulted in predicted turbulence intensities in good
cgreement with measured values in both dispersed bubble and dispersed particle
flow experiments. Their analysis for mechanical equilibrium flows has been
cdapted for the conditions of interest here, where droplets may not be travelling
ct their tertainal velocity, to give

dFDh (a&6(1-s))+6 h (16)2
T ,

22 2puyy

Equations (14), (15) and (16) are used, togethar with equation (9), in the
standard form of the model to calculate an enhanced steam convective heat transfer!

coefficient. For single phase conditions the values of f required for agreement
with the measured heat transfer coefficient are in excell,ent agreement with values|

'

derivad from air flow tests, and this gives some ennfidence in the validity of the
apprtisch. It is anticipated that at lower flows, when conditions may not be fully
turbulent, and the boundary layer may occupy a significant fraction of the
subchannel area, this model wt11 increasingly underestimate the enhancement since
the direct interaction of droplets with the boundary layer will no longer be
negligible.

A simple alternative model which can be expected generally to overestimate
the heat transfer enhancement in the transition region treats the interphase drag
as a direct augmentation of the wall shear stress. In this case an effective
friction factor is obtained from the total shear stress on the gas phases

dh (F,+F )D_, (gy)
f =

22 oyuy
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The cffect cf the de:ps is treated as an effective increase in wall roughness with
a " rough wall" friction factor given by equation (17). Kays (8) has suggested
that the reported heat transfer effect of rough walls is well represented by the
relationship

h [ffa
(18),

hsmooth v amooth

rather than the normal Reynolds analogy. Equations (17) and (18) provide a
staple, " rough wall" model of the droplet enhancement of steam convective

,

'

cooling.

Steam / Droplet Convective Heat Transfer

The convective heat transfer between the phases, per unit volume, is given
by

h (T vT,,g). (19)9VLC VLC
=

V

A number of correlations of steam / droplet heat transfer coefficient have been
reported, of which two have been used in the model to examine the sensitivity to
this parameter. These are the Lee-Ryley (9) correlation

*5 0
NuVLC 2 + 0.74 Red Pry .33 (20)

=

| evaluated using free stream properties, and the Yuen-Chen (10) correlation

| NuVLC (1+B) 2 + 0.6 Re3
0.5 pry .33, (21)

0=

where

(h -h )/hB = y g g,g

and where properties are evaluated at film conditions with the exception of the|

density in Red which is the free stream density. The Lee-Ryley correlation is
| used in the standsrd form of the model.

Radiation

Radiative heat transfer is calculated in the manner described earlier with
the addition of the liquid component represented as an optically thin medium with

j cn attenuation coefficient given by
I g2

ag a,gg. .N=
d (22)4

I where Nd is given by equation (8) and the effective absorptance of the drops
( 2,gg = 0.9) is taken from Harpole (11).

3.5 Plow Diversion

In the axial region of the blockage the flow in the peripheral unblocked part
cf the rod bundle is enhanced by diversion of flow from the central blocked
region. In the present model this is represented by a step increase in the
peripheral steam flow at the elevation where the blockage begins, ar.d a step
decrease at the end of the blockage. The magnitude of the diversion is calculated
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on the basis of the flow areas in the blocked and peripheral regions, and is
cpplied to the steam component only. This -approximation is a good one for the
peripheral region since the blockage flow area is a small proportion of the total,
but the analysis of blockage throat conditions requires a proper calculation of
the flow diversion. Such a calculation is currently under-development.

4 COMPARISON OF MODEL WITH EXPERIMENT ,

4.1 Droplet Dynamics

The model has been used to calculate fluid conditions upstream of the
blockage in the central subchannel for comparison with droplet dynamics data from
the high speed films. Measured and calculated mean droplet velocities are shown
in figure 11 where it can be seen that the droplets are calculated to accelerate a
little more rapidly than observed. This can be attributed to the lack of droplet
coalescence in the model. The initial drop size is in good agreement with data
(1.09 ma calculated c.f. 0.93 mm measured), whereas that just below the grid is
too small (1.085 mm calculated c.f. 1.58 na measured at 469 mm). The errors of
cuali drop size and large drop velocity partially outweigh each other in the
cciculation of convective heat transfer to the drops, but the drop size effect is
the more powerful.

It is also apparent from figure 11 that the calculated droplet momentum loss
ct the grid is large compared with tha ame11 less indicated by the measurements.
In spite of these discrepancies the calculated droplet velocities are within i 15%
cf measured values and this is encouraging in view of the simplifications of
single drop size and no interactions made in the model.

4.2 Heat Transfer

Pin cooling rates and steam temperatures calculated by the standard form of
the model are compared with experimental data in figures 12 and 13 for low steam
flow, and in figures 14 and 15 for high steam flow. /.dditional calculations are
presented in figure 16 to illustrate the sensitivity to droplet heat transfer
modelling, and in figure 17 to show the sensitivity to turbulence enhancement
modelling.

It can be seen that the standard model prediction of rod cooling rate and
steam temperature is generally good, particularly for the centre rod calculations.
Fce these cases, where uncertainties in steam convective cooling and radiation
c:oling are saali, the good agreement between calsulated and measured steam
temperatures implies that droplet evaporation is well predicted. For the
peripheral rods in the region upstream of the blockage, the calculated cooling
r:tes at both times ate high by up to 25%. It is apparent from the 'no drops'
r:sult in figure 16 that the error is mainly in the steam cooling and/or radiation
heat loss calculations. The source of the error is not certain, but the radiative
h:at losses for peripheral rods are considerable in the low flow test (figure 12)
cnd are possibly not well modelled. Bundle steam velocity non-uniformities are
c1so neglected.

It is clear from figure 16 that the droplet contribution to rod cooling is
small at low elevations but becomes very considerable in the upper half of the
bundle. In part this arises from the decreasing importance of bundle entry
cffects on steam convective cooling (see figure 2), but it also reflects the
progressive increases in steam temperature and phase velocity dif ference which
1:ad to a corresponding increase in droplet evaporation. The comparison in figure
16 of different droplet heat transfer models shows differences of rod cooling rate
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comparable with the experimental scatter, though the outlet steam temperature is
better predicted by the Lee-Ryley correlation used in the standard form of the
model.

Figure 17 shows that the ef fect of drop-induced enhancement of convective rod I
'

coolingisgeallbutnotnegligible. For the droplet flow of this experiment(1.35 gm s- per subchannel) the enhancement of the convective component lies in
the range 10 - 20% depending on the model used. Discrimination between the models
considered here would require data from experiments with considerably greater
droplet flows.

The droplet and steam flows in the experiment described above are typical of
PWR reflood sisslation experiments and the model results presented here indicate
that for these conditions the modelling uncertainties associated wtih droplet
related heat transfer are not large in the unblocked part of the bundle. However,
it is expected that in the blocked region droplet concentrations will rise by up
to a factor 10 since only the smallest droplets will be diverted into peripheral
subchannels. In these conditions the modelling uncertainties both of droplet heat
transfer and droplet induced turbulence enhancement will be very significant and
prediction of rod cooling in the blockage throat is expected to be considerably
more difficult as a result.

5. CONCLUSIONS

Comparison of predictions of a detailed droplet dispersed flow heat transfer
model with measured rod cooling rates and droplet behaviour in a rod bundle has
led to the following conclusions:

(1) A droplet equation of motion representing non-interacting drops of uniform
size has calculated drop velocities correct to within 15% of measured
values. Future improvements should include a refinement of the model of
momentum losses at grids, and representation of observed droplet coalescence
and breakup processes.

(ii) Rod cooling rates were well modelled in the centre of the cluster and steam

temperatures were well predicted. This indicates that the Lee-Ryley
correlation used for steam-drop heat transfer provides an adequate
prediction of the desuperheating effect of the drops. Residual errors in
predicted cooling rates for peripheral rods are probably accounted for by
neglect of bundle radial steam velocity profiles and inadequate modelling of
radiative losses.

(iii) Enhancement of steam convective cooling by droplet-induced turbulence was
found to be small but significant at the low droplet flux of those tests.
Currently proposed models differ by a factor 2 in predicting the effect, but
discrimination between them requires experimental data for higher liquid
fractions.
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AN EXPERIMENTAL' STUDY OF HEAT TRANSFER ENHANCEMENT
IN DISPERSE FLOW IN R00 BUNDLESt

by

H. Kianjah, V.K. Dhir and A. Singh*
School'of Engineering and Applied Science

University of California, Los Angeles

ABSTRACT

In this work experiments have been carried out to study the effect of the
presence of a discontinuous phase on heat transfer in rod bundles. The test-
section is a four rod bundle with rod diameter and pitch of typical PWR fuel
elements and is housed in a plexi-glass tube. The rod bundle is 184 cm tall
and heated electrically. In the experiments glass particles with a mean
diameter of 30 pm and 100 pm are entrained in air. The data for the heat
transfer coefficient are obtained for mass flow rate ratio of particles to

air. varying from 0 to 8.6 or the volume fraction, 6, of particles to air
varying from 0 to 3 x 10-3'

The results of the experiments show that in the presence of the particles.

the heat transfer coefficients are significantly increased. The enhancement
increases with mass flow rate ratio of particles to air but decrease with the
flow Reynolds number. An enhancement of as much as 200% is observed with
30 un particles at a Reynolds number of 14500. However the enhancement with
bigger particles is much smaller, the maximum being about 30%.

INTRODUCTION

During reflood phase of a loss of coolant accident in light water
reactors, entrained flow conditions exist over a large extent of rod bundles
downstream of the quench front. The maximum temperature attained by the
rods prior to complete cooling significantly depends on the heat transfer rate
under entrained flow conditions. The purpose of this work is to determine
experimentally under simulated conditions the enhancement in heat transfer
resulting from agitation or turbulence created by the presence of droplets
in steanr flow.

Several studies [e.g.1-6] documenting the two phase gas-liquid heat
i transfer coefficients have been reported in the literature. These studies

unequivocally show that the presence of small amounts of gas in a flowing-
liquid can significantly enhance the heat transfer from the wall. It is

found that the magnitude of the ratio of two phase to single phase heat
transfer coefficient for bubbly and slug flow increases with the cross-
sectionally averaged void fraction. The enhancement in heat transfer

t This work was supported by the Electric Power Research Institute

Safety and Analysis Department, EPRI.*
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coefficient however decreases with an increase in the liquid Reynolds I
number. ;

Two phase heat transfer is largely dominated by its turbulent nature.,
' In an attempt to better understand this, Serizawa et al [7,8] have made a

detailed study of the structure of turbulence in aTr-Eter bubbly flows.
From their results it was noted that in fully developed turbulent flows
generally all of the turbulent parameters were uniform across the central
portion of the tube. Serizawa et al found that the relative turbulent
intensity was minimum at the tuE Enter and generally increased towards the
tube wall. However, it must be noted that measurements were not taken for
|r/R | > 0.9. They also observed that for a constant liquid velocity the
turbulent intensity first decreased with an increase in gas flow rate and
then as the gas flow rate was further increased the turbulent intensity
increased also. Finally, Serizawa et al concluded that in the turbulent
transport process it is the turbuleiit ve'locity components of the liquid-
phase which are the most important. Contrary to these observations, Theofanous
and Sullivan [9] have found that there is a strong dependence of the turbulent
intensity on the flow rate of the discontinuous phase. Theofanous et al have
experimentally studied turbulent intensity in two phase bubbly flow in pipes
and have modeled the effect of turbulence on wall shear stress. Use of
Reynold's analogy to their wall shear stress model, as has been shown by
Drucker et al [10], results in an expression for the ratio of two phase to
single pEsi- heat transfer coefficients as

Nu

$E P = (1-a ) + 300 (1-a) (1)Nu
sp Re

Arguing that the increase in wall shear stress in the presence of a
discontinuous phase results from the interaction of the two phases and that
the velocity characterizing this interaction can be assumed to be proportional,

to the slip velocity between the two phases, Drucker et al correlated most
of the two phase flow heat transfer data available inThiliterature as

$=1+C !" (2)y 2
( Re )

The constant C1 was found to be 2.5 for flow in tubes and 3.25 for flow over
a four rod bundle [10]. Drucker et al proposed that similar enhancement
mechanism and a correlation similar to equation (2) should be valid when solid
particles are entrained in a gas. Theofanous and Sullivan also'made the same

,

observation.

Several studies of heat transfer in flowing solid-gas mixtures have
also been reported in the literature. The earliest quantitative study out
of these is that of Farbar and Morley [11]. In their experiments Farbar and
Morley entrained alumina-silica catalyst particles in air and passed the
mixture through a 17.5 mm I.D. tube with its wall maintained at a nearly
constant temperature. They observed that the heat transfer coefficient
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increased with the ratio of mass flow rate of solids and air and with the flow
velocity. However for turbulent flow of air, the enhancement in heat transfer
was found to decrease with flow Reynolds number. For mixtures of particles
lying in the size range 20-210 pm, they correlated their data as

30.450.6 rWs
Nu = 0.14 Re (3)

tp

Subsequently Farbar and Depew [12] conducted experiments on nearly uniform
particle sizes of 30, 70, 140 and 200 pm. In these experiments they observed
that the smallest particles resulted in highest enhancement in heat transfer
whereas the largest size particles had no appreciable effect. The thermal
entry length was found to increase with particles and Depew andFarbar [13]
report, it could be three times higher than that for flow with no particles.

Danziger [14] correlated a variety of heat transfer data obtained with
solid-gas flows. These data covered a range of Reynold's number from 178-25400
solid loading ratio from 2 to 446 and tube diameter from 17.5 to 38.5 mm.
From these data it was concluded that the two phase heat transfer coefficient
increases with loading ratio in the same way as given by equatior (3).

An attempt at developing a mechanistic model for heat transfer in
solid-gas flows has been made by Briller and Peskin [15]. They proposed that
shrinkage of the laminar sublayer as a result of penetration by solid particles
is the main reason of enhancement of heat transfer. By incorporating quantities
such as laminar sublayer thickness, number density of particles and penetration

expression for the two phase h
Their expression gives a dependence of (Ws/Wa) gag ith

depth, they have obtained an explicit
transfer coefficient. w-

loading ratio which is about the same as given by equation (3). However their
expression has a limited range of application. At very high Reynold's numbers
they conclude from their data that it is the thermal capacity of the flow which
enhances the heat transfer rather than the thinning of the laminar sublayer.
This conclusion is consistent with the observation made by Tien and Quan [16]
from their experiments with lead and glass particles. lhe enhancementwas
smaller with lead particles which had lower thermal capacity.

The presance of particles in a gas stream is also found to enhance
heat transfer during cross flow over tubes [17]. A very comprehensive review
of heat transfer in solid gas flows has been presented by Kramer [18].

The purpose of this study is to quantify the enhancement in heat transfer
as would occur in disperse flow regime due to the turbulence generated by the
droplets . During reflood phase of the LOCA the droplets continue to evaporate
as a result of heat transfer from the wall and from the steam. The continuous
evaporation coupled with different modes in which heat can be transferred to
the droplets, makes it difficult to discern in a real system the role the droplets
play in improving the heat transfer from the wall.. Thus in this study experi-
ments are conducted by entraining glass particles in air. The density ratio
of glass to air is about the same as of water to steam at expected system pres-
sure during a LOCA.
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EXPERIMENTAL APPARATUS AND PROCEDURE

The test apparatus was designed so that entrained flow heat transfer
experiments without phase change could be performed on a 4 rod bundle with rod
size and spacing typical of that of PWR fuel elements. The flow parameters and
the loading ratio of the particles were chosen so as to cover the range of these
parameters in typical reflood conditions.

Apparatus: The main components of the test apparatus are: the test section, a
mixing chamber, variable area nozzle for metering flow of particles and a
filtering system. Figure 1 shows a schematic diagram of the apparatus. The
glass particles are stored in the feeder tank which is placed on a weighing
machine. The variable area nozzle connects the feeder tank to a horizontal
plexig.as tube which acts as a mixing chamber. One end of the mixing chamber
is cannected to utility air supply via a rotameter. The other end is connected
to a flow establishing section preceding the test section. The flow establishing
section is 77 cm long and is a 5.08 cm I.D. plexiglas tube. To re-establish the
flow soon after it leaves the mixing chamber, a secondary air supply line is
connected to the flow reestablishing section at the bottom. After passing
through the test section, the mixture of particles and air is fed into a dust
collector. A series of filters and a vacuum cleaner are used to collect particles
entrained ir. the air leaving the dust collector.

The test section consists of 4 rods arranged in a square grid and housed
in a 5.08 cm I.D. plexiglas tube. The rods are 1.1 cm 0.D. stainless steel tubes
with a wall tnickness of 0.84 mm and a length of 184.2 cm. The rods are held
together with spot welding at discrete locations wire wraps made out of 0.6 mm
diameter stainless steel wire. Two of the four rods are instrumented with
30 gage chromel-alumel thermocouples. The thermocouples are spotwelded on the
inner wall of the stainless stell tubes. Figure 2 shows the location of these
thermocouples and a cross-sectional view of the test section. Copper flanges
which act as grid plates as well as electrodes are silver soldered at both ends
of the rods. During soldering, the rods are positioned such that the thermo-
couples on one of the instrumented rods face the inner channel while those on
the outer rod face the outer channel. The rod thermocouples and the thermo-
couple placed at the inlet of the test section to measure the incoming fluid
temperature are connected to a data logger. The electrodes are connected to
A.C. power supply through a variac.

Procedure: Prior to initiation of experiments with a new rod bundle, the
thermocouples mounted on the rods are caliberated with respect to the thermo-
couple placed at inlet of the test section. During caliberation rrom temperature
air is passed over the rod bundle in the absence of any heating. After equilibrium
conditions are attained the difference in temperatures given by the rod thermo-
couples and the inlet thermocouple are noted. Thereafter the flow rate of
air is adjusted to a desired value and the electrical heating of the rods is
initiated by maintaining a constant AC voltage across the rod bundle. The v61tage
is adjusted with the help of a variac and current and voltage are noted with r
mul timeter. During initial heating period and after steady state conditions
are achieved, the data are scanned every fifteen seconds from all the thermocouples.
To allow for any variation in the inlet temperature of air, an average of three
sets of steady state data is used for calculations.

The solid particles are then entrained byopening the valve connecting the
mixing chamber with the feeder tank. The choice of a particular nozzle is made

|
i
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apriori depending on the desired flow rate of the particles. The reduction in
the weight of the feeder tank is recorded every ten minutes. In a manner similar
to the single phase experiments, the thermocouple output is continuously recorded
on the data logger. Because of the fluctuations in wall temperature due to
the turbulence created by the particles, the instability of the flow and the
electrostatic charge developing between glass particle, an average of 6 to 12
data sets is taken.

Data Reduction: The thermocouple output recorded in millivolts was converted into
temperature by using appropriate conversion factor. The evaluation of heat
transfer coefficient requires outer wall temperature rather than the inner wall
temperature as noted from the thermocouple output. Therefore assuming axial1

symmetry, no axial conduction and insulated inner wall, the steady state one
,

dimensional conduction equation with heat generation was solved. For the highest'

heating rates employed in the present experiments, the maximum temperature
difference between inner and outer wall was found to be 0.01K. This difference
is extremely small in comparison to the temperature difference between the wall and
the fluid. Thus the thermocouples can be considered to give the outer surface"

temperature.

Knowing the current, the voltage, the ~ inlet temperature of the mixture,
4

the total length of the rods and the mass flow rate of solid and air, the bulk
mixture temperature at any axial location was calculated as

;

IT (z) = Ti + h (4)
'

b
) (% c , + W scps)p

In writing equation (4), it is assumed that the fluid and the particles are at the
same temperature. This is a realistic assumption as has been shown in reference
[19]. Knowing at a given location the wall temperature and the fluid temperature,

from equation (4), the local heat transfer coefficient is calculated as'

I (5)
,

j h = 4LT,(z)-T izu Asb

While developing the correlation for enhancement in heat transfer,- the
i volumetric fraction of particles rather than ratio of mass flow rate of solids to,

air is used. With the assumotion that the particles attain their terminal velocity , ,

very quickly and that Stoke's drag law is valid, a relation between mass flow rate
ratio and volumetric fraction of solids was found. A derivation of this is

j given in the Appendix.
:

i

I

I i

:

i
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RESULTS AND DISCUSSION |

The single and two phase entrained flow experiments for heat transfer I

from a four rod bundle were conducted with Reynolds number varying from !
14,500 to 21,000. In the experiments particles of 30 um and 100 um nominal

|
size were used with mass flow rate ratio of particles to air varying from *

O to 8.6. These mass flow rate ratios resulted in the variation of solid
volume fraction, 8 from 0 to 3 x 10-3 Most of the results presented

'

here pertain to the inner channel of the rod. bundle however in one instance
the heat transfer results for tne outer channel are plotted in order to com-
pare the behavior of the two channels.

Single Phase Heat Transfer: Single phase heat transfer coefficient data
formed a subset of the two phase heat transfer data. In Figure 3, the
Nusselt number based on heat transfer coefficient data for fully developed
flow conditions is plotted as a function of Reynolds number. In defining
the Nusselt number and the Reynolds number, the hydraulic diameter of ther

test section is used. The solid symbols represent the Nusselt number for
the outer channel while the open are for the inner channel. It is noted that
the turbulent flow data compare quite well with the correlation developed
earlier in reference [10] for a similar test section and with water as the
test liquid. The data also compare well with the Dittus Boelter correlation.

! However the data tend to be about 15-20% lower than the correlation of
I Weisman [20]. For Reynolds numbers in the laminar range, the Nusselt number
! as expected is independent of the Reynold's number. In the laminar range

the Nusselt number has a value of about 5.5. This value is significantly
lower than that obtained by Drucker et al [10] with water. One plausible

; reason for the large difference between air and water results is that for
very low thermal conductivity fluid such as air, the bulk temperatures in
the inner and outer channel are different. At the same axial location,
the fluid in the inner channel is hotter than that in the outer channel.
In calculating the Nusselt number, plotted in Fig. 3 however, an average
bulk temperature has been used. For air, the circumferential conduction
in the tube may also influence the tube wall temperature in the inner and
outer channels.,

j Two Phase Heat Trans fer: The Musselt numbers obtained with various ratios
of mass flow rates of 30 um particles and air and for flow Reynolds number<

of 20,500 are plotted in Figure 4 as a functi]n of number of hydraulic
: diameters from inlet. The plotted data are fur the inner channel. The
; arrows on the abscissa indicate the location of wire wraps. With increase

in mass flow rate of solids the heat transfer coefficient is seen to increase.

all along the rod bundle. At higher mass loadings of particles a sudden
,

increase in heat transfer coefficient is observed downstream of the wire'

wraps. This is probably due to separation and re-attachment of the flow. In
the presense of the particles the distance from inlet at which the flow fully
develops thermally is observed to increase somewhat. Figure 5 shows the.

'

dependence of Nusselt number on axial distance from inlet for 100 um particles. '

Again with increase in the ratio of mass flow rate of particles to air, the
Nusselt number is found to increase. In comparison to the data plotted in
Figure 4 for 30 um particles, the enhancement for the same Re and Ws/Wa, is
found to be smaller with 100 um particles. Also with bigger particles no
significant increase in heat transfer just downstream of the wire-wraps is

; observed.

'
]

I
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The relative enhancement in heat transfer as a result of presence of
30 pm is plotted in Figures 6 as a function of axial distance from inlet. The
plotted data are for the mid region of the roi bundle and for Re = 14,500 a nd
20,500. The data show little or no dependence of the enhancement on the axial
distance from inlet. This observation is in contradiction to the conclusion
drawn by Depew and Farbar from their data [13] in which they found enhancement
to die down with distance from inlet. The data also show that for the same
Ws/Wa, the relative enhancement decre'ases with increase in Reynolds number.

The relative enhancement in heat transfer with 100 pm particles is plotte'd in
Figure 7 as a function of Z/0h for flow Reynolds numbers of 16,900, 18,000 and
20,700. Again as was the case with 30 pn particles, .no dependence of the
enhancement on axial distance is observed. Also, with increase in Re the
enhancement decreases. The maximum enhancement with 100 un particles is found
to be only about 35%.

The number of hydraulic diameters at which the flow is nearly fully
developed with 30 un particles entrained in air is plotted in Figure 8 as a
function of the ratio of mass flow rate of particles to that of air. Because
of some scatter in data as well as sudden increase in heat transfer just down
stream of the wire wraps, it was difficult to ascertain accurately the location
at which the flow became fully developed in the presence of the particles. Thus
the location at which the slope of the curve representing the best fit through

data had a value of 0.05 was termed as the fully developed length.the Nu vs Z/0hThe data of Figure 8 show that with particles the flow becomes fully developed
at about 50 hydraulic diameters downstream of inlet. In the present test section
the flow with air alone became fully developed at about40-45 hydraulic diameters.
This is in contrast to 10-15 diameters at which the flow becomes fully developed
in tubes. The observed increase in the distance at which flow becomes fully
developed with particles is consistent with the observation of Depew and Farbar [13].

The Nusselt number for the outer channel is plotted in Figure 9 as a
function of number of hydraulic diameters from inlet. The plotted data were
obtained with 30 pn particles and at a flow Reynolds number of 14,500. These
data show the same behavior as seen in the inner channel data plotted in Figure 3. For
the same Ws/Wa and Re, the relative enhancement in inner and outer channel is
found to be about the same. This indicates that the mass ratio of particles to
air remains about the same in the inner and the outer channel.

Correlation of Two Phase Heat Transfer Data: The ratio, $, of two phase to single
phase Nusselt numbers for 30 un particles is plotted in Figure 10 as a function of

' #' " #'" #

Ws/Wa. O. 2 This functional dependence is about the same as found by Farbar
" '

(Ws/Wa)
and Morley [11] and Danziger [14].

In the work of Drucker, Ohir and Duffey [10] it was proposed that the
enhancement in heat transfgr in the presence of particles should depend on a
dimensionless group SGr/Re . Here 6 is the volume fraction of the solids, Gr isi

i

i
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the Grashof number based on the density difference between particles and fluid
and hydraulic diameter of the test section; and Re is the Reynolds number based
on the average fluid velocity through the test section. The volume fraction 8
can be easily related to the mass flow rate of particles if the particle velocity
relative to the fluid is known. In the present work the value of 6 is evaluated
by assuming that the particles attain their terminal velocity very quickly.
Details of the derivation are given in the Appendix. For the range of the Re
studied in this work, it is found that for 100 pm particles

S a 0.558 x 10-3 ( - 1.3) + 7.19 x 10'4 (6)

and for 30 pm particles

g a 0.538 x 10-3 ( 2.8) + 1.51 x 10-3 (7)-

In Figure 11 the relative enhancement obtained with 30 pm particles is plotted
as a function of SGr/Re2 It is found that the data covering more than an order
of magnitude variation in SGr/Re2 are correlated within i 40% as

$ = 1 + 71.5 (SGr/Re )0.85 (8)

The large variability of the data with respect to the best fit through the data
results from the large uncertainty associated'with the data for which the enhagce-ment is only 10-15%. The 30 pm data show a much stronger dependence on SGr/Re
in comparison to the bubbly flow data of Drucker et al [10]. However the data
are closer to the prediction made from an extensioiiITO) of Theofanous and
Sullivan's model [9].

The enhancement observed with 100 pm diameter particles is plotted in

SGr/Re,12. The large particle data covering a relatively smaller range of
Figure

are correlated as

$ = 1 + 2.6 (SGr/Re )0.5 (9)
2

The correlation (9) shows a similar dependence of relative enhancement on SGr/Re
as was obtained in reference [10] with bubbly flow. However the relative enhance-
ment obtained with bigger particles is about 25% lower than that found in
the bubbly flow. In Figure 12 the symbol, solid square represents one set
of data obtained with a mixture of 30 pm and 100 pm particles having a weight
fraction of 0.17 and 0.83 respectively. The symbol on the left represents the
data if 8 is based on the loading ratio of the smaller particles only while the
symbol on the right is for S corresponding to the larger particles only.
Although the smaller particles have a five times lower weight fraction, their
number density-is about seven times higher than the bigger particle and as such
the enhancment obtained with the mixture is more representative of presence of
smaller particles.
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From the data plotted in Figures 11 and 12 it can be concluded that
not only the size of the particles but probably the number density of particles
also plays a role in enhancing the wall heat transfer. In bubbly flow no
such dependence on bubble size and number density of bubbles was observed.

|

The presence of droplets in the steam region far downstream of the
quench front during reflooding will thus definitely enhance heat transfer.
The smaller particles in the size range of about 30 um will mainly contribute
to this enhancement. Though the mass fraction of the smaller particles under
entrained flow conditions during reflooding may be small, the number density
of these particles can be easily larger. As observed in FLECHT SEASET [21]
experiments, an enhancement of 70-80% above the single phase flow conditions
is easily possible. In order to precisely quantify the enhancement more
data with different distributions of particles are needed. it should also
be pointed out that the effect of evaporation of droplets on the local
temperature profile need to be included when using the correlation developed.

with the particles.

CONCLUSIONS

1. Presence of particles leads to enhancement in heat transfer. At about 40 ti
50 hydraulic diameters from inlet the enhancement is found to be independen.
of the axial distance.

2. The presence of particles results in a small increase in the thermal
entry length.

With 30 un. particles, an gnhancement of about 200% has been observed for3.
solid fraction of 3 x 10' . The maximum enhancement observed with 100 un
particles is only about 30%.

2
1 The enhancement is correlated with dimensionless group BGr/Re . However

2the functional dependence of the enhancement on BGr/Re is found to
depend on particle size.

|
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NOMENCLATURE'
4

A flow cross-sectional arca

A surface area of one 'of the rods
s

B buoyancy force as defined in equation ( A.2)

C,C empirical constants -

1 2

C drag coefficient as defined in equation (A.4)
D

cpa -specific heat of air

cps specific heat of solids

D drag as defined in equation (A.1)

D hydraulic diameter of the test section
h

D . article diameterp
s

E voltage
3

p,(p ~P ) g Dhs a
Gr Grashof number, *

g
Ua

g gravitational acceleration
,

'

h heat transfer coefficient
I current

k, thermal conductivity of air '

L length of the rod bundle

Nu Nusselt number , hD /k

. Rt flow Reynolds number
'

R2 Reynolds number based on relative velocity of particles
3

~ bulk temperature
b

r wall temperature

V, average superficial velocity of air ;

|
V average terminal velocity of particles
t

:
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Wa mass flow rate of air

Ws mass flow rate of particles

! Z vertical distance measured from inlet

Greek Symbols

2 void fraction !

S volume fraction of the solids

u viscosity of air
..

p, density of air

p density of solids
s

$ ratio of two phase to single phase i
;

Nusselt numbers, Nutp/Nusp

Subscripts!

sp single phase
i

tp two phase
1

'

,

i

!
;

,

!

4

>

:.
>

409
i

_ . _ _ _ . _ _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ .________ _ _ _ _ _ _ _ _ _ _ _ _ _ _ ____ _ ____________



_~ - _ _ . , .

Thermocouple Location
from Midplane of Rod

7I ~

I""*' *""*'- 83.8

-. 7 6.2 # = 0.Mh

- 68.6

- 81.0 Omen

-- 5 3.3 d,= 2.19
- 45.7

" "'1*= , e ..... - 3s.1

ry d ear - 30.5
e.i. e. ..." - 22.9

| es.. ,s... v...

/ _1, 2 g

7,g 1 5.72 y_

, ''** . . . - = *

180.4 - 0.0,

( dj j3' " ' " ' * * *" ''
7.6-

4--- 5.0 8 - O~-r- K v.Ie' ' - -

- 15.2"" -5 ""

~~I I 11 4~3 rap =
- 22.9

I '! ' ""~
, - 30.5 C

,
,

[ ~ 3 8.1*
-

/ r
|. e." , { lil . . .

I
- 45.7 +w**=.=**...5ff.% . . s.e

3,,, -53.3 Outer

. , c',',,, ,, -| i
* - i i si

.- + 4 + Channele e c .... i 1 "
- 6 1.0 #

..

e.......... - ea.s +e..u..
| - 76.2

- 33.8 1,43 inner Channel
"Figure 1 Schematic Diagram of the -

wrapped wit.
! Experimental Setup

i. i i _, p
NOTE : AN dernensions given in centimeters

Figure 2 Details of the Test Section Cross-Section
and Thermocouple Locations

|

|



_ _. _ _ . . _ . . . _ . - - _.- _._ _ . - .- _ _.__ _ _ _ .m. . _ _ - - - - . . ___ _ ______ . . _ . . . . . _ ~ . - . . - - . __ _

i

:

i 'Re b 20,dOO' ' ' '

' '5

! It

o D.= 30p
inner Chennel

, '

120 .
-

/w = 2.8O Inner Channe a O w./w = 2.4O w.,

g we,/w = g
e Outer Chennel fi

! a w./w. = 0
-

/ "O O ooo '
f

. ' _ o o* f10 p- p ***' ' 100 a
-

Dreecker [10) /
# o

Nu m 0.159ReNr f'e
~ ' '

.,oa,a.a.,, O.oo
~

Nu =14.5 O
; ,o

- -.. ..-.. y.. .. ..z g. . . . . ,
.

, o***a0 !

;
*/ 80

-
'- g a10 -,e

|
-

.' Y D
ONu aO

; , g,/ j/ O O' Oo _
| n-

A p p O
* A

', / * 88"O Oi A ' Weissnan Nw = 0.02Sne Pr [20] a Of * A ,

Olttwo-Beelter Nu m 0.023Re Pr"* S0 D-

/
| 'a D O O

f | O
I g s g a,0. , aa

10' 10 , o. o 44 0 0s
-

: 4.
4

6 n. AAaag.
1

| Figure 3 Dependence of Nusselt Number on -

40
,

Reynolds Number for Fully
-

,

Developed Flow of Air Only !'

I. il .I. i ,
i

O 10 20 30 40 SO S0 70

s/Dg |_

,

Figure 4 Variation with Axial Distance of .

'
the Inner Channel Twa Phase

i Nusselt Number with 30 pr:i Particles
i
i s'
,

1
J

-. __



- .- - - . . . _ _ . - - --. . _ _ _ -- ~ _ = _ . . - _ . .

12o o , , , , , i i 1.s , , , , , , ,

Re = 2o.7oo - me = ae.soe -

D = toop ~ ** * 88 W *
s

-
~ O **#"***** *

'

Inner Chennel

o s a2 0.0 - o ../..= s.4 -

1.e -o / = 1.4 -

loo -O O w /w.= 1.3 -
-

-
s

w /w.= o *
00 0 ,

*a s
W *8a o o.

.
-

, .
o-

.

. . . - - -

* fo o o "so - -
, .

.

O o " -

A -

4. .4 .4
-o on. - - . . . .a ao e

g o e io se se 4e se se vea a o
g e o a s'*.8 o

. so oooao- -

) 5 ..,

; go8
- me = 14.see -

i e e a s e a

2 g"o
- "=**H -

! agggg y, . . ,_ _N
| - O ../..= 3.2 -

! - o ..i..=.. -

; a
i.e-o . . , . . . . . . o o -

1 4o - -

, .
.

.

Y "'
.

- 0 -, . , ,
- o -

o
... -

I, il i4 - -

-

e e i.,,

o lo no so 4o so so 70 - -

sio, -- ;. .; .; -

. . . . .

e to 30 3e 40 Se 40 7e

Figure 5 Variation with Axial Distance of s'o.
the Inner Channel Two Phase

- Nusselt Number with 100 pm Particles Figure 6 The Dependence of Relative Enhancement
on the Axial Distance obtained with
30 pm Particles



. - _ - .- .__- .-. . - _. -_ --

1000.5 , , . . . . . , , , , ,
D = 30po = toop s-

- n. = le.ooo s
o o

0
tp -1 0.3- o w./w.= 4.8 ,o e ne = 14,500-

O D A Re = 16,500D w,/w.= 2.3 o SO~ ---

O Re = 20,500o.1- *

' ' ' ' ' ' "

o
o to 30 30 40 so 80 70 80 e --

+
a/o. gy A AQ A

Aa/D, e
<> 0

40 -- eo.s . . . . . . .

n. = to.ooo o.= toop -
-

o.3- O Ws/w = 4.2 -
a9 .g

20g
- --

O w,/w.= 1.4 O O-
O

1
-

' O.1 -

' ' * '" "" " '
o *~ O

' ' ' ' 'N o to 20 so 40 so ao 70 C
w 0 1.0 2A 3A 4A 5A 6.0

a/o,

w /w.s
o.s , , . . . . .

-
n. = so,7eo o,= t oo p Figure 8 Variation with I.oading Ratio of-

o .,i = 3.o the Distance at which the Flow
-

, , , o.3
-

o ., f.. = 1.3 o c , -

** becomes Fully Developed-

_
,,, _

4. d ; n.I o .
, .

,

O to 20 30 40 so 60 7e ,

a/o,
.

Figure 7 The Dependence of Relative Enhancement
on the Axial Distance obtained with
100 pm Particles

_ _ _ _ _ - _ - _ _ - . _ - _ _ _-_____________



_ ._

|

3 5 5 5 g 3 5

Re = 14,50o Re = 14.50o
*too - . -

W /w = 3.2O e

O w./w.= 0

4, ,

148 ~ (w /w. ),, ,Outer Channel s,
,

.

- *- - /.. . ,1,,0 . , ..

.. .
. .. .

_O ***e
,

_

i

'
1. , ;_ e n . . .,

,

2. 4. S. s. t o.

Nu

w./w._ .

2
a

Figure 10 Correlation of Hatio of Two PhaseO
48 -

O, to Single Phase Nusselt Number
~

O with Loading RatioO O
00 00 000000_ *0

|

to - -

I. .I .I. . . .

o to 2o so 4o so so 7o

z/Dn

Figure 9 Variation with Axial Distance of
the Outer Channel Two Phase
Nusselt Number with 30 pm Particles

t

|
1

|
'

_ _ _ _



.

13 . . .

g g j_ g.

/
-

", = (1-p8) + 300(1-p)(pGr/Re') f
#

p = 10** (9] /
v .,.1 + 7 1,,(p , ,,3 ,,,// . .,

# / ;/ a e
i.o -

/.*

_

*

/ *.

*f = 1 + 3.25(Scr/Re8)e.se .
>

/ We

/ g10;,
/ *

.9-1 /

,' ./. .

,' / ..= op -i o-- -

, n. = 34,soo//
.~/ o n. = 14.500 .

@ ne = So Soo

a

' 'f 'tod fa a

tod t o.a t o-' ' lo 1.o

sorin.=

2Figure 11 Correlation of 9-1 with Scr/Re for
30 pm Particles

to .

8 6 f ,'

/
. W * (1-p') + 300(1-p)($Gr/Re8) f

/p = 10-s (g) / = 1 + 71.5(pe=8)e.** /
/ .,= a.y 7

,
,.o , -

-

/
/ / .

'

.' . V * 1 + 3.25($Gr/Re )e.ses

/ (10}
/

, , , , ,
f

/ / I D.= t oo p
o n. = is,eooto-e -

'/ e n. = ge,,,,f w = 1 + 2. 8 (p Gr / R e 8 ).4,y o n. = so,roo ,

Mlatter.
i

| 5 n.=17ANm

' 'II '*i
i t o.e
f to~ s o-. t o-' t o -' So

.

1'

sorin.'

2Figure 12 Correlation of $-1 with Scr/Re for
100 pm Particles

415

.



. ~ - - -. -. . - . . _ - . -

APPENDIX

. .;.

Assuming that the particles attain their terminal velocity very quickly, l
- the terminal velocity of the particles can be obtained by balancing the drag |and buayancy forces acting on the particles. The expressions for these forces
are written as

D'= C P I!Y a| wDs /8 (A.1), Da t

. B = (p 'P ) g wDs /6 (A.2)s a
:

Equating equations (A.1) and (A.2) an expression for Y -Y is obtained as, t a

' 4 D, g ( p -p, ) ' I
|V-Y!*t a 3 CPDa

.

i In equation (A.3) CD is the drag coefficient which using Stokes law is written
as

C
" _ kM (A.4)2 a

D { ~ p,-|V -V |Dt a s,

,

,

Substitution of C from equation (A.4) into ( A.3) yields
D

*(P-P)9Os a s (A.5)y ,y 3
t. a 3 C y,g

In equation ( A 5) the + sign is for downflow and - is for upflow. Now if 8
is defined as the ratio of the volume of the solids to the total flow volume,-

it can be written as
,

2

'
W

B" (A.6)p V A

4 Ws P Y
a a

4 = gg . 7
-

s t
i

Knowing V from equation (A.5), S can be calculated.i

t
:

;

!
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: ABSTRACT

Forced convective, nonequilibrium post-CHF. heat transfer data i

'(766 points) have been obtained at high pressure and low mass flux ranges
not previously tested. The data are unique in that the superheated vapor+

temperature was measured at multiple elevations allowing the direct
calculation of vapor generation rates. The data are useful for
verification or development of nonequilibrium heat and mass transfer models.

Statistical analyses of the data indicated the importance of flow rate
represented by the vapor Reynolds number to the .8 power. Three aoditional

parameters; a nonequilibrium term, the quench front quality and the
distance from the quench front were shown to be statistically significant
in fitting the cata. The Prandtl number was also included in the fit but

3

1 was the least significant parameter.

Current film boiling heat transfer correlations do not preoict the
data well. The Dougall-Rohsenow equilibrium correlation is the only one
investigateo that reasonably predicts the measured wall heat fluxes.
Current vapor generation rate models do not adequately predict the measured
vapor generation rates.
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NOMENCLATURE

C heat capacity (kJ/kg-K)p

D test section diameter (m)

DZQF ' distance from quench front

2G mass flux (kg/m -s)

fg heat of vaporization (kJ/kg)h

2
h enthalpy (kJ/kg) or heat transfer coefficient (W/m .g)

k thermal conductivity (W/m-K)

P pressure (MPa)

Pr Pranctl number

2q' heat flux (kW/m )

Re Reynolds number

T temperature (K)

x quality

I axial positicn in test section measured from the test section
inlet (m)

a void fraction
3density (kg/m )o

2surface tension (N/r.) or Stefan-Boltzmann constant (W/m .g4)o

emissivityc

3r volumetric vapor generation rate (kg/m .3)

u viscosity (kg/m-sec)
.,

Subscripts

a actual

chf critical heat flux

e equilibrium

f saturated liquid

.
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g saturated vapor

h homogeneous

i liquid

s saturation

v vapor

w wall

.

6
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INTRODUCTION

1

Best estimate predictions of various nuclear reactor transients, and
their associated fuel rod temperature responses require an accurate
prediction of post-critical-heat-flux (CHF), thermal nonequilibrium, and
quenching phenomena. These post-CHF heat transfer mechanisms significantly
affect the rod cladding temperature response, vapor superheat, core thermal
excursion, and quenching during a hypothetical loss-of-coolant accident

(LOCA) and severe accident conditions in a nuclear reactor The purpose of

this paper is to present new nonequilibrium post-CHF data, the analysis of
2ne cata including comparisons with current heat ana mass transfer
correlations usea in best estimate predictions and to demonstrate the need
for further model development.

A phenomenological understanding of these mechanisms is important for
an understanding of early quenches such as those experienced during the
blowdown phase of a LOCA, as shown by the Loss-Of-Fluid Test (LUFT)
Experiments L2-2 and L2-3 (1,2)" (cold leg offset shear break
transients), where early core quenching occurred at pressures as high as
6.9 MPa. The mechanisms are also important in the reflood phase of a LOCA

as shown in the FLECHT (3) results. In addition, recent studies in the

Severe Accident Sequence Analysis (SASA) program (4,5) at the Idaho

National Engineering Laboratory (INEL) indicate that low flow rate
2(2-150 kg/s-m ), low to high quality, post-CHF nonequilibrium esists at

high pressure during both pressurized water reactor station blackout
accident sequences ana boiling water reactor anticipated transient without
scram (ATWS) accident sequences. The predicted timing and extent of core
damage, as well as the magnitude and timing of hydrogen generation anc the
fission product source term, depend on an accurate prediction of cladding
temperature and rupture, where the oxication layer of tne cladding and
cladding rupture are dependent on the predicted cladding temperature and
time at temperature. In the event or fission product release from the rod,

a. Numbers in parentheses refer to references at end of paper.
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an important concern is the effect of fission product decay heat and vapor
superheating on the transport of the fission products. It is believed that

much of the transport of the important compounds Cs! ano Cs0H is caused by

concensation of these species on Ag-In-Cd aerosols from the control rods.
A key unresolved question is the oistribution of the condensates between

aerosol surfaces and immobile wall surfaces. The distribution is a i

function of the difference between the aerosol and wall temperatures. Both

of these temperatures are dependent upon the degree of vapor superheating )
occurring in the core. Since as much as 30% of the decay heat may be
associated with material released from fuel assemblies (6), detailed heat
and mass transfer correlations will be required to understand the transport
of fission products from reactor cores curing hypothetical severe fuel
damage accidents. The first step required in this modeling of fission j
product transport is the determination of vapor superheat. The mechanisms |

may be important during other pressurized water reactor (PWR) or boiling
water reactor (BWR) operational or severe accioent transients, where the
reactor may operate in the post-CHF regime.

Advanced computer codes such as RELAPS (7) and TRAC (8,9) attempt to
describe the post-CHF phenomena through the use of numerous heat and mass
transfer models. These mooels incorporate methods to represent both wall
and interfacial considerations and allow for unequal velocities between the
phases as well as thermal nonequilibrium.

4

| Thermal nonequilibrium between the phases was first suggested by
Parker and Grosh (10) anu measured in tubes by Mueller (11), Polomik (12),

and more recently by Nijhawan (13,14), and Evans, Webb and Chen (15). The
nonequilibrium data of Mueller and Polomik were obtained in the high
quality region, while that of Nijhawan and Evans, Webb and Chen covers a
wide range of qualitie; at low pressures. The data represent a measurement
at a single point (elevation) and are limited in both number and parametric
ranges. Only the data of Nijhawan and Evans, Webb and Chen are well
documented. Measurements of vapor superheat in a rod bundle have been made

by Rosal (16) under reflood conditions. The definition of the local
conditions that occur in a rod bundle are however not as well determined as
those in the single-tube experiments.

>
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Thus, extensive aooitional nonequilibrium post-CHF data are required

in order to provice an understancing of the post-CHF heat transfer
mechanisms and to develop or verify the heat and mass transfer models in
the post-CHF regime important to fuel roo quenching and vapor
superheating. In particular, data are needed under low-flow, low quality,
and high pressure conditions (up to 7 MPa) such as occurred during the

j LOFT L2-2 and L2-3 blowdown quenches and for the low-flow, high quality,
high pressure conditions that occur during severe accidents.

To obtain nonequilibrium film boiling data at low flow rates, low
quality,'and high pressure, a post-cHF experiment (17) extenoing the work
of Nijhawan was oeveloped at the INEL in conjunction with Lehigh
University. The objectives of the experiment were to (a) provioe
nonequilibrium data at pressures up to 7 MPa, over a range of flow rates -

1 ano fluid qualities, to extend the existing nonequiliorium data base,
(b) verify existing film boiling heat transfer correlations, and (c) verify
existing vapor generation rate models. To verify vapor generation rate

; models, the rate of change of vapor superheat with respect to length was

j obtained by measuring the vapor superheat at different axial levels in the

{
test section simultaneously. The experiment objectives were met by
conoucting steacy state and quasi-steady-state (slowly moving quench front)

;

experiments over a range of flow rates, qualities, and pressures.

i
Included in this paper is a description of the test facility, the test

section, experimental measurements, and experimental procedure. Aj
statistical analysis of the data is presented to show which parameters are

) important to the correlation of the data. Compari ons are made between

i measured and precicted heat transfer coefficients and vapor generation

,

rates. Conclusions are stated based upon these comparisons.
1

i

TEST FACILITY DESCRIPTION

- The post-CHF experiments were conoucted in the Blowdown Loop of the

i Thermal-Hydraulics Experimental Facility at the INEL. The main loop,
consisting of a pressure vessel, a coolant pump, a warmup heater vessel,
and associated valves and piping, reovided a high temperature, high

,
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pressure' water supply to the test section. A feeo and bleed system
;

maintained the main loop in a liquid hara, constant pressure condition so )
that a constant supply of fluid could be provideo to the test section in a j

'once-through manner. The supply fluio was maintained in a subcooled
condition so that the flow rate to the test section could be accurately

measured through an orifice. The main loop was ;apable of supplying fluid
at temperatures up to 619 K and pressures up to 16.2 MPa. Tnis fluio was

then flashed across a flow control valve oownstream of the flow measuring
orifice which resulted in fluid qualities at the inlet to the lower hot

patch of up to 47% at a test section pressure of 0.4 MPa. The outlet of
the test section was connected to a surge tanx to provide a constant back
pressure during a test run. A nitrogen supply was connected to the surge
tank to provide the initial test section pressure. A schematic of the
experiment loop is shown in Figure 1.

Test loop process measurements and controls were accomplished using a

microprocessor controller. Process and experimental measurements were

displayed on a CRT terminal that allowed operator monitoring and on-line
setpoint modifications at any time prior to the actual period of experiment
sequencing and data acquisition. Thus, test section pressure ano wall
temperature cou'd be controlled automatically. The operators could also
manually control test section power and flow rate.

TEST SECTION DESCRIPTION

The test section shown in Figure 2 consisted of a vertical Inconel-625
tube with a 15.39 mm 10 and 1.83 mm wall thickness. The heateo length of
the test section was 2.134 m. The hot patch technique, developed by
Groeneveld and Gardiner (18) was utilized in this experiment to prevent a
quench front from entering the test section for the steady state
experiments. Copper hot patches 152.4 mm in diameter were brazed to the,

inlet and outlet of the Inconel test section. Cartridge heaters in the
inlet (lcwer) hot patch were capable of delivering 7 kW of power, while
those in the outlet (upper) hot patch were capable of providing 5 kW. The

424
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Cartridge I

heaters I

(5.8 kW)

U Upper copper hot patch
(15.24-cm diameter)- i.

|| j'10.16 cm
212.09

h d 205.74
196.12

1 - 185.42
182.88 180.34

- 175.26
167.64

- 154.94152.40 14 ,
- 144.78

137.16
6 129.54-

EE 121.92 - 124.46
3u 119.38 Wall thermocouple
j g - 114.30 locations from
3y 106.68 > beginning of
jN Steam 99.06 heated length (cm)

probe 91 44
h 83.82

locations }(cm) 76.20
* 68.58

60.96
53.34

inconel 45.72
test 38.10
section 30.48

(15.39 mm 10) g - 22.86gF1
1-

(19.05-mm 00) f 1

. 4:kd
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Figure 2. Test section geometry end instrument locations.
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hot patches also functioned as the electrical connectors to the test
section. A 75 kW de power supply was used to provide joule heating of the

test section.

Heater tape, located on the inlet line from the inlet flow control
valve to the test section, maintained the inlet line at the saturation !

4

temperature corresponding to the test pressure.
?
!

j. EXPERIMENTAL MEASUREMENTS

I
4

I Principle experimental measurements include 38 ungrounded 1.02 mm ,

! outside diameter Type K thermocouples to measure the wall superheat. The
thermocouples were laser welded to the test section at the various axial

: elevations shown in Figure 2. Vapor superheat measurement stations were

| located at the 1.229 m, 1.524 m, and 1.829 m elevations in the test

j section, and measurements were made using a double aspirated steam probe as
'

j developed by Nijhawan (14). The vapor probe design utilized (a) inertial

| separation of liquid droplets from the vapor sample, (b) differential .

*

j aspirat.on of the separated phases to minimize probe quench by liquid, and

j (c) mu'tiple raoiation shielding of the thermocouple junction to minimize
radiaLion heat transfer from the neighboring hot walls. Fluid temperature
measurements were made using a resistance thermemeter for the main loop

;

|
temperature, a grounded type K ther. , couple upstream of the flow orifice

' and a type K exposed junction thermocouple at the flow control valve.
.

i
.

j Absolute pressure measurements were made in the main loop and at the

! inlet and outlet to the test section. The test section flowrate was
! determined by measuring the subcooled fluid pressure drop across an orifice
1

| upstream of the test section inlet flow control valve. Total test section
| power was determined from measurements of test section voltage and current.
I

Experimental and process measurements were monitored and recorded by a :

M00 COMP 11/45 computer, at a rate of 50 samples per second. Data plots |
; were made immediately following each experiment. ;

;
s

I

!
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EXPERIMENTAL PROCEDURES

To initiate a steady state film boiling experiment, the main loop was
,

i first heatec to a temperature that provided fluid at the desired test
section inlet quality when flashed across the inlet flow control valve at a
given test section pressure. The surge tank and test section were
pressurized with nitrogen to the desired pressure. The test section was
heated to the desired temperature for the experiment based on a
thermocouple measurement at the 1.803 m ax1al level. The lower and upper
not patches were heated to their desired temperature for the given
experiment.

Flow to the test section was then initiated and adjusted using the
inlet flow control valve until the desired flow rate was obtained. The
test section pressure was held constant during the experiment by using a
flow control valve to vent nitrogen and steam from the surge tank to
atmosphere. Power to the hot patches and the test section was controlled
automatically by the microprocessor to maintain the preset temperatures. '

Selected test section wall thermocouples were monitored on strip
charts to determine when the temperature profile on the test section-had

! stabilized. The steam probe aspirating valves were open and adjusted to
provide measurement of the vapor temperature. For high-quality low flow
inlet conditions typical of the steady state experiments, infrequent rewets

| were observed on the steam probe thermocouples (17).
|

When all parameters were stable, data were recorded for a period of
several minutes. The process of lowering the test section temperature and

| taking data was repeated until the test section inlet quenched; each
temperature being counted as a test run. Following quench, a backflow of
nitrogen from the surge tank was initiated and low test section power
applied to dry out the test section. Conditions were then reset for the
next series of experiments.

The operating procedure for the quasi-steady state experiments was
similar to that for the steady state experiments, with the following
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exceptions. The lower hot patch was heated to the saturation temperature
at the corresponding test section pressure for a given test run. This
process eliminated (a) heat transfer between the hot patch and the incoming
fluic to simplify cetermination of the test section inlet fluid quality and
(b) heat losses from the hot patch to the environment.

For the quasi-steady-state test runs, the amount of nonequiliorium at
each vapor probe decreased as the quench front moved up the test section.
The vapor probes encountered more frequent rewets and recoveries as the

|

quench front approached, and generally quenched permanently when the quench

i front was within about 150 to 300 mm of the probe (17). However, at higher
flow rates and lower inlet qualities, many rewets typical of those
discussed in References 14 and 17 were observed. A typical steam probe

response experiencing several rewets is shown in Figure 3. When all of the

vapor probes had encountered permanent quenches, the test was terminated.

RESULTS

The original test matrix called for steady state film boiling
experiments over a broad range of test conditions including a pressure

| range of 0.4 to 7 MPa. However, steady state film boiling could not be

| obtained over that range of conditions, due to inadequate performance of

( the inlet hot patch. For this reason, steady state experiments were

| limited to the following ranges of conditions: pressures of 0.21, 0.4,
20.7 MPa; mass fluxes of 12 to 24 kg/m -s; test section inlet equilibrium

2oualities of 32 to 58%, heat fluxes from 7.7 to 27.5 kW/m and distances
!

f rom the quench front of 1.32, 1.63, and 1.93 m. Eighty three steady state
| data points were obtained. In addition, 683 quasi-steady state data points ,

were obtained over the following ranges: pressures cf 0.4 to 7 MPa, mass
2 2fluxes of 12 to 70 kg/m -s with some data up to 100 kg/m -s, test

2
section inlet qualities of -7 to 47%, heat fluxes of 8 to 225 kW/m , and
the distance from quench front from 0.06 to 1.94 m. Depending on test

pressure, the steam probes tended to quench and remain quenched at mass

fluxes ranging from 50 to 110 kg/m -s, thus limiting the mass flux range

of oata.
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The low pressure data are in good agreement (17,19) with earlier data

taken by Nijhawan at Lehigh University (19). A comparison of the low
pressure steacy state data has also been mace to the vapor generation j

Codels (19). The data base provices valuable wall heat transfer and vapor |

generation information to oevelop or assess the heat transfer and vapor
generation models used in the advanced two-phase nonequilibrium thermal
hydraulic computer codes. The initial step taken by the analysis was to
determine the key parameters statistically important to the data. This
step was followed by the comparison of the data to the current models and
provided a means for understanding their agreement with the data.

Statistical Analysis of Wall Heat Transfer Data

A statistical fit of the data was performed using linear regression
analysis techniques. The primary tool for this analysis was the STEPWISE
linearregressioncode(20). It is not intended that this statistical fit
of the data provide a new correlation for the film boiling region, but

*,P rather that it provide (a) insight into the data trends from this
experiment ano (b) a means to determine important parameters for the heat
transfer process.

The terms used in the statistical fit were selectea on the basis of
the following criteria:

1. Parameters thought to be important to the mechanism involved.

2. Appropriate dimensionless parameters. The variables in the
dimensionless parameters may be evaluated at more than one set of

conditions.

3. Parameters suggested by their use in other correlations.

On the basis of the above criteria and initial results from the
regression analysis, key parameters for the heat transfer coefficient of
the phenomena were obtained. These were found to be: (a) the vapor
Reynolds number, Re , reflecting the influence of vapor flow rate on they

431



._ _____ _ __ _____ _ _ _ _ . - _ _ _ _ - _ _ _ _ _ _

;

process; (b) the vapor Prandtl number, Pr , accounting for the physicaly

properties-of the superheated vapor; (c) an (x,/x,) term, representing
nonequilibrium effects [its presence' indicates that heat flux is not a true

j

linear function of (T,-T )]; and (d) the two remaining terms, xy chf
and (1-DZQF/D), representing the influence of the quench front hydraulics
and distance from the quench front. The tube diameter was includcd to

maintain nondimensionality in the correlating parameters.

The Reynolds and Prandt1 numbers are standard parameters included in
many correlations. Nonequilibrium effects have been included by several
investigators, indicating their influence on post-CHF heat transfer.

. Anoersen (21) included a term for the vapor superheat of the vapor enthalpy
for an inverted annular flow model. Within the data base obtained in this
program, it is probable that the inverted annular flow regime existed near
the quench front for the higher pressures and lower inlet qualities. Chen,
Sundaram, and Chen (22) incluoed a nonequilibrium term attributed to an
increased sink effect of the liquid crops in dispersed flow. The effects

,

of distance from the quench have also been included by several post-CHF
researchers. Andersen's inverted annular flow film boiling model (21) with
a laminar vapor film yielded a heat transfer coefficient proportional to
DZQF-I/4) Similar models, requiring a numerical solution, have beenI

.

obtained by Chan and Yadigaroglu (23) and Denham (24). Chen, Sundarum, and
Chen (22) also included an entrance region effect in their dispersed flow,
post-CHF correlation, which was written in terms of the distance from the
quench front, DZQF. This entrance region was determined to exist for
length-to-diameter ratios of 100 or less. For the 15.39-mm tube tested
here, the entrance region effect for dispersed flow should be considered
for DZQF < l.539 m which is a significant portion of the' data.

The effect of quality at CHF has also been shown to have an influence
on inverted annular flow by Yu and Yadiagaroglu (25). They included the
effect in the quality rise at the quench front due to its passage, and the
differences between the subcooled inlet and saturated coolant at the quench
front. They also correlated a heat transfer coefficient exponentially

i

i
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decaying with respect to oistance from the quench front. No mooels are
known which have included the effects of CHF quality in the dispersed flow a

regime.

It is important to realize that these parameters [(x,/x ), xchf'3

and (1-0ZQF/0)] represent effects which were found to be significant but
which may not be formatteo in terms of the physical variables truly
influencing the phenomena. For example, distance from the quench front
may, in reality, be only the best parameter available to reflect the

| effects of slip between the phases. However, since slip was not measured,
it cannot be included in the analysis.

|

The correlation obtained for the vapor Nusselt number from the

regression analysis yielded the exponents shown in column 2 below.

D D
Term Exocnent t Value Exponent t Value

Re 0.80272 41.8 0.8 --

v

! Pr 1.0487 6.6 1.0 --

y

x /x 2.6557 21.8 2.6314 24.9
e a

x hf -0.28479 -19.0a -0.28459 -19.8a
c

| [1+DZQF/0] -0.43605 -19.9a -0.44031 -25.38

l

a. Negative t-values accompany negative exponents.

b. Obtained by fixing exponents of Rey at .8 and Pry at 1.0.

The importance of each term is reflected by the absolute value of the

| t-value (third column) relative to the others. It is interesting to note
that the vapor Reynolds (Re ) number correlates with an exponent ofy

i approximately 0.8, as it should. To simplify the correlation, the
| exponents of Re and Pr were then set to 0.8 and 1.0, respectively,

y y
and a final statistical fit was made. The exponents and t-values from the
final fit are given listed in the two right-hand columns above. This final
statistical fit of the 766 data points is given by
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.

1

(x,/x,)2.63140.8
k I0.073454 Re Pry y y

0.28459(l.0+h) 0xg

-Where the heat transfer coefficient is defined as h = Q total ( w~ v}'!
As can be seen above, the t-values (right-hand column) for the remaining
quanitities change little for the case where the Re and Pr are fixed.

y

Figure 4 shows a plot of measured heat flux versus predicted heat flux
using the above regression fit, where the calculated heat flux is defined
as h(T ,-T ). The regression fit has a standard deviation of about 24%y

with respect to the data used for its development.

As noted earlier, it is not intended that the results of this

regression analysis provide a new film boiling correlation, even though a
24% stancard deviation does indicate a respectable fit. The problem is
that such a statistically based correlation cannot be used with any
confidence outside its data base. The data for each individual parameter

,

are fairly uniform over their quoted range, however, all possible
combinations of parameters are not necessarily represented by the data. It

is also questionable whether a single mechanism is controlling the entire
data base, as a single correlation implies. This is particularly true of
the high pressure, low quality data compared to the low pressure, high
quality data. Also, the vapor Reynolds number spans the range of
2000 to 25,000, indicating that both laminar and turbulent data exist in
the data base. Therefore, the modeling of a data base this broad may
require the use of an additive-type correlation to incorporate several
mechanisms.

Data Comparison with Existing Wall Heat Transfer Correlations

This section presents comparisons of the data base with six
correlations and a correlation package which are currently in use
theriughout the nuclear safety industry. The correlations are given in the
appendix.
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Three of the correlations used in the cata comparisons were developed
and are commonly applied, assuming saturation conditions for both the
liquid and the vapor. The comparisons for these correlations--which
include the Dougall-Ronsenow (26), the Groeneveld 5.7 (27), and the
Condie-Bernston IV (28) correlations--were made on the basis of heat flux,

with the calculated flux defined as h(T,-T ).3

'

The Dougall-Rohsenow correlation, when applied in this manner,

produced the best overill fit of the data of all the correlations, as shown
in Figure 5.

The Groeneveld 5.7 and the Condie-Bengston IV are both
statistical-based correlations and were developed from similar data sets.
As a result, the two correlations are similar. The Groeneveld 5.7
correlation generally overpredicts the data, whereas the Condie-Benston IV
correlation falls somewhere in the midole. The scatter is very large for
both correlations, as shown in Figures 6 and 7.

Tne Oittus-Boelter (29) ano Dougall-Rohsenow (26) correlations were

developed without consideration of nonequilibrium effects. They have since
been applied in nonequilibrium situations by evaluating the properties at
the superheated conditions and using a temperature potential of
(T,-T ). Comparisons of the nonequilibrium correlations were made ony

the basis of heat transfer coefficient. Comparison to the data shows
similar results for both correlations, which underpredict mo:t of the data,
as shown in Figures 8 and 9, with the Dougall-Rohsenow correlation
calculating somewhat smaller heat transfer coefficients than the
Oittus-Boelter Correlation.

The Chen-Sundaram-ozkaynak (C50) (30) correlation was developed as a

mechanistic, nonequilibrium correlation, using mostly tube film boiling
data in which the vapor temperatures were inferred. Figure 10 shows the
calculated heat transfer coefficient vs the measured value. The response
is very similar to the Dittus-Boelter and Dougall-Rohsenow correlations in
that it underpredicts the majority of the data.
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.

1.e TRAC heat transfer package (31) is made up of several correlations i

representing individual heat transfer mechanisms. The package calculates
the heat transfer from the wall to the liquid and from the wall to the |

vapor, nd then sums to define the total. The comparison shown in Figure 11
is based on heat transfer coefficient, where the calculated heat transfer

coefficient is oefined as h = (q"g + q"y)/(T,-T ). They

correlation package significantly overpredicts all of tne data, except for
two points. As noted in the description of the package in the appendix,
the vapor heat transfer is taken as the maximum of the Bromley,
Dougall-Rohsenow, and natural circulation correlations. For the range of
these data, the Bromley correlation is the maximum in each case ar.d
dominates the calculated heat transfer, causing the noted overprediction.

During the reduction of the data, no attempt was made to separate the
wall heat flux into radiation and convection components, because the
radiation was assumed small relative to the convection. For the same
reason, no special attempt was made to include a radiation term in the
correlations. The TRAC heat transfer package includes a radiation term in
the liquid' heat transfer, which was negligible for these data ranges. The
Groeneveld 5.7 and the Condie-Bengston IV correlations are statistical fits
of data, which were also reduced originally without separating the
radiation term. Consequently, the radiation effect is inherent in these
correlations.

Vapor Generation Rate Comparisons

From the vapor continuity equation, the volumetric vapor generation
rate, r, is given by

dx
ara G {j),o,

where, from an energy balance,

N"a * h (P I h (P,i g)
*

y y g
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iThus, the: rate of change'of actual flowing quality with respect to length_

fmust'be-known in order to evaluate the vapor generation rate. Reference 19
provided an early comparison of the steady state results for fixed quench
front data. The. vapor generation rate has two bounding cases. The |

. thermodynamic equilibrium model implies that the vapor temperature is

always equal to the saturation temperature. No_ vapor superheating occurs
and all of the energy from the heated walls goes directly into evaporation
'of th'e liquid croplets. The_other bounding case is the. frozen droplet
.model. This model implies that the flow quality is frozen at a fixed
' quality with none of the energy.from the heated walls going.into
evaporation of the liquid droplets. y

Previously (11,12,13,14), the rate of change of actual quality with
respect to length has not been measured. Earlier work (32) to verify vapor
generation rate correlations (32,33,34) compared the predicted vapor
temperature using various correlations with an experimentally measured
vapor temperature at.a single point with a fixed quench front. Agreement
between the measured and predicted vapor temperature inferred _that the
vapor generation rate model was correct but' could not assure it since the
rate of change of actual flowing quality with respect to length required in
Eq. (1) was not known. The vapor superheat measurements at multiple axial
positions in the test section provide the necessary information to evaluate
the rate of change of actual flowing quality with respect to length and
therefore the vapor generation rate for either fixed or moving quench
front. One hundred sixty two vapor generation rate measurements were
obtained from the data.

Figure 12 shows the change in equilibrium quality with the change in
.

actual quality for each data point. The quality change was from either
probe 1 to probe 2 or from probe 2 to probe 3 consistant with the location
where the data point was obtained. The diagonal line represents the
thermal equilibrium condition while the abscissa represents the frozen
droplet condition. As indicated in Figure 12 the data are fairly evenly
scattered between the two bounding conditions. Some of the data indicate
very little heat transfer between the vapor and liquid droplets and
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approach the frozen droplet model, while other data have significant heat
transfer between the vapor and liquid droplets and lie between the frozen
droplet and thermodynamic equilibrium models.

|

In comparing the THEF data with existing vapor generation rate
correlations, significant differences were found. Figure 13 presents the
comparison with the vapor generation correlation developed by Webb(32,33),
and given by

r = 1.32 |(7 |p3-1.1(Gxp|2()_"h)(T -T)ky s y
| (3)

( c/ (h/ 'v eh D
.

fg

Figure 14 presents the comparison with the modified Saha correlation (33)
given by

0.5
'/Gxf k (1 - a ) (T -T)

r = 6300 (1 - p
a D y h y 3

P | | (4)8 2 *
c (h/ 'v

-
0h

- fg

where

-

(1 - x ) o -3 y

ah I+*
x 7a t

_ _

The Webb correlation passes through the data with a large scatter in
the data. The correlation overpredicts all of the steady state data as

'
shown by the circles in Figure 13. The steady state data is primarily low
flow, high void data. The modified Saha correlation significantly
overpredicts all of the THEF data as noted in Figure 14.

The Webb correlation was based on only low-pressure data (0.4 MPa or
less) with only a single vapor temperature measurement available while the
modified Saha correlation was based on data having only vapor temperatures
inferred from an assumed heat transfer coefficient. The above comparisons
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Figure 13. Calculated vs. measured vapor generation rate for Webb
correlation.
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Figure 14 Calculated vs. measured vapor generation rate for modified
Saha correlation.
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should not be unexpected and the factors influencing the nonequilibrium

vapor generation are believed to be similar to those previously discussed
for.the wall heat. transfer, i.e., quench front quality, distance from
quench front and degree of nonequilibrium.

CONCLUSIONS

Forced convective, nonequilibrium, post-critical-heat-flux (post-CHF)
heat transfer experiments have been conducted at the INEL for water flowing
up within a vertical tube. Steady state (fixed quench front) experiments
were conducted at pressures of 0.2 to 0.7 MPa, mass fluxes of 12 to

224 kg/m -s, test section inlet qualities of 38 to 64%, ano heat fluxes of
7.7 to 27.5 kW/m . Quasi-steady-stateislowmovingquenchfront)
experiments were conducted at pressures of 0.4 to 7 MPa, mass fluxes4

2predominantly in the range of 12 to 70 kg/m s with some data up to
2100 kg/m -s, test section inlet qualities of -7 to 47%, and heat fluxes

of 8 to 225 kW/m . Eighty three steady state a.id 683 quasi-steady-state
data points were obtained.

,

A regression analysis to obtain a nonequilibrium wall heat transfer
correlation yielded four important parameters. The most significant was-
the flow effect represented by the vapor Reynolds number. The effects of

nonequilibrium, (x /*a) quench front quality, xchf, and distance frome

the quench front, (1 - DZQF/0), were all of approximately equal importance
behind the Reynolds number. Prandtl number was also included but was not
as significant as any of the other parameters.

The data have been compared with current heat and mass transfer

correlations used in state-of-the-art computer codes such as RELAPS and

TRAC. Film boiling correlations considered were Dougall-Rohsenow,

Dittus-Boelter, Groeneveld 5.7, Condie-Bengston IV, Chen-Sundaram-0zkaynak
- (CS0), and the TRAC heat transfer package. The Dougall-Rohsenow,
Dittus-Boelter, and CS0 correlations when based on nonequilibrium
conditions underpredict most of the data while the Groeneveld 5.7 and TRAC
correlations overpredict most of the data. The Condie-Bengston IV
correlation shows a large amount of scatter. The original saturated
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: 'Dougall-Rohsenow correlation.is the only one that gives a reasonable
'preoiction,of wall. heat flux even though'it does not account for t'he
correct physics.,

The measured vapor generation rates.have been compared with those
predicted by the Webb and-modified Saha correlations. The Webb correlation

1

correctly predicts some of the data but there is a large scatter whereas
the modified Saha correlation signi.ficantly overpredicts the measured data.

,

The results of this study indicate that additional nonequilibrium
post-CHF data are needed and that heat and mass transfer model development
work is needed in order to assure accurate predictions of cladding'

temperature and vapor superheating during reactor severe accident
transients and LOCA transients.

'
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Appendix A.

~

This appendix defines the film boiling heat transfer coefficients used
1~in-this paper. . j

l. Dougall-Rohsenow (for saturated conditions) (A-1)

. 0.8
h = 0.023 Re [ 'x, + (1 - x,)] |; g

Pr ,g

where

Re 0 G/u=
g g

4

C

"9 E
9Pr =

.
g k

g

The heat flux q" is defined as

q" = h (T, - T ) *
s

2. Dittus Boelter (A-2)
,

0.8 0.4h = 0.023 Re Pry y

,

where

G x, 0
Re =

,
V U y,

>

|
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and

u C
*Pr = *

y k v4

The heat flux q'' is defi.ned as1

q"'= h (T ,- T ) .
y

3. Groeneveld 5.7 (A-3)

h=0.0520[k
0 I*20 -1.06)R .688 Pr Y

'

,
g

where

= f [x, + (1 - xe)]R

g f

C

9Pr =
g k

9

04

-1.0).(1 - x )0.4Y = 1.0 - 0.1 ,

e(#g

The heat flux q" is defined as

q" = h(T, - T ) *

s

.

; 4. Condie-Bengston IV (A-4)

,

0.4593 2.2598'

O.05245 k Pr
g w R

h= '

0 8095 (x , j )2.05 M0
: e
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where

f.0.6249+0.2043in(x,+=1) .R =

g -

The heat flux-q" is defined as

q" = h (T, - T ) *
s

.

5.- Chen, Sundaram, Ozkaynak (A-5)

-2/3h = 0.5 F G C Pry p yf

where

i

0.037 RE(-0.17)F =

D *v V
'

ptgg .
,

j "v

i

*
a ,G (1 *a)y ,

pt o oy

4

G Gx,=
y

(T +T)* V
i C Specific heat evaluated at=

, Pvf 2
r

(T +T)"Pr Prandtl no. evaluated at=
yf 2
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The heat flux q" is defined as

q" = h(T, - T ) .y

6. TRACPD2/M001 Heat Transfer Logic (A-6)

The liquid heat transfer coefficient is given by

(T
-T

8 +hh, = h T .T df 'r
W f,

where

4
/T -T

$

hr " (I - *) ** | T\w-T
'

s

and e is the Stefan-Boltzmann constant and c is the wall
emissivity. The liquid absorptivity is 1.0.

The dispersed flow heat transfer coefficient, hdf, uses the Forslund
and Rohsenow (A-7) equation modified by multiplying (1 - a) by the

fraction of liquid entrained, E,

T
BRAC .25

9- s0.6667 0(1 - a)Ehdf = 0.2 cj ,
_

w t

where c) is a constant equal to 1.2760 and

h' kgo ''o9 9
i

BRAC = .

(T,-T,)u drop
7 g

i
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The dispersed flow HTC is set equal to zero if (1 - a)E > 0.05
,

d
- V )2 - , and We.=.4.0

*
.orop

g (Vg go

|

The droplet diameter is restricted to the range

'l.0 x 10'4 id 1 3.0 x 10drop

The fraction of liquid entrained is found in the following manner,

E=0, if V IVE *g

or

E.= 1.0 - exp 0.23 -( V -V) If Y *Y-

g E g E
' '

.

where the entrainment velocity is.

-(o* o )' l/4'
VE = 3.65 2'

. *g _

and E is restricted to values between 0.07 and 1.0.

i

; The. vapor heat transfer coefficient is given by

h = max (hfbb, hnc' kR) *g

j' The Bromley film boiling heat transfer coefficient (A-8), hfbb, is
given by.

,

3 (o* - o ) gh' '1/4-ok
9 9 19

hfbb = 0.62 ,

(T,- T )9
,3

[
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- where the characteristic length, A, is

. .1/2
*"'2" *g (o -o)g g

- .

The latent heat' of vaporization is modified as suggested in
Reference A-9

+ 0.5 (c )g (T, - T )h' h=
*p sg gg

.
The turbulent natural convection equation used in this heat-transfer

egime is

.

~'1333
0

('''T P r >>>f
-0.13 kh =

2 j g
..nc g

9

The forced convection equation is based on Dougall and Rohsenow's
modification to the Dittus-Boelter equation

,

Y *( } Y "g(c )gg 3 g t h g
0.023h =

fc 0 u k
,

h g g ..

where the Reynolds number is modified to reflect the volumetric flow rate1

of the two-phase mixture.

As in the previous heat-transfer regimes, linear interpolation is useo
G >G .

The total heat flux q" is given by

q" = hg (T -T)+hg (T, - T ) .

s y

,
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POST DRYOUT HEAT TRANSFER PREDICTION

by

Anthony F. Varone , Jr.
Warren M. Rohsenow

Massachusetts Institute of Technology
Cambridge, Massachusetts 021';9 U.S. A.

ABSTRACT

A mechanistic model of post dryout heat transfer has been developed involving momen-
tum and energy equations for both vapor and liquid, average drop diameter at the dry-
out location, and using heat transfer correlations for vapor-to-drcp, wall-to-drop,
and wall-to-vapor. This involves a computer calculation stepwise down the tube from -

dryou t.

This calculation was simplified making possible the heat transfer prediction at any
position down the tube without the stepwise solation.

The two solutions agree well with each other. To make the predictions agree with
data it was found necessary to multiply the wall-to-vapor heat transfer coefficient
by a factor ranging from around 0.7 to about 2. At present this factor is found to
be a function of bulk to wall viscosity ratio and quality. It may also be a function
of liquid and vapor densities, tube and particle diameters and Reynolds number.

A similar effect of wall-to-gas heat transfer is found in solid particle-gas flowing
mixtures. The detailed explanation is as yet unknown, but appears to be due to tur-
bulence suppression and enhancement resulting from particle motion.

NOMENCLATURE

English Symbols

Ac acceleration group
CD drag coefficient
c specific heat'

p
c volumetric concentrationy
D diame ter
D mass weighted average drop diameter
f drop diameter function
G mass flux
g gravitational acceleration
h heat transfer coefficient
hfg latent heat of vaporization
Il constant
12 cons tant
K non-equilibrium parameter
k thermal conductivity
Nu Nusselt number
*

r1 droplet flux

Pr Prandtl number
g" heat flux
R average drop extension radius
Rmax maximum drop extension radius
Ru ratio of the two phase Nusselt number to the single phase Nusselt number
N
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Re Reynolds nurrter
r r%dius of curvature
5 free stream slip ratio
Sf film slip ratio
T temperature

iV velocity
- )v radial component of turbulent fluctuationsr

v axial component of turbulent fluctuationsz
W gas mass flow rateg
W solid mass flow rates
x quality

y* distance from tube wall
yf universal law of the wall coordinate
z axial position along tube

Greek Symbols

a void fraction
81 coefficient
82 coefficient

6 drop-wall separation distance
e drop effectiveness
A deposition parameter
a surface tension
$ drop diameter function
o density
u dynamic viscosity

Subscripts

A in Eqs. (5) and (6)
a actual
b referenced to bulk temperature
c cri tical
do dryout
e equilibri um
R liquid
Rf liquid film
3 perpendicular to tube wall
s saturation
T tube
v vapor
v-d vapor to drop
w wall
w-d wall to dmp
w-v wall to vapor

INTRODUCTION

Dispersed flow heat transfer is heat transfer to a fluid consistingof a primary vapor
phase with a fine dispersion of entrained liquid droplets. It is usually preceeded
by an annular flow in which a liquid film is preselt on the channel wall with a
flowing vapor core. High relative velocities exist between the vapor and liquid film,
which cause liquid to be torn from the film and entrained in the vapor. Evaporation
of the liquid film along with the liquid entrainment cause the film to disappear.
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This point is known as the dryout point and is where the dispersed flow regime begins.
Vapor now contacts the wall and the wall heat transfer coefficient is reduced due to
a lower thermal conductivity of the vapor relative to the liquid. This results in
lower heat transfer in constant wall temperatum applications and a sharp rise in
wall temperatures in constant heat flux applications. Temperatures can be high enough
to physically destroy the heating surface, a phenomenon termed burnout. :

Droplet evaporation takes place by heat transfer from the vapor and during direct
drop-wall collisions. Wall temperatures am usually too high for liquid to wet the
wall, making the drop-wall heat transfer usually less than 5% of the total. A finite
heat transfer resistance exists between the vapor and liquid, resulting in the vapor
bscoming superheated. Since all of the energy does not go into evaporating the
liquid, the actual quality will not equal the equilibrium quali ty. The vapor trav-
els at a higher velocity than the liquid drops, whose diameters are typically on the
order of 30 - 300 pm. Because of large density differences between the phases
(except near the critical point), vapor void fractions are usually 80 - 100%.

ANALYSIS

This analysis has been restricted to
i 1) vertical upflow in a circular tube

2) unifonn wall heat flux
3) steady state conditions

Yoder [1] developed a stepwise computer solution which predicts tube wall tempera-
tures as a function of axial position beyond dryout. It is a physical model based
on continuity, momentum, and energy equations and uses empirical correlations where;

; necessary. The major assumptions of this model are
1) egoilibrium quality exists at dryout
2) both liquid and vapor are at saturation temperature at dryout
3) drop size distribution can be characterized by one average drop size'

j 4) liquid temperature remains at the saturation temperature

! AVERAGE DROP OIAMETER AT DRYOUT

! It is necessary to calculate the average drop size at dryout. Assuming annular flow
preceeds dryout, drops are formed at all poin'ts along the tube before dryout. Drops

; are formed by Helnholtz instabilities in the liquid film and by liquid being thrown
i into the vapor core during vigorous boiling in the liquid film. It has been assumed
j that the latter mechanism is the dominant drop sizing mechanism of drops being formed
: from the liquid film. Once the drops enter the vapor core, further dmplet breakup
j can occur due to free stream slip between the liquid and vapor. Yoder arrived at_

expressions needed to calculate the mass weighted average drop diameter at dryout D,
;

; which are presented in Table 1.
i

To calculate the mass weighted average droplet diameter, the following procedure,

is used:
)
,

,
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,

. f
1)' Iterate over Eqs. (1),-(2), (3), and (28)(for C ) to calculate DD do *(D'= D o in Eq. (3)).a,- and S od d
2) Calculate Sr. using Eq. (4).
3) Calcuate F using Eq. (6)(.

Calculate xA from Eq. 5). If-x4 < 0.1, then set xp = 0.1.
-4)-

~

i

5) Recalculate a -and Sdo by iterating over Eqs. (2) and (3) iwi th D = 6. |

HEAT TRANSFER MODEL

The following heat transfer mechanisms have been considered important

1) heat transfer directly fmm the tube wall to the vapor
2) heat transfer directly from the tube wall to the drops during

drop-wall collisions

3) heat transfer from the vapor to the entrained droplets.

Radiation effects are considered negligible. Yoderincludod axial conduction in the
tube wall, which he found to have a negligible effect on predicted wall temperatures.
Table 2 sumarizes the equations _used to calculate the tube wall temperature. Table
3 lists the equations needed to calculate the drop effectiveness, defined as the_ ratio,

of the actual = drop-wall heat transfer to that completely required to evaporate drops.

colliding with the wall,

9h-d
'

g ,
3

"P
D p h fg

Table 4 sumarizes the empirical correlations used to calculate heat transfer coef-
ficients, the drop deposition velocity and droplet drag coefficient. Wall heat trans-
fer coefficients were calculated assuming the vapor behaves as a single phase flowing
in the tube at the vapor velocity.

The known quantities for the computer model are the mass velocity G , wall heat flux-

qd' , tube diameter D , dryout quality xdo , and fluid pmperties. The following isT
an outline of the computer model.

! 1) Input G , q" , D , xdo, and fluid properties.T
2) Calculate D ,Sdo, and a from the equations in Table 1
3) Calculate Vy , and Vg from Eqs. (8) and (9) with S - S o.,

'

4) Wi th Tw = Ts + 'l , initially, calculate c , 6 , and rom the1

equations in Table 3 and hv-d (Eq. (27)), Vp (Eq. ( ),and
h _y (Eq. (31)).

5) 05termine Tw from Eq. (16).d Vt6) Calculate the derivatives g- (Eq. (12)), dD (Eq. (13)),'

g
(Eq. (14)), and '' (Eq. (15)).z

i

7) Assume a Az . for a new z +1 * Zn + Az. Integrate to calculate newn
values of V
order Runge g, D, x , and Ty at this next axial position (a fourtha

.Kutta routine was used for the integration).
8) Calculate new values of S , a, Vy using Eqs. (10), (11), and (9).
9) Repeat steps 4 - 8 to calculate the axial temperature profile.'

i

:

|
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TABLE 1 - Summary of Equations Used to Calculate the Mass Weighted Average
Drop Diameter D , (Yoder [1]).

D 'Pv# W'cdo
O 2

T GD (S - I) b +[S bbxI
T do

Pj do,O \ dog g

1
(2)""p 1-x

S
do xdo

p

oD9(1-k)0 2il''I 16 9Y D P II, 4 ty a t 1
|1+ 1- i :

3 2 2 3 Gh D x
( G C *do ) ( fg T ov do )

D (3)S *
do ( pt

fj _ 4_ D P 9 \l - j "Lv
D

\ 3 2G C *doD-

0.205 - 0.016
fo f GDV

-l
g3 Ti

| (Ahmad[2]), (4)y
| |MS, y

Ef (Dv/ (t /'

D f1 Oviv

k)xfS - II k (Sdo
do

do (5)xA,I(Sf-I)rh, f 1 vD

D S 0
E ( f 1)

D 1 do /DE N*c P UO i v
) * l {j{"x - 0.1 D A- 2

t [3f _ j )2 gDdo T T
(6)

-
1 1

'

j )
~

fo iifog 1 ) /Dg 1 t 1 I
I * *do ( O

--1 ) -1 + x I I '- '

SAD S / A
(O

S y f /y f y f /

We = 6. (7)
c

properties evaluated at the saturation temperature, T !s
|
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Summary of- Equations 'in Numerical Model, (Yoder [1])TABLE 2 -

G x*
.V (8)

=
y

-V
V =l

g (9)
s

Gx
a

P#S= ( }G(1 - x )~a
V -

g

1,,
- 1 - x, py

3+Ix f (II)
a 1

,

Liquid Velocity Gradient

(1 - )+ C

Y IS - I) h (12)
=

dz D i

Droplet Diameter Gradient

dD

V-d( v - s} * 3 DlD P

E"- Vo h v ( }gg fg T t

Actual Quality Gradient

dx, (1 - x ) dDa=-3dz 0 E (I4)

Vapor Temperature Gradient

D G*a ov- [(T -T)+c (15)
* '

z C y s d
T pv a

Wall Energy Balance

q" (1 - a)h Y0 3) f9 P 1 1T, - T = c (16)y h a 2 h aw-v w-v s2

~ Vapor properties evaluated at the bulk vapor temperature, T .
y
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Sunnary of -Equations Use to Calculate the Effectiveness cTABLE 3 ,-

(Kendall (McCarthy) [3])
f'

l y)1 g\ fo V Dh || Ifo g p ( )lc = 2.6 '

3 *
\"t ) \}\ )

(8 k (T,- T )I I "v fg 3-1/4D
2y s

j (2S 2*v(T, - T ) * II I
l

l

fg(p o D)U2h 3 hy

Ig = 0.225 I2 = 1.5 (18)

Y = (R, + 0.43 0)/2 (19)

~ arc cos [ - 1.225 ~2 (20)= 1 1+ cs
2

,

0 ( ) f We
- (i l+ 1 )-i

p V Dg p
(21)We =

p ,

then R,, = 0.43 0 (22)p < 1.74if We

pv(T - T )3pv(T - T )) f cI c w sw s
B y = 11 + 0.43 I i 1 + 0.3 I (23)

\ fg / \ fg /

(24)02* cp (T -T)y s1 + 0.3 h fg

4 / 1) U2 ~ s 9 v( w - T ) 0 I -T)
2 s 2v w s

6 = 0.45 x Y i I (25)I2+ un 1i oD
( p/

_

#v"fg
_ _

y fg

6 0 ~

c 1 w s (26)=

Nu, T, - T

if 6 >6 drop wall interaction is not included in the wall energy balance
c

if 6 <6 drop wall interaction is included in the wall energy balance |
'

C T)(T +-

# $
vapor properties evaluated at the temperature Tf= 2

i
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TABLE 4 '- Sumary of Empirical Correlations Used in Numerical Model

Droplet Heat Transfer Coefficient (Yuen [4]).

h 0 [2+0.6Re'2l' Pr ]v-d y

py(T -T} ( }
*

k c y
s3

y
[1 + h fg

(V - V )p D
y g y

Re = , properties evaluated at the temperature T=T+Tv s-Dv 2

Droplet Drag Coefficient

(Ingebo [5]) (28)C *
D g4

Re

Re < 150

CD = 0.4 (Groeneveld [6]) (29)

Re > 150

(V - V )p D
y g y

Re = , properties evaluated at the bulk vapor temperature, T
y

Drop Deposition Velocity (Liu and Ilori [7])

"=
(30)

v Re

VpD
yyT

Re = , properties evaluated at the bulk temperature, T
y

Single Phase Heat Transfer Coefficient (Hadaller [8])

k
0 0.6112Re .8774 Pr (31)h ,y = 0.008348g y

Gx,0T (T +T)VRe = , properties evaluated at the film temperature Tf= 2

.

i
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RESULTS OF COMPUTER MODEL

Figures l- 3 show some typical results of the computer model for thme fluids and four
investigators . Errors in Tw - Ts ranged from -30 to 60% with errors in temperature
of -85 to 140*C. Notice the similarity between the Cumo [9] data and the Era [10]
data and how similar the predicted curves deviate from the data. In both cases the
data has a sharp peak and a smooth, rapid decrease in wall temperatures downstream.
The predicted curve cannot follow the rapid changes in the data. It pmdicts no

sharp peaks and no large decreases in wall temperatures downstream. The model does
data in Figures 2a through 3a, but is still in

a better job predicting Bennett's [11]12] nitrogen data is predicted fairly well down-orror by as much as 50 C. Hynek's L
stream in Fig. 3b, but is underpredicted by 55'C in the region just after dryout.

MODIFICATION OF THE WALL TO VAPOR HEAT TRANSFER COEFFICIENT

Figums 1 - 3 present comparisons of predicted and actual wall temperatums. Only a
few cases are shown as they are typical of the many data sets which were used. The
primary concern of these comparisons is not so much the magnitude of the error in
tha predicted wall temperatures, but the shape of the axial temperature profiles.
Tha predicted profiles do not resemble the actual ones, especially in the cases of
Cumo and Era. It was felt that some aspect of dispersed flow was not modeled accu-
rately to give such differences in the predicted and actual wall temperatures.

The procedure to attemot to discover what might be causing the discrepancies in the
actual and pmdicted wall temperatures was one of trial and error. Dryout ' drop
diameters, slip ratios, vapor to drop heat transfer coefficients, and droplet break-
up criterion were varied. These variations resulted in changes in the pmdicted wall
terrperatures, but in no way changed the shape of the axial temperature profiles. It

was thought that turbulent fluctuations might begin to influence the flow down-
stream, incmasing simultaneously the vapor to drop heat transfer and droplet break-
up. However, for the length of tube considered in a given data set, the Reynolds
number changes at most by a factor of three. This should not alter radically the

6
basic structure of the turbulence. (Note that for all data sets 2 x 104 < Re < 10 ),

~ ~

Dimet drop wall heat transfer was reconsidered, but the wall temperature data for all
cases are well above the critical temperatum for each fluid. It is possible, but

very doubtful, that the drops could be wetting the tube wall downstream resulting
in the shape of the data of Cuma and Era. It was then decided that the flaw might
lie in the assumption that the wall-vapor heat transfer coefficient can be accurately
calculated from single phase correlations. What must be emphasized here is that
while only one wall heat transfer coefficient correlation was used in the model,
other correlations only change the magnitude of the predicted wall temperatures.
They do not radically change the shape of the axial temperature profile.

Equation (31) was rewritten as

k
0 0.6112 (32)Re .8774 Prh ,y = 0.008348 RNu yy

T

is the ratio of Nusselt number with droplets present to that without drop-where RNu
le ts . The computer model was used to determine the value of RNu required to make the
calculated wall temperature equal the measured wall temperature of the data'.

It was postulated that

|
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In Fig. 4 the Nusselt number ratio RNu is plotted against the actual quality x fora
fixed values of the bulk to wall viscosity ratio , ub/Uw . Values ofRNu range from
about 0.7 to 2 (although not shown, some values were as high as 10). For each vis-
cosity ratio value the points fall on a curve, creating a family of curves of Ryu VS*
xa as shown in Figs. 5 and 6. As x decreases fmm 1 an increase in RNu is oo-
served until a maximum occurs at about xa = 0.9. As x decreases further R de-3 Nucreases until 0.41 xa < 0.6, where RNu is a minimum. Then RNu begins to increase
slowly and all the curves merge as x is reduced further. The magnitude ofRNu reada
from Fig. 6 should be used in the computer model to predict the wall temperature.

Figums 1 - 3 also show the wall temperatures predicted using values ofR Nu read fromFig. 6. Now the predicted temperatures virtually coincide with the data, which is
not surprising, since this data is part of the data base used to generate the curves
of Fig. 6. The corrected model overpredicts the data in the region just after dryout
for the data of Cumo and Hynek , but recovers to accurately pmdict the data down-
s tre am. In Fig. la the corrected model stops at an equilibrium quality of 1.1 be-
cause values of ub/uw were too large to be read from Fig. 6. Only a few points
had values of ub/Uw > 0.825, so accurate curves could not be drawn to fit the points.
The corrected model predicts the data of Era and Dennett almost perfectly.

Figure 7 shows R u vs. pb U/w for fixed quality. Generally, as pb Uw increases,N /
increases with ub U/w having the greatest influence at higher actual qualities.
As the quality decreases the effect of viscosity ratio becomes less important, until

RNu vs. Ub/Uw is constant for xa = 0.25.
OTHER POSSIBLE EFFECTS ON RNu

Thus far any effect of remaining variables onRNu has not been found. This will beinves tigated later.
!

COMPARIS0N TO SOLID PARTICLE-GAS MIXTURE DATA

| Figure 8 presents data of R u vs. quality for solid particle-gas flowing mixtures ofN
| several inves tigators. The shapes of the curves are similar to those of the dispersed
| flow data. In most cases RNu decreases as particles are added, reaching a minimum,
! then incmases as x decreases further. In some data of Depew [13]RNu increases greaterthan 1.0 as particles are added withR Nu decreasing and reaching a minimum as x is;
' decreased further. The majority of the solid particle data falls in the range of

0.7 i Rgi 2, as does the discersed flow data.

| EXPLANATION

A possible explanation for this behavior is that the liquid dmplets and solid partic-
les affect the turbulence in the flow, making the gas not behave as a single phase.
Fig. 9 presents turbulence data of Zisselmar [16] for 50 um|

methylbenzoate (properties like that of water) at a Re of 10jass particles flowing in| Solid volumetric con-.

centrations c[ low of 94 to 100%., ranged from 0 - 6%, which would correspond tovapor void fractions|

in dispersed Values of the axial and radial turbulent fluctuations
were measured throughout the core and close to the wall. In the core, both fluctua-
tions were steadily reduced from the single phase value as c was increased. They
axial component was reduced by 14% and the radial component by 50% for a c of 5.6%.y
Near the wall axial fluctuations were increased by about 10% for c = 3%, then werev
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reduced by about 20% as . c was increased to 5.6%. Th2 radial component of turbulenty
fluctuations increased steadily as c was increased, until it reached twice they
single phase value at c = 5.6%.y

The following is an attempt to explain the behavior of RNu vs. x andRNuVS U /4w *ba

1) RHu a
vs. x

a) R is 1.0 for single phase vapor (x =1.0).
b) NuWhen some droplets are present, turbulence is produced near the wall . There

are not enough droplets to affect significantly the turbulence in the core.
A net increase in heat transfer and RNu res ul ts . This could result in thetemperature distribution shown by tne dotted curve in Fig.10 for x = 0.85

*I*with a lower wal1 temperature, RN
c) When more dmplets am preseat, mSre turbulence is produced at the wall,

but tu.tulence is damped in the core. These effects tend to offset each
other resulting in a higher wall temperature, as for the dash-dot curve for
x = 0.5 in Fig.10,RNu< l-

d) As the amount of droplets are further increased, turbulence at the wall is
increased more than the decrease in the core. This results in R incmasing

Nufrom the minimum as x decreases.
a

2) R lNuvs. ub uw

a) For given flow conditions and bulk fluid temperature the droplets damp the
turbulence in the core, reducing the fluid mixing.

b) Droplets increase the turbulence near the wall when wall temperatures are
close to the bulk temperature. This results in more fluid mixing and in-
creased heat transfer due to the presence of the droplets; so RNu > I -

c) As the wall temperature is incmased, the viscosity of the vapor near the
wall increases, decreasing ub/4 This results in less generation ofw.turbulence near the wall, making ~ the reduction of turbulence in the core
of more relative importance; thus RNu decreases.

The single phase heat transfer coefficient equation uses a viscosity based on the
average of the bulk vapor and tube wall temperatures. If ub/W is close to 1.0,W
the effect of particles increasing turbulence near the wall and decreasing turbulence
in the core could result in the lower dashed curve of Fig.11, producing a higher
heat transfer coefficient at the wall..RNu" I-

For large temperature differences ( 3 u/w u l) the vapor viscosity at the wall is
significantly greater than the viscosity used in the prediction equation for h
thus reducing the turbulence near the wall. This could result in the upper doUtN'
temperature distribution in Fig.11 and a reduced h .y,RNu < I-w

CONCLUSION

The effects of liquid droplets on wall heat transfer coefficients are presented. The
ratio of Nusselt nunter for dispersed flow to that of single phase flow ranges from
about 0.7 to 2, and is a function of bulk to wall viscosity ratio and quality. Sim-
ilar effects are observed in solid particle-gas flowing mixtures. Nusselt number
ratios vary from about 0.25 to 2.0 and show a similar dependence on quality as does
the dispersed flow data.

A possible explanation for this behavior is that the drops and particles in the flow
affect the basic turbulent structure of the flow. Evidence was presented that par-
ticles in the flow damp out the turbulence in the core and produce turbulence near

4G7
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I
the t:all. - The conbination of these effects probably produces tha observed differ- I
ences in Nusselt numbers from single phase values. '
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APPEND!X A

Local Conditions Solution

The computer solution requires a complicated stepwise solution starting at the dry-
out point and proceeding down the tube. Later, Yoder [1] found simplifications that
permit the pmdiction of wall and vapor temperatures at any location downstream of
the drycut point without a stepwise calculation or computer. This is called the
" Local Condi cions Solution".

He simplified the various equations to obtain the following relation:

3/4Kx x dx

(1 - x ) /12 dx, * *e ~ *a (A-1)
a

,

where K remained essentially constant along the tube. Hill [17] developed the
following relation for K :

5/2 5/6
3/4 WI /3 xf4Pr do + 11 1 Ac p,d0

y
" *

(j . *do) *do I0 *dot
1 1

(Av/

where
I a"w
( Ac 5 (A-3)Gh
| fg
!

| GD p
'

do " u E*do * (I~*do)] (A-4)R2
v 1

! 2 2
| Gx Dg T
| We E (A-5)do poy

The quantities f and 4 are mad from Figs. A-1 and A-2 where

0.0338 x

A*do * p,do1/8 (A-6)A
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for various magnitudes of tha non-Equation (A-1) is shown in Fig. A-3 as x vs. xe
equilibrium carameter K for xdo = 0.1. a A family of such graphs may be constructed
for various magnitudes of xdo . However, Fig. A-3 may be used for any xa " Xe " Xdo

It is-noted that since at xdo , x
If Eq. (A-1) is differentiated once, a " Xe = xdo.by making a simple construction. the radius of curva-Eq. (A-1) shows dx /d*e = 0.a

ture of a constant K curve at xdo is:

l|#
I K xdo

- (A 7)= =

d x /dx,2
r@

{) ' *do}
2

3

Figum A-3 shows the construction to be made to obtain the constant K curve for any
xdo > 0.1. Shown in Fig. A-3 is the construction to obtain a good approximation to

is in units oh curve for K = 0.4 and xdo = 0.5.
Calculate rdo =from Eq. ( A-7). This

the x vs. xa
x. Draw an arc of radius r as shown at x 0.5. Then draw the.

dashed line tangent to the arr and to the sokid curve labellek K = 0.4. The total
line consistingof the arc, dashed line joining the solid curve represent the x vs.a

x3 curve for xdo = 0.5 and K = 0.4.
The same construction is made for any ,xdo > 0.1

and any K.

Tha calculation procedum is as follows. The known quantities are G , D Zdo Xdo,T

gj' and all fluid properties. To determine the wall temperature T at any z > zdo:w

1) Calculate Ac. Rede and K from Eqs. (A-2 to A-4) where f and 4 are read from
(A-6)

Figs. A-1 and A-2 with Axdo ) calculated from Eq.(z - zdo)/DrGhf (A-8)
e f rom (x, - xdo) * 4 9w"and make the constructt%n on Fig. A-3 for the2) Calculate x

from Eq. (A-73) Calculate rdo
Read x from Fig. A-3,

appropriate K and xdo (. a
Calculate Ty from Eq. A-9 )4)

py(T -T)s " *e -Xc y a (^~'}
h xfg a

5) Calculate h from

Gx D 1 8774 T"+T0
hD b'0' ) (A-10)= 0.008348 R Pr (properties evaluated at Tf= 2Nu p y

y.

whare R is read from Fig. 6 for an assumed ub/Dw , and
Nu ,

1-x p
a [gg )

81+ x
a R.

The assumed magnitude of ub pw will be verified after T is calculated./ w

6) Calculate T, = T + q"/h .y

This calculation for T may be made at any z > :do without integration from zdo-
g

Th2 results of this simplified Local Conditions Solution agree very well with those
of the detailed stepwise computer solution.

i

469

|



300
4

.

_

u
* - xx x x,

/ 250 - e ., - MODEL I,

[ E,- * . DATA

$
*- * x CORRECTEDg

s MODEL_

4 fx
! W '' * CUMO-FRl2 20 8AR I.

200 -

G=840I2 *

J
_

***.*.+.*z .> w ms' _

q", = 104 y
*

< - Dr = 4.75 mm_J ,

i
3 x = 0. 4 5 )g )

,

*

l ' ' ' ' ' 'O %
O O.6 0.8 1. 0 1.2 1.4 1. 6 1.8

EQUILIBRIUM QUA LIT Y- x,
~

A

700
.

P - MODELx
- *
3 * DATA
7< * x CORRECTED
W MODEL
$ 600 -

x

i s
< .
C *
W ERA-WATER 70BAR- c.

I O

G=2200*Ts 52
w m
H KW

500 - S = 1500 g f X,wJ ,
.

.j Dr = 6mm
3 u,=OA8g

' ' ' ' ' '0
O O.5 0.6 0.7 0.8 0.9 1.0 1.1

EQUILIBRIUM QUALITY-x,
B

; Fig. 1 - Tube Wall Temoerature vs. Equilibrium Quality,
[9],[10].

,

470

__



..

|

-900
'

MODEL |

* DATA |
x CORRECTE D . MO DE L e

Xe

x'

*

7;800
x-

-

*
uJ
E t
3 1>
<t
e 1

$ 700 1 BENNET - WATE R 70BAR-
.

5
- x G=394

amsF-

x q" = 5 4 5-j
<

D = 12.6 mmTx
600- * Xgo= 0.92

! iO -

O I 2
DISTANCE FROM ORYOUT - z,m

A

P-

650'
-

3
>-

8 *
I 1 1 aW x .

* *
5 x
g. -

uJ 550 - - EDEL
C- * CATA BENNET-WATER 70BAR

3 x CORRECTED G = 1960 4 0 = 12.6 rrrn7MODEL m-s
g

q"=1100 $ xdo= 0. 4 3
,

''.a O>

< 0.5 1.0 1.5
BC DISTANCE FROM ORYOUT -z,m

B

Fig. 2 - Tube Wal1 Temperature vs. Axial Position
Beyond Dryout, [11 ].

,

471

_



600
f

-

8 3 1 1 x nW 3
Z E

x.
.

xa
g 500 -

,

% - MODEL BENNET-WATER 70BAR
$ e DATA G= 5190 h
2 - x CORRECTED m-s

(= 1836 h% MODEL .

J O = 12.6 m mTj 400 -

n ,=0.265 o* . .

O O.5 1. 0 1.5

DISTANC E FROM DRYOUT - z,m

A

,

300
MODEL

* OATAy ,
e X CORRECTED MODEL X

~

i
H e
i .

* *
$200 f Ie-

3 *

< .

y HYNEK -NITROGEN l.4 BAR,,

G = 45

J 100 -
c," = 23 $m*

j 07 = 10. 2 m m
3 x = 0.69do

Of , , i

O O. 5 1.0 1.5 2.0
DISTANCE FROM DRYOUT - z, m

8

1 Fig. 3 - Tube Wall Temperature vs. Axial Position Beyond
|. Dryout, [11], [12].
i

472

1
- - . .. _ - .



.. ._. . . =

|

f

i '

l

f

3

2.0 -
o a WATER
z FREON 12 + + ~+

7
-

* N1TROGEN +
*9 0.40 5 5 l0 + 83,.

+cH c8 o ,+ +4
*

oY-

g + &

$$
'

[ S
-

+ - o d'
E my

1.0
~ ., _ +32*f+

+ *o o m a3 _

a - 4",, j ** * #> - * *

J *ad%.
LaJ ~Qam
W

@ 0.6
-

' ' ' ' ' ' '

0
'- 0 0.2 0.5 l.0

ACTUAL QUALITY -xo

Fig. 4 - Nusselt Number Ratio vs. Actual Quality Calculated from
Computer Model.

.

'l

i

l
<

!

,

473
i

*

. _ . _ _, , .. . _ , . _ . . _ . , _ . . _ . . - . - - _ . - . , . _ _ , _ _ _ _ _ . . . - , . . _ . . _ _ _ . , - . _ . . _ . . ,



2.0

g a w&TE R
"

| e NifROGEN
9 O.SS s @ s 0 60 j.

<
E

.

s
.

* 1~0

2 Na- /' I
'

.

y

8 0 *[
0+
0' C12 0.S 6.0

ACTUAL QUALITY -s e

2.0
s
*
a .

8 "'IE R
* N8740 GEN

9 0.6S s h 5 0 70
4
3 .

= |
W '

, -

8.0 nu- .- -
-
d *o ',5' *.

m

0.6 *-
,

0
0 0.2 05 to

; ACTUAL QUALITY -s e
!

,2.0
*

a wa7Emg
,

FREON 12 ii +

9 0.7S s h 5 0 80
4
E .

E
"

8.
*

3 .
*

1.0 - ..

3 +, . +

W
"

06 *

s
0+
O. Q.2 05 to

ACTUAL CUALITY-s e

j Fig. 5 - Nusselt Number Ratio vs. Quality With
'

Constant Viscosity Ratios.
|

474
|
|

_ _ _ _ - ___ __ _



._ ._

l

I

2.0
$ VALUE OF M : 0.825

,

#w \g
0.775 \-

i;

.
9 O.725 \

\_

H O.675<C

0.625 \*
-

C O.575
\

$ O.525' s
_

I.O

3 wyr
i.c -

$
30.6

,

:
* ' ' ' - - +0

O O.2 0.5 1.0
,

ACTUAL QUALITY -xai

Fig. 6 - Family of Curves of Nusselt Number Ratio vs. Actual
Quality With Constant Viscosity Ratios.

,

I

i

i

475,

-
- - _ - . ._ . .. ___ - . . _ _ - - _ - - . _ . . .-- .-.. - - - . - -.- .--



. ,. _ - .

!-

,2.0

[ I.8
'

'**-

f 0.85
1.6 -

0.95
E O.751.4 -

g
W

O'.6*8 1.2 /-

O 25.

IO '

f ,p ' O.35g -

~

v1

s
z O.6 -

o , , , , ,

O O.5 0.6 0.7 0.8 0.9 1.0

BULK-WALL VISCOSITY RATIO A
#w

Fig. 7 - Family of Curves of Nusselt Nurter Ratio vs. Vis-
cosity Ratio for Constant Actual Quality.<

476

. _ . -. -.



. _. . _ .

I

,I '
I OC*C.e .444 + Gb ASS0, .

,

*
1.0$ =

s

i
1.00 :

D \
8' -

g 0.99 *

We . __

I $0
0 0.2 0.4 0. 4 08 1.0

OUAUTY-ee ,

2.5 .

4pscue-as# + tapeg
s 0 e 200 - 300,m

2.0g Or* 38 a
-

s #eee4000.-

* - ** * 2' C00a
a .a. 29000g a3 .

C-Deed 2000g
s

$' \%h, ~
x

0.S -

0
0 02 04 06 0s s0

QUALITY -s e
Wg + w,

i

i
1

I 300f =*cv0 -aee + 2mc*

" #e*3$000
e 0, a 29mmC
s 0, e tw$ " s

.

s
ei

10

1 V''

O

)
) 2

0
0 0.2 34 06 0e s.O

4

CUAUTY ae ,

Fig. 8 - flusselt Nunber Ratios vs. Quality [for Solid Particle-Gas Flowing Mixtures, [13], [14], 15].

477

.- ,_ . ._ . _ __ _ _ _ _ . . . _ _ . - - . _ _ _ _ , . ..



| ITue.ons| |0.3

'
.

NN | #
,

g ./ a c, * O

_
o c ,= Q Ol71*

O.1 ' ' '

O O.1 0.2 0.3 0.4 05 0.5 0.7 0.8 0.9 f.O ,c,.O.030
0.2 8 c , = 0.039

a e, =0.056c,= 0 g
I i rw c,.r...m;.,

O', . o.om...,

% j $
" Y (50mm)

g y a H.igmt abov,
bot,om

O ' ' ' ''

O O.8 0.2 0.3 0.4 0.5 0.6 0.7 08 09.? I.0
07

A - Core Region

0.5

|f -wots regson -
* *p y,st3.4 I| y .13 di-

o e, a Oms*, O.4 f

f|, * c ,* O.017I

: I * c, = 0 030
0.3 - I' ^ * ee =0039

/' & e, * 0.056

a # 1 a !w =....
i 4 ' a __ y ( 50 mm ts

ms', p :

* ' '

F ' "','9, o"m' 8 08''O*I
| & c,=O es Y(i no

|* %i| N
''O L' ' ' '

GOO 4 0.01 0.02 0.03 0.04 0.96 0.97 0.98 0.99 0.9951.0 Or
3 t I t t t t t ' 8

0 Q2 0.5 1.0 1.5 2.048.0 48.5 490 49.5 498 50 h

8 - Wall Region

Fig. 9 - Axial and Radial Turbulent Fluctuating Velocities vs.
Radial Position for a Solid Particle - MethylbenzOate
Mixture in the Core Region (A) and tiall Region (B), [16].

(

478

__.____ _ ._ __ _. . _ _ _ _ _ _ _



-

>-
VAPOR !*

w
E QUALIT Y - s Ro g

I.0 1w
4 0.85 >t , T,x --- ,
u

0.50 <t /g ---
#

W Constant q ', , ,
ond T,

e
o
c. *
4 /*

. './*-

_.
-

R A0l AL POSITION, r

Fig.10 - Effect of Quality on Vapor Radial
Tercerature Profile.

-

VAPOR jw
CUALITY - n, j

-

W l.O /e
0.80 /3 -~~

I4
Ta: w

w #
2 ,-m

/
NNu#I /= 0. 5g p -

e ""
-

,

y s '

-#- p,
g =0.65 R ,>|n

RADIAL POSITION, r

Fig.11 - Effect of Viscosity Ratio on Vacor
Radial Temoerature Profile.

:

479

-. - ._- - - - - ._ __ - -.



- ... . - _ . - - _ - _ . .. .-

4 I
-i

'

VALUE OF DRYOUT WEBER NUMBER, Wedo

s-io-

103-

' 46 xlO
23 44 xlOO,

~

p 2 xiod
| U

z 4'

o - 10
' '

6x103
E 3w 4 x 10 -
y2 -2 x lO x3

2 103

5
O

~

Q.
o
e
C

i --

) , ,,,,,! , , , , ,,,,!o , , , , , , , , , ,

QI i 10 10 0
PRODUCT OF DEPOSITION PARAMETER

AND DRYOUT QUALITY- Axdo

Fig. A1 - Drop Diameter Function vs. Product of the Deposition
Parameter and Dryout Quality with Constant Dryout Weber

i

Numbers and xdo = 0.2.
I
i

i

$

,

!

480
t

i

_ _ _ _ _ _ _ _ _ _ _ - . _ . _ _ _ - _ . , _ . _ - _ _ __-



-__

2.0

'
_

_

VALUE OF
+ DRYOUT QU ALITY, xdo-*l.O

|
~

z
9 -

; F
'

O
z 1.5 -

3
u.

O.9g
-

W
}-

1 W
2 -

4 0.8
o

0.7-a
O
e 0.6
C f-

.

,7
'

I*O -

/
-

r' /s
' O.5 0.4 Q3 Q2

o I I

2 5
! 10 io

; DRYOUT WEBER NUMBER -Wedo

; Fig. A2 - Plot of Orop Diameter Function vs. Dry-
|

out Weber Nuder with Constant Dryout
j Quali ty.

i

|,
;

4C1

. . - _ __ _ _ . .,. .-__ . - . _ - -- .
,



._

!

VALUE OF NON-EQUILIBRIUM PARAMETER,
0 0.05 0.10 0.201.0 ,,,,

0.60 '

O 0.80.

1.0
i -

e.s
>- 2.0-s 2.s3 fdo s'*-

<
D 0.5 -

O /
-a

<
?

~

./'o -

4
_

l I I0 i ' ' > - ' i . , , , . i , , ,

O 0.5 1.0 1.5 2.0
EQUILIBRIUM QUALITY - x,

Fig. A- 3 - Actual Quality vs. Equilibrium Quality with
Constant Values Of the Non-Equilibrium Parameter.,.

:
7

482

_ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ . _ _ _ _ _ _ . - . . - . . -_ _ .____ _



REFERENCES
|

1. Yoder, G.L. . Rohsenow. W.M. , " Dispersed Flow Film doiling", MIT Heat Transfer
Laboratory Report No. 85694-103, March 1980. Also Journal of Heat Transfer,

105, 1, pp. 10-17, Feb. 1983.

2. Ahmad, S.Y. , " Axial Distribution of Bulk Temperature and Void Fraction in a
Heated Channel with Inlet Subcooling", Journal of Heat Transfer, pp. 595-609,
Nov. 1970.

3. Kendall (McCarthy) G.E. , Rohsenow, W.M. , " Heat Transfer to Impacting Drops and
Post Critical Heat Flux Dispersed Flow", MIT Heat Transfer Laboratory Report
No. 85694-100, March 1978.

4. Yuen, M.C. , Chen, L.W. , " Heat Transfer Measurements of Evaporating Liquid Drop-
lets", Int. Journal of Heat and Mass Transfer, 21, pp. 537-542,1978.

5. Ingebo, R.D. , " Drag Coefficients for Droplets and Solid Spheres in Clouds
Accelerating in Airstreams", NACA Technical Note - 3762, Sept. 1956.

6. Groeneveld, D.C. , "The Thermal Behavior of a Heated Surface at and Beyond
Dryout", AECL - 4309, 1972.

7. Liu, Y.H. , Ilori , J. A. , " Aerosol Deposi tion in Turbulent Pipe Flow", Envi ron-
mental Science and Technology, 8_, pp. 351-356, April 1974.

8. Hadaller, G. , Banerjee, S. , " Heat Transfer to Superheated Steam in Round
Tubes, AECL unpublished Report,1969.

9. Cumo, M. , Farello, G.E. , Ferrari , G. , "The Influence of Curvature in Post
Dryout Heat Transfer", Report of the XXVI Nat. ATI Annual fleeting, L'Aquila,.

Sep t. 1971.

10. Era, A. , Gaspari , G.P. , Hassid, A. , Milani , A. , and Zavattarelli , R. , " Heat
i Transfer Data in the Liquid Deficient Region for Steam-Hater Mixtures at

70 kg/cm2 Flowing in Tubular and Annular Conduits", CISE-R-184,1966.

11. Bennett, A.W. . Hewi tt, G.F. , Kearsey , H. A. , and Keeys , R.F.K. , " Heat'

Transfer to Steam-Water Mixtures in Uniformly Heated Tubes in which the
Critical Heat Flux has been Exceeded", AERE-R573.

I 12. Hynek, S.J. , " Forced Convection Discersed Flow Film Boiling", Ph.D. Thesis,
M.I.T.,1969.

13. Depew, C. A. , " Heat Trans fer to Flowing Gas-Solids in a Vertical Duct", SM<

Thesis , U. of Cali fornia,1957 (UCRL-9280).

14. Jepson, G. , Poll, A. , Smi th, W. , " Heat Transfer from Gas to Wall in a Gas-
Solids Transport Line", Institution of Chemical Engineers Transactions, 41,
pp. 207-211, 1963.

15. Boothroyd, R.G. , Haque, H. , " Fully Developed Heat Transfer to a Gaseous
1

Suspension of Particles Flowing Turbulently in Ducts of Different Size",
; Journal of Mechanical Engineering Science,12, 4, oo.191-200,1970.

16. Zisselmar, R. , Molerus , 0. , " Investigation of Solid-Liquid Pipe Flow with
Regard to Turbulence Modification", Two-Phase Momentum, Heat, and Mass'

483;

-. _ , _ . _. . , ._ - - . -_ - . - - . _ _ - - .



. - .. -- - .. ..

i
1Transfer in Chemical Process,: and Energy Engine 7 ring Systems, Seminar of

the Int. Center for Heat and Mass Transfer Sept. 4-9, 1978,.1, pp. 119-132,
--

Hemisphere Publishing Co., Wash., D.C., 1979.

. 17. Hill, W.S. , Rohsenow, W.M., "Dryout Droplet Distribution and Dispersed Flow |

Film Boiling",-MIT Heat Transfer Laboratory Report No. 85694-105, Aug. 1982.

.

.i

I

|

<

.

. .

.j

4

0

i

i

r

484

_. _ ..,. .. . _ _ _ _ . _ . _ _ . . _ . _ . _ _



_ . ._. . ._ - _ _ _ _ . . _ . _. _ _ . . .. .

|

|-
!

| SAND 84-1040C
|

| International Workshop on Fundamental Aspects
of Post-Dryout Heat Transfer

Salt Lake City, Utah
April 1-4, 1984

4

A TWO-REGION VAPOR GENERATION RATE MODEL
FOR CONVECTIVE FILM BOILING

4

by

S. W. Webb

Thermal / Hydraulic Analysis Division 6444
Sandia National Laboratories

Albuquerque. NM*

1 and
,

J. C. Chen

Institute of Thermo-fluid Engineering and Sciencej"
Lehigh University

.

Bethlehem PA
!

!
:

]
I Abstract

,

4

| A convective film boiling heat transfer model has been .

!developed based on the recently obtained Lehigh University and!

| INEL nonequilibrium data. A two-region vapor generation rate
mo, del is proposed including a near-field region and a far-fieldi

j region. The heat transfer in convective film boiling has also
been correlated in terms of enhancement of single-phase values due;

to the entrained liquid. Comparison of this new model with the1

data shows significant improvement in the prediction of thermo-
j dynamic nonequilibrium and wall heat flux over existing models.,

,

i
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I. INTRODUCTION

Convective film boiling, or post-CHF heat transfer, is
cncountered in a number of applications such as in postulated
nuclear reactor accidents. In many cases'.. the flowing two-phase
Cixture may exist such that the vapor is sbperheated even in the
presence of entrained liquid. Under these conditions, thermo-
dynamic nonequilibrium exists, and the act.ual mass quality is not
cqual to the equilibrium value but is related to it by

I
a fa ( )*

X iy(P,T )-iggy

In the analysis of these conditions, axial history models can
be formulated in terms of a vapor generation source function,
defined as the mass of liquid evaporated per unit mixture volume
per unit time. The steady-state one-dimensional continuity and
energy equations can then be written as

GdX, = Fdz (2)

q" P
H ^ fg ( )"

e

where f is the vapor generation source function.

A few preliminary models for the vapor generation source
function have been proposed, including those of Saha[1] and of
Webb and Chen[2]. In addition, Webb and Chen['] proposed a modi-J
fication of the Saha correlation, using the homogeneous void frac-

! tion, to alleviate problems encountered with the Saha model at low
mass fluxes. Other models which do not directly specify F have
also been proposed to characterize the thermodynamic nonequilib-
rium conditions including those by Yoder and Rohsenow(4], Chen,
Sundaram, and Ozkaynak(5), and Groeneveld and Delorme [6]. The
assessment of these models has been hampered by the lack of
experimental data on the thermodynamic nonequilibrium.

A number of expetiments in convective film boiling have been
conducted over the past twenty years. However, in most of these

,

tests, the vapor superheat, or degree of thermodynamic nonequilib-,

rium, was not determined due to the difficulty of the measure-
a tent. Until recently, the data of Nijhawan[7] were the most

complete and the best documented experiment to date. In that work,
however, the vapor superheat was only measured at one distance
downstream of the quench front, so the axial behavior of the
nonequilibrium was unknown.

.
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Recently, two series of tests have been conducted at Lehigh
University and at Idaho National Engineering Laboratory (INEL) to
acquire the desired data. These tests used a fixed quench front
tcchnique (hot patch) as well as the moving quench front method to
cvoluate the axial variation of nonequilibriam downstream of the
qu0nch front. In the tests at Lehigh University, Evans, Webb, and
Chan[8] used a single vapor probe to evaluate the nonequilibrium
ccnditions resulting in the acquisition of over 500 sets of data
Ot low pressure,~ low mass flux conditions. At INEL, Gottula, et
01.[9] used multiple vapor probes over a wide pressure range (up
to 7000 kPa) to obtain over 700 sets of data for low mass flux
conditions. The parametric ranges of each data set are summarized
in Table 1. With the addition of these data to the nonequilibrium
dato base, existing convective film boiling models can be better
cycluausd.

TABLE 1

DATA PARAMETRIC RANGES

LEHIGH INEL

Pressure (KPa) 240 - 539 200 - 7000

Mass Flux (kg/m2-s) 14 - 78 12 - 100

CHF Quality O. - 0.99 .01 - 0.66

Wall Heat Flux (W/cm2) 1.3 - 7.2 0.8 - 22.5

Some typical vapor superheat data from the tests conducted by
Evans, Webb, and Chen are shown in Figure 1. From this informa-
tion, the vapor generation rate can be seen to be high near the

i quench front and to decrease further downstream. Existing models
postulate that the vapor generation rate is directly proportional
to the local vapor superheat. Therefore, these models would

prodict a low vapor generation rate near the quench front and a
,

higher value further downstream in direct conflict with these new
data. Data-model comparisons have been performed by Webb and
Chon[10] for the Lehigh data and by Condie, et al.(11], for the
INEL data. As expected, no present model is able to adequately
predict the data. Therefore, a new vapor generation rate model;

has been developed from this new data base. In addition, a heat
transfer coefficient model is proposed to account for the heat
cink effect of the entrained liquid in the superheated steam.
This total model will be developed in the next section.
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II. MODEL DEVELOPMENT

A. Vapor Generation Rate

As indicated by the new data, which includes reliable axial
information for the first time, the vapor generation rate is high
n00r the quench front and decreases dramatically further down-
otream. This behavior can be separated into a near-field region
whore the vapor generation rate is relatively high, and a far-
fiold region where the vapor generation rate is much lower.
Different mechanisms are postulated in each region.

Near-Field Recion

In the region near the CHF location, the vapor generation rate'

:10 high even though the vapor superheat is low, as exemplified by<

tho' data shown in Figure 1. Conventional convective film boiling *

nodels assume that the vapor generation is due to evaporation of
ontrained drops, so that the rate is directly proportional to the
local vapor superheat. These models would therefore predict a low
vapor generation rate in the near-field, in direct conflict with
tho data,

,

t

In order to account for this new experimentally observed
trend, a near-field vapor generation mechanism due to liquid-wall
contact is postulated. At the quench front location, the liquid

i which was on the wall as a liquid film before the CHF location is
violently driven off the wall. It is hypothesized that this

,

oputtering action may induce direct wall to liquid contact in this
region. This near-field vapor generation rate is postulated to
vary with the following parameters:

]
: 1. Wall Superheat (Oy)
j

As the wall superheat increases, reduced vapor
generation is expected due to repulsive evaporative
forces on the liquid.

f 2. Distance (L/D)

As the distance from the quench front increases, the near-
field vapor generation rate should decrease.,

1

3. Liquid Mass (G(1.-Xa))'

As the liquid mass flux increases, the vapor generation
rate should also increase.

As a first approximation, the near-field vapor generation rate is
:

postulated to be of the form

)

!

,
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0,L/D-
a eXP(-c G(1-X,)) (4)NF

. .The proportionality constant can be evaluated by recognizing I

that the magnitude of the near-field vapor generation rate should
be continuous with the upstream conditions before CHF. Before the
quench front, in the nucleate boiling region, the vapor superheat
is negligible, and the vapor generation rate must be such that the
equilibrium quality is maintained,

4

4q"

NF " eq " Di ( }i

fg'

At the quench front, the near-field rate should be equal to
this value. This condition results in the following form for the
near-field vapor generation rate

!

; PNF " r eXp(-c w ) (6)eq
. G(1-X,);

!

where, at the quench front, the L/D term is equal to zero, and the
vapor generation rate is equal to the equilibrium value. Note

i that r is the local value of the vapor generation rate whicheq
may be different than the value at the CHF location. After the4

quench front, the rate decreases rapidly due to increased values,

of the wall superheat, distance, and actual quality. This
behavior is qualitatively depicted in Figure 2.

;

) The Lehigh University and INEL data have been used to assess
the above near-field vapor generation rate model. From comparison
of the model to data, the value of the empirical constant c was
determined to be

C = 0.0016 9

2
m ,,_oc

This constant was found to be independent of pressure. The
same value is applicable to the low pressure (250-800 kPa) data as
well as the high pressure (7000 kPa) data. Thus, the expression
for the near-field vapor generation rate is

490
|
,

____ ._ _ . . - - . - - . - - . -- -- . . . _ _ . ._- _



_ LE
N
N
A
H
C

G
N
O R
L O
A I

V. E A
C H
N E
A B.

T
S E
I T
D A

R

N
O
I

T
A-

R
E
N
E .G

R
O
P
A.

V
D
L
E
l

f
-
R

F A
II } H E

C N

.

2

E
.

R
U-

- G
I

F
_

-

_

_n-

W& 5.E55e x25Q -
Er

_
.

_

s-

i f ! !, \1 ' 'ii!! |l !



_. -

TNF " r eXp(-0.0016 0,L/D ) (7)eq,

G(1-X,)

where Ow and G are in OC and kg/m2-s, respectively.
!

iFar-Field Recion

In the far-field region, direct liquid-wall contact is
. postulated to become negligible, and the vapor generation occurs
by droplet evaporation, with the rate dependent on the local vapor
cuperheat. This behavior is consistent with earlier vapor
generation rate models for dispersed post-CHF flow. '

The multiple vapor probe INEL data indicate the axial
variation of vapor superheat and thus allow calculation of the
vapor generation rate for a given CHF quality. Most of the data
reported with multiple vapor probes are sufficiently far from the
quench front that the near-field effect is small. Therefore,
these data can be used to directly evaluate the far-field region.

The vapor generation rate in the far-field is postulated to be
directly proportional to the vapor superheat consistent with
oxisting post-CHF models. Gottula, et al.[12] have evaluated the
Webb-Chen[2] vapor generation model as well as the modified Saha
correlation suggested by Webb and Chen[3] with the INEL data.
Both models significantly overpredict the measured vapor genera-
tion rates. These models were originally developed to predict the
vapor generation rate based on the local vapor superheat starting
from the CHF point. In view of the recent finding that the vapor
generation is enhanced in the near-field region, it is not sur-
prising that these models overestimate local vapor generation
rates in the far-field region.

In this work, the INEL data have been used to modify the'

original Webb-Chen correlation in an attempt to account for thei

; two-region behavior. Multiple vapor probe data are available up
to a pressure of 7000 kPa. Therefore, these data can also be used

;
' to directly evaluate the pressure effect.

The original Webb-Chen correlation is

2 Il~"h) Ovk
I = K (GX (8)a #v # i Dh fg

I
,
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whore

~l*lh o (1-aCHF)
- 1.32(P/Pc) (9)

K = {v p V 2
(1-a 1# } !yy CHF

Evaluation of the experimontal data showed that the pressure
dcpendence in K can be mainly attributed to the variation of the
thermodynamic properties. In addition, it was determined that the
vapor mass flux - void fraction term should be replaced by the
total mass flux. Thus, the revised Webb-Chen correlation for the
far-field vapor generation rate becomes

(1-a )2/3 g
G v (10)

PFF = c Ak api D
yy y gg

cnd c is equal to 0.02 kJ-s/m4-C. Some of the various terms can
bo combined, and the above expression can be rewritten as

2 (1-ah)g v
III)Ppp = 0.02 2 i D

A fgy

where the units on the constant are kJ-s/m4-C.

Total Vapor Generation Rate

The total vapor generation rate is simply the sum of the
near-field and the far-field contributions,

(12)P=PNF * PFF

In order to assess this correlation, the model was used to
ovaluate the integrated vapor generation rate for the Lehigh
University and INEL data. The integrated vapor generation rate
between the CHF location and the vapor probe is simply the total
coss flux times the increase in actual quality, or
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1

Zvpe

Tdz = G (X, -XCHF) (13)
Z vp

;

CHF

Using the measured wall temperatures and heat flux values, and
knowing the thermal-hydraulic conditions at CHF, local vapor
generation rates were calculated by equation (12). These local
values were numerically integrated from the CHF location to the
vapor probe elevation. These values were then compared to the
experimental data. Figure 3 shows the data-model comparison for
the Lehigh University data while Figure 4 gives the results for
the INEL data. It is seen that the present two-region vapor
generation model is able to predict the experimental values for
both sets of data with reasonable agreement.

B. Heat Transfer Coefficient

In addition to the vapor generation function (P), one also
needs to estimate the convective heat transfer coefficient at the
heated wall. As has been discussed by Webb and Chen(13), the use
of a single-phase heat transfer coefficient to predict the wall-
vapor temperature difference in convective film boiling is
questionable, eJpecially at low mass flux conditions. The heat
transfer coefficient is found to be consistently underpredicted by
this approach. With the expanded nonequilibrium data base, a heat
transfer correlation can be developed for convective film boiling
conditions.

Comparison of the experimentally observed heat transfer
coefficient with the value calculated by the modified CSO correla-
tion [13) is shown in Figure 5 for the Lehigh University and INEL
data. The modified CSO correlation is given in the Appendix.
Significant higher values of the heat transfer coefficient are
observed in the experimental data compared to the calculated
values. A possible explanation of this apparent improved heat
transfer is that the entrained liquid acts as distributed heat
sinks in the vapor, leading to enhanced wall heat transfer in
dispersed flow.

This enhancement concept was first hypothesized by Chen,
Sundaram, and Chen(14), who suggested that the improvement in heat
transfer can be correlated by the addition of a sink function to
account for the effect of the entrained liquid droplets:

h24 = h , (1+F,) (14)y

where Fa is the sink function. Thus, when no liquid is present,
the sink function vanishes, and one obtains the single-phase heat
transfer correlation. '
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.

.These authors also suggested that an entrance-region factor is
required in order to account for the thermal boundary layer
development at the hot wall. The entrance region factor presented
by Yoder and Rohsenow[4] has been used for this purpose. The
revised correlation then becomes

24 = h , (1+F,) (1+0.8(L/D)- ) (15)h y

where L is measured from the CHF location.

In the present work, the sink function was re-correlated with
.

the same variables used by Chen, Sundaram, and Chen[14] in their
original model. In addition, however, a term involving the
reduced pressure has been introduced. The original model was
based on data with a relatively small pressure range (170-510
kPa). The new Lehigh University and INEL data cover a much wider
pressure range (250-7000 kPa), allowing a more definitive
correlation of the pressure term. The modified CSO correlation
was used as the single-phase model. By regression analysis, the
following sink function was determined

= 250(P/Pc)O.69(1- a)O.49 -0.55F Re (16)s y

The exponents on the various terms are in reasonable agreement
with the correlation presented by Cokmez[15] in a re-evaluation of
the data used by Chen, Sundaram, and Chen. The convective film
boiling heat transfer coefficient is given by

(1+Fs) (1+0.8(L/D)-1) (17)h2c = hmod CSO

where Fs is defined above.
Comparison of this correlation with the data is shown in

"

Figure 6. This new model represents a significant improvement
compared to the single-phase modified CSO correlation without the
sink factor.

.

i
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III. RESULTS
;

With the development of the vapor generation source function
and the heat transfer coefficient expression, a complete convec-
tive film boiling model has been developed. Comparisons to the
Lehigh University and INEL data are shown in Figures 7 and 8. In
this evaluation, the model matched the experimental wall tempera- |

ture values and predicted the vapor superheat and wall heat flux
values. The statistical information is summarized in Tables 2 and
3 including the results from a. number of other correlations. A o

significant improvement in~the agreement between predicted and
measured vapor superheats and heat flux values is noted.

IV. SUMMARY

'
A new model for convective film boiling has been developed to j

predict the nonequilibrium conditions. The vapor generation '

source function approach has been used with near-field and far-
field contributions. A revised heat transfer coefficient model
has also been correlated to account for the heat sink effect of
the entrained liquid droplets in the superheated steam. The
overall model shows considerable improvement over existing models
for the new Lehigh University and INEL nonequilibrium data.

;

,
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TABLE 2

STATISTICAL RESULTS
FOR LEHIGH AND INEL DATA

Vapor Superheat

LEHIGH DATA INEL DATA

Correlation Ave Dev Std Dev Ave Dev Std Dev

New Model 34. 65. 23. 35.

Webb-Chen[2] 75. 132. 21. 63.

Saha[1]* 64. 123. 33. 37.

Saha-Mod [3] 54. 107. 41. 52.

CSO[5] 75. 154. 43. 137.

Groeneveld- 250. 690. 69. 282.
Delorme [6]

Wall Heat Flux

LEHIGH INEL

Correlation Ave Dev Std Dev Ave Dev Std Dev

New Model 14. 21. 28. 41.

Webb-Chen[2] 26. 36. 38. 47.

Saha[1]* 16. 17. 16. 22.

Saha-Mod [3] 31. 37. 32. 40.

CSO[5] 19. 25. 45. 67.

Groeneveld- 91. 91. 87. 87.

Delorme [6]

* Able to calculate only 61% of the Lehigh data and only 14%
of the INEL data.

|

|
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TABLE 3
STATISTICAL RESULTS

POR ALL THE DATA

Vapor Superheat Wall Heat Flux

Correlation Ave Dev Std Dev Ave Dev Std Dev

New Model- 28. 50. 22. 34.

Webb-Chen[2] 43. 97. 26. 43.

Saha[1]* 57. 108. 16. 18.

Saha-Mod [3] 46. 79. 32. 38.

CSO[5] 56. 144. 34. 54.

Groeneveld- 140. 490. 89. 89.
Delorme [6]

* Able to calculate only 33% of the data.

1

4
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-Nomenclature

A flow area
D hydraulic diameter

Fs sink factor-
G mass flux
h heat transfer coefficient
i enthalpy
') volumetric flux
k thermal conductivity
L distance from quench front i

!P pressure

PH heated perimeter
qq wall heat flux
Re Reynolds numbhr based on j
T temperature
V velocity
X quality
z axial coordinate

Greek

a void fraction
p density
a surface tension
T vapor, generation source function
0 superseat . T-Ts

Subscripts'

a act?al
c critical

CHF critical heat flux
e,eq equs11brium

FF far-field
fg latent heat
h homogeneous
1 liqui,d

mod CSO modified- CSO correlation
NF near-fielf
s saturation
v vapor
VP vapor probo
w wall
l$ single-phase
2$ two-phase

_

$

$

r
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ADoendix

Modified CSO Heat Transfer correlation
)

|
The nodified CSO heat transfer correlation [13] is

h=fC G X, Pryg (g_1)
- 3 |

p

-0.1
f=f (A-2)

cp (T,>
1

(f )1/2 = 3.48 -4 log ( +

)1/2)
)lO

Rey

c = 1.5 um(drawn tubing) (A-4)

1

|

1

|

l

)4

i

l

i

1

'
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POST-DRYOUT HEAT TRANSFER IN A VERTICAL STRAIGHT TUBE OF A STEAM GENERATOR

K. Roko and M. Shiraha

Kawasaki Heavy Industries, Ltd. Hyogo, Japan

i

ABSTRACT

Post-dryout (dispersed flow) heat transfer coefficients of forced convective
water flow in a vertical straight tube have been experimentally and analytically
studied in order to evaluate the practical perfo wince and design of a LMFBR
steam generator. Experiments were carried out over the range of steam pressure

2-8.2 N 14.3 Mpa and mass velocity 240 % 550 kg/m s, using the sodium heated test

tube.

Heat transfer characteristics in the post-dryout region have been analyzed
on the view point that they are mainly influenced by a thermal nonequilibrium'

between steam and entrained droplets. A droplet diameter is treated as an ex-
perimental factor. Reynolds number which is defined by the droplet diameter ;

and two-phase relative velocity at a dryout point, was experimentally correlated
with the reduced pressure.

Next, two kinds of approximate solution by using equilibrium fluid conditions
dryout point have been deduced by simplifing the above analysis.at - a

These solutions were in good agreement with the data by our experiments under
the non-uniform heat fluxes, and also by Bennett, et al. and Era, et al. under

the uniform heat fluxes.

Also, the main parameter which indicates the degree of the thermal non-
equilibrium, has been obtained in the course of deducing the approximate solu-;

tion.

.

I. INTRODUCTION

In order to evaluate the practical performance and design of a LMFBR one-

through steam generator, it is necessary to know the predicting method of a
post-dryout heat transfer coefficient under the indirect (non-uniform) heating,~

on the conditions of middle or high pressure and low flow rate of steam-water

mixtures.;
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I
l

'Many. correlations.in the post-dryout region have been proposedIII. However,
.since most of them are restricted 'in the region of. high mass velocities, it may 1

lead to. major errors to extraporate them to low mass velocities in which ther-
mal nonequilibrium becomes large.

On the other hand, many proposed theoretical-analyses are complicated and
i

| also-experiments on which these analyses have been~ based, do not cover over the,

high pressure region of steam-water mitures(2)N(5! Moreover these experiments,

have been carried out by using the direct-(uniform) heating.
The purpose of this study is to establish the predicting method of the post-

'

dryout (dispersed flow) heat transfer coefficient of a forced convective water~

; . flow in a. vertical straight tube under non-uniform heat fluxes.

Experiments have been carried out over the range of steam pressure 8.2.N-14.3
aMPa and mass velocity 240 % 550 kg/m s, using a sodium heated test tube.

; First, the heat transfer correlations in the post-dryout region which were

{ already proposed, have been compared with the measured data. Second, heat
; transfer characteristics have been analyzed under consideration of the thermal-
! nonequilibrium between steam and entrained droplets. Moreover, two kinds of

approximate solutions by using equilibrium fluid conditions have been deduced
; by simplifing the exact analysis. These solutions have been compared with ex-
! perimental data under uniform and nonuniform heat fluxes.

.

i

E.
,

STEAM GENERA'IVR TEST FACILITY AND EXPERIMENTAL CONDITIONS4

!

j -
| The test loop is shown in Fig. 1. Sodium is circulated by an electromagne-
! tic pump and heated up by an electric heater. High temperature sodium enters

into the test steam generator giving heat to the water and goes out of it.;

Generated steam in the steam generator is led to an air cooled condenser. The
3

condensate water is recirculated through a feed water pump.
| The sodium heated test section is shown in Fig. 2. It consists of an inner
I tube of 10.8 nun i.d. and 15.9 mm o.d. enclosed by ac outer tube (shell) of .

| '32.9 mm 1.d.. Water enters into the bottom of the inner tube, flows upwards and
is heated by high temperature sodium which flows downwards from the top of the,

shell.

Forty-six sheathed thermocouples (3.2 un in sheath dianter) . are mounted on

the outer wall of the shell with distances of 200 % 500 mm along the tube axis
and eight sheathed thermocouples (1.0 mm in sheath diametar) on the outer wall

510 '~
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Fig. 1 Sodium heated test loop

SGS : out.r su,t.c. .f sa.II
SGT: ou,.t su,f.c. .f to. d tune
N.T: So.ium

) Steam out
Table 1 Experimental conditions

Sodiyn _ g_q
Steam Pressure ( P) * MPa 8.2-14.3,3

!

k / mis 240 - 550gg7_ - Mass Velocity ( rn' ) 9a

5u-SGT- 8 - i Mean Heat Flux (4 m) * W/m 2 (0.5 -1.7) x 10
-7- ' f

Max. Heat Flux / Min. Heat Flux 1.2 - 3.6

g

6-
a @

' o5C j-h g Oryout Quality (Xd) 0.46-0.93m ;g ge o

--- Q N Exit Quality ( X,x ) 1.07-1 40
NcT-

,

7 ,

Tube inner Oia. ( Di ) .mm 10.8g7
Heated Length of Postdryout region m 18-7.6@ Sodium out - SGS- 1 N Materlat of Tube 2 '/t. Cr-l Mo~'' ' "

Im tuW W tMk(, ; 4 Heating Method Sodium Heating
W ter .inOuter tube ( Shell) /=

Fig. 2 Test tube
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of the inner tube with distances of 300 mm as shown in Fig. 2.

As the outer surface of the shell is thermally insuiated, temperatures on it
are equal to the ones of the inner surface. Steam-water temperature at the
inlet and the outlet of the test tube are measured by 3.2 mm sheathed thermo-
couples, steam pressure at the outlet measured by a strain type pressure gauge,
water flow rate measured by an orifice flow meter and sodium flow iste measured

by an electromagnetic flow meter.

The experimental conditions are shown in Table 1.

II. DATA REDUCTION

The sodium bulk temperature is datermined from the shell wall temperature by
the following Dwyer's equation (6) ,

Trib = Tns - (1 - C) D$ q
C Di On N

l

|

C = y" n(y)/(y 2- 1) - (3y _ 1)f4where ( )y2in(y) - (y3,- 1)/2
2

y * Ds/D '
o

,

From the heat balance of a sodium and a steam-water mixture,

bq = - Gn =G (2)i

UDi dz UDi dz

The relation of the specific enthalpy and the equilibrium quality of a steam-
water mixture is

h = hg + hfg e (3)x4

By using eqs. (1) % (3) can be calculated the profiles of heat fluxes (q),
steam qualities (x ), steam temperatures (T,) and sodium bulk temperatures (Tf).e

The overall heat transfer rate (U) is

U = q./ (Tnb - T ) (4)e
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~|

. The heat transfer coefficient of a steam-water mixture (a) is

.

(D /Do)-/ an-Di / [2X EM n (D /Do)) (5)1/a =:l/U - i i

,

i

Then, the heat transfer coefficient of a sodium (a ) can be calculated byn

Baker's equationI7) which has been correlated to a liquid metal flow in an
annular conduit.

.

IV. ANALYSIS OF DISPERSED FLOW HEAT TRANSFER
3
>

The flow or the heat transfer regime in a post-dryout-region becomes to a

[ dispersed flow type after a transition one.

In a transition region, a wall temperature or a heat transfer coefficient
,

oscillates because dry and wet on the heated surface alternate. However, be-
cause the length of a transition region is short(8) the heat transfer in this

,

1 -

! region gives less influence than in a dispersed flow region on estimating a

| heat transfer area of a steam genera or (5) (9)

! In the dispersed flow region most of the heat added on the heated surface
is transfered first to a steam. Next, a part of the heat vaporizes entrained

droplets and the other part superheats a steam. So the thermal nonequilibrium2

) exists between a superheated steam and saturated droplets.
This nonequilibrium plays a important role to a post-dryout (dispersed flow)

heat transfer.4

At the above view point, the heat transfer coefficient has been analysed
i

under the following assumptions.

j

l
'

l. Assumptions
:

.
(1) The heat transfer by the direct contact of liquid (Leidenfrost heat trans-

|
fer) can be neglected.

;

(2) The radiant heat transfer can be neglected.
;

:

(3) Steam is assumed to be saturated at a dryout point and liquid is every-

where saturated.
1

.
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(4) Th3 dreplst diametara cro cagumed to be ths ram 3 ccross a trantvsraed

section. The breack-up and the ccmbination of droplets can be neglected.

i

2. Analysis ;

i

(1) Equations of a heat balance and a heat transfer

(i) Relation of a heat flux and an equilibrium quality:

iddz=fDt2 5 hg dx,wD g

b=D N (6)t hgg .cz n

(ii) Heat balance for a nonequilibrium quality along a tube axis:

fDi ; (Il - Xa) hg + xa hy} + uDz iddz

=fD*m({(1-x) - * dz} hg + (xa+ *dz ) (hy
dz)]

'

i a +

(xa (hv - hg)}=

The relation of a nonequilibrium quality and an equilibrium one
is deduced by the above equation and eq. (6), as follows

.

(xa (h - hg}} = hgy g

at z = 0, x, = x, = xd* hv = hs,v and hg = h ,v - hggs
~

so x (h - h ,v) = hg'g (x, - x ) IIIa y s a

(iii) Heat transfer coefficient (a ,y) and heat flux (q) from a tube innerw

surface to a superheated steam;

Bishop's equation (10) can be applied in a high pressure steam.

gy/D ) (m D /qgwf *000Ow., = 0.0073( A i i Pr,fw

x {xa + (1 - x ){ v/p )S} *

(8)a g
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,

q = a ,y (T, - T ) (9)y y

(iv) Heat transfer coefficient (ad,y) and heat' flux (qf) from a super-
heated steam to a droplet:

Frossling's correlation (ll} can be used,

(2+0.552{"V pf6 6} 2p 3 (10)"Ea ,v = r,f6

4 " "6,y (T -T) (11)
6 y s

(v) Relation of a droplet diameter and a heat flux:

Heat supplied to a droplet is consumed to vaporize it.

d( v62f3 p)- hgg =g 6
dt

and sowhere wg= ,

b=- (12)q6dz hgg pg wg

(vi) Post-dryout heat transfer :oifficient:

It is defined by a temperature difference between a tube inner

surface temperature and a thermal equilibrium one.

a=d/(T,-T,) (13)

where, x, 1 1.0 ; T, = T; s

x,1. 1.0 ; Te = thermal equilibrium superheated (14)

steam temperature

(2) Equations of a mass balance

(1) Relation of a droplet diameter and nonequilibrium quality:

All liquids are in the state of droplets in a dispersed flow

region.

* " OAm (1 - x )a t
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As n is constant at every location along a tube axis and Xa'" Xd'
6 - = 6o at a dryout point, the following equation is derived from
the above one.

i

~ **
1 - xd =(0 )3 (15)

0

I
(n.) Relations among liquid and steam velocities, slip ratio and non- I

E equilibrium quality:

I
1

Wg = m {xa + (1 - Xa)Pv/P *'81 / IO S) (16)t v

= m {x, + (1 - x,) p /pg S} / p (17)Ny . y y

(Hi) Slip ratio:

Ahmad's-correlation (12) can be used.!

(p /py)0.205 (mD /ng) -0.016S= g 1 (18)

(3) Dryout quality

It can be predicted.by the correlation proposed in the author's pre-
~

vious paper (8),

- *d = (12.01 p 2 _ 5.628 p + 0.8623)(1000I I19Ir

(4) Boundary conditions

Z = 0 ; x, = x, = xd * Tv=T=Ts , 6 =6o (20)

By using eqs. (6) N (20) , local heat transfer coefficients can be pre-
dicted under operating conditions such as a flow rate, pressure and a
profile of heat fluxes along a tube axis, if the initial droplet diameter

(Sol is known.
i

e
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k V. EXPERIMENTAL AND ANALYTICAL RESULTS

.-

1. Comparisons o,f Experimental Data and Existing Correlations
Fig. ' 3 (a) N (f) show comparisons of the experimental data and the ex-

isting correlations. In these figures the experimental heat transfer
coefficients are ,shown 'in black symbols, the profiles of heat fluxes in
dashed lines and each predicted heat transfer coefficients by Dougal -
' Rohsent v 's (13), Tong'sIl4) Miropolsky's(15), Bishop's(16) Groenevelt's(13), ,

and Re;!zov'sIl4I correlation in chain lines. .The heat transfer coefficient

(ane), assumed no evaporation of droplets, is the lowest limit and can be
-predicted by the following equation.

3
I= 1 + hyg , 1 x,-- xd5 1.0 ; oxe *ne Gd C xd (py c;
( (21)

x* > 1.0 ; Gne =1+ f".h(* dl #

C m (1 - x*}}
+ JCv qad xp p

where C = (h -hsv) /IX - xd)pm y e

It is shown in Fig. 3 that heat transfer coefficients predicted by

every correlations except by the Remizov's one are considerably higher
than experimental data. These inconsistency increases with decreasing
pressure and a flow rate. On the other hand, predicted values by the
Remizov's correlation are relatively consistent with experimental data

around a dryout point, but become inconsistent in the distance from a
dryout point. j

i

2. Initial Droplet Diameter (6o)
The initial droplet diameters (6o) are so decided with each cases as

the calculated heat transfer coefficients by eqs. (6) N (20) are most

consistent with the experimental data.

Reynolds number (Re,6) which is defined by the droplet diameter and the
two-phase relative velocity at a dryout point is correlated with the
reduced pressure (pr)'

(22)e,6 " Ib 00/U ) *d ISd - 1)/SdR t
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R,,6 vercu3 (1 - pr) is shown in Fig. 4 as a parameter of mass velocity.
It is shown in Fig. 4 that relation of Re d and (1 - pr) is linear on thee

logalismic scales and is hardly influenced by mass velocity. So the

following correlation can be obtained.

Re,6 = 1.209 x.10" (1 - p )l.482 (23)g

Because the slip ratio (S ) and the dryout quality (xd) are calculatedd

by eqs. (18) and (19) respectively, the initial droplet diameter (6o) can

be predicted by eqs. (22) and (23) . .

3. Comparisons of Experimental and Analytical Results-

The analytical results of local heat transfer coefficients are shown in
I

solid lines of Fig. 3 (a) N (f). The analytical results are in good agree-

ment with the experimental data. The R.M.S. errors between them are 0.02

% 0.13 over the range of experimental conditions shown in Table 1.

Figs.5 and 6 show the comparisons of the above analysis and the experi-

mental data by Bennett, et. al. and Ena, et al. under uniform heat fluxes.

In Fig. 7 the analytical average heat transfer coefficients from a dry-

out point to a tube exit are compared with the experimental data by

authors , Bennett, et al. and Ena, et al. respectively. The analytical

values consist with these experimental data within the deviation of t 104.

|

VI. APPROXIMATE ANALYSIS

It has been shown that local heat transfer coefficients can be predicted by

the use of eqs. (6) % (20), (22), (23). But as the analysis is slightly com-

plex, it is convenient to simplify the one for a performance evaluation and

a design of a steam generator.

In this section, two kinds of approximate equations are deduced by simplif-

ing the above analysis. Also the main parameter which defines a relation of

an actual quality and a thermal equilibrium one, has been obtained in the

course of deducing the approximate equation.
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l. Relations of an Actual Quality and a Thermal Equilibrium Cne (First
Approximate Equation)

The equations in section IV are approximated as below. In eqs. (16) and

(17)

x (24)a + (1 - Xa) .(Pv/9 )Sx 1 a

The enthalpy in eq. (7) is expressed by a temperature and a specific
i

..,

heat capacity.

T - Ts = hgg (x, - x ) ./ (C x ,)y a py
* ' (7 ' )*

f C y. s .(hy - h,y) . / (T - T,) yp y

From eqs. - (6) , (7'), (10) N (12), (15) % (17) and (24) , the relation of*

f
an actuai quality-(x ) and a thermal equilibrium one (x ) is deduced asa

; following equations.
'

( 1 - x, )l/1 - x,)1/ 32 1dx, 1 (25)+ F' ( x, - x, )"

{_ dx, x, x, ,

]

where F and F' are defined as follows.

F a 0.828 K ( V) P R- S } (
r d xd

) 1/3 "l/ 1/ 1

2 (1 - Xd) /6
2 (27)F' n 3.62 K' Pr,sy R*6 Xd

,

|
1 1/ 1 1

~l 3
E) (b) (S L) (Fr.f2) (28)K= (b *-

d-1 Sd r,svC Of6Psv sv py;

1/ 1/ 1/ 1
/

I#
(d~S ~ l) ( ) (29))

= (Asv) (P ,f6K' d~

r

'.
t

_In eqs. (25) and (26), q is the average heat flux from a dryout point
i to a perfect evaporation point or a tube exit, and q' is a normalized ,

j local heat flux-(d* = q/qm). In the case of an uniform heat flux, q' is

f equal to unity. F is in the range of 1.6 % 20.4 and F' is 0.016 % 0.038
under the conditions by author 4 Benett, et al. and Era, et al.

i

i
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Physical prcperties included in F and .F' are the or,es under the sutu-

rated condition Changes of properties to temperature are modified by K
and K'. -As the second term in eq. (25) is less than 10% of the first term,-

-it is simplified as follows. |

'
,

$59L = F ,k- ( ~ **) Xe - Xa
'

(3o),

dx. q x, xa
,

where x. = xd xa = xd

r

Eq. (30) relates an actual quality with a thermal equilibrium one, and is

named the first approximate equation. Rg , 6e, Sd and xd included in the
parameter F are expressed by eqs. (22), (2 3) , (18) and (19), respectively.,

Therefore F can be calculated if K is known.
Strictly discussing, K is dependent upon every thermal equilibrium

, qualities along a tube axis with which the thermal nonequilibrium tempera-
1

ture varies. But in the followinq discussion K is treated as an experi-'

mental constant.

(1) Experimental constant K

In Fig. 8 (a) , (b) the actual qualities calculated by eqs. (26) and
| (30), assuming K = 1.05, are compared with the ones by the exact

analysis mentioned in sections IV and v. In these figures, the solid

lines show the solutions by the exact analysis, the dashed lines by
'

the first approximate one and the chain lines by the second approxi-
I
j nate one mentiened later (VI - 2).

It is shown in Fig. 8 that the first approximate solution when
K = 1.05 agrees with the exact one. Moreover, littic difference has

i been recognized between the solution considering the heat flux profile
; and the one assuming the uniform heat flux (q* = 1.0) , over the ex-
! perimental conditions shown in Table 1 (q* = 0.4 % 2.1) .

i

(2) Parameter F
! Parameter F can be calculated by eq. (26) when K is assumed 1.05.

For a steam-water mixture, F is approximated as follows.
,

1 d' 2.5 : DiF = 2.08 x 10* pr .6. I *d - (10 * q,)
,

l000
-
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|

where, m = kg/m*s, Dt = m, cim = w/m
2

Fig. 9 shows F versus reduced pressure (pr) for a steam-water
mixture as a parameter of mass velocity (m) . In this figure, the

solid lines are by eq. (26) and the dashed lines are by eq. (31).

F is one of the basic parameters defining the relation of x anda

x , which is approximately predicted by the dryout quality (xd) ande

the parameter F as shown in eq. (30). Fig. 10 shows the relation of

(xe-x) and x, as a function of xd in case of F = 5. The relationa

of x and x is strongly influenced by xd around a dryout point.a e

However, in,the distance from a dryout point, it becomes less affected

by xd and mainly depends upon F. Fig. 11 shows the relation of

(xe - x ) and x, as a function of F in case of xd = 0.6. As F isa

smaller, (x, - x ) is greater.a

This result is explained by eq. (30), in which the increasing

rate of x to x , (dx /dx ) decreases with decreasing F. F decreasesa e a e

with decreasing a flow rate and a tube diameter and with increasing

a heat flux, as shown in Fig. 9. On the other hand the temperature

defference between the thermal nonequilibrium temperature and the

saturaled one, (T -T) increases with increasing (x -x) as showny s e a

in eq. (7'). Accordingly, the parameter F indicates the degree of

the thermal nonequilibrium in the distance from a dryout point.

2. Second Approximate Equation

The relation of the actual quality and the thermal equilibrium one has

been considerably simplified by eq. (30). In this section, the relation

is more simplified than the differential equation (30).

equals xd at a dryout point and unity at a point ofThe value of xa

complete evaporation. Assuming xa is linear to xe, the relation of x anda

x ise

a " {(1 - Xd)xe + (xo - 1)xd} / (Xo - Xd) (32)x

where, xo is the thermal equilibrium quality at a point of a complete

and F calculatedevaporation of droplets. Fig. 12 shows the relation of xo

by the exact analysis (by the method mentioned in sections IV and V) .

The value of xo is correlated only with F as follows.

|

1
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~*
xo = 1 + 1.09 F (33)

-

Eqs. (32) and (33) are named the second approximate equation. It is

reasonable that xo is correlated only with F, because the relation of xa
and x, is defined only by F in the distance from a dryout point as
mentioned before.

3. Simplification of Heat Transfer Coefficient

A heat transfer coefficient (a) is calculated by eqs. (7) N (9), (13),

(14) if xa is predicted. In this section these equations are simplified.

In eq. (7 ') cpy can be replaced by the specific heat capacity (c .) atp
the saturated temperature. The average specific heat capacity between the
superheated and the saturated temperature can be replaced by e .p

x, i 1.0 T, = Ts

(14 ' )

x, > 1.0 : Te Ts + hgg (x, - 1) / c ,p g

In eq. (8) , p /pg is neglected and physical properties are expressedy

at the average temperature of the thermal equilibrium and the heated sur-
face. Therefore the following equations are deduced by eqs. (7') (8) (9)
and (14 ') .

x, 5 1 a/a = c / (1 + h Ne ** - **} Ny'y
i 9 C xpe a

(34)
"'v hf4 **(1 - *=)}x, > 1 , a/a ,y = x / (1 + sy

i 9 C Xpe a

aw ,y = 0.0073 (A /D ) (mD /flg)0.886 * *g t g Prf xa

In above equations a subscript f shows the value at the average tem-
perature of the thermal equilibrium and the heated surface and K is a modi-
fled factor. Predicted heac transfer coefficients agree with experimental
ones over the range shown in Table 1, if c = 0.9.

9

'
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VE. COMPARISONS OF. APPROXIMATE SOLUTIONS AND EXPERIMENTAL DATA

The first and second approximate solutions are compared in Fig. 13 with

author's data and in Fig. 5 with ones by Bennett, et al. As a whole, both

solutions are good agreement with experimental data except in a very high

velocity region (m * 5000 kg/m*s). In this region, both solutions are 30% lower
than the data by Bennett, et al. It is because the term (1 - x ) (Pv/cg)S, whicha

is neglected in the course of simplification, becomes 20% of xa for a low dry-

out quality and K is assumed 0.9 in eq. (34).

In section IV N VE, three predicting methods for post-dryout heat transfer

coefficients have been proposed. Comparisons of the experimental data and

every solutions by these methods are summarized in Table 2. The solution by the

exact analysis is naturally best agreement with the experimental data. The

R.M.S. error of the second approximate solution is less than 15% in the average
,

heat transfer coefficient and is almost the same as the one of the first appro-

ximate solution. ,

It should be noted that because a part of conditions by Bennett, et al. and

Era, et al. is out of the range of the dryout equation (19), thier measured

dryout data have been used in predicting every solutions.

VDI. CONCLUSIONS

1. the data of the post-dryout heat transfer coefficients in a vertical

straight tube were obtained over the range of steam pressure 8.2 % 14.3
MPa and mass velocity 240 % 550 kg/m*s , using the sodium heated test tube.

These data were compared with the predicted values by Dougal-Rohsenow's,

Tong's, Miroporsky's, Bishop's, Groenevelt's crd Remizov's correlation.
The predicted heat transfer coefficiee56 r; apt by Remizov's one were
considerably higher than the exper,x iu' s ta . On the other hand, the

predicted values by Remizov's correiution are relatively consistent with

the experimental data around the dryout point, but become inconsistent in
the distance from a dryout point.

2. Heat transfer characteristics in the post-dryout region have been analyzed

on the view point that they are mainly influenced by the thermal non-
equilibrium between a steam and entrained droplets. The droplet diameter

527
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'was treated as an experimental factor. Reynolds number, which was related

to the droplet diameter moderately fitted to the' experimental heat transfer

data, was correlated with the reduced pressure. .The analytical heat trans-

fer coefficients were in good agreement with the data by authors under non-

uniform heat fluxes and also by Benett et al. and Era et al. under uniform

heat fluxes.

3. Two kinds of approximate analysis using equilibrium fluid conditiens at a
'

dryout point have been deduced by simplifing the exact analysis. These

solutions were in good agreement with the data by authors,.Bennett, et al.

and Era, et al.
,

|

4. The parameter F which indicates the degree of the thermal nonequilibrium,

has been obtained in the course of deducing the approximate analysis.

NOMENCLATURE

c : specific heat capacity, J/kg Kp
Di, Do : inside and outside diameter of a test tube, m

Ds : inside diameter of a.shell

F : parameter defined by eq. (26) or eq. (31)

G : flow rate, kg/h

h : enthalpy, J/kg

latent heat, J/kghgg :

K : experimental constant in eq. (26)

K : experimental constant in eq. (34)

2mass velocity, kg/m ,a :

n : number of droplets 1/m*s 1

P : Prandtl nunberr

p, pr: pressure (HPa) and reduced pressure |

q, qm: local and mean heat flux on a inner surface of a test tube, w/m*

5 / kmq* *

Reynolds numberR :e

S : slip ratio

T temperature--
i

sodium bulk temperature and outer wall temperature of a shell, *CThb, Tns :
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cvsrall hast tranzfsr rato, w/n*K.U :
_

w' : velocity, m/s:

x,xa: equilibrium and nonequilibrium (actual) qualitye

xo : quality at the perfect evaporating point

z : axial distance from a dryout point, a

heat transfer coefficient, w/m*Ka :

<ane : heat . transfer coefficient assuming no evaporating after a dryout,

' w/m*K

6,6a : droplet diameter and initial one at a dryout point, m

rl : viscosity, kg/ms

1, A : heat conductivity and one of a tube metal, w/mKx
3mass density, kg/mp :

.

Subscript

dryout pointd :

e : thermal equilibrium-

f : average temperature of a tube inner surface and equilibrium fluid

average temperature of a tube inner surface and nonequilibriumfw :

superheaced steam

average temperature of saturated water and nonequilibriumf6 :
,

superheated steam.
i

f. : saturated liquid

m : mean from a dryout point to a tube outlet

n : sodium

s : saturated

sv : saturated steam

nonequilibrium superheated steamv :
'

w, v : from a tube inner surfaca to superheated steam

6 : droplet
j

' 6, v : from superheated steam to a droplet

;

i
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APPENDIX-

1. Initial Droplet Diameter

Figs. Al and A2 show the effect of an initial droplet diameter on an
average and a local heat transfer coefficient, respectively. The heat
transfer coefficient increases with decreasing the initial droplet diameter.

The effect is more significant in high pressur' than in low pressure.

Table Al shows the comparison of the droplet diameter calculated by ex-
isting correlations. Each calculated diameter decreases with increasing'

mass velocity and steam pressure, except by Ueda's correlation. But these
values are largely different with each other. The calculated values by
eqs. (22) and (23)' are relatively large and close to the ones bi Forslund -
Rohsenow's, modified Nukiyama - Tanazawa's and Hinge's correlation.

.

2. Slip Ratio

The effect of slip ratio estimation on the predicted heat transfer co-

efficient is discussed below.
Force balance on droplets in the upward dispersed flow can be written

as follows.

d wg , d wg , 3 Copv ( _ I)2 _g (31)
de E _ 40g6dz

is a drag coefficient of droplets in steam and g is a gravita-where, CD

tional constant.

Assuming that the acceleration of steam by evaporation of droplets is
neglected, the correlation to a solid sphere can be used.

0< Reg 2 ; CD = 24 / R,-

7

IA2)
2 < R, f 500 : CD = 18.5 / Re *

R, > 500 ; CD = 0.44
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. . .

,

where R= (w - wg) . pyd / ny y
.

On - the other hand,. considering the acceleration of steam,Ingebo's !
l

correlation can be used.

CD = 27 /.R, (A3)
'

Fig. A3 and Table A2 show the effect of slip ratios on the local and

the average heat transfer coefficients, respectively. Slip ratios have

been estimated by using the' equation of motion (eq. (A1)), Ahmad's
correlation (eq. (18)) and nonslip assumption (S=1). Ingebo's correla-

tion and the one for a solid sphere are used as the drag coefficient (C I D
in eq. (A1).

Slip ratio estimation gives a large influence on the predicted heat

transfer coefficients. The difference among the predicted. values in-

crease with increasing steam pressure and mass velocity. The heat trans-
fer coefficient predicted by using Ahmad's correlation as the slip ratio
estimation lies between the ones by the equation of motion (eq. (A1))
using eq. (A2) and eq. (A3) as the drag coefficient.

-
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Table Al' Comparison of droplet- diameters calculated by existing correlations
'

:

_

droplet dia.8 see
' 8

Researchers ''ei * 250 kg/m's 500 kg/m s References-
_

,

p*7.8 bar 137 bar 7.8 bar 137 bar

Calculated by este.(2,2)and(23) 1.54- 1.74 0.85 1.23' This paper

Forslund & Rohsenew 0.727 ~ 2.25 0.220 0.998 (2)

Simp. Noklyama & Tanazawa by 1.38 3.72 0.757 2.48 (3)
Canic a Rohsenow

Saha, et. al. 0.602- 0.800 0.260 0.491 ASME paper, 77-itT-80(1978-3)

C m , et. al. O_042 0.038 0.023 0.025 AsME pape r. 73-HT-18 (1978-8)

4 veda 0.045 0.0405 0.037 0.0 36 sull. JsME, 22-171 (1979)

Tatterson, et al. (vol. mean) 0.121 0.137 0.070 0.097 A.I. Ch. E.J., 23-1 (1977)
|

ibid - (length mean) 0.018 0.021 0.011 0.015 ibid

t

Modified Tatterson by veda 0.0997 0.139 0.001 0.121 suti. JSME,-22-171 (1979)

utnae (for Sudden acc.) 1.26 3.89 0 381 1.73 A.I. Ch. E.J., 1,289 (1955)

ibid (for Oradual acc.) 1.13 6.60 0.645 2.93 ibid

Bennett, et. al. F = 4.9 bar 8 = 0.3 sus ~ (4)d

.,

I
4

Table A2 Effect of slip ratio on an average heat transfer coefficient

.

em, coI/om. ene.

, ;, w .o. s ,4en
.

' 9 2, s. s./ ,,,, ,,,,,,, ,,,, ,,,,,,,**
" I - u .ae,e in,ew'o

,

I4.3 | $28.! | 1.00 | 0.238 | 0.333 | 1.53 -'

14.1 | 249 .2 | 0.943 | 0 .49 0 t 0 .142 | 1.44 '

11.9 | $26.5 \ 0.990 | 0 .29 7 | 0.725 | ! .2 t

12.0 ! 232.4 - | 1.04 0.625 | 0.917 | -

8.2 | $43.7 | 0.962 0.694 | 0.,H | 0.917

8.2 | 29 7.7 | 0.885 - | 0.106 | 0.833 | 0.909

i
s
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WMERICAL FLUID DYNAMICS CALCULATIONS OF NONEQUILIBRIUM
STEAM-WATER FLOWS WITH ENTRAINED DROPLETS * '

by
|

K. A. Williams
Deputy Group Leader

Themal Hydraulics Group

Energy Division
Los Alamos National Laboratory

ABSTRACT

An improved themal-hydraulic modeling capability for the engineering
analysis of nonequilibrium steam-water flows with entrained droplets has been
developed. An efficient numerical fluid dynamics method was fomulated that
solves the conservation equations of a four-field model consisting of a vapor
field, a continuous liquid field, and two dispersed droplet fields, (e.g., an
annular flow situation with droplets being entrained from the liquid film).
The numerical method advances a two-field (vapor /li quid) fomulation for
two-phase flows such that the additional field equations are efficiently
sol ved without increasing the size of the matrix problem. Conservation
equations for mass and momentum are included for two additional liquid fields
to represent dispersed droplets of two di fferent si zes. The themal
characteristics of the liquid phases are represented with a single energy
equation; however, the interfacial heat transfer between the vapor and the
three liquid fields is evaluated separately for each field based on its own
surface area and heat transfer coefficient.

Also, interfacial surface area transport equations were solved for each
droplet field resulting in an accurate calculation ofi the interfacial surface
area as drops move through the Eulerian computational mesh.

Assessment of the present work concentrated on predicting the
themal-hydraulics of steam-water-droplet flows in a post-critical-heat-flux
Qxperimental test section with superheated walls. This work was shown to be
in good agreement with experimental measurements of significant thermal
nonequilibrium between the vapor and dispersed droplets. The tests analyzed
covered a range of mass fluxes and wall heating rates but were all at low
pressures where nonequilibrium effects are most pronounced. The present work
predicted the vapor superheating in all tests to within an error range of
-6.1% to +7.41.

* Work perfomed under the auspices of the United States Nuclear Regulatory
Conni ssion.

,
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MJMERICAL FLUID DYNAMICS CALCULATIONS OF NONEQUILIBRIUM
STEAM-WATER FLOWS WITH ENTRAINED DROPLETS *

by

K. A. Williams
Deputy Group Leader

Thermal Hydraulics Group

Energy Division
Los Alamos National Laboratory

INTRODUCTION

Over the past decade there has been remarkable progress in the development
and application of advanced numerical fluid dynamics methods for nuclear
reactor safety issues. These so-called " advanced computer codes" model the

two-phase thermal-hydraulic phenomena in a mechanistic manner accounting for
nonequilibrium effects between the liquid .and vapor phases.

In the context of the present work the term "nonequilibrium" implies that
the vapor phase and the liquid phase may not be in thermal equilibrium with
each other or with the local saturation temperature, and furthermore that
relative motion may exist between these phases. For example, a boiling
two-phase mixture in a heated channel may exist with the vapor significantly
superheated while moving relative to saturated liquid droplets. Recent
experimental results have demonstrated that vapor superheats of over 311 C
can exist even in highly dispersed droplet flows with low qualities [1].

*This work was performed under the auspices of th; United States Nuclear
Regulatory Commission.
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!

The present work _is. concerned with the numerical fluid dynamics of such

1 ' non:quilibrium steam-water flows with entrained droplets. Modeling a vapor

' fiald flowing .with three liquid fields consisting of a continuous liquid film
Cr pool and droplets of two different sizes is of primary concern. A method-

fcr extending a state-of-the-art numerical technique [2] to this objective is
dev21oped and assessed against experimental measurements of themal

n:n2quilibrium effects in a post-critical-heat-flux test facility [3,4,5]..

,

PREVIOUS WORK

i

?

j Previous work on modeling steam-water flows in which nonequilibrium
effccts are important can be grouped into two separate classes: numerical

.

fluid dynamics codes and correlations.
i Over the last decade there has been remarkable progress made in numerical

| modaling of two-phase flow. One of the early, and most significant, numerical
i tichniques capable of describing the solution of fluid flow problems in which
! ssveral fields interact with one another was the implicit, multifield (IMF)

| solution method of Harlow and Amsden [6]. Improvements to the IMF technique

were made by Rivard and Torry [7]. An overview of mul tifluid flow

) calcuational methods has been conducted by Stewart [8]. He concluded that the

j semi-implicit method developed by Liles and Reed [2] is "the most coherent
numerical technique for smooth two-phase fl ows" . The overall philosophy r'

{ behind the method is closely tied to the physics of flows. That is, during

| the iteration all the conservation equations for both phases are

simultaneously updated, and both the thermal and caloric equations of state

| have already been included into the iteration. The present work extends this

|
method from a two-field representation to a four-field model. However, this

j procedure results in the final matrix problem to be solved for the new time

) unknowns having the same size as in the two-field model. Therefore, the

{ additional computational costs associated with the improved physics in the
! more detailed fluid dynamics are minimized.

1

!
!

!

!

i
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,
.

A three-field model for general reactor safety analysis has been developed
by Thurgood, et al. [93. This approach is an extension of the method of Liles
and Reed and considers a single droplet field.

Various workers have developed models that are specific to the case of
dispersed droplet flows. These models have attempted to represent in a
mechanistic way . the thermal nonequilibrium of. vapor-droplet flows. That is,

I they have accounted for the various paths of heat flow that can result in the
superheatir.g of the vapor phase. One of the earliest models was due to

i Laverty and Rohsenow who experimented with film boiling of liquid nitrogen
[103. Forslund and Rohsenow extended this work by including the effect of4

direct wall to droplet heat transfer [11]: a similar model was developed
independently by Bennett, et a1 [12].

;

An early attempt to apply such nonequilibrium models to the prediction of
heat transfer in nuclear fuel rods is due to Sun, Gonzalez-Santalo and Tien
[13]. Their model included the combined effects of radiation and convective

| heat transfer to investigate the influence of droplet sizes on the calculated

H c rieter 14] fo app cat n to refl od heat ansf r in ressurized wate
reactors.

.

To date the most complete model for dispersed droplet nonequilibrium flows
is due to Moose and Ganic [15]. Their model is applicable to high vapor

i fraction dryout in vertical upflows. A single representative drop size was
! chosen to represent the effects of a detailed consideration to the droplet
i size distribution. The calculated results were compared to data for high

pressure steam-water, nitrogen and Freon-12.

] Several researchers have attempted to develop correlations capable of
j predicting the vapor superheat (or nonequilibrium quality) as a function of
! the initial and boundary conditions for a given system. The two most
| important efforts have been due to Groenveld and Delorme [16] and to Chen,

Sundaram and Ozkaynak [5]. The empirical correlation of Grovenveld and
' Delorme is applicable only in the dry-wall region but has the correct
! asymptotic trends and may be extrapolated outside the range of data on which

it is based. The correlation of Chen, et al. is more phenomenological in that;
' it was developed on the basis of additive vapor and liquid heat transfer
i
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mechanisms at the hot wall. A detailed model was considered for the heat
transfer between the wall and liquid that represents if quid superheating,
bubble nucleation and growth, and evaporation of the residual liquid film.
These correlations predict heat flux, actual quality, and vapor temperature
using known values of pressure, mass flow rate, equilibrium quality and wall
temperature. However, Nijhawan, et al. show that such correlations cannot
predict the wall heat flux to within an order of magnitude under some
situations [3].

PRESENT WORK
,

The objective of the present work was to develop an improved

thermal-hydraulic modeling capability for the engineering analysis of

nonequilibrium steam-water flows with entrained droplets. An efficient
numerical fluid dynamics method was formulated that solves the conservation
equations for a four-field model consisting of a vapor field, a continuous
liquid fiel d , and two dispersed droplet fields , (e.g., an annular flow
situation with droplets being entrained from the liquid film). Conservation

equations for mass and momentum are included for two additional liquid fields
to represent di::persed droplets of two different sizes. The philosophy is

that the important thermal and hydraulic effects of a spectrum of drop sizes
in a spray can be represented with two droplet groups. This is reasonable

because most of the interfacial surface area is contained within the smaller
diameter droplet group, and most of the mass is contained within the larger
diameter droplet group. Within any computational mesh cell all three liquid
fiel ds exist at the same temperature and pressure. Thus, the thermal

characteristics of the liquid phases can be represented with a single liquid
energy equation; however, the interfacial heat transfer between the vapor and
the three liquid fields is evaluated separately for each field based on its
own surface area and heat transfer coefficient. The details of all aspects of
the development and assessment of the present work are given in Ref.17. |

:
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FIELD E00ATIONS AND MODELS

The ' field equations representing the conservation of mass, momentum, and
cnergy in the present four-field model are the following:

Conservation of Mass i

Vapor Field

.

+

g(a,o)+. y y ,) - r (, )vv ca oy

Continuous Liquid Field

* *.b
g (a p ) + v.(ag g y) = - (1 ng n2}I - 8 (2)oVgg

Droplet Field 1

(3)+ *6
g (ad1 1) + V*(ad1 AVdl) " - 9 I * 819 D 1

Drople_t Field 2

(4)* *
6 ~

d2 1 d2) " ~ 9 I + 828 Yg (ad2 A) + *(8P 2

,
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Conservation of Momentum

Vapor Field

g. + ++ + +

- a o, gy+ s p V,*VV, = - m VP - F,y yy y,

(5)
!

+ + + + +
- F ,,y - F vd1 - F ,vd2 + [TV) + a p gg i i y y

Continuous Liquid Field

*
,

BV
y + ay y g=VV3 = - afv P - F,ypVa ofx 3

(6)
. + + +

[T V) - [SV] + ay ys- F ,yy - pg1

!

Droplet Liquid Field 1

+ + +

adll[3+d1 * "d1 A dl*YYdi " ~ "d1VP - FP P Y wd1

d1)+[3V]+ad198 (7)i.div-[T Y~

1 1

Droplet Liquid Field 2

* ** * +

8d29 [6d2 + "d2 A d2*YYd2 = - ad2VP - F1 PY wd2

+ + + +

-F .d2v ~ kId2)+[8d2]+ad2ig (8)Y V Pi
,
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Conservation of Energy
Vapor Field

. . . ..g
g (s p ,e,) + T*(a ,0 ,e,V,) + ??.(a,V,)

(9)

I 6e . . . .

*I 1,1v * 1.div * 0 d2v 4 Tn,ag,y16t

Total Licuid Fields

[(1-s )p e ) + h*(agog g y) + h*(ad1 1'1 di)eh 8y gg

.

e e e e e .

Y Y (10)+Ta(ad2i*1d2)*II'[81 1 + a 1 di * Ed2 d2D Y d

+

+ P h (1-s,) = 6,g + k ,,g + 6 ,vd1 i .vd2 - TE,,g, g*
g 1

The above field equations describe only the conservation principles and do
not describe the thermodynamic properties of the materials involved or the,

interfacial area transport. For the analysis to apply to a specific fluid it

is necessary to specify the equations of state. It is assumed that there are
g neral thermal and caloric equations of state of the form.

I

o o (P,T )g, g g

I II
Dv = #v 'v

|

|

|
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't * 't(P,T ) (13)g
,

L

e, = e (P,T,)y
(14)

We also have the continuity consideration that the volume fractions of all
phases mast sum to unity,

+ eg + adi * "d2 " I I.

(1-s ) = total liquid volume fraction (16)y )

Accurately modeling the thermal and hydraulic characteristics of a size
distribution of droplets was an important consideration in the present work.
Theref ore, the following interfacial surface area transport equations were
solved for each droplet field.

6S (17)BA . gdl ,*9'IA d1 dl) " p DY
1 'y di

i

(18)
,

03I * 2BA
d2 + *g * ( A ,d2 d2) " p D - S .d2Y r1 g d2
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This modeling approach results in an accurate calculation of the

interfacial surface area as drops move through the Eulerian computational

mesh. Models for the droplet volume mean diameter, upper-log-normal size
distribution function, and entrainment rates developed by Ishii, et al. from

air-water data were adapted to the present work (18,19]. The droplet size

distribution was correlated in terms of the volume fraction oversize (a),

defined as the volume fraction of the droplets having a diameter larger than
D. Their correlation is,

2
da 0.884 - 0.781y (19)
y. y e

with

2.130 Iy . In( D -D (20)
max

The authors also developed a correlation for the volume mean diameter, D ,.y

of the spray. At a diameter of D , there are an equal volume of droplets aty

diameters above and below D ,. That is. D, is the droplet diameter
y y

corresponding to a volume fraction oversize of 0.5. Their correlation for the
volume mean diameter in terms of the flow properties is,

-1/3 2/3 33)
O = 0.0090 I Ivm 2 e

,

where j is the gas volumetric flux (superficial velocity). With the above
g

distribution it can be shown that,

Dmax = 3.13 (22)
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The interfacial drag between the vapor and the two droplet fields uses a

( C type drag relationship for a solid sphere with the Reynolds number based
D

|
on the relative velocity between the vapor and each droplet. The interfacial
drag between the vapor and continuous liquid for annular flow is given by
Wallis' model [20].

The interfacial heat transfer coefficient is based on a Nusselt type

L
correlation for steam-water flows due to Lee and Riley [21),

h,- h,= 12 + 0.74 R$* 5 P[] (23)g

|

The Reynolds number is based on the relative velocity between the vapor and
each droplet phase. The interfacial area per unit volume Ag comes directly
from the interfacial area transport equations. For spherical droplets the

following relationship must hold at any point,

d (24)A
i = De

In dispersed flows with heated walls the surface temperature is normally
above the minimum stable film boiling temperature. However, some heat

transfer directly from the wall to the droplets can occur due to collisions
between the drops and the wall. The heat transfer in this regime is very

difficult to model and has been the subject of numerous investigations. The

model of Forslund and Rohsenow is used in the present work [22].
The field equations and constitutive models of the present work have now

been presented. The finite-different representation of these equations and
the numerical solution procedure is given in Ref.17. The numerics are a

direct extension of the method of Liles and Reed [2]. The algebraic
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difference equations are first-order accurate in space and time and are

differenced over a staggered mesh. The resulting set of nonlinear equations
are solved at each time step by a Newton iteration procedure. The important
result here is that the number of 1tnearized equations to be solved at each
iteration are the same in the present four-field model as in a two-field

fomulation. At each computational mesh cell we obtained a set of four

linearized equations involving the four unknowns P e ,Tg and T, of that
mesh cell and the pressures of the six adjacent cells. These equations can be
written in matrix from as,

,

;

'x x x x" }" x x x x x x" 'P[ 'x"
~

x x x x a x x x x x x P *. 2

. x (2MT, x x x x x x Px x x x
3

x x x x T x x x x x x, P x,4 4, ,,, ,

! '5
P

i 6
! ..

I
4

where the subscripts 1-6 designate the six surrounding cells in three
i dimensions. This system can be put into a reduced form by multiplying through
i by the triangular decomposition of the 4 x 4 matrix. Then the first equation

will involve only the cell pressure and its' six neighbors pressure. The

remaining three equations then relate the vapor fraction and temperatures to
the pressures. The full set of pressure equations for all mesh cells

i constitute a seven-striped linear algebraic system of equations for the
pressure in all mesh cells. An important property of this reduced pressure

;

| formulation is its diagonal dominance. All coupling between the mesh cells is
'

expressed in the pressure equations matrix. It is emphasized that the above
process can be carried out in one mesh cell at a time, storing only the 28 j

'

quantities per mesh cell that appear as X's in the 4 x 6 matrix and the right |

|

|
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T
hand side of Eq. 25. These coefficients must be retained so that t. T,y

and a can be found from a back-substitution af ter the pressures have been
determined from the pressure iteration.

The size of the matrix problem in a four-field model does not increase

because of two reasons. First, although there are now four velocities, the
momentum equations are used to eliminate new-time velocities in favor of~

new-time pressures. Secondly, all three liquid fields exist at the same
temperature and pressure at any location and a single liquid energy equation
can be used. The two additional mass conservation equations can be solved for
the new-time droplet volume fractions at the end of an iteration since all
unknowns in these equations have been detemined. Thus, any additional

computational costs associated with doubling the number of fields has been
cinimized. Computer timing studies show that the present four-field model
requires only a 15-17 percent increase over the two-field model in computation
time per mesh cell per time step.

ASSESSMENT

Assessment of the present work concentrated on predicting the

themal-hydraulics of steam-water-droplet flows in a post-critical-heat-flux
experimental test section with superheated walls. Until recently such data

have been particularly lacking for post-CHF flows at low pressures, low flow
rates and low qualities where nonequilibirum effects are most pronounced.
This is because measurement of the vapor temperature in dispersed droplet

I flows is extremely difficult. Any temperature sensor will tend to be quenched

by the entrained liquid droplets which are near the local saturation

temperature, therefore preventing detection of vapor superheating. Al so,

radiation heat transfer from the high temperature walls can introduce
measurement errors.

Such experimental measurements have recently been taken at Lehigh

University [3,4,5) in a forced convection boiling two-phase experimental test
facility shown in Fig.1. The test section for post-CHF flows consists of a

vertical heated channel of Inconel-600 that is 150 cm in length with a 1,41 cm

i inside
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4

:
diameter tube. The test section is located above a " hot patch" designed to

y ensure post-CHF flow conditions. Wall temperature measurements are provided
at 7.5 cm intervals along the test section. Joule heating of the tube is

'

supplied by direct current through the walls using a variable _d-c power supply
of 30 kW. The vapor superheat probe is located 130 cm above the inlet to the
copper hot patch.

The tests performed at Lehigh University covered a range of operating

[ condit ions. Three specific tests were selected for assessment of the present
1 work. These tests were chosen in concert with the experimenters to cover

I important operating ranges in whien there was very reliable data [23). The

experimental tests are,
; ,

| Test 138: High inlet quality, intermediate mass flux, intermediate power.
| Test 134: High inlet quality, intermediate mass flux, high power.

! Test 50: Low inlet quality, low mass flux, low power.
1 The operating conditions for these three experiments are summarized in Table
! I. In all tests there is the substantial nonequilibrium effect of vapor

superheating by roughly 280'C-350'C. This nonequilibirum effect can be

i clearly seen by comparing the change in equilibrium quality to the change in
j actual quality. For test 138 the actual change in quality was only 0.064

while the equilibrium value was 0.233. The ratio of the two quality changes
is termed by Chen as the " heat-partition ratio" (R ) and measures theg

i fraction of total wall heat transfer that went into evaporating the liquid
ph as e. Thus, R varies from zero for complete lack of thermodynamic4

g
equilibrium to one for complete equilibrium. In test 138 the R is 0.27, ing

j test 134 the R is 0.32 and in test 50 the R is 0.62.g g

} Test 134 is a parametric variation on wall heat flux relative to test
,

j 138. The total power was increased by 31 percent, however the vapor

superheating only increased by 12 percent. The vapor velocity in the test1

I section for these two tests is quite high' producing significant entrainment.

| The thermal-hydraulic conditions of test 50 are much different from those of

j test 138 and 134. The low inlet quality, mass flux and power result in very
| low vapor velocities producing much less entrainment.
}

!

!
:

I
i t

t
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,

!

!

A one-dimensional input model of the Lehigh Univesity facility used
in the present numerical calculations is shown in Fig. 2. <..ere are a total
of twelve (12) computational mesh cells over a total length of 1.806 meters.
The flow area is 1.5617 'x 10-4 2

m with a hydraulic diameter of 1.41

- centimeters. Boundary conditions are supplied at the first and last mesh
cell s. Inlet mass flux and steam-water volume fractions are specified at cell

! number 1, the inlet plenum. Test section pressure is imposed at cell number
12, the outlet plenum. The heated test section extends from mesh cells 2

I
| through 11 for a total length of 1.456 meters. Cell 2 represents the high

thermal inertia hot patch. As shown in Fig. 2, the experimental location of'

| zero (0.0 m) elevation corresponds to the beginning of cell 2 which in the
i model has an absolute elevation of 0.20 meters. Vapor probe data from the

experiment are to be compared with computed parameters of mesh cell 10: this
corresponds to a heated length above the inlet of 1.306 meters.

The calculated vapor temperature as a function of heated length in test
j

! 138 is shown in Fig. 3. On all such figure's the test section inlet (bottom of
hot patch) corresponds to 0.2 m, as discussed above. The vapor probes

e

experimental result of 692 K is seen to be in satisfactory agreement with the
i calculated value of 657 K. Experimentally this corresponds to a

nonequilibrium superheated state of 279'C. The calculated vapor superheat
0is 262 C, for a relative error of -6.1 percent,

j In Fig. 4 experimental wall temperature mesurements (chained line) along

| the heated test section are compared to the calculated wall surface

i temperatures (solid line). The wall temperature drops about 75'C just i

downstream of the hot patch in both the data and the calculation due to a
j reduction in the linear' heating rate in the test section. Along the test

|
section the wall temperatures vary from about 650 K to 900 K. The calculated

surface temperature is in close agreement with the data along the first half

{
of the test section and then begins to exceed the data by roughly 75'c for

,

j the last half. However, it is very important to note that the axial variation

| of power being input to the steam-water flow in the calculations is in exact
j agreement with the expermental boundary conditions. That is, the total wall

l heat flux into the mixture is correct at all elevations. Any deviation in

!
:

i
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wall temperature between the data and calculation arises from errors in the i

heat transfer coefficients and/or fluid conditions and not from the heat flux
boundary conditions.

Calculated vapor volume fraction as a function of height is shown in Fig.
S to increase rapdily downstream of the hot patch due to entrainent and
boiling of the liquid film. Droplet field 1 (larger diameter drops) volume
fraction and droplet field 2 (smaller diameter drops) are compared in Fig. 6.
Both droplet fields have a rapidly increasing volume fraction near the hot
oatch due to entrainment of the liquid film; the droplet volume fractions then
decrease as a result of evaporation and acceleration with the vapor flow.

; The calculated vapor axial velocity profile is shown in Fig. 7 to increase
from 11 m/s at the inlet to almost 20 m/s at the outlet. The vapor velocity
is continuously increasing due to a relatively constant vapor generation rate

: from the evaporation of the liquid droplets and from heating of the vapor.
Droplet velocities are compared in Fig. 8. At the test section exit the;

'

smaller drops are moving at 8 m/s while the larger drops have a velocity of
4.5 m/s; thus there is a substantial relative velocity between the vapor field.

and the droplets even at the end of the heated length.
The relative partitioning of heat flow from the wall into the four fields

can be evaluated from the numerical calculation. The product of interfacial

heat transfer coefficient and surface area (hA) for both droplet groups is
shown in Fig. 9. From this figure it can be seen that the smaller droplet
field contributes almost three times the interfac'al heat flow as does the
larger drop field. This effect was not unexpected and is part of the original
motivation for having two droplet fields. The heat flow paths from the wall

! into the vapor and liquid fields at the elevation of the vapor probe are shown
in Fig. 10. It can be seen that three-fourths of the wall heat flux is
delivered directly to the vapor phase. One-fourth of the energy flow is

absorbed directly by the droplets as a result of collisions with the wall.

However, this wall-to-droplet energy transport mechansim is responsible for
the majority of the evaporation of the liquid phase since the interfacial flow
of energy from the superheated vapor is very small. Even with the vapor

| superheated by 244 C the interfacial heat transfer amounts to only 8 percent
j of the wall heat flux.

!
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This surprising finding of poor interfacial heat transfer between the
superheated vapor and saturated droplets is responsible for the large

nonequilibrium effects in these post-CHF experiments. To better understand
why this occurs it is necessary to analyze the interfacial surface

areaconcentrations of the droplets; these are shown in Fig.11 to vary from 2
2to 20 m 7,3 The " area concentration of the wall" is a useful comparison.

to obtain an appreciation cf the magnitude of these nuders.

$ , wall " L " 'ID'"

2'D *L (26)4

j For this test section with a hydraulic diameter of 1.41 cm the wall surface
nt7,3 Thus, the effective surface trea of the2i area concentration is 284

droplets along the heated length is an order of magnitude less that the wall
; it sel f. This then is the reason for the low interphase heat transfer that

produces the high nonequilibrium state.
; Test number 134 was performed at conditions very near those of test 138

with the exception of the wall heating rate (total power). This test is
;
j therefore useful for assessing the ability of the present work to correctly

| predict the parametric effects of varying only the wall heat flux. The power
input to the mixture was increased 31 percent from test 138 to test 134;

! however, the vapor superheat only increased by 12 percent. The calculated

vapor temperature as a function of heated length is shown in Fig.12. It can
be seen that the calculated and measured vapor superheats at the' probe
elevation are in very good agreement. The experimental vapor temperature is

0 0

f superheated by 312 C while the present work predicts 321 C for a relative

i error of +2.9 percent .
The operating conditions of test nuder 50 make it completely different in

'

j a thermal-hydraulic standpoint from tests 134 and 138. The major difference
is that the inlet quality is very low at 6.6 percent corresponding to an inlet
vapor volume fraction of %.98 percent. Thus the liquid volume fraction has
been increased by a factor of 20 from the high quality tests 138 and 134.

; I

Additionally, the mass flux and power have both been reduced which produces an
'

inlet vapor velocity almost an order of magnitude lower than the other two
tests. Indeed the vapor velocity of only 2-3 m/s is not sufficient to entrain
the liquid film in a continuous manner.

553 j
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The calculated vapor temperature profile is shown in Fig. 13. The-
experimental vapor probe measured a vapor superheat of 350'C and the present

- work predicted a value of 375'C fc- a relative error of +7.4 percent.

However, the high superheating in this test has arisen from a very low |'

entrainment at its' operating conditions and not from a low interfacial heat
transfer as in tests 134/138.,

1 The numerical calculations of tests 134,138, and 50 discussed above were
; all performed using exactly the same code. The assessment study would not be

| complete however without conducting a sensitivity study. The two items of
primary concern are the nodalJzation of the input model and the choice of the

i " free parameter" D/D , serving as the dividing point between the two droplet '
y

I fields.
I

Nodalization sensitivity is addressed by modifying the input model so that
the length of cells downstream of the hot patch were doubled from the base
value of 15 to 30 centimeters. The high quality, high power test 134 was
recalculated using this coarse node input model. The calculated vapor,

superheat was then 322 C as compared to the base case value of 321 C.
. Thus the computed results for this test are essentially unchanged by the
i choice of a different nodalization for the input model.
| The free parameter of the present four-field model is the selection of

D/D , that is used to partition surface area and mass between the twoy
droplet fields. In the above calculations this parameter was set at 1.0 for a

| base value. This produces a 50-50 distrjbution of mass into the two droplet
I fields, t|ut 77 percent of the total surface area is associated with the

smaller droplet field. A value of D/D , 0.4 was chosen for the=y
sensitivity study. This choice results in only 7 percent of the entrained

j mass going to the smaller droplets but this field still contains 22 percent of

| the total droplet interfacial surface area. Test number 134 was recalculated
'

with only this change. A vapor superheat of 323 C was now obtained which is

| only slightly different from the 321 C obtained in the base case i

{ calculation. The model is therefore relatively insensitive to the free
'

parameter choice of D/D , for this case in which all of the liquid film hasy

been entrained. A greater sensitivity may occur under conditions of lower
vapor velocity where only the small droplets are entrained. I

1
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ISUMMARY

The present work has developed a computational fluid dynamics fornulation
that efficiently solves the conservation laws for a vapor field, a continuous
liquid field, and two dispersed droplet fields. The thermal-hydraulic effects
r;sulting from the exchange of mass, momentum and energy between the vapor and
th2 dispersed droplet phases has been accurately modeled. This work is an
advancement of the state-of-the-art for engineering analyses of nonequilibrium
steam-water-droplet flows in heated channels. It is particularly applicable

,

for boiling steam-water flows in which it is import ant to represent the,

effects of significant thermal nonequilibrium between the vapor and the liquid
phase; This work was shown to be in good agreement with unique experimental
measurements of significant thermal nonequilibrium between the vapor and
disper' sed droplets. The tests analyzed covered a range of mass fluxes and
trall heating rates, and were all at low pressures where nonequilibrium effects
are most pronounced.

I

e
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Symbols

A1 interfacial surface area per unit volume.

Cp dras coefficient

D diasteter

Dg hydraaitc diameters.

e specific internal energy.

I momentum drag vector.

9 gravity field.

h heat transfer coefficient.
4 fluid enthalpy,
d superficial velocity
k themal conductivity.

Nu Nusselt number.

p pressure.
Pr Prandt1 number

6 total rate of heat transfer.
Re Reynolds aumber

5 total mass transfer rate due to liquid film entrainment.

5,52 mass transfer rate due entrainment of droplet field 1, field 2.1

5 rate of interfacial surface area concentration (Ai) due to phase
7

change,
t time.
T te.Decatur3
x quality

W fluid viscosity
j

A droplet volume fraction oversize.
1

e surface tension. I

p density.

| *g volume fraction of phase k.
I total vapor generation rate from phase change

n, . n fraction of total phase change produced by droplet field 1,a field 2.
558
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Spibois and Operators

$. divergence operator.

v Bradient operator.

Subscript and Superscript

d.D,dl.d2 drop phase.

1 interface.
relativer

s saturation
v vapor phase

W wall

g liquid phase.

i
,

4

|
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Table I. Summary of Lehigh University Post-CHF Tests

t

A'

Test P G Q *e.o "e,L *e a a Tv. data Tv. calculation
I E Number (bar) (kg/s-s*) (kw/m ) (%) (%) (%) A*e (x) ( K)o

138 3.6 37.33 49.32 55.8 79.1 62.2 0.27 692 657

134 3.5 37.35 64.73 57.4 87.1 66.8 0.32 725 734

50 3.8 29.94 23.39 6.6 19.4 14.5 0.62 764 785

|

|

|
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Fig. 1. Lehigh University experimental test
facility for post-CHF heat transfer.
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Test 138
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Dispersed Flow Reflood Heat Trans' f er '
in Rod Bundles of Dif ferent Fuel Rod Simulator Design

P. Ihle, K. Rust, F. Erbacher

Kernforschungszentrum Karlsruhe
Institut fur Reaktorbauelemente
Postfach 36 40, 7500 Karlsruhe
Federal ~ Republic of Germany

Abstract

Reflood experiments performed with a 5 x 5 rod bundle of fuel rod simulators[.
[- with Zircaloy claddings and a helium filled gap between cladding and the

A1 02 3 pellets (REBEKA) provide data (SEFLEX) to be compared with existing
data. The range of the reflood parameters selected is mostly the same as that!

for the existing data base (FEBA) used. -The only dif ference between the
| SEFLEX tests and the FEBA tests is the design of the internals of the rods
i and their claddings. The FEBA rod consisted of a relatively thick stainless-

steel cladding swaged down to the Mg0 insulation of the internal heating
coil.

.

The comparison of the results obtained f rom both the bundles shov that the
! reflood transient is faster for fuel rod simulators with Zircaloy claddings
! and a gap. The cooling in the unwetted portion of such rod bundles is better
|

as well. The dispersed flow heat transfer is increased due to the faster
progression of the quench front and the increased heat removal in the film ,

boiling regime downstream of it.

|

| Introduction
1

i The investigation deals with the influence, the radial thermal heat resi-
! stance of dif ferent fuel rod simulators exerts - as compared with nuclear

fuel rods - on the dispersed flow reflood heat transf er during a LOCA of a
PWR.

I Most of the thermal-hydraulic reflood experiments were performed using elec-
trically heated fuel rod simulators. The heating element is usually embedded

,

i in Mg0 or BN surrounded by a cladding tube. A close thermal contact between
cladding and electrical insulation is achieved by swaging down the heater
rods. That procedure leads to a minimization of the temperature dif ference

|

between the outer surf ace exposed to the coolant and the internal heating
element ("gapless" fuel rod simulators). Nuclear fuel rods are characterized
by heat generating fuel pellets stacked in a tube with a specified radial
gap of e.g. 0.05 mm between the cladding tube and the pellets. The gap is
filled with pressurized helium.to improve - among others - the heat transfer
across the gap. During burn up fission gas released f rom the fuel is mixed
to the Helium reducing the gap heat transfer. For steady state heat genera-
ting and cooling conditions, the temperatures at the outer surface of the
different rods are identical.

However, they are different, e.g. for transient cooling conditions. The heat
capacity of the individual rods, and especially, the heat resistance be-
tween the heat source and the outer surface of the individ;al rods influence
the temperature transients of the claddings.

575



--

The objective of.this investigation is to quantify the offects of fuel rod
simulator design on dispersed flow reflood heat transfer and to understand

,

the most important phenomena. .i

Experiments

The experimental data- f rom tests performed with "gapless" fuel rod simula-
tors are taken from the FEBA program /1, 2/. A cross section of a FEBA rod
is shown in Fig.1. The fuel- rod simulators of- the REBEKA program /3/ had
been developed for ballooning tests. They are characterized by a Zircaloy
cladding of 0.72 mm wall thickness surrounding Al 02 3 pellets. An electrical-
ly heated rod of 6 mm diameter is placed in the center of the pellets (see
Fig. 2). IIeated length, axial power distribution and power steps are the
same as those of the FEBA rods.

A 5 x 5 rod bundle consisting of REBEKA fuel rod simulators was installed in
the FEBA test facility to minimize the influence of the boundary conditions
of diffe, rent installations.

For the performance of the SEFLEX program (Fuel Rod Simulator Effects in
Flooding Experiments) flooding parameters have been selected in the same
range as for the FEBA program. For the first set of SEFLEX tests using
helium filled rods, the system pressure was 2 and 4 bar, the flooding veloci-
ty 3.8 and 5.8 cm/s. The initial bundle power of 200 kW for a heated length
of 3.90 m followed later on the 120 % ANS decay heat cransient for both
types of rod bundles.

Results

The results confirm quantitatively the trend expected: The reflood transient
is faster for fuel rod simulators with gap between heat source and cladding
for all of the reflood conditions mentioned above. The influence of heater
rod design on the quench f ront progression is shown in Figs. 3 through 6 for
the flooding velocities and system pressures indicated. The quench front
location versus reflood time allows the determination of the local quench
front velocities within the different bundles and for the dif f erent reflood
conditions, respectively.

A general finding can be summarized comparing the data plotted in Figs. 3
through 6: The overall quench time of a REBEKA rod bundle with helium in the
gap is approximately 20 % shorter than that of a FEBA rod bundle for a -

system pressure of 4 bar and flooding velocities of 3.8 as well as 5.8 cm/s.
For the system pressure of 2 bar the overall quench time is about 30 %
shorter in SEFLEX than in FEBA.

The ' EFLEX results were obtained with helium in the gaps of the rods with aS

pressure of I bar above the corresponding system pressures. For reduced gap
conductance, i.e. increased gap width and/or filling gases of lower heat
conductivity the gap effect increases leading to again shorter quench times.

The cooling conditions in the unwetted portions of the dif ferent bundles are
different as well. Figure 7 shows cladding and housing temperatures measured
in the upper portion of the bundles at the axial levels indicated. The
maximum cladding temperature at that elevation is about 90 K lower in SEFLEX
than in FEBA (p = 2 bar, v = 3.8 cm/s). The REBEKA rods have a slightly
smaller heat capacity - about 10 % less - than the FEBA rods. The faster
decrease of the cladding temperature in the SEFLEX test could be caused by
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the lower amount of stored heat to .be removed f rom that bundle. Ilowever, the

heat stored in the housing - identical for both test runs - is the same at
initiation of reflood. The transients of the housing temperatures indicate
faster heat removal f rom the housing for the SEFLEX test run. This proves
that the precursory cooling in a REBEKA rod bundls is increased compared
with that of a FEBA rod bundle. The lower amount of heat stored in the
bundle at initiation of reflood is not the only explanation for the faster
reflood transient for hundles of REBEKA rods. liowever, the better heat remo-

val is more pronounced for the film boiling regime and less for the dis-
persed flow regime.

Figure 8 shows cladding, housing and fluid temperatures of a FEBA test per-
formed with a system pressure of 4 bar. In Fig. 9 data are plotted measured
at the same locations of a SEFLEX test performed with the same flooding
conditions as the FEBA test. The fluid temperature transients of the diffe-
rent tests are more or less the same. From cliese measurements no significant

differences of the dispersed flow regimes in the different btadles can be
found. Therefore, the dispersed flow heat transfer conditions are to be in-
vestigated by evaluation of data measured as well as calculated.

For analysis of the dispersed flow heat transfer, the transient surface heat'

flux and the heat stored in the different rods have been calculated from
experimental data.

Figure 10 shows the corresponding transients f rom the set of tests performed
with a system pressure of 2 bar. At initiation of reflood the cladding tempe-
ratures are the same for both tests. They diverge like shown and discussed
above (see Fig. 7). The stored heat of the REBEKA rod at the axial level
mentioned is somewhat lower than that of the FEBA rod. The dif ference at
initiation of reflood increases during the dispersed flow cooling indicating
that more heat per unit cf time is removed f rom the REBEKA rods. The surf ace

i heat flux transients plotted show the quantitative amount for the reflood
conditions mentioned.

In Fig. 11 the data are plotted obtained f rom the second set of tests (p = 4
bar). The trends remain the same. The surface heat flux - almost the same in
these two tests - still is higher during the important time span at beginning
of reflood. It had been shown already that for increasing system pressure the
dif ference of the behavior of the two types of rods decreases. Ilowever, the
dispersed flow heat transfer remains higher for rods with gap, and the tempe-
ratures of the Zircaloy claddings are significantly lower even in the disper-
sed flow regime.

For comparison of the behavior of gapless rods with that of nuclear fuel
rods by calculation, the following assumptions sometimes are made: Same tran-
sient heat transf er coef ficient and same quench f ront velocity for both
types of rods. The usually smaller heat capacity of nuclear fuel rods leads
with the assumptions mentioned to f aster rise and to higher cladding tempe-
ratures calculated for the early portion of reflood. Again, due to the smal-
ler heat capacity, the calculated cooling down af ter the turn around point
is increased leading to somewhat earlier quenching. Ilowever, the evaluation
of the experimental data presented proves that the assumptions mentioned do
not describe adequately the real conditions: The reflood heat transfer in
rod bundles with fuel rod simulators, simulating nuclear fuel rods more

adequately, is higher - including the dispersed flow regime - than that in
bundles of gapless rods. The quench front velocity is faster as well. There-
fore, the cladding temperatures are always lower for rods with gap under the
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: conditions mentioned. Calculations as well as screening tests show that'for
increasing heat res'istance in the gap the ' cladding temperatures decrease

~

.

-pogressively and-the reflood phase is. shortened again.

Conclusions-

The design:of fuel rod simulators influences the dispersed flow reflood heat -~

-transfer significantly.

1

Inf rod | bundles consisting of . fuel rod simulators with Zircaloy claddings and
a helium filled gap between the cladding and the heat source, maximum clad- )
ding temperatures are significantly lower (40 K up to 90 K) than in bundles |,

of'gapless= simulators. '

The helium filling in the nominal gap of 0.05 mm represents the most conser-
vative situation. For increasing gap width and/or ' smaller heat conductivity
of the gas mixture in the gap maximum cladding temperatures as well as the
quench' times. decrease progressively. Due to the fa' ster progression of the
quench front more heat stored in the bundle is removed per unit of time
leading to increased dispersed flow cooling for fuel rod simulators with
gap.
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INTERNATIONAL WORKSHOP OF FUNDAMENTAL
. ASPECTS OF POST-DRYOUT HEAT TRANSFER

,

SALT ~ LAKE CITY APRIL 2ND-4fH 1984
~

DISPERSED FLOW HEAT TRANSFER

Session Chairman's Summary

by
G F Hewitt, Harwell Laboratory, England

INTRODUCTION

- The number of papers submitted for this Session reflects. the importance
and interest in post-dryout heat transfer in the dispersed flow region.
In addition to new data and new . empirical correlations, .the- work
presented included models at various levels of sophistication, studies of
detailed ef f ects : . and studies of fuel element behaviour in dispersed

flows.

NEW EXPERIMENTAL DATA t, SINGLE TUBES)

'New data for ' dispersed flow heat transfer was presented by .ROKO and-
SHIRAHA, HEIN and KOHLER and CONDIE'et al. In experiments carried out by
ROKO and SHIRAHA a vertiedl sodium-heated . channel was employed and
experimental data obtained' in the pressure range 8-14 MPa with dryout

.
qualities in the range 0.46-0.93. Results with sodium heating ar,e- of
particular interest since the heat flux falls when the post dryout region
is entered. This gives a particularly severe test of the correlations

~

for this region. In the tests by HEIN and KOHLER, a horizontal
electrically heated tube was employed and in the work by CONDIE et al., a
similar. technique was employed with the addition of hot patches at the
inlet and outlet of the test section. In this latter work, two types of
tests were carried out

(1) " Steady state" tests in which the rewetting front was held at
the test section inlet by pre-heating a copper hot patch at
that point.

(2) Transient rewett tests in which the rewetting front proceeded
up the tube.

In the CONDIE et al. experiments, pressures up to 7 MPa were employed and
. an important' feature of the measurerents was that of steam temperature
determination using an aspirated probe. Again, steam temperature
measurements provided a sensitive test of models for this heat transfer
region.

EstPIRICAL CORRELATIONS

As was stated above, sodium heated experiments provide a particularly
severe test for the correlations for post-dryout heat transfer and the
comparisons reported by ROKO and SHIRAHA certainly demonstrated the
deficiencies ' in .the present correlations. The main reason- for the
discrepancy ~ is probably .the poor representation of the non uniform flux
effects by these correlations, as was demonstrated sometime ago in
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Harwell tocts using cecin2 flux . ch pts. Detailsd. corptrisons with

4
- estr01sticn3 wero alco estried out- by CONDIE et al. cnd also showsd that^

the . fit to the data was rather poor. , A new empirical correlation for
heat transfer coefficient, giving a somewhat better fit, was reported by
CONDIE et al. but this was not' claimed to have a very general basis.

-INTERMEDIATE MODELS

The processes occurring in dispered flow post-dryout heat transfer are ,

highly complex and the rather poor performance of empirical correlations
'

:

is perhaps. not very surprising. 'However, exact. modelling of the
processes is extremely difficult and it is obviously desirable to try to
develop models of intermediate complexity which can be used readily in,

' . design and assessment calculations. Models of this type were reported in
the Session by ROKO and SHIRAHA and by HEIN and KOHLER. In the-ROKO and
SHIRAHA. model, it was assumed that drop-to-wall heat transfer and radial
heat transfer were negligible, that the slip between the drops and.the
vapour could be calculated using a standard correlation and that there
was a single dropsize. Heat transfer from the wall to the superheated4

vapour was modelled using the Bishop correlation and that between the
- steam and the drops by the Fr6ssling corrclation. Reasonable fit was.

obtained to the data obtained in the sodium-heated experiments and also-

to earlier post-dryout data.'

4

In the model by HEIN and KOHLER, it was assumed that there were
essentially three' regions beyond the dryout point:

(1) A region in which all the heat goes into superheating the
vapour.

(2) An " equilibrium superheat" region in which the vapour
superheat remains constant, and'

(3) A steam heat transfer region in which it is assumed that all
t the droplets have been evaporated.
!

A simple correlation was produced for equilibrium vapour superheat and
reasonable agreement with data was obtained except in conditions where'

'

film boiling rather than dispersed flow heat transfer was taking place.i

:
1

MORE COMPLEX MODELS

There have been many attempts to actually model the detailed heat
transfer and flow processes occurring. Droplet field equations are

,

included in some advanced computer codes, for instance the TRAC code.'

Comparisons with the TRAC heat transfer model were made in the paper by
,.

CONDIE et al. and showed very poor agreement with calculated heat
transfer coefficients being much higher than those actually measured. . A

i modified version of the TRAC code was developed-by WILLIAMS in which two
,

droplet fields (one of large diameter dominated the mass transport and >

! - one of small diameter dominating the surface area) together with a vapour
field were used for the post-dryout region. Reasonable agreement was

obtained between the calculations and data obtained in the tests at'

( Lehigh University. An interesting result from the calculations was that
typically, 75% of the heat released from the wall was transferred to the
vapour (the other 25% being transferred directly to the liquid droplets)
but that only 8% of the heat released from the wall went ultimately into
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For many years, a series of models have been developed (with increasing
complexity) including wall-to-vapour, wall-to-drop and vapour-to-drop
heat transfer. These models fitted much of -the data, but systematic
-errors were observed in some of the comparisons. These models are j
reviewed in the paper by VARONE and ROHSENOW who suggest that some of the j
dicrepancies'may be due to to the effect of the dispersed phase on vapour i
turbulence (see below). i

!

CLARE and FAIRBAIRN also describe a more complex model which includes the
effects of grids in fuel elements; they too claim the existence of
significant effects on vapour phase turbulence due to the presence of the
droplets.

DETAILED EFFECTS: DROP-TURBULENCE INTERACTION

The pres,ence of the droplets in the vapour in a dispersed flow region
gives rise to two competing effects:

(1) The drop-turbulence interaction in the core of the flow
suppresses turbulence and this will lead to a decrease in the
heat transfer coefficient.

,

.

(2) The drops may generate additional turbulence in the boundary
layer as they approach the wall and this may lead to an
enhancement of the heat transfer coefficient. Detailed
measurements of heat transfer in rod bundles reported by CLARE
and FAIRBAIRN indicated that there was indeed turbulent
enhancement in the grid region, though this was small. VARONE
and ROHSENOW showed that the discrepancies between the more
classical models (mentioned above) and the data could be
explained if it were postulated that the presence of the,

droplets enhanced heat transfer at low droplet concentration
(high quality) and suppressed it at high concentrations (low
quality). A competing effect at low quality was that of
direct droplet-to-wall heat transfer. They postulated a
simple model to take account of these effects and this gave

'
general agreement with the available data.

More direct evidence for the influence of entrained particles on heat
transfer was obtained in the experiments of KIANJAH, DHIR and SINGH who
measured heat transfer enhancement in the flow of air and glass beads
through a four rod bundle. Very different behaviour was observed for 30
micron and for 100 micron particles respectively; this presumably |
reflects the different response between the particles and the gas phase
turbulence. |

( DETAILED EFFECTS: VAPOUR GENERATION RATE

From the new experimental data by CONDIE et al. it is possible to
estimate the vapour generation rate. Comparisons between the predicted

,

and calculated rates indicated the very poor performance of the existing '

correlations for vapour generation rate and a phoenomenon of particular I
importance was the very high vapour generation rate observed near the

| quench front. A new expression for vapour generation rate was reported

|
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by WEBB cnd CHEN; thsy postulcted tha exictanca of a "nacr field" ragion
n=r tha qu nch front and a "far field" rate furth2r downstresa. -Th y
wara cblo to davalep capirical exprscaions for th:co two regions which
gave much better-agreement with the Lehigh University and INEL data.

FUEL ELEMENT BEHAVIOUR

IHLE et al. reported detailed comparisons of the behaviour of two types
of fuel rod simulators in reflood. The first had no gas gap, with the 1

outer sheath being in direct contact with the internal insulator. The
second type had a gas gap which could be filled with helium ' or argon.
The simulators with no gas gap quenched much less rapidly than those with
a helium filled gap which in turn quenched less rapidly than those with
an argon filled gap. The importance of proper simulation of fuel
elements was therefore very well established.

CLARE and FAIRBAIRN reported data of heat transfer in the dispersed
region in blocked fuel elements. They used photographic methods to study
the breakup of dispersed droplet in passing through the fuel element
grids. Droplet sizes were in the range 0.5-2 mm and there was

-

surprisingly little spread in the droplet velocity as a function of size.
Droplets formed from the grid itself were less than 0.5 mm in diameter.'

Reasonable predictions of rod cooling rate and steam temperature were
made using the detailed model mentioned above,

f

OVERVIEW

The main conclusions arising from this Session seemed to be as follows:

(1) The widely used empirical equations for dispersed flow heat
transfer have been shown to be inadequate in predicting data
over a wide range, especially for non uniform heat flux.

(2) Models for predicting dispersed flow heat transfer are
becoming increasingly complex to allow prediction of a wider
range of effects. However, the more complex the model the
more difficalt it is to incorporate into safety prediction
codes and this may present a major difficulty in the
application of advanced modelling.

(3) New phenomena (e.g. drop / turbulence interaction) continue to
be discovered which need additional modelling techniques.

(4) There is a need for much more detailed measurements and
advanced measurement techniques. Measurements of such
parameters as dropsize, drop velocity, steam temperature are
already giving benefits in testing and developing improved
models.

Notwithstanding the advances reported at this Workshop, there remain
still much to be done in the study of this heat transfer region.

15th May 1984
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International Workshop on Fundamenta1' Aspects

of Post-Dryout Heat Transfer.

DROPLET BREAKUP AND ENTRAINMENT AT

P.W.R. SPACER GRIDS

- by -

J.E. Adams and A.J. Clare

Central Electricity Generating Board
Berkeley Nuclear Laboratories

Berkeley,

~Gloucestershire, U.K.

ABSTRACT

A detailed photographic study of droplet grid interactions has been
carried out to provide a basis for improvements in the modelling of heat
transfer-in.the vicinity of a grid in dispersed flows characteristic of
P.W.R. reflood. The fragmentation associated with impact of drops onto the-
leading edge of a grid has been studied and an understanding of the mechanisms

~

governing the resulting drop size gained. Additionally for a wet grid the
process of entrainment of drops from the trailing edge of the grid has been
investigated, and the dependence of entrained droplet size on the flow
conditions has been established.

-The results indicate that adequate modelling of the droplet, breakup
due to impact is important in the calculation of heat transfer ac a dry
grid and may be significant in the modelling of grid rewetting. At a. wet
grid modifications to the droplet phase are shown to be of less significance
since steam desuperheating is dominated by film evaporation.
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51. INTRODUCTION-
o

During 'he: core reflood stage of'a PWR design basis LOCA fuel pint

cooling:above the quench front relies on'the flow of steam and water droplets
' produced at and beneath the' quench front. Current analysis indicates that in'
the most highly rated region the clad temperatures could remain at levelstat
which the zircaloy clad is; ductile for sufficiently long to allow clad balloon-
ing to-occur. |The resulting local reduction in-coolant-flow area could perhaps

! ; reach about 80%. The heat transfer penalty introduced by such a blockage
depends on 'its length. - The balloon axial profile is determined .by the clad
axial temperature gradient which is found> experimentally (Ihle et al, 1982)
to.be strongly influenced by a local enhancement of heat; transfer occurring

Ldownstream of each' spacer grid. - The modelling of grid heat transfer.in
dispersed flows'is at_present inhibited by a lack of understanding of the

,

interaction of a grid with the droplets.'

This note presents the findings'of a series of simple experiments'which
have led to a better understanding of'the physical processes occurring when

-drops' interact with grids. Section 2 below describes an investigation of the
initial impact of single drops on the end of the grids. Section.3 considers
the subsequent ~ interactions of the liquid with grids and fuel pins within the"

depth of the grid. Section 4 outlines the results obtained from a small
experimental apparatus designed to investigate liquid entrainment from a
vetted grid. Drop size and velocity distributions are presented together with
a flow regime map which establishes the criteria for the occurrence of
different flow regimes. Additionally in Section 5 the implication of the

-results are discussed in the context of heat transfer.for both wet and dry grids.

i 2. FRAGMENTATION AT FIRST IMPACT

When a single drop impacts on to a grid it divides initially into two<

fragments which may then undergo further breakup. To gain an understanding
of the fragmentation process a detailed photographic study of water drops

| impacting on to the end of-grids has been made.

Water drops of diameter N5 mm were produced from a glass capillary tube,:

gravity fed from a' reservoir, and fitted with a tap that enabled control'

of the drip rate. The drops were allowed to fall from various heights on to+

i
one of four stainless steel grids of different thickness, viz: 3.31, 1.63,
0.94, 0.47 mm. The other dimensions of the grids were 38 mm deep and 50 mm
wide. The velocity of drop impact was controlled by altering the height E

,

| of the dripper above the grid and was calculated using the solution

U. = I (1 - e-2KE) (1)
i K-

;

| of the equation of motion including drag.- In equation (1)
3C PD

K = 4 D.p
g

,

=. was used as it I

j where D is the drop diameter. A drag coefficient of CD
gave good agreement with measured velocities. Impact Weber numbers, We ,g

.
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>we're defined from'the impact. velocity according to equ'ation-(2),.
..

g.D |U

wep -'p/ -(2).

~

The syuunetry of the impact of:the drop on-the grid'was'also varied.
~ This-is described' here in terms of : the relative displacement,: L,. of -the' drop
centre from the grid centre. 'Still photographs were obtained by illuminating
the. grid, predominantly from behind;=with two flash units of S 3 pa flash

3' duration. . The flash units were triggered,"with a variable time delay, when
the falling drop' intercepted a light _ beam directed at a photo diode.- The ~ -

camera used was an M.P.P. 5 x 4 plate camera with bellows' extensions allowing-
magnifications up to %1.5 to be. achieved. High-speed films were also=taken'at

,

a rate of-4,000 p.p.s. using a' John Hadland 'HYSPEED' camera with-a constant-
bright source of illumination.

2.2 The Initial Drop Partition-

- Photographs.along the edge of the grid show that after impact the drop:
-

splits into two fragments. These leave the: grid, as shown in Fig. I with
masses M and M
the-grid?.Ther$andcentre-of-masstrajectoriesinclinedatanglesaand8tois also'some motion of the liquid along the grid which
results in the fragments spreading along the grid. edge'in the y direction.
Subsequent to' leaving the grid further breakup may' occur. The magnitude of
M,, M ,a,8 and-the degree of fragmentation depend on the impact conditions.-

B

Quantitative measurements of the angles a and 8 and the centre-of-mass
,

velocities were obtained for approximately' symmetrical impact (L=0) by.
plotting the trajectories observed in-high spe'ed films taken viewing along
the edge of the grid. The
impactvelocities%3+4ms~{esultsareshowninFigures2AandBforAlso shown in the figures are the predictions.

of two different models which have been developed to describe the: impact. _The
models differ in that Model 1 is a two-dimensional analysis in which motion is
restricted to a vertical (x, E) ' plane perpendicular to the plane of the grid,
whilst Model 2 is a three-dimensional analysis allowing components of motion
in the y direction. Both models assume inviscid flow and employ conservation ,

of mass, momentum and kinetic energy. Surface' energy-is neglected since its
increase during.the initial partition of the drops is' negligible compared-with
the kinetic energy'of impact in these experiments.

In Model 1 the conservation of kinetic energy requires that the centres |
of mass of the two fragments move at the-impact velocity U.. The angles
a and 8 and masses M and M are then calculated from the conservation of the
horizontalandvertiEa1comhonentsofmomentum.

Model 2 assumes that liquid impinging within the cross-section of the grid
flows radially from a stagnation point. This results in a reduced total' >

component'of horizontal momentum in the plane perpendicular to the grid, as
compared with Model 1, so angles a and 8 are smaller (see Fig'. 2A). The
centre-of-mass velocity in this plane is also reduced -(see Fig. 2B) since
there is now a component of ' motion parallel to the grid. Both models
predict angles a and 8 to be ~ independent of impact velocity. Comparison with
experimental results indicate that this is approximately correct for the range

l'
!
.
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of conditions st'udied and that predictions of a and 6 by Model 2 for d/D
.up to about0.5 are fairly good. The models could be used to provide
- upper and lower bound estimates of the centre 'of mass velocities.

2.3. Degree'of Fragmentation

After the initial drop division on impact with a grid the two fragments
-may undergo further breakup. The extent to which this occurs under different
impact conditions has been examined experimentally for symmetric impacts.
Water drops of mean diameter.4.76 mm were dropped on to grids of thickness
3.3 um, 1. 6 not and 0. 94 mm. The. impact Weber number was varied up to a
maximum of %1400. Single shot photographs were obtained, using the same
experimental arrangements as described in Section 2.1 with the. flash units
triggered at a time sufficiently delayed after the impact to ensure that the

' breakup was complete... Typical results obtained with the three grids and impact
Weber numbers of about 500 are shown in Figure 3. With each of the thinner
grids there is little breakup; .two or: three large fragments- (1-3 m diam.)
are produced on each side of the grid in each case. In the case of the

Itginnestgridtheseareaccompaniedbyoneortwomuchsmallerdroplets
(N 0.3 nun diam.) whilst with the middle grid a larger number (% 12) of these

.

smaller droplets'are. visible. At this Weber number the thick grid produces
-

considerable fragmentation;'about 70 drops ranging in size up to N 1 mm -|diameter are produced.

From similar photographs taken over '.a range of Weber numbers the number
of fragments produced by a single symmetric impact on to each of the three
d'.fferent grids has been plotted as a function of Weg in Figure 4A. It should
be noted that though the depth of field of the photographs is large some drops
with a large component of velocity in the y direction may pass out of the
field of view. This may lead to an underestimation of the number of drops
produced, more especially for large d/D and high impact velocities. The figure
shows clear < differences between the different grids except at low Weber

thinnestgrid(gwherethenumberoffragmentsis<10inallcases.
numbers of % 10 For the

D = 0.197) the breakup'increasgy slowly with Wei and appears
to level off at Weg% 1400. The 1.60 mm grid ( D = 0.336) produces a slowly
increasing breakup for 100 < Weg <he thickest grid (gy of fragments increases

600, but the numb
600. For t D = 0.693) the number

more sharply for Weg > increases steeply with Wegof fragments produced from the lowest values showing j

no threshold.
'

Additionally for the second thickest grid ( !D = 336) drop size
distributions have been measured for three impact Weber numbers. These are
shown in Figure S. From these results the Sauter mean diameter,

3
SN dii2d =

{N(d z '
sa

i

has been calculated and is indicated on the histograms.

A further set of experiments was carried out using 2 nun diameter drops
of Freon 113 impacting on an electrically heated grid of 0.47 mm thickness.

0Freon 113 was used primarily because a modest grid temperature of % 200 C
was sufficient to prevent quenching with this liquid. The results are shown
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iin Figure 4b; in terms of fragmentation as s' function of We.. It is-

-apparentthatinotwjthstandingthedifferentdrop-size,liquidproperties.
2 (p - = : 1.563 gm ca~ ,'a r 23 dyne /cm) and grid temperature, these results-
are fully-in accord with those'obtain~ed with water. drops when correlated

.

-in' terms of:the impact Weber number.

This consistency provides' grounds'for supposin~g that a further reduction
~

1in drop; size to the % 1 mm diameter relevant 1to reflood conditions would not
significantly alter the results,Ea1though this requires confirmation.=-

iObservation ~offasyuunetric impacts;have also been made. In this case
the centre of mass trajectories'of the fragments and the degree of

i . fragmentation either side ~of the grid are different. This may be' explained
'in_ terms of the shift in the position of the stagnation point away from the.
centre of the grid which is necessary to cg serve' horizontal momentum. The'result of the shift is that the effective D becomes different on each side
of the grid.

2.4 Mechanism of' Breakup
,

To understand the mechanism by which the two fragments,; formed by the
initial impact, breakup a number of still photographs were taken with-the
camera's opti~ cal axis normal to the plane ~in which the breakup occurs. The

~

drop spreads along 'the axis of the grid and the two fragments form expanding
sheets, the lateral spread and sheet' thickness being dependent on impact
conditions. The dynamics of the impact are illustrated in Figure 6. The
figureshowsaseriesofphotographsatincreasingtimegfollowingtheimpactof a drop of We g V 1020 on to a relatively thick grid ( D % 0.69). The-
photographs show the production of an expanding sheet. As the sheet expands'
a thickened cylindrical rim is formed by the free edge rolling up as a result
of surface tension. The cylindrical rim is observed to be a source of small
droplets. The sheet detaches from the grid and the edges roll,together;
when they meet breakup of the liggd fragment is ' complete. For a lower impact
Weber number or smaller value of D the sheet expands laterally to'a smaller
extent and is thus thicker. The cylindrical rim formed is therefore also
thicker, more stable, and produces a smaller number of larger drops. ForLa
very thick rim no' droplets are observed until the edges collide.' This results
in a small number of large drops or recoalescence of the fragment.

The production of drops from a-liquid sheet has been discussed by-Taylor
(1959) and Dombrowski and Hooper (1964). Taylor describes in detail the
production of a cylindrical rim at the free edge of a stationary parallel sided
liquid sneet. By using a force balance between the chang'e in momentum and
surface tension forces he derives the equition of motion of the edge. This is
then extended to a radially expanding sheet. Also discussed is the position at
which the edge disintegrates for a constant liquid supply rate, such as occurs
in a swirl atomiser. However, the mechanism of rim breakup is not discussed.
Dombrowski describes the breakup of sheets which can. occur,.under some
conditions, as a result of instability induced by rapidly growing hydro-
dynamic waves. These cause the edge of the sheet to break away and form

. ligaments, which then break up through capillary instability. The work of
(' Dombrowski et al (1964) was directly principally at the liquid-sheets produced

a result of the impact of two jets. He concluded that therewas a criticalas
,

t-

,
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Webernumberbelowwhichhydrodyna9cfrapentationdidnotoccur.i Our
~

photographs for impact velocities % 5 ms- show no indication of the rim
detaching from the sheet though there is evidence of surface waves. For impact
conditions of interest here capillary breakup of the undetached rim will
generally occur.

-Chandrasekhar'(1961) has derived a criterion for capillary instability,
of. liquid cylinders. The analysis he presents shows that a liquid cylinder
is unstable to symmetric varicose deformations of wavelength exceeding the
circumference of the cylinder. The most rapidly growing wavelength is given by

2nR ~ ,
A = 0.697 (4)

where R is the cy1'inder radius. Dombrowski and Fraser (1954) have obtained
experimental agreement with this prediction.

The characteristic breakup time _t is given by

()* * *0.3 33

As the cylinder thickens so r increases and the cylinder becomes more stable.
This accords with the experimental observation that the sheets _with thicker
cylindrical rims are less likely to be a source of.small droplets. Rim
thickness is determined by the sheet expansion, this will depend on the
magnitudeofthecomponentofhorizong1momenumalongthegridedge.
This is large for high We. and large D. As noted earlier these are the
experimental conditions wflich result in the greatest sheet expansion, and
the largest degree of fragmentation (Figure 4A).

3. INTERACTIONS WITHIN THE GRID DEPTH

Following the first impact of a drop on the end of a grid, the
resulting fragments or sheets will generally move at some angle across the
steam flow and approach a pin vall. In cases where the initial impact is
asynanetric the larger fraction of the drop may run along the grid face, provid- t

ing some grid cooling by film boiling if the grid is nonwetted, or forming I

a liquid film if it is wetted.

In this section we consider the effects of collisions with pin and
grid walls on the droplet size distribution at the grid outlet. Wachters and
Westerling (1966) reported experiments showing that for drops colliding
with a fint surface,too hot for quenching to occur,the drop would disintegrate
if the Weber number based on the normal velocity component of the drop
exceeded about 80. At lower Weber numbers 30s Wei< 80 one or two small
droplets may be produced from the fluid stem formed as the bouncing drop
leaves the surface. For Wei< 30 the impinging drop remains intact.

From Section 2 it is apparent that the liquid impinging on the hot pin
walls may be in the form of small droplets or in the form of a liquid sheet
which has not completely fragmented or recoalesced. The Wachters and
Westerling (1966) criterion may be used to judge whether the impingement
of the droplets on the pin walls will lead to further disintegration. However
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most of the liquid is likely to be in the form of thin or thick sheets and
the behaviour of these when impinging on a hot surface at some a'ngle is not

i

clear.

In order to examine sheet impact on a surface a small number of simple
experiments have been performed using drops of Freon 113. The drops fall on
to a first grid which splits the drops and generates the characteristic sheets.
A neighbouring parallel grid is heated electrically to a temperature of
N 200 C which is above the quenching temperature for Freon 113. The arratigement
can be seen in the photographs of Figure 7.

The figure shows photographs illustrating the bounce for drops of high
impact Weber number. The grid thickness is 0.47 mm and initial drop diameter
is 2 mm. The drops impinge on the outer grid at a velocity of 3.2 ms-1
(Wet = 1336). Successive photographs are of different individual drops at
advancing times in events with nominally identical initial conditions. There
are, however, small variations in the symmetry of initial impact which result
in differences in details such as angular dispersion and mean fraction of the
component either side of the grid.

In Figure 7 the high We initial impact produces an unstable sheet eitherg

side of the grid which can Se seen to break up into a cloud of small droplets
on the free side. The normal velocity component of impact on the hot pin surface
is roughly 0.9 m/s. It is not clear what dimension to use in a Weber number.

However, it is clear from the figure that the whole sheet bounces off
the hot surface producing a distribution of drop sizes similar to that on the
free side. The implication of this is that the mechanism of sheet breakup
(discussed in Section 2) is not greatly affected by the bounce in this
particular case. It might be expected that the impact with a hot surface
could perturb a relatively stable (thicker) sheet and enhance breakup, but this
has not been observed in the small number of experiments performed. Drops of
low impact Weber number were also used and the bounce photographed. In these
cases there were also no discernible effect of the bounce on the breakup
behaviour.

Further experiments have been performed in which the' wall' surface was
unheated. In all cases, whatever the form the impinging fragments where in,
it was observed that they stuck to the surface forming a wet patch too small
to run down the wall. In no case were small droplets seen to be ejected into
the gap during this impact.

The above observations suggest that in general drop size distributions
are not significantly modified by impingement on surfaces above the quench
temperature, but that all liquid impinging on a surface below the quench
temperature adheres to it.

4. ENTRAINMENT FROM WETTED GRIDS

In the case of the wetted grid droplets that have " bounced" off the hot
pins impinge on the grid face and adhere to it, as described in Section 3.
Because of the high steam velocities (5 - 20 ms-1) along the fuel subchannels,
between the grids and pins, it is anticipated that this liquid may be re-

; entrained from the downstream and of the grids.
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This section describes results obtained from a small experimental
cpparatus designed for determining the conditions required for entrainment.
The apparatus, shown schematically in Figure 8, is built of perspex to
enable visual observation of the flow patterns. The dimensions were chosen
such that a is approximately equal to the hydraulic diameter of the reactor
cubchannels, b was chosen comparatively large to minimise the effect of the
cnd walls and enable a clearer view of the central region of the grid face.
The grid depth and thickness of 38 mm and 0.33 mm are approximately those
of a spacer grid in the core. A compressed air line supplied air of
volumetric flow 0 - 1600 litvelocitiesbetween0-40ms{es/minwhichinthetestsectionyieldedair~

These air velocities cover the range of.

interest for Water of constant variable flow rate between
0-9ccsec~{efloodconditions.was supplied to the grid f ace by the injector as shown in
Figure 8B. The apparatus was illuminateo either behind the grid or along the
grid axis by two flash units triggered either repeatedly at a selected rate for
visual observation, or at a chosen instant to obtain photographs. Figure 9
shows a diagram of the different flow regimes observed to occur. In regime A
the air flow is insufficient to drive the injected water to the top of the grid
face. The water was seen to circulate between the grid face and the walls,
being expelled at intervals from the top of the apparatus in surges or slugs.
Expulsion of liquid in this manner continues, though to a lesser extent,
in regions B and C. In region B however some liquid now reaches the top
edge of the grid and some intermittent end entrainment occurs. In C liquid
is continuously entrained from the end. In region D the air flow is sufficient
to drive all the liquid up the grid face so all the injected water is entrained.
A small number of drops were noticed coming from below the top edge but it is
unclear whether these were due to film entrainment or came directly from the
inj ector, however these represent a negligible proportion of the entrained I

liquid mass.

Drop size distribution were obtained from photographic prints giving
a resolution of better than .05 mm. The Sauter Mean diameter, defined earlier,
was calculated from the drop size distributions, and is shown as a function of
air velocity in figure 10A. As can be seen d decreases rapidly withsa
increasing air velocity but appears to be relatively insensitive to

i

changes in water injection rates.

Using high speed photography drops were filmed leaving the end of the grid ,

at framing rates of 4,000 and 6,000 p.p.s. From these films the distance !

downstream of the grid within which all breakup was complete - the breakup
length - was recorded and is shown as a function of air velocity in Figure 10B.
The breakup length shows a strong dependence on both air velocity, with which
it decreases, and water injection rate, with which it increases.

The photographs and high speed films allowed identification of the mechanism
of droplet production by entrainment from the grid end. There were two
mechanisms: a) the production of liquid sheets which are blown by the air
into bags which burst, and b) thinning liquid fflaments which break up by
capillary instability. The initiation of both of these mechanisms is the drag
force from the air flow acting on domes of liquid which form along the top edge
of the grid. They can be seen occurring in Figure 11 together with the
resulting drop size distributions. For low water injection rates and low air
velocities these domes tend to be discrete and ligament breakup predominates.
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lAs either the water injection rate or air velocity are increased, the domes '

form a more continuous liquid layer along the grid edge. This leads to an
increase in the production of liquid bags, until this mechanism is dominant.
The bag bursting mechanism produces drops in two size ranges. The larger, which
is consistent with the drop size resulting from ligament breakup, arises from
the disintegration of the cylindrical rims which form by surface tension at the
edges of the liquid sheet. The smaller drops are produced from the central
region of the liquid bag where it bursts.

Figures 12a, b, c, d, show velocity as a' function of drop size for a
range of water injection rates and air velocities. Examination of the figures
show that there is a large amount of scatter in the distribution of velocity
with drop size, though a general trend of decreasing velocity with increasing
drop size is apparent. The drop velocities are recorded at the position where
all breakup is observed to be complete, but the drops may have been formed at
any position between here and the top edge of the grid. Drops will therefore
have been accelerated over different distances and as initial acceleration
is very rapid this could account for the scatter. Figure 12aandbshoythe-

velocity distribution arising from a water injection rate of 1.49 cc s
and air velocities of 15.3 and 20.4 ms-l respectively. The breakup length
and shape of the distribution are similar in both cases with the lower air

velocity producing lower droplet velocities._gFigures 2c and d show velocity
distribations{oranairvelocityof20.4ms and water injection rates of 4.4
and 6.75 cc s . Figures 12 b and c are very similar having approximately the
same breakup length as well as the same shape distributions. For the high water
injection rate, shown in Figure 12d, the velocity distribution is different.
In this case it is apparent from the high speed films that sheets and ligaments
are formed which detach from the grid edge before breakup is complete. For
this reason the breakup length is much longer.

5. 11 EAT TRANSFER EFFECTS

5.1 Non-wette d grids

The experiments described above suggest that for non-wetted grids the drop
size will depend on fragmentation at initial impact. In experiments designed
to simulate reactor reflood (Lee, et al, 1981) typical drop sizes % 1 mm have

beenmeasuredatseveralaxialpositionsinthecgD=0.33.ster. For a P.W.R. spacer
grid of thickness 0.33 mm this yields a value of Steam velocities
are typically 5 - 15 ms-l for which the range of terminal velocities of a 1 m
drop is + 1 - 11 ms- corresponding to maximum Weber numbers of 14 - 1700.
This covers the entire range of our fragmentation studies and indicates that
the number of fragments produced per impacting drop could range from
< 10 to % 200, depending on impact velocity. The effect of such fragmentation
as occurs will be diluted since N 63% of 1 mm drops will miss the grid. These
considerations suggest that close to the quench front unquenched grids will
have little influence on drop size, but that far above the quench front where
steam and drop velocities are higher unwetted grids are likely to introduce
a population of smaller drops into the flow.

In addition to changes in size, the droplets suffer momentum loss due to
collision with a grid. For a square edged grid the average fragtional loss of
axial momentum for all drops impacting on the leading edge is d/Q+d). The

598



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

resulting lower droplet velocities will cause a local increase in droplet
number density, and therefore of droplet surface area for heat transfer.
The increase in phase velocity difference will also enhance steam-droplet
heat transfer. In order to incorporate all_of these factors in a mechanistic
droplet heat transfer model, such as described by Clare and Fairbairn (1984),
a model for calculating a mean resulting drop size from given impact parameters
is required. Such a model, providing a basis for scaling the present results,
is currently under development.<

Observations of droplet breakup at a grid also have implications for the
modelling of grid rewetting. It is probable that the leading edge of a grid
will become wetted at an early stage in reflood due to droplet impact at the
leading edge. The progression of the wetting front will depend, in part,
on the amount of cooling that occurs in theunquenched region of the grid. This
in turn is dependent on the relative magnitudes of the different heat fluxes
i.e. radiation, steam convection and droplet impingment on the grid face. The
first two of these are fairly well understood and correlated. The third is
a function of the ef ficiency(of a drop to cool a hot surface, which has beenaddressed in the literature Hall (1975), Wachters and
Westerling (1966)\ and the flux of drops arriving at the grid walls. Our
results give an indication of the droplet flux arising from breakup and
angular dispersion at impact on the leading edge and subsequent bouncing
from the hot pin walls. This is likely to yield a higher droplet flux
than would be associated with side deposition from a turbulent parallel
gas stream such as that considsced by Ganic and Rohsenow (1977). Thus a
successful grid rewetting model is likely to require adequate modelling of the
drop breakup dynamics at the leading edge of the grid.

5.2 Wetted grids

For wetted grids fragments produced at initial impact are expected finally
to stick to the grid face and the drop size will be determined bytentrainment
from the top edge of the grid. For low steam velocities, < 6 ms such as,

occur in the wake of a blockage or close to the quench front, it is anticipated
that entrainment will not occur and the liquid will drain down the grid. For

-1steam velocities grater than 10 ms all the liquid adhering to the grid will be
entrained by the steam flow. For steam flows up to 15+20 ms-1, the highest
likely to occur during reflood, the entrained droplets will have Sauter mean
diameter N 1 mm. Thus from our experiments entrainment of liquid from the
wetted grids does not appear to reduce the drop size sufficiently to make
a significant contribution to enhanced steam desuperheating, although the
lower initial velocities of entrained drops will have some effect.

Adams (1984) has studied the problem of modelling heat transfer in the
wetted grid using experimental data from the THETIS facilityvicinity of a

(Pearson et al, 1983), and has shown that the main contribution to vapour
desuperheating arises from the evaporation of the liquid film from the grid
surface. Droplet evaporation represents only N 15% of the initial
evaporative heat flux in the immediate environment of the grid. Adams
showed that the chief modelling problems are associated with the steam
convective heat transfer to the liquid film and that a proper model must
take account of the development of the boundary layer in the steam flow and (
also the wavy nature of the film. There are significant uncertainties |
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in such calculations, but figure 13 shows a comparison of model results with
measured vapour temperatures above and below a vetted grid in a THETIS test.
Convective heat transfer to the film is modelled using a developing boundary
layer solution appropriate to flow over a flat plate in an infinite channel,
modified to include the effect of the close proximity of the fuel pin walls.
The heat transfer coefficient is further enhanced by a factor.

f

1
_f
l!

where f = wavy film friction factor

f = Blasius friction factor.

This treats the wavy film effectively as a rough wall, whose roughness is
of the same order as the film thickness, and follows Kay's (1966) recommendation
for rough wall heat transfer coefficients. The agreement with measared steam
desuperheating is good.

CONCLUSIONS

The experiments described above indicate that drop / grid interactions will
be different for grids above and below the quench temperature.

1. For grids above the quench temperature the impact of drops on the leading
edge of the grid initially forms two liquid fragments which breakup through
surface instabilities. The degree of breakup depends on the impact conditions.
The drop dynamics at the leading edge, in addition to being important for
modelling of droplet heat transfer, affect the estimate of the side deposition
flux which may be important in the modelling of grid rewetting.

2. For wetted grids the modification to the droplet size and velocity
spectra arises from entrainment at the trailing edge of the grid of the liquid
film on the grid surface. The observed entrained drop size, d N 1 mm,
appropriate to reflood conditions is not sufficiently altered '* to account
for observed heat transfer enhancement and the dominant steam desuperheating
mechanism is evaporation of the liquid film.
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- PREMATURE QUENCHING BY BALLOONED AND BURST FUEL ROD CLADDZNGS IN A LOCA

F. Erbacher, K. Wiehr
Kernforschungszentrum Karlsruhe
Ins'titut fur Reaktorbauelemente/
Projekt Nukleare Sicherheit

Postfach 3640, 7500 Karlsruhe 1
Federal Republic of Germany

ABSTRACT

In a loss-of-coolant accident (LOCA) of a pressurized water reactor (PWR) some
Zircaloy fuel rod claddings reach temperatures which cause them to burst due
to internal overpressure. The 'coolability of burst fuel rod bundles has been
investigated in the past by specific thermohydraulic experiments, in which the
bursts were simulated by sleeves mounted on solid electric heater rods.

In contrast, in the REBEKA program which used electrically heated fuel rod
simulators with pressurized Zircaloy claddings and a gap between the cladding
and the pellets the coolability of burst claddings has been investigated in
more detail. It has been shown that premature local quench f ronts are genera--
ted at the bursts long before the regular quench f ront had reached these axial
elevations. Such local quench fronts propagate in the axial and lateral direc-
tions and cause a fast quenching of the hot fuel rod bundle regions around
burst claddings.

These favorable effects can not be expected to appear in tests which use
sleeves to simulate burst claddings. Such phenomena are not modeled in exist-
ing computer codes but prove a higher safety margin of coolability in a LOCA
of a PWR.

INTRODUCTION

In a LOCA of a PWR fuet rod claddings may reach temperatures at which they
ballon and burst under the impact of internal overpressure. Thermohydraulic
experiments, e.g. FEBA, FLECllT, SCTF, THETIS served to study the temperature.
and quenching behavior on electric heater rods. Ballooned claddings were simu-
lated by sleeves mounted on these heater rods.

It was demonstrated in the REBEKA and liALDEN experiments [1, 2 ) that REBEKA-
type fuel rod simulators and non-deformed fuel rods undergo earlier quenching
as compared to heater rods. It will be shown in the following paragraphs that
burst Zircaloy cladding tubes quench even earlier than non-deformed cladding
tubes.

FUEL ROD BEHAVIOR

During the refill phase in a LOCA nor.-deformed and deformed non-ruptured
cladding tubes exhibit nearly identical temperatures, flowever, in case the
cladding tube bursts, gaping burst lips extend into the cooling channels and
helium and fission gases escape f rom the rod. Steam with its much poorer
thermal conductivity enters the fuel rod via the burst opening and causes
decoupling of the cladding f rom its heat source. Now the two phase mixture of !

I
the flooding phase is capable of cooling down the cladding at the point of
burst very quickly. A new recondary quench f ront starts to propagate from the
burst point. At that point of time the regular quench f ront in the non-defor-
med geometry may still be at a much lower level.
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Thic precera lo shown scheetticelly in Fig. 1. At the time t 2 the quench front
has cttcined the aximi point xA and at the point xB the cladding tube will
burst. Two new secondary quench f ronts will emanate from the axial position

f them proceeding upwards, the other downwards opposed to the direc-xB, ne
tion of flow. At the cine t the quench f ront propagating downward meets the4
primary quenchf ront rising in regular mode f rom the lower rod end. The secon-

dary quench front attains the upper end of the rod at the time t5 already. The
most important ef f ect of the appearance of the secondary quench tront consists

,

in the premature cooling within the range of maximum cladding tube tempers.- |
tures. '

I
/

quench front - M,
7,, \ *M

.g;, gx -M:yF tE .., i,- p.._.: . .. burst j /.j .

XB .. ::P 'I- I'

plane
'

x4 .
..... quenched i

. ~ . .

I I I3 It 2 4 time f5 I6 I I2 It 3 I4

Fig. I Premature quenching of burst claddings (schematic)
.

TEST RESULTS

The REBEKA program on the fuel rod behavior during the refill and reflooding
phase in a LOCA was devoted to studing the deformation behavior of Zircaloy
ciadding tubes in rod bundles as well as the coolability of blockages formed
in the cooling channel. Since indirectly heated fuel rod simulators with a gas
gap between the pressurized Zircaloy cladding tube and the pellets were used
in these experiments, it was possible to simulate and record the generation
and propagation of new quench fronts on burst cladding tubes.

quench , TC-position
sequence Imm)

r-start of flooding ] p$M grid spacer 4
1000 - 100 -

>

900 - 90- | burst rod 29| | 1 1a50
5

:- r-burst
' (195019101 burst

, '? 800- d 80- ,

h 700 - $ 70- 1 i 5 a 2050

d [ grid spacer 5600 - 60 "

(

f 500 - |
50-

1_ ],4
400 - 40- t 2-- ,-5c,, -

4 1 3-" - 6- 1850. mm: non-
300 - 30-

| deformed rod 54y =

% *200 - 20- 93.5 s J
x i ; i : : I k

| ( |- 135 s -- | flooding100 - 10

' ''
,

''

0- 0,
-30 0 30 60 90 120 150 180 210 240 270 300

time Isl

Fig. 2 Temperature- and quenching behavior of a burst cladding (REBEKA 6).
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Fig. 2 ch:wa at:ng other things the plot of sensured cladding tube tempercture
of the nIn-daforcsd citdding of rod 54 at an axici 1cvel of 1850 mm. This rod
is not influenced by premature quenching of neighbored burst rods. Also shown
is the temperature and pressure history of the deformed and burst rod 29 at
various axial positions between 'th= two central spacer grids. Two ef f ects can
be seen:

- 135 s earlier quenching of the burst rod at 1850 mm,
- a secondary quench f ront startine f rom the burst lips and propagating more
quickly in the flow direction than opposed to it.

p-quenching of burst rod 29 at M50 mm
i
I

1000 - Inon-deformed quenching of non-influenced,
900 - rod 14 I non-deformed rod 54 at 1850 mm

I i_.

E 800 - |

$ 700-
'

I TC-position: mm from top

% 600-

|
'

500-
. ,

y 400 - | |

3 300- 2900 |
200 - 3750 3400| _41850 1950

| | 1000_ 500 150
_ ,

| i .

|
_ _

,
_

100 - '
100 s .

'
0 .

-30 0 30 60 90 120 150 180 210 240 270 300 330 360 390
time Isl

Fig. 3 Temperature- and quenching behavior of a non-deformed cladding
(REBEKA 6)

Fig. 3 shows the plots of measured cladding tubes temperatures of the non-
deformed rod 14 over an extended axial length. Three ef fects can be seen:

- At the time of quenching of rod 29 at 1850 mm the quench f ront of the non-'
~

deformed rod reaches an axial level of about 3000 mm, i.e. the regular

quench front is at the same time at an more than 1000 mm lower level than
the secondary quench front.

- Comparing the time of quenching of two non-deformed claddings of t'ne rods 54
and 14 at the same axial level it can be noticed that the rod 14 quenches

about 100 s earlier.

- The axial position at 1850 mm quenches about 75 s earlier than the axial
position 1950 mm on the same cladding of rod 14.

The reason for the premature quenching of the axial position 1850 mm of the
non-deformed cladding tube of rod 14 is a radial rod to rod interaction. The
premature quenching of the burst neighboring rod 36 initiates a secondary
quench front even on the non-deformed cladding of rod 14 (see Fig. 4).

These findings underline that burst cladding tubes do not only give rise to a
generation and propagation of new secondary quench f ronts in the axial direc-
tion but also to a propagation in the radial direction within the bundle.
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|

j SUMMARY

A secondary quench f ront at a burst of a cladding tube will be initiated it
the locally increased heat transfer and a higher thermal resistance between:

I

the cladding and the heat source lead to a premature cooling and quenching of
the burst lips of a cladding tube. This may occur long before the regular
quench front has reached this axial point in the bundle. The secondary quench ;

,

i fcont may propagate to neighbored rods as well. Consequently the hot zones in
the bundle containing burst claddings are cooled down quickly. ,

i

,

These f avorable ef fects can not be expected f rom experiments involving sleeves i
for simulating burst cladding tubes. They have not been modeled in existing |
computer codes although they suggest a higher safety margin in assessing the '

; coolability in a LOCA in a PWR.
i
i
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ABSTRACT

An experiment was conducted of the dynamics mudheat transfer of a droplet- ,

vapor mist flow across a test grid spacer.in a flow channel of 2x2 electrically j
'h:ated simulation fuel rods. Embedded thermocouples were used to measure the rod

cladding temperature and an unshielded Chromel-Alumel thermocouple was transversed
in the center of the subchannel to measure the temperature of the water and steam ,

coolant phases at various axial locations. Thermocouples were also embedded in the l

test grid spacer.- Optical measurements of the size and velocity distributions of
droplets and the velocity distribution of the superheated steam were made by spe-
cial laser-Doppler anemometry techniques through quartz glass windows immediately
upstream and downstream of the test grid spacer. Experiments over a range of steam i

and injected water flow rates and rod heat flux have been performed and some re-
presentative results and discussions are presented.

INTRODUCTION

The enhanced mist cooling downstream of grid spacers in fuel rod bundles has
been recently suggested as an important heat transfer mechanism for the develop-
ment of cladding temperature transient during reflood emergency cooling for LOCA
in PWR [1,2,3]. Figure 1 shows three sketches of cladding temperature for 30, 90
and 150 seconds _after the onset of flooding respectively in a 5x5 array of elec-
t'rically heated rods simulating a full-length PWR fuel rod bundle. In each of i

these sketches, there are two axial profiles of the cladding temperature between |

three grid spacers, one for each of the two cases with and without the grid spacer
at the midplane. It is clear that there is a substantial drop in the cladding
temperature downstream of the grid spacer which cannot be possibly explained by
the convective cooling of the superheated steam. The measured carry-over of
liquid water at the top end of the rod bundle suggests the presence of large
water droplets in the flow beginning at the onset of reflooding. It is conceiv-
able that some of these thermally relatively inactive large droplets may interact
with the grid spacers, which are distributed along the whole length of the bundle,
to generate large population of small droplets in the flow. Due to their very
large surface to mass ratios, these small droplets can serve as extremely efficient
heat sinks for the region of the cladding downstream of the grid spacer. The
purely fluid mechanical part of.the phenomenom of the breaking up of large
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droplet across a grid spacer was established from the measurement of a room-
temperature water droplet-air mist flow [4]. A direct verification of the. cool-
ing effect of this phenomenom in a water droplet-vapor mist flow in a rod bundle
at elevated. temperatures is thus in order.

-EXPERIMENTAL ARRANGEMENT

The flow channel consists of a simulated 1.60m-long pressurized water reactor
fuel rod bundle of 2x2 electrically heated rods of 1.10m heated length with heating
elements embedded in Mg0 filling inside the imm thick NiCr cladding of the rods which
are 10.75mm in outside diameter and 14.30mm in-pitch. Embedded.thermocouples are
used to measure the rod cladding temperature at various axial levels and an un-
shielded Chromel-Alumel thermocouple sheathed by an Inconel tube of 0.25mm outside-
diameter is transversed in the center of the subchannel to measure the temperature
of the water and steam coolant phases at various axial levels. The channel.with
7.94mm thick Inconel walls has an outside dimension of 36mm x 36mm and is connected.
at its upper _and lower ends respectively to the upper and lower' stainless steel
settling chambers. The upper ends of the rods are tightly held by graphite seals
and the lower ends by 0-rings which are cooled by a water . cooling jacket. A thin
stainless steel water nozzle is placed 37mm below the test grid spacer in the center
of the subchannel to supply the water droplets. An ensemble of electrically heated
strip heaters is wrapped around the outside of-the channel to heat up the walls.

The general flow arrangement is shown in the sketch of Figure 2. Steam coming
from the steam supply passes through a ball valve, the steam separator and the elec-
trically heated steam superheater to the cest channel. Power for the simulated fuel
rods, the strip heaters and the steam superheater is supplied from a . bank of variable
transformers. The whole flow system is wrapped with a heavy blanket of packed ce-
ramic fibor insulation to reduce heat loss.

INSTRUMENTATION

The test grid spacer, 0.5mm thick and 38mm long and placed at the mid-section
of the channel, has one of its central plates instrumented with the thermocouple-
as shown in the sketch of Figure 3. The elevation of the thermocouples embedded in
the rod cladding as wall as in the channel walls are shown in the sketch of Figure 4.

Two pairs of quartz glass windows at elevations respectively just before and -
af ter the test grid spacer are provided for in situ laser-Doppler anemometry measure-
ment of droplet dynamics across the grid spacer in the subchannel. Two optical

. measurement scheme, one for large droplets (>240pm)[5] and one for small droplets -
(<240pm) [6], were alternately applied with an identical optical arrangement, a-
sketch of which is shown in Figure 5.

The optical measurement scheme for large droplets combines the conventional
technique of optical gating for patticle sizing and laser-Doppler anemometry for
velocity measurement [5]. The optical gating is done by observing the blocking of-
the stationary scattering beam by the moving particle and the velocity Doppler sig-
nal is generated by scattering from the backward scattering point on the surface of
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the droplet as shown in the sketch of Figure 6. In this arrangement, the location

of the scattering point on the surface of the particle for velocity measurement
coincides with the location corresponding to the ending of the blocking period for
size. measurement. Figure 7 presents respectively the oscilloscope traces of the
photo-diode output showing the blocking and the photomultiplier output showing the
same blocking together with a Doppler signal at the end.

The optical measurement scheme for small droplets makes use of the discrimi-
nation on the amplitude as well as the residence time and frequency of the indivi-
dual Doppler signals to isolate the central core region of the optical measuring
volume where the illumination is more uniform for droplet sizing [6] as shown in
the sketches of Figures 8a, 8b and 8c.

Figure 9 shows the instrumentation b1cok diagram. For the storage, process-
ing and analysis of data, a PDP-11/34 minicomputer was used. Custom-designed
computer interfaces (TSI Models 1998-D-1,1998-S and 1998-Y) were used to inter-
face the electronic circuits to the PDP-11/34 computer interface (DR-llB). Another
custom-built electronic circuit was used to validate the signals. These data were

stored in the memory of a hard disc (RK-05) . The data acquisittaa system had been
so automated that it was possible to collect as many data points as required under
software control.

EXPERIMENTAL RESULTS AND DISCUSSIONS

Two series of tests were conducted under the following conditions:

Test Series I: Rod power: 1.14 kW/m
Inlet steam temperature: 175*C
Steam mass flux: 24.3 and 30.0 kg/hr

Test Series II: Rod power: 102.2 W/m
Inlet steam temperature: 225'C
Steam mass flux: 13.7 kg/hr.

Figures 10 and 11 show a plot of grid spacer temperature versus water injec-
tion rate for Test Series I and II respectively. It is observed that at low wat er
injection rates the grid spacer remains dry, while at high water injection rates
the grid spacer becomes wet due to quenching. Since the mechanism of reentrainment
of small droplets from a dry grid spacer is different from that of a wet grid
spacer, the enhanced mist cooling downstream of a grid spacer therefore is expected
to vary according to whether the grid spacer is dry or wet.

3In Test Series I, two water injection rates, namely 10.5 cm / min (dry grid
3spacer) and 32.0 cm / min (wet grid spacer), were selected for detailed metsure-

ments. For each of these water injection rates, two steam mass fluxes, namely
24.3 kg/hr (low steam mass flux) and 30.0 kg/hr (high steam mass flux), were selec-
ted. Figures 12 and 13 show, for low and high steam fluxes respectively, tha axial
temperature profiles for both the rod cladding and the steam in the subchaLual for
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3 3no water injection and water injection rates 10.5 cm / min and 32.0 cm / min. In
Test Series II, two water injection rates, namely 5.0 cm / min (dry grid spacer)3

and 13.5 cm3/ min (wet grid spacer), at a steam mass flux of 13.7 kg/hr were selec-
ted for detailed measurements. Figures 14 and 15 show the axial temperature pro-
files for both the rod cladding and the steam in the subchannel for no water
' injection and water injection rates 5.0 cm / min and 13.5 cm3/ min respectively.3

In general, the grid spacer serves as a cooling fin for the rods with or with-
out water injection. Water injection promotes signifi: ant cooling enhancement
downstream. This effect is more pronounced in the case of wet grid spacer than
in the case of dry grid spacer. At high steam mass flux for the case of wet grid
spacer, the cooling enhancement region extends far beyond 500mm downstream (typ-
ically the distance between two successive grid spacers in an actual rod bundle).

Laser-Doppler anemometry measurements for the mist flow before and after the
grid spacer for the selected mass flux and water injection rate conditions were
made for both Test Series I and II.

Tables 1 and 2 give a sample summary of the optical droplet measurement across
the dry and wet grid spacers for Test Series I respectively. It is shown that there
is a significant increase in the small droplet population in the mist flow across
the grid spacer. Furthermore, this increase in the small droplet pcpulation is
directly related to the measured enhanced cooling of the rod cladding downstream
of the grid spacer.'

The following correlations for the size of the small droplets downstream
of the grid spacer have been formulated:

,

Dry grid spacer

-0.593 -

D,S/dU,L = 13.6 We (1)d

I

where dD,S = Sauter mean diameter of small droplets downstream of grid spacer

dU,L = Sauter mean diameter of large droplets upstream of grid spacer

We =pV 2 o , the Weber numbergd d
U,L U,L

p = Density of liquidg

V
dU,L

a = Surface tension
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Wet grid spacer

|

*4 3d 1.8x10 (2)Pofp We =
D,S r

where p = Dynamic viscosity of liquid.g

Figures 16 and 17 show the correlation for the size of small droplets down-
stream of a dry and wet grid spacer respectively.
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Table 1. Summary of droplet size and velocity measurement for . dry grid spacer in Test Series I

Steam Mass Water In ect. Size bkas. Measurement ~Sauter Mean Date Rate Mean Droplet
Flux (kg/hr) Rate (cm / min) Scheme Position Dia. (pm) (No./sec) Velocity (m/sec)

'

Large Upstream 2233.1 ~ 1.65 13.44
os 30.0 10.5 Small. Upstream 179.36 9.85 15.34% (High) . (Dry Grid

Large Downstream- 1749.97J 1.13 12.84
Small Downstream 163.88 68.1 15.30

Large 15 stream 1566.48 4.17 11.14
24.3 10.5 Small Upstream 179.34 3.99 13.21

(Low) (Dry Grid
Large Downstream '1307.78 3.16 11.30
Se t11 Downstream 177.95 90.7 11.01

!

|

|
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Table 2. Summary of droplet size and velocity measurement for wet grid spacer in . Test. Series I

.

-

ect. Size Meas. Nkasurer.:nt Sauter Mean Date Rate Mean Droplet
Watering / min)

Steam Mass
Rate (cm Scheme Position Dia. (pm) (No./sec) Velocity (m/sec)Flux (kg/hr)

,

Large ~ 'ps tream 2615.59. 5.70 12.64

pg 30.0 32.0 Small Upstream 168.76 11.85 18.19
(High) (Wet Grid''

Large Downstream 2446.65 78.65 12.76 .

Small Downstream 175.55 670.1 15.90
1

Large Upstream 1657.58 22.4 11.37

24.3 32.0 Small Upstream 175.68 57.4 11.23

(Low) (Wet Grid Large Downstream. 1558.05 83.0 9.65-

Small Downstream 177.83 630.0- 10.40-

i
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Figure 3. Instrumented grid spacer.

628

._____ __. _ - - .__ .. _ . . - . - - - -_ __



___ _ - - - - _ . . . ..

- - - - - - _ - - _ _ _ _ _ . _ _ _ _ _ .

n

iL

01050

q>950m
-m

E @ <p900
6 z

d- x q$50z
m wd oo g CENTER OFa
% Q 0740 us t>750 OBSERVATION

S w o WINDOW5 ~v

$ Ib650 gp650 ;g
600

g p._____g lo

E e . __ . -_ . Je --- ,,- 550,-~f--o 0540o 550
$ 0500~

iP450

0 380

050o
___ _ _ - _ _-

0

V
_. - _ -_ _ _ _.--._____

WAE.L ROD ROD ROD ROD

No.1 No.2 No.3 No.4

Figure 4. Thermocouple arrangement.

629

.. . .. . .. .

_ _ _ _ _ _ _ _ _ _



II ||!

R RE ES
A T
L T

I
LN PO S

I

T O MA AZR E
I O B
RT
AA
LT
OO k R
PR E

C
) A
\ L( MP

AS
EI
BDC

GL
AL nRE oBC i

t
a
t
n
e
i
rG )f oN R

I E E yRL C tEU A iED L r .
TO P a)SM S l s

I oiDN ps
O N ( e
I O h
T G I tt
A N T nn
ZR AS e. reI rI O R ZR
RT E IO ea
AA E RT gp
LT T AA n
OO S LT an
PR OO ri

PR r
ad

e.
l t

G aa
N cc
I ii .
S td

pn
Oi

G .

N G SI S N
RE I eUM V r

T SU I u
E AL ES g
L EO CN i
P MV EE F
O RL

L R
AR D ECE ES
I T BR
TL UE
PI TVOF .SN

). M. RA(. PT
L
A *OE - N

TD EI
OO BD

UU!
Il

PD TT
.IG

L
M. O

N
PL



.- . . ._ _- . . -- _ - . .

BLOCKING PLUS
DOPPLER SIGNAL

' BLOCKING
3

[ 10 ( ONLY3

BLOCKING
I,,3

DROPLET a ONLY

I I

Pfl07D I I

DIODE l I ORET
REFERENCE - | | /

f ,- BEAM 11
*

'

/ ''~~, f
-,-

-

\''- .' '~~s''~' MEASURING
SCATTERINGg

O VOLUME'

BEAM"
MEASURING

\ VOLUME

.I

Pil0T0 MULTIPLIER
4

'IUBE
SIDE VIEW

FRONT VIEW

Laser-Doppler anemometry scheme developedFigure 6. for large-size droplet measurement.

_ - _ _ _ _ _ _ _ _ _ _ _ -_____ ______________



.__ _ _ . _ . . . _ _ _ . _ _ . _ _ _ . . _ _ _ . _ . _ _ _ _ _ . __ ___ _ . _ _ _ _ _ . . _ _ _ _ _ _ _ _ ..

t

|

;

i

'

,

1

| |

\

i

PHOTO DIODE BLOCKING
OUTPUT m ;

|

,~~'~r '

-

ElIm um gil!
-

.... .... ....

.... .... .... ... ....

-----. ..
L_ _ -- --

.

.

E----._lmu
| b

! PHOTOMULTIPLIER DOPPLER i

#
OUTPUT SIGNAL

I
|

{ Figure 7. Oscilloscope traces of photo-diode
j and photomultiplier outputs. ,

I

:
i

|

|

l ;
i

632
; ~



t

Z LIGHT INTENSITYy
DISTRIBUTION ALONG

$'hARTICLEPATHLENGTH
P

f ,},,)--*y,..t
-

--)( . . . . . _ _ . _ _ .
pjiF. -

-

"'"'-~~''**-~~]~~[".s
x ,

f '

HEME
VOLUhE PARTICLE PATH !

PARTICLES PASSING
g [ VIROUGi MEASURINGLENGTH

VOLUhE

Figure 8a. Sketch of optical measuring volume.

SIGNAL DOPPLER j

I1(]
FREQUENCY

SIGNAL M*)o

AMPLITUDE a8b $io

vy(( (gv' -

-- SIGNAL PATil THE -.-

Figure 8b. Sketch of particle Doppler signal.

2

MAXIMUM PATilo
LIMITING PAVi y

LENGT11
LENGTH

'', . . -. h-||- CENTRAL CORE, .

____....
.g .~,**sV %. ,7 .. , --- . . . . - - - - - - * -

|. .
'.|\, S. L P J ''.

- . _ . , ' .'

{'' PARTICLES PASSING
MEASURING | |

VOLUME
PARTICLE PAT 11

TilROUGH CENTRAL CORE
LENGTil

Figure 8c. Sketch of electronically isolated
central core of measuring volume

633



________ __-___ _ _ _ . _ _ . _ . _ - - . _ .

LASER

b
I 4

>

. P.M. TUBE P110TO DIODE
i

I
; POWER SPLITTER

b
& 6 r'

ELECTRONIC DIGITAL ELECTRONIC
CIRCUITS COUNTER CIRCUITS

'
h< t ,

l 1
' ' ''i r <

r

o PEAK BURST NUMBER (N) TIME FOR BLOCKING% AMPLITUDE LENGTil OF CYCLES N CYCLES TIME
'

'

1 o n o o o g ,

! COMPUTER INTERFACES

|
d ,

,,

|
' '

< r

PDP 11/34 COMPUTER

.

Figure 9. Instrumentation block diagram.

. .



. . - . _ . _ _ . _ _ . _ . ._ _
_ _ _ - . . .-_ _

300 -

ROD POWER: 1.14 kW/m

INLET STEAM TEMP.: 175'C
do

STEAM MASS FLUX:
S

250 A 24.3 kg/hra
,

O -- 30.0 kg/hr(
2 A
m
$
p O A

200 -
,

0 O
2
*

cn
$ 0

is
150 -

QUENCilED

A. A t.A A a 3
3gg g g

0 5 10 15 20 25 30

WATER INJECTION RATE, cm /nin

Figure 10. Quenching of grid spacer (Test Series I)

_ - - - _ _ - - _ __



. _ . - . . _ _ __ _. .- _ ._

(

-

O O ROD POWER: 102.2 W/m

200 TEM TEW. . 225*C-

STEAM MASS FLUX: 13.7 kg/hr
E -

.

E
E

-

h
9'

_ QUENQiED

W
,

-

U
.

m Of 100 ''
,

-

*
cs
$ 0

is
-

_

_

_

l i I I I I I I0
0 2 4 6 8 10 12 14 16

3WATER INJECTION RATE, cm 7,g,

Figure 11. Quenching of grid spacer (Test Series II).

-- - _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ - _ _



Figura 12. Axial tcmpar tura profiles - N/
500 (low steam mass flux) . 4 ,-X- ?

(Test Series I) / /_

g

# g|
b!/

ai
[b $l

~

aI
)$ /j' 51

400 R0D | f, h!
t

N'x |
U

g
a
.

E
E

* A
B jy

[/300 _

ff
$ // /,b/

[A
#

f ,ISTEAM
)g.

STEAM MASS FLUX: |/
24.3 kg/hr |,

'|

WATER INJECTION RATE:
'

200 -

' O O cm /5in
*

3
10.5 cm / min

3y 32.0 cr / min'

j
'

C

Il

' O GRID SPACER
t j

TEMPERATURE\ t

100 | | | g g

200 400 600 800 1000 12000

DISTANCE FROM BEGINNING OF HEATED 1.ENGTH, mm

637



WATER INJECTION RATE:
3O~ 0 cm / min

'3
4 10.5 cm / min

0 cm / min /W.-Xw %
,/X_ ,

400 :. ,#
/ ROD POWER: 1.14 kW/m

/, INLET STEAM TEMP.: 175'C

XN STEAM MASS FLUX: 30.0 kg/hr

i
d /I

ROD: s STEAM MASS FLUXo
e
$ $ 30.0 kg/hr

'Xui
$

300g
E -
5 d' X*

/ /
' x'

g /
/ I x'

I |
| *

!/ fSTEAM

}g j |200 ,

/ / gi
_

i / 51
'

I | 'l'@g
,

~A a
,

/ NI
e .

'

C GRID SPACER l u.!CXTEMPERATURE

\ .i au-

atji- /'/ I
.

t
200 t i , , , ,

0 200 400 600 800 1000 1200
DISTANCE FROM BEGINNING OF HEATED LENGTH, mm

Figure 13. Axial temperature profiles
(high steam mass flux)
(Test Series II)

638

_ _ - _ _ _ _ _ - _ - - _ _ _ _ _ . . . . _ _ _ - _ _ _ _.



__ _ _ _ - - _ ___

300 '
-

~

, ' ,. # A'
R0D s

[&A O'
|

\ l

STEAM :::: I-E
$|200 g._

"I

iU W

ROD POWER: 102.2 W/m [~l ,g
'INLET STEAM TEMP.: 22S*C o!-

$ STEAM MASS FLUX: 13.7 kg/hr EI
B I
I Iw
I
p 100 -

WATER INJECTION RATE:

3
O O cm / min

3
6 5.0 cm / min

C3 GRID SPACER TEMPERATURE

O I I | | | |

0 200 400 600 800 1000 1200

DISTANCE FROM BEGINNING OF HEATED LENGTH, mm

Figure 14. Axial temperature profile
(dry grid spacer).
(Test Series II)

G39



.

300 -.

-X~
;

. y X''ys- .|

ROD f* -

'x/
x-X4

} W'X
a ;

/x.x-x-STEAlf I, X |

h
200 -

*
.

1 l si
'

I *I

h|R0D POWER: 102.2 W/::: X
! $'

225'C'( I' uI
INLET STEAM TEMP.:

8
o

ol.

E {
X- c

E||
.fB %-

k I100 -

Ip STEAM MASS FLUX: 13.7 kg/hr

WATER INJECTION RATE:

3O- o em / min

3X 13.s cm / min

C- GRID SPACER TEMPERATURE

O I I I I I i
0

200 400 600 800 1000 1200

DISTANCE FROM BEGINNING OF HEATED LENGTH, mm

Figure 15. Axial temperature profile
(wet grid spacer).
(Test Series II)

G40

--



0-1x10 -

_

i
-

- . . .
*

- DRY CRID SPACER CORREIATION:
-

d ~2- .D,S
13.6 (We)-0.593=

_

d U,L
D,S

dU,L -

1x10' 2
X

_

_

_

b -

-

O DATA 0F MIST FLOW IN A fl0T STEAM ENVIRONMENT
(TEST SERIES I)

_

X DATA 0F MIST FLOW IN A Il0T STEAM ENVIRONMENT
(TEST SERIES II)

1x10' i ! I I I I I I I

2 3 4 5 6 7 8 9 2

43 We 1x10lx10

Figure 16. Correlation of size of small droplets
downstream of dry grid spacer.

_ _ _ _ _ - _ _ _ - _ _ - - _ .



_ _ - _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _

i

|

6
10

__

s
10 X

_,

4
10 Y_

m(o
"

WET GRID SPACER CORRELATION:u.
us, a

3 d P"10 D,S 1 -0.49 3_, g = 1.8x10
N "E ]-

10 O DATA 0F MIST FLOW IN A HOT STEAM ENVIRONMENT
-

_ (TEST SERIES I)

X --- DATA 0F MIST FLOW IN A HOT STEAM ENVIRONMENT
(TEST SERIES II)

I f
10 DATA 0F MIST FLOW IN A ROOM-TEMPERATURE--

AIR ENVIRONMENT [4]
_

l i I10 i i I i l i I

0 1 3 4 510 10 10 10 10 10

We

Figure 17. Correlation of size of small droplets
downstream of wet grid spacer.

642

_
-

. _ _ ._ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ -



NOTE: . Copyright on-this article remains the property
of the W'AEA.

REFLOOD HEAT TRANSFER IN SEVERELY BLOCKED FUEL ASSEMBLIES

X G PEARSON*

C A COOPER *

ABSTRACT

In the event of a large break loss-of-coolant accident in a
,

PWR the normal coolant would be lost. Cooling would be restored
by reflooding the dry overheated reactor core from below. Heat
transfer in the dried out core is crucial in limiting the
temperature which the fuel reaches .before the rising rewetting
front covern it. A parLicular problem is that the fuel rods are
pressurised internally, so that should the reactor depressurise

,

and the fuel overheat the weakened fuel cladding could swell to
partially block the coolant passages.

Experimental results are presented for the reflooding of
fuel clusters containing severe partial blockages. These show
that in the early stages of reflood cooling is good, but that it
deteriorates later. This causes a temper.ature penalty at the
lower reflooding rates.

A model of heat transfer in the dry region is also
presented. It includes a film boiling and a dispersed flow
region and explicitly represents the ef fect of spacer grids. In

parallel channel mode it can calculate the effect of partial flow
blockage. Predictions of the model are compared with
experimental data and show good agreement in both blocked and
unblocked configurations.

The experimental observations and the modelling work are
then used to infer the nature of the heat transport processes
within such severe blockages.

|
|

l

L * UKAEA, AEE Winfrith, Dorchester, Dorset.
I
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INTRODUCTION

e The fuel rods in a Pressurised Water Reactor (PWR) are
pressurised with helium during manufacture to improve the thermal ;,

conductance at the pellet-cladding interface and to reduce ;

mechanical interaction between the pellet and cladding during
' service. In the event of a large break loss-of-coolant accident,

(LOCA) the. primary circuit will depressurise rapidly and at the
,

' _
same time the cooling of the fuel may.be seriously impaired. In*

such circumstances a large differential pressure tending to
expand the cladding may build up while the cladding is weakening
as its temperature rises. On the basis of conservative

'

assumptions this combinatioh of conditions may lead to
j significant swelling of the cladding occurring before the reactor

core is-eventually quenched. !

!*

The thermal-hydraulic conditions during the LOCA could cause '

I these swellings to form as elongated coplanar groups. The flow
in this partially blocked region could be significantly reduced;

1 giving poor heat removal from the fuel pins in the blockage. The
magnitude of the two-phase heat transfer in the blockage would

,

then be one of the most important parameters in determining the
consequences of the LOCA.

In order to investigate the heat transfer in fuel rod arrays
containing blockages two series of reflooding experiments on
full-length electrically-heated simulations of PWR fuel

.
assemblies containing severe partial blockages have been carried

1 out in the THETIS rig at Winfrith. In this paper we briefly
describe the experimental configurations tested and then discuss.

the most important findings f rom the reflooding experiments on
. the two test assemblies. We then describe a simple, but
! physically based, model of the reflood process which can treat

such blockages and compare its predictions with some of the
'

experimental data. Finally, from the experimental observations
and the modelling work, we draw conclusions about the nature of

{ the heat transport processes within severe blockages.
!

i
! THE THETIS BLOCKED CLUSTER TEST ASSEMBLIES
!

Both THETIS blocked cluster test assemblies consisted of a 7
x 7 array of full length (3.58 m) fuel rod simulators mounted in
a square shroud tube. The 7 x 7 array included an off-centre 4 x,

i 4 array of simulators to which preformed simulated swellings had
been attached (Figure 1). This geometrical arrangement gave a
substantial bypass flow path around the blockage and no direct
radial heat conduction path from the blockage to the shroud.

] Since the fuel rod simulators had a diameter of 12.2 mm, 28%
' larger than the diameter of a PWR fuel rod, the pitch of the rod

array.in the THETIS experiments was chosen to be 16.2 mm to give
the-same pitch-to-diameter ratio as in the PWR.

:
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In the THETIS experiments the blockage .was formed by fitting - i

thin' metal shells over the centre section of the fuel rod
simulators.: The preformed swellings gave a good simulation of,
radial thickness and could be filled with helium or nitrogen to
simulate dif f erent PWR f uel rod gas gap compositions. These
features ensured that radial heat conduction effects in the
blockage were-well modelled. The detailed axial shape of the
swellings for both-series of experiments was derived from the
German REBEKA (1)-tests but with.the maximum cladding strains.
increased. The swellings occupied a central region between two
grids and consisted of a 200 mm long parallel section with
upstream and' downstream conical tapers of 200 mm and 50 mm
respectively (Figure 2). Along the parallel section the
subchannel flow area was reduced by 90% for the first series of'

experiments and by 80% in the second series.

The grids used in the THETIS experiments were of a cellular
box structure and.were not equipped with mixing vanes. The grid
pitch was 523 mm.

The test assemblics were. comprehensively instrumented and
the computerised data acquisition system recorded data from 800 ,

i inputs, including 588 f rom thermocouples embedded in the f uel rod
simulators and 48 on the surfaces of the swellings, at intervalsi

of 0.5 seconds.

A full description of the test assembly and instrumentation
used in the 90% blocked cluster experiment is given in Reference
2.

i

'SOME RESr'LTS OF FORCED REFLOODING EXPERIMENTS

j Reflooding of the fuel rod array was usually initiated when
the peak temperature in the bypass region around the blockage was
6500C. As the reflooding progressed rewetting fronts moved
smoothly up the fuel rods. ' As Figure 3 shows the axial variation
of temperature above the .rewetting f ronts was strongly influenced

,

by the presence of the spacer grids. We shall now briefly-
discuss the rewetting of the fuel rods and the effects of the

,

; spacer grids on heat transfer before considering the more complex
'

issue of blockage heat transfer. A full discussion of these
issues is given in Reference 2.

,

'
Rewetting

,

Figure 4 shows the progress of the rewetting front along the
bypass region for Run TlR065 in which the 90% blocked cluster j

test assembly was reflooded under conditions of pressure 2 bar, l
,

i reflood rate 2 cm/s, inlet water temperature 900C and cluster

|- power of 100 kw. The rewetting front progresses smoothly upwards

I
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with its speed initially at~the reflood rate of 2 cm/s. Soon,
however,.it begins:to decelerate and this continues until the
rewetting f ront reaches mid-height in the bundle. Thereafter the
rowetting becomes progressively more rapid, particularly near _ <

gr ids . Slightly' premature rowetting is observed in the top grid
interval. : The gradual deceleration of the rewetting front over
the first 300 seconds occurs because increasingly large gmounts
of energy, both stored heat and electrical power, have to be
removed f rom the fuel rod per unit length of travel' as the
rowetting front approaches the peak-of the' axial power profile-
near mid-height. This effect is reinforced by the gradual loss
of subcooling'in the water reaching the quench front which has
been shown (3) to' reduce the effectiveness of.the rowetting
process. Above the cluster mid-height progressively less energy
has to be removed per. unit travel so the rewetting front travels
more quickly. The particularly good heat transfer at and just
downsteam of the spacer grida produces local minima in
temperature which result in local accelerations of the rewetting
front in these regions.

The axial variation of quench temperature in the bypass
region for Run TlR065 is shown in Figure 5. The quench
temperature is the temperature below which heat transfer suddenly
increases at the rewetting front. Over most of the cluster
height it is between 300 and 4000C, the lower value applying just
above a grid and the higher value being reached at the top of the
grid interval, before the next grid. Over the top metre of the
heated length the quench temperature falls to about 2000C. These
effects are believed to be due to changes in-vapour temperature
and liquid fraction which are influenced by the grids and the
distance from the rewetting front. It can thus be seen that,
contrary to current practice in advanced ~ thermal hydraulic codes
such as TRAC (4), it is necessary to take account of both the
enhanced cooling downstream of grids and the decrease of minimum
film boiling temperature with distance from the rising rewetting
front, if rewetting is to be modelled properly.

In all of the experiments with the 90% blocked cluster test
assembly the fuel rods in the blockage rewetted at almost the
same time as the bypass rods. In the experiments with the 80%
blocked cluster the rewetting of the blockage invariably preceded
the rewetting of the bypass. Under conditions most relevant to

'

reactor accident analysis the difference in rewetting times was
small, that is less than 10% of the quench time at the height of
the blockage, but under conditions of high flooding rates or' low
pressures very early rewetting of two or three rods in the
blockage occurred. Examination of f.he results euggests that this
effect may have been caused by the passage of a plug of water
within the blockage. The fact that, in both experiments, the
blockage did not z.det later than the bypass sets an important
limitation on the maximum temperature rise in the blockage.
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. As observed previously in reflooding experiments (eg 3) the
! time to rowet the cluster-was reduced if the pressure or the

reflood rate were increased or the inlet water temperature or the
cluster power were reduced.

Effects of Spacer Grids on Reflood Heat Transfer

1 Nun THETIS experiments confirm p' ' ious findings that the
L grids have a significant effect on re sod, causing heat transfer

enhancements in both single phase and two phase flow. For two
phase flow the enhancement is very much larger if the grid is
wet. The effects of the spacer grids on the temperature
distribution for bypass rods is shown in Figure 3.

When the grids are dry their most important effect is to
enhance heat transfer by increasing turbulence in the flow.
Figure 6 shows the increase in Nusselt number due to local grid
effects for single phase conditions at different Reynolds numbers
and also compares the results with the correlation of Yao,
Hochreiter and Leech (5). The local increase in heat transfer
can be as high as 80% and persist for 100 to 200 mm downstream of
the grid.

When the grids are wet they are very effective at
desuperheating the steam pascing through them. Figure 7, which
shows steam temperatures just above and below a grid,
demonstrates this effect. While the grid is dry the steam
temperature hardly changes on passing through the grid, but after
the grid rewets, at about 90 seconds, the steam desuperheats by
about 1500C as it passes through the wet grid. Figure 8 compares
rod temperatures just below and just above the same grid. There
is negligible cooling until about 15 s, when liquid starts to be
entrained into the coolant flow. Then the downstream location is
better cooled, presumably as a result of turbulence enhancement |
similar to that shown in Figure 6. After 90 s, when the grid ,

rewets, there is a further increase in cooling, presumably due to |

the additional effect of steam desuperheating. In spite of the
.

better cooling the downstream location rewets in sequence, but
i from a lower temperature.

Heat Transfer in the Blockages

i Figure 9 shows the variation with time of the swelling
surface temperatures along the 200 mm, 90% restricted part of the
central blockage subchannel in run TlR065. Once entrainment of
droplets into the steam flow has begun at about 15 seconds a
period of good cooling is present all along the blockage throat.
After this the balloon temperatures generally rise until about 90
seconds when a second period of good cooling occurs. Thereafter
temperatures again rise until at 200 seconds an axial temperature
gradient of 1400C is present. Cooling then sets in at the lower
levels, at an increasing rate until rewetting occurs sequentially
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from the bottom. However, the top of the blockage stays hot
until shortly before the rewetting front arrives.

In Figure 10 we compare swelling surface temperatures at the
top of the 90% blockage with corresponding bypass temperatures
for run T1R065. It can be seen that during the early part of the
reflood heat transfer in the blockage is comparable to that in
the bypass. However later the cladding temperatures start to
exceed those in the bypass and the blockage heat transfer
deteriorates until the arrival of the rewetting front.

Figures 11 and 12 present the corresponding results-for run
T2R020, performed under nominally the same conditions but with
the 80% blocked cluster. A similar overall pattern emerges but
the erratic behaviour of the temperatures towards the top of the
blockage, observed in the early stages of reflood with the 90%
blockage, are much less in evidence. As soon as liquid
entrainmen6 begins there is an axial temperature gradient along

4 the blockage, which increases with time. Surprisingly overall
cooling is slightly worse at the top of the 80% blockage than at
the top of the 90% blockage. It does not show the early periods
of exceptionally good cooling exhibited by the 90% blockage.
Later it is somewhat better cooled, but not enough to make up for
the earlier period of worse cooling. The peak blockage
temperature is 50*C higher than the earlier peak in the bypass.
For the 90% blockage it was 40*C higher than the bypass.

The small temperature penalty associated with the blockages
in these two experiments does not mean that there is no cool.ng
problem, because the power used was rather low. Figure 13
compares the maximum temperature in the 80% blockage with that in
the bypass for the same conditions as the earlier figures except
that the power decays with time, but has been approximately
doubled and the starting temperature has been reduced (run
T2R043). Much higher temperatures result in both the blockage
and the bypass. The blockage temperature peaks 110*C higher than
the earlier peak in the bypass.

Figure 14 compares the maximum temperatures in the 80%
blockage with that in the bypass for run T2R037. The test
conditions were the same as for run T2R043 except that the
reflood rate was increased to 3 cm/s. This has had the effect of
reducing the maximum bypaes temperature by 60*C and reducing the
maximum blockage temperature by 140*C. The blockage temperature
now peaks only 30*C higher than the bypass.

Looking at the results of both experimental programmes the
following points emerge.

1 The blockages were comparatively well cooled early in the
reflood but badly cooled later.
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2 The 80% blockage was frequently worse cooled than the 90%
blockage. Exceptions'are high reflood rates, when the 80%
blockage tended to rewet early while its temperature was
still rising, mut at very low reflood rates of around
1 cm/s.

3 The peak blockage temperature exceeded the peak bypass
temperature, which occurred earlier in the reflood, when the
reflood rate wac below about 3 cm/s. The temperature i

,

ipenalty associated'with the blockage increased as the
,

reflood rate was reduced bslow this value.
In order to help understand the heat transport phenomena in'

these severe blockages and to explain the above rather surprising
observations, a mechanistic model of the thermal hydraulic
processes involved has been developed. This model is called
BERTHA, which is an acronym for ' Blockage Experiment.s: Reflood

,
' Thermal Hydraulic Analysis' We shall now briefly describe the

model and present comparisons of predictions with experimental
,

i results.
1
,

4

THE BERTHA MODEL

The BERTHA model only considers the region above the rowettingX

' front. Since the transit time of coolant through this region is;

short a quasi steady state formulation is employed. At any time
the known boundary conditions are the axial variation of fuel rod

,

surface temperature, the flow conditions at the rewetting front
,

! and the system pressure. Immediately above the rewetting front
|

is a film boiling region, represented by the Denham/Bromley model
! (6). The mass flow rate entering this region is equal to the
j flow entering the bottom of the assembly, less that accumulating
|

below the moving rewetting front if the thermodynamic quality
: there is negative (3). This region terminates when the liquid

core Weber number exceeds 20, when the coolant is rearranged intot

| a dispersed flow of liquid drops in vapour. The vapour

i temperature returns to saturation by heating and esaporating an
| outer layer from the drops, but the interior of the drops may

still be subcooled. At the start of the dispersed flow regioni

the drops travel at their terminal velocity relative to the
vapour. The equations of energy, mass and momentum for both
vapour and liquid phases are integrated axially to yield the mass
flow rates and speeds of the two phases and the vapour

e

; temperature. When spacer grids are encountered their effect on
!

heat transfer and pressure drop are taken into account. When a
blockage is encountered, typical blocked and unblocked sub-
channels are considered in parallel and vapour is interchanged

J
between them to achieve equality of overall axial pressure drop.

: The resulting cross flow of vapour is used to predict the
diversion of liquid using a lateral force balance.

!

i
'
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The Film Boiling Region

Denham's model is essentially an extension of Bromley's
original model to include the effects of flow rate and quality
(Figure 15). The central liquid core is insulated from the hot
surface by a vapour film in which the flow is assumed to be
laminar. Heat is transferred across this film by conduction and
radiation. Some of the heat is transported into the liquid core
and the remainder evaporates liquid to increase the vapour flow
in the film. The pressure drop along the vapour film balances
the hydrostatic pressure drop along the liquid column. This
governs the thickness of the film and hence the heat transfer
across it. The film grows steadily in thickness with increasing
distance from the rewetting front and the heat transfer
coef ficient f alls accordingly. The effects of flow rate and
subcooling arise because increasing either causes more heat to be
transported into the liquid core. This reduces the amount
available for vapour generation, leading to a thinner vapour film
and better heat transfer. For positive quality the core is
assumed to be a homogeneous mixture of liquid and vapour. The
presence of the vapour phase in the core reduces its density and
hence the hydrostatic pressure drop along it. This increases the

| thickness of the vapour film and reduces heat transfer.

The Dispersed Flow Region

,

The dispersed flow region is illustrated in Figure 16. Heat
is interchanged between the vapour and liquid phases and the
surface. Heat transfer between the surface and the vapour is

i purely convective and is represented by the expressions of Kim
(7) for Reynolds numbers below 1000, Dittus-Boelter (8) for
Reynolds numbers above 4000 and logarithmic interpolation for
intermediate Reynolds numbers. Heat transfer between the surface
and the liquid drops is entirely radiative, using the model of
Sun, Gonzales and Tien (9). Heat transfer between the vapour and
the liquid is convective using the correlation of Yuen and Chen
(10). The initial diameter of the drops is taken as 1 mm.
Evaporation reduces the drop diameter, not the flux of drops.
The speeds of the two phases are obtained by integrating the
axial acceleration of the drops, whose drag coefficient is 1.0
(11). It is important to note that the heat flux to the liquid
phase is proportional to the concentration of liquid drops, which
is inversely proportional to the drop speed. The axial variation
of pressure, which is important in the vicinity of blockages,
takes into account surface friction, drop drag, gravity and
acceleration, as well as grid losses where appropriate.

Transition Region

In reality the film boiling region does not break Lown
instantaneously into a dispersed flow. The transition is a
gradual process, with the liquid core first breaking into chunks
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which then further break down into drops. The present model goes
some way to representing this by treating the liquid drops which
. have been created at the termination of the film boiling region

i proper as a dispersed liquid core. Drops near the edge of this-
core are in close contact with the hot surface and can receive;

heat by direct conduction through the vapour just as does thet'

: liquid core in the film boiling region. Because the core is
dispersed, its ef fective surf ace area is reduced by a f actor |l'

-(1 -- void f raction) , so as the void fraction tends to unity with ''

)' increasing distance into the dispersed flow region this effect
disappears.

At low void fractiotas, also, the validity of the equations
.i ' for heat transfer between the vapour and the liquid become

suspect since they are appropriate to isolated drops. To allow
'for the proximity of other evaporating drops surrounded byj saturated vapour this heat flux term is reduced by multiplying it;

by the void fraction.
;t
i
i Treatment of Spacer Grids

a Spacer grids improve reflood heat transfer in at least three
ways. First they increase convective heat transfer between the
surface and the vapour by introducing turbulence. Second, when

; the grids are wet the liquid film on the grids cools the vapour
j in the dispersed flow and absorbs thermal radiation from the

surface. Third, they may modify the size and speed distribution
;
' of the liquid phase by drop shattering and, when wet, by

capturing drops which are then reentrained from the grid trailing4

edge. In the present model only the first two ef f ects are ,

represented.!

1
i A correlation for single phase turbulent enhancement at

i grids by Yao, Hochreiter and Leech (5) is compared with
j experimental data from our own THETIS f acility in Figure 6. For

reflood modelling the THETIS enhancement is assumed to apply to'

the heat transfer between the rod surface and the vapour phase,
,

unaffected by the presence of the liquid phase.2

| The vapour cooling effect of wet grids is modelled as heat
transfer through a developing vapour boundary layer (12) to the'

liquid on the grid. The liquid film is expected to be in a
i disturbed state, being continually struck by drops from the flow;

which create turbulence and increase its effective surface area.'

Therefore a turbulent boundary layer is assumed and the effective
surface area of the film is considered to be greater than the
surface area of the grid by an appropriate factor. A value of 4

i

4 is currently used. The virtual complete absorption of thermal
radiation on the liquid film (13) is satisfied by setting thel

j liquid phase absorptivity to unity at wet grida.

i
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Blockage Modelling

In the vicinity of a blockage two subchannels are modelled,
J one typical of the blocked region and the other . typical of the
bypass. region. . The fuel assembly as a whole is. considered to,

comprise specified numbers of these typical blockage and bypass
subchannels. The swellings formed by clad ballooning tend to be
smooth, with gentle tapers, and when adjacent swellings come into
contact'they isolate the blocked subchannels from each other and
from the bypass region. To model the diversion of the vapour
phase it is assumed that the pressures in the blockage and bypass
subchannels begin to diverge at the start of the swelling. The
cross flow between the two subchannels is calculated using
elements of the HAMBO model (14), taking into account the
pressure difference and gap size. 3o cross flow ceases where the-

swellings come into contact and redtarts further downstream where
the gaps open again. The axial variation of pressure along each
subchannel.is calculated taking into account surface friction,
drop drag, gravity and acceleration. Because of the gently
tapered shape of the swellings, form drag is not included.

The deceleration of flow in the entrance to the blockage
causes the blockage subchannel pressure to rise, while the
acceleration in the bypass due to receipt of the diverted flow
causes the pressure there to fall more rapidly. The pressure
difference thus created drives vapour out of the blockage entry
region. When the gaps close cross flow ceases and the pressure
falls faster along the blockage subchannels than along the
bypass, so that by the point when the gaps open again the
pressure difference has reversed. This causes flow to return to
the blockage subchannels in the wake of the blockage. If the
amount of upstrea- vapour diversion has been correctly calculated
the pressures in the two subchannels should come together again
downstream of the blockage. Because the cross flow model is
applied to two groups of subchannels rather than a pair of
directly connected subchannels, the cross flow coefficient is
uncertain. It is therefore used as an adjustable parameter to
produce the correct amount of flow diversion to obtain equality
of pressure drop along the blockage and bypass subchannels. This
is done by an iterative procedure, and when convergence is
achieved the resulting pressure profile is as illustrated in
Figure 17.

As well as causing a blockage, swelling of the clad alters
the subchannel shape. The effect of this on the friction factor
and heat transer coefficient within the blockage is taken into
account.

Diversion of the liquid phase is calculated explicitly by
integrating the lateral acceleration of liquid drops in the
vicinity of the exit passages connecting the blockage region-with
the bypass region. The lateral component of vapour velocity in
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these exits is known from the calculated vapour cross flow and
' the gap. size.- The flow back of liquid into the wake of the

blockage-is calculated in the same way. In implementing this
,

part of the.model it was found necessary to use a high value of 4
,

f or the 11ateral ' drag coef f icient. With a lower value too little<

liquid was diverted so that evaporation within the blockage
-created too high a pressure drop for a pressure balance to be?

i achieved.

;

i
'RESULTS OF BERTHA CALCULATIONS

Results are first presented for the bypass region to show
the axial. variation of the important flow parameters.- Then
predicted heat flux variations are compared with experimental,

data for the bypass region over a range of reflood rates and
pressures. Finally the behaviour within the blockage is

,

presented and compared with experimental data.'

i Bypass Region

Figures 18 to 21 show the variation of important flow !

parameters with reflood rate 2 cm/s, pressure 2 bar and inlet1

temperature 900C. They portray a point in time when the;

! rewetting front has reached an elevation of 0.73 m. The letters

j W and D indicate whether a grid is wet or dry. The film boiling
region extends for 0.13 m so the dispersed flow region starts ati '

O.86 m. Figure 18 shows the predicted vapour temperature'

together with the experimental rod surf ace temperature and the
,

vapour temperature measured by instream thermocouples. The latter
| have been corrected downwards to account for the effect of
j thermal radiation, but are still much highet than the calculated
; values except near the top of the assembly. However, the strong
! cooling ef f ect of wet grids is apparent both in the experimental

data and the calculation. Figure 19 shows the axial variation of'

vapour mass flow rate per subchannel. There is a rapid initial'

rise when the void fraction is low, but the rate of evaporation
decreases as the drops accelerate, increasing the void fraction.

j Wet grids produce significant local increases in vapour flow from
i evaporation of the liquid film on their surf ace. Figure 20 shows

the vapour and liquid speeds along the assembly. At the start of
: the dispersed flow region the drops are travelling slowly and at
! their terminal velocity relative to the vapour. The speed of

| both phases increases slowly at first because any small increase
| An drop speed simply increases the void fraction leaving more

room for the vapour. So the vapour speed cannot increase until'

the void fraction approaches unity. Then the vapour speed
increases rapidly as a result of its increasing temperature and

L mass flow rate, and the drops accelerate in turn. There is a

i local increase in vapour speed alongside the blockage, between
1.6 and 2.0 m, and sudden reductions in vapour speed at wet grids

;

due to vapour cooling. The drops continue to accelerate to the
,

i
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top of the assembly. Figure 21 compares the calculated heat flux
with experimental data. There is a discontinuity when the flow
regime changes from film boiling to dispersed flow. The
agreement with experiment is good, with the overall level, the
reduction between grids and the abrupt increase at wet grids'

being well predicted. .

Figures 22 to 25 compare the predic.ted heat flux with
experiment for four other test conditions, covering reflood rates
from 1 to 4 cm/s and pressures from 1.3 to 4 bar. In each case
the rewetting front is at an elevation of about 0.7 m.
Increasing the reflood rate from 1 to 4 cm/s produces a number of
effects. The rewetting front travels faster, the film boiling
region becomes somewhat longer and the spacer grids rewet much
earlier. At the start of the dispersed flow region the liquid
mass flow rate is greatly increased, but the vapour mass flow
rate is elightly reduced. However, evaporation soon increases'
the vapour flow rate so that it too is higher at the highest
reflood rate along most of the assembly. The higher vapour flow
and the better cooling of the vapour by the liquid phase and the
wet grida produces a substantial improvement in heat flux. The

| predictions for both 1 and 4 cm/s agree well with the data.

Increasing the pressure from 1.3 to 4 bar makes the'

rewetting front travel faster. The more rapid release of energy
at the rewetting front creates more vapour at the start of the<

i film boiling region but, because mass is being stored at a
greater rate below the advancing rewetting front, the totalj

j coolant flow above the rewetting front is reduced and there is
less liquid in the flow. Because of the higher vapour density

,

both vapour and liquid speeds are lower. The lower liquid speed
tends to increase the liquid phase concentration which more than
of f sets the reduction in liquid flow rate, so that one might
expect vapour temperatures to be lower at higher pressures and
heat fluxes to be higher. However, another effect of the reduced

,

: liquid speed is that the spacer grids rewet at a later stage at
1 high pressure. The loss of this important heat sink actually

causes the vapour temperature to be higher in the upper part of
the assembly at higher pressures. So the expected improvement

! does not occur and, at the top of the assembly, heat fluxes are
actually negative at the highest pressure. The predictions for
both 1.3 and 4 bar agree well with the data. Thus f rom Figures

: 21 to 25 it appears that the model predicts bypass heat flux well
over the range of reflood rate and pressure tested.

.

j Blockage Region

Figures 26 to 29 illustrate calculated conditions within a4

long 80% blockage, located as in Figure 17, at an early stage of
reflood for a reflood rate of 2 cm/s and a pressure of 2 bar.

. Figu're 26 shows that almost 90% of the vapour arriving at the
| blockage is diverted into the bypass, taking with it about 50% of

i
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the liquid. .In the closed-off.part of the blockage liquid
evaporation increases the vapour flow. Both vapour and liquid
flow backEinto the-wake of the blockage but this flow is
temporarily suppressed at a spacer grid.- Figure 27 shows how the
axial variation of vapour flow and-flow area' create minima in

~

vapour speed at the elevations where the gaps-between swellings
close and then open again. The vapour speed increases along the
parallel part of the blockage because of. liquid evaporation, and-
its average value is comparable to that at the-start of the
blockage. The liquid drops decelerate while passing through the
upstream minimum so that their speed within the. blockage is
significantly reduced. Figure 28 shows that the reduction in
vapour flow in'the blockage entry causes the vapour temperature

-

to rise steeply, but within the blockage throat the low liquid
speed increases the concentration of liquid phase enough to
offset the loss in liquid flow rate. As a consequence further
superheating of the vapour is suppressed. The not results on
heat flux is shown in Figure 29. In the entry-to the blockage
there is a rapid fall due to the rapid superheating of the
vapour, but within the blockage the fall is arrested. Along the
bypass there is a steady fall in heat flux. There is good
agreement between the predicted heat fluxes and the experimental
data.

DISCUSSION

The simple BERTHA model presented here is capable of good
predictions of reflood heat transfer in both unblocked and
blocked fuel assemblies. The influences of reflood rate and
pressure are well predicted as well as the important effects of
spacer grids. Vapour temperatures appear to be significantly
underpredicted for some distance downstream of the rewetting
front, probably due to the lack of a proper transition to
dispersed flow following the start of break up of the film
boiling region. The fact.that the predicted heat fluxes are so
good in spite of this error suggests that the convective heat
transfer correlation used is too conservative. It appears
probable that it should be enhanced to take account of turbulence
caused by the liquid phase.

In spite of these shortcomings it does appear that the,

important thermal hydraulic phenomenon are reasonably well
modelled, so the predictions cf the model should help to explain
the exper imental observations. The explanation which they do
provide is as follows.

Until shortly before the blockage rewets the heat transfer
regime is dispersed flow, with a continuum of superheated vapour
flowing upwards carrying with it a suspension of liquid drops as
in Figure 16. Most of the heat flux from the balloon surface is
by convection to the vapour in this flow. A lesser amount is by
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radiation, principally to the liquid drops. Because of the high
surface temperature there is little heat transfer to the drops by
direct contact with the surf ace.

There is' also convective heat transf er and a small amount of
radiative heat transfer from the superheated vapour to the liquid.
drops,.whose surfaces are at about saturation temperature. This
'does not directly cool the blockage, but tends to reduce the
superheat of the vapour and to generate more vapour. This
improves convective heat transfer from the surface further
downstream.

The rate of change of vapour temperature with distance along
a subchannel is given by

hv - ha
- 9VI ~ ha hp (9vi + 9st)8VaTu . -

az my cpy

Typically the heat transfer terms in this expression are in
the ratio

qsv * qvi 9st = 10 : 3 : I*

0.5while =

hg - he
So the numerator is generally positive and the vapour

superheat increases along the subchannel.

As the upflowing vapour approaches the blockage much of it
is diverted into the bypass so tlat the mass flow rate of vapour
through the blockage subchannels is reduced. For long blockages
such as tnose used in the THETIS experiments it can be shown that
the vapour speed in the blockage subchannels is comparable to
that in the bypass region. Thus since the flow area is greatly
reduced the vapour mass flow rate is also greatly reduced in
proportion. Ref erence 15 presents results of single phase flow
tests done on a model of the THETIS 90% blockage geometry. At

4 the mass flow rate in theReynolds numbers above about 10
central subchannel is reduced to about 15% of the original
unblocked flow rate while that in the other 8 subchannels is
reduced to about 11% of the original unblocked flow rate. At
lower Reynolds numbers the reduction is greater and all the
blocked subchannels pass only about 6% of the unblocked flow at a
Reynolds number of 103 This comes about because the flow
becomes laminar earlier in the blocked subchannels, because of
their much smaller hydraulic diameter, giving larger f riction
coefficients.
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Since the vapour is the principal agent for removing heat
i from the surface it would appear-that1this very great reduction

in . vapour flow through the blockage would drastically impair the'

heat transfer there. However, it should be noted that the heat
transfer coefficient between the surface and the vapour may not
be greatly reduced by the flow diversion. This comes about as a
result of three effects:-

1 In most situations of interest the flow in the bypass region
will be turbulent, but within the blockage it will generally
be laminar due to the relatively low vapour mass flow rate
and the small hydraulic-diameter. For a typical Reynolds
number in the bypass of 4000 and for laminar flow in the
blockage the ratio of blockage Nusselt number to bypass
Nusselt number is found from established correlations to be

i

0.45. However, for an 80% blockage the hydraulic diameter
is only 0.22 of that in the hypass. So the heat transfer
coefficient between the clad surface and the vapour is
actually greater in the blockage than in the bypass by a
factor of 2 (ie 0.45/0.22).

2 The above argument ignores the fact that the shape of the
blocked subchannel is less effective for heat transfer
because parts of it are in poor contact with the main flow.

| An indication of the reduction in Nusselt number can be had
from the reduction in friction factor produced by the same
effect. Compared with the bypass region the laminar
friction factor at a given Reynolds number is reduced by a
factor of 0.45 (ie 6.5/14.5). Although Reynolds analogy
does not apply in laminar flow this factor can be taken as a
guide to the reduction in Nusselt number to be expected.

3 Finally the surface area wit.hin the blockage available for
heat transfer may differ from that in the bypass. However,
for an idealised 80% blockage the heat transfer perimeter is
virtually unchanged compared with the bypass.

So for an 80% blockage the net effect is to only change the
heat transfer per unit length per unit temperature
dif f erence in the ratio of about 0.9 (ie 2 x 0.45 x 1).
It is an interesting fact that for any other blockage severe

enough for laminar flow to occur within it, precisely the same
ratio is obtained. This is because all such blockages have the
same subchannel shape, and any difference in subchannel size has
opposite and cancelling effects on items 1 and 3 above. So the
heat transfer per unit length per unit temperature difference in
a 90% blockage will be the'same as in an 80% blockage; and not
much less than for an unblocked cluster.
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Thus'the main parameter controlling the heat removal in the
blockage, and any dif ference there might be between and 80% and a
90% blockage, is the vapour superheat.

From equation 1 it appears that the rate of superheating
would be very high through a severe blockage because, as we have
seen, the vapour mass flow rate is so greatly reduced. The more
severe the blockage the more rapid the superheating would appear
to become. But we have also to consider the effect of the
blockage on the numerator of equation 1. This is a difference of
terms which are not too dissimilar in magnitude.so changes in the
relative magnitudes of the three heat trat ifer terms can have a
large effect. Taking the typical relative magnitudes quoted
above as an example, if_the relative importance of the terms
involving the liquid phase were doubled the numerator in equation-
1 would' change from-"5" to zero. This would suppress the
superheating completely irrespective of any change in the vapour
mass flow rate. Further emphasis on heat transfer to the liquid
phase would actually cool the vapour as it passed through the
blockage. In such circumstances the rate of cooling would be
greater the lower the vapour mass flow, that is the more severe
the blockage.

So it does not follow that the reduction in vapour mass flow g

rate caused by the blockage necessarily results in an-increased
rate of superheating. The vapour temperature depends just as
much on how the blockage influences the behaviour of the liquid
phase. But it is true that the more severe the blockage the more
erratically will the rate of superheating vary if the liquid
phase behaviour is modified.

Let us then consider the behaviour of the liquid phase
within the blockage. The liquid drops are entrained into the
vapour flow in the vicinity of the rewetting f ront. They are
accelerated in the upward flowing vapour, and gain speed as they
move further from the rewetting front. So early in the reflood,
when the rewetting front is far from the blockage, the speed of
the drops as they reach the blockage is relatively high. But the
speed at which the drops arrive at the blockage decreases with
time as the rewetting front comes closer.

Within the blockage a large fraction of the vapour flow is
diverted out of the blockage subchannels along the entry taper,
where the available flow area is steadily reducing. However,
vapour diversion ceases when the swollen clad comes into contact
and closes the gaps between the blocked subchannels. In an

,

idealised geometry this occurs at a strain of 32% and a blockage
of 61%. If the blockage is more than 61% a further reduction in
flow area occurs along the subchannel while the vapour flow is
not further diminished.- Indeed it increases son.ewhat du9 to
evaporation from the liquid phase. So the vapour speed must
increase beyond the point where the gaps close. But we have seen

658



~~ _ _ . . ._ __._

>

that within the blockage throat the vapour speed is comparable to
that in the unblocked part of the assembly. Therefore there must
exist a minimum in vapour speed at the point where the gaps
close. -Figure 27 shows the calculated axial variation of vapour
speed along an 80% blockage. The minimum where the gaps between
the subchannels close is very pronounced.- The vapour speed in4

the blockage throat is comparable with that before the blockage,
but it increases along the throat because of evaporation from the
liquid phase. .There.is a second' minimum downstream of the throat
' because the subchannel flow area increases before the gaps
.between the cens open again to permit vapour to flow back into-

the wake of the blockage.

Figure 27 also shows the calculated speed of a typical,

-liquid drop of 1 mm diameter as it passes through the blockage.
This represents an early stage in the reflood when such drops are
arriving at the blockage at the relatively high speed of about 2
m/s. If no blockage had been ancountered this drop would have
continued to accelerate in the accelerating vapour flow. But on
passing through the region of low vapour speed in the blockage

) entry taper its speed actually falls to about 1 m/s. Then it

; accelerates again as it encounters the higher vapour speeds in
j the blockage throat. Not all the drops arriving at the blockage

actually pass through it. The lateral flow of vapour in the entry
1 up to the point where the gaps close sweeps some of them into the
j bypass. But at this early stage the drops arrive with sufficient

|
momentum that most of them are able to enter the blockage without

; being swept aside in this way.
)

The heat flux to the liquid phase is proportional to the

j flow of drops but inversely proportional to their speed, because
the lower the speed the longer they reside in the blockage. At

j this early stage in the reflood there is not too much liquid
{

diversion so the flow of drops through the blockage is not *

j greatly reduced. But the speed is reduced significantly so there
can be an overall increase in heat transfer to the liquid. This
can have the effect of reducing the numerator in equation 1,

;

offsetting the reduction in the denominator. So the rate ofi

j superheating can be much less than the reduction in vapour flow
; would at first suggest.
!

! However, as the reflood proceeds, drops arrive at the
blockage with progressively lower speeds. They spend more time
in the blockage entry allowing gravity to slow them further and
the lateral vapour flow to sweep them aside into the bypass. The

;

|
flow of liquid through the blockage f alls even lower and the heat

|
flux to the liquid phase decreases. Without the moderating

i
influence of the liquid phase heat transfer terms in the

! numerator of equatio. 1, the reduction in vapour mass flow begins

! to take full effect and the rate of superheating rises steadily.

{
i
|

!
i
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This appears to explain the observed behaviour in the THETIS
80% blockage where superheating along the blockage was slight at
first but increased steadily with time.

In the THETIS 90% blockage the minimum in vapour speed in
the entry to the blockage would be much more. pronounced, causing
the drops to slow even more on passing through the blockage. In

. the early stages of reflood, when there is not much liquid
diversion, this could increase the heat transfer to the liquid.
-phase even more than in the 80% blockage. This appears to have
been the case because negative axial temperature gradients did
occur over certain periods in the 90% blockage, implying that the
sign of equation 1 had become negative. The erratic behaviour of
the axial temperature gradient in the early stages of reflood is
also consistent with the numerator of equation 1 being the
dif ference of two similar but varying quantities while the
denominator is small. However, later in the reflood, as-in the
80% blockage, the flow of liquid through the blockage is greatly
reduced and its moderating influence diminishes. Then the vapour
superheats on passing through the blockage at an even greater
rate than in the 80% blockage, because of the lower vapour mass
flow rate.

So the f act that early in the reflood the 90% blockage was
better cooled than the 80% blockage is seen as a consequence of
the liquid drops passing more slowly through the blockage,
increasing their cooling effect by more than enough to offset the
lower vapour mass flow rate. And the reason that later in the
reflood the 80% blockage is better cooled than the 90% blockage
is because little liquid passes through the blockage anyway, so
the higher vapour mass flow rate in the 80% blockage dominates
the issue.

As the reflood rate is reduced the amount of liquid
entrained in the coolant flow decreases. The heat transport to
the liquid phase become less important and vapour superheating
becomes more pronounced and more dependent on the vapour flow
rate, even in the early stages of reflood. This explains why the
blockage temperature penalty increases as the reflood rate
decreases and also explains the observation in the THETIS
experiments that, while the 90% blockage was generally somewhat
better cooled than the 80% blockage, the reverse was true at a
low reflood rate of I cm/s.

CONCLUSIONS

The THETIS experiments and the interpretation of the results
using the BERTHA model have led to the following view of the heat
transport processes which occur within long severe blockages
during reflood.
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1 The vapour flow through the blockage is greatly reduced.
|

However, because of the small hydraulic diameter of the
' blocked subchannels the hest transfer coefficient within the

blockage is hardly changed, and is virtually independent of
the blockage severity.

2 Heat transfer in these blockages depends largely on the
superheating of the vapour which does pass through the
blockhge. This in turn depends on the behaviour of the
liquid in the two phase flow.

t

i 3 Liquid entering the blockage slows down in the entry region
and so spends more time in the blockage to remove heat from
the vapour. In the early stages of reflood this limits the
superheating of the vapour giving good cooling throughout
the blockage. Cooling may even be better for more severe
blockages because they slow the liquid more.

4 As the rowetting front approaches the blockage the speed at
wnich liquid arrives at the blockage decreases. This allows
progressively more liquid to be swept aside into the bypass.
As less liquid penetrates the blockage its desuperheating
effect diminishes, allowing the vapour to superheat more and
more. This causes a late peak in blockage temperature, with
the highest temperature occurring at the top of the
blockage.

5 The lower the reflood rate the less liquid is entrained in
the coolant flow, so the mitigating effect of the liquid
decreases. Superheating of the vapour within the blockage
becomes more exclusively dependent on the amount of vapoar
passing through the blockage This is less the more severe
the blockage. So as the reflood rate is reduced a blockage
temperature penalty develops, which becomes greater as the.
reflood rate decreases or the severity of the blockage
increases.

Other important findings of the THETIS programme are:

Rowetting

The blockage region rowets generally no later and sometimes
rather earlier than the corresponding bypass region. Quench
temperatures vary markedly with axial position and are
strongly influenced by the presence of spacer grids.

Spacer Grids

Spacer grids significantly enhance both single and two-phase
heat transfer. The passage of hot steam through wet grids
gives considerable detc.perheating.
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NOMENCLATURE

,

cpy Specific heat of vapour kJ/kg*C

hg Specific enthalpy of saturated liquid kJ/kg

h Specific enthalpy of saturated vapour kJ/kgg

by Specific enthalpy of superheated vapour kJ/kg

my Mass flow rate of vapour kg/s

qsv Heat transfer from surface to vapour kW/m

qs1 Heat transfer from surface to liquid kW/m

qvt Heat transfer from vapour to liquid kW/m

Ty Temperature of vapour *C

z Elevation m
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Grid Spacer Ef f ects in Reflooding Experiments
Using Rod Bundles of Dif ferent Fuel Rod Simulator Design

P. Ibic, K. Rust, F. Erbacher

Kernforschungszentrum Karlsruhe

Institut fGr Reaktorbauelemente
Postfach 3640, 7500 Karlsruhe
Federal Republic of Germany

Abstract

A compar'ison of the grid spacer effects, investigated previously in the f rame
of the FEBA program, with those obtained f rom tests using f uel rod simulators
with Zircaloy claddings and helium filled gaps (REBEKA-rods) is made. For
such rods, simulating more adequately nucicar fuel rods than "gapless" heater
rods (e.g. FEBA), the variation of the axial temperature profile due to grid
spacers is more pronounced during the reflood phase. In a 5x5 hund2e of
REBEKA rods, tested in the FEBA f acility, the cladding temperatures dere
about 20 K up to 100 K lower downstream of the midplane grid spacer than in
corresponding FEBA tests. The grid spacers are hot and dry for most time of the
dispersed flow regime.

Introduction

The objective of this investigation is to study the ef f ect of grid spacers on
the reflood temperature transients measured in full length rod bundles simu-
lating fuel rod clusters of PWR deometry.

The grid spacer of f ects analyzed in the FEBA program /1, 2/ were obtained
f rom 5x5 rod bundles consisting of electrically heated "gapless" fuel rod i

simulators usually used for thermal-hydraulic reflood experiments. Nuclear
fuel rods as well as electrically heated simulators with Zircaloy claddings
and a gap between the cladding and the internals of the rods show lower
cladding temperatures and shorter quench times than gapless f uel rod simula-
tors /3/. Arc such rods more sensitive to grid spacer offects as well?

Experiments

In the SEFLEX program (Fuel Rod Simulator Ef fects in Flooding Experiments)
cladding as well as grid spacer temperatures were measured in a 5x5 rod
hundle consisting of fuel rod simulators with Zircaloy claddings. The data
are to be compared with those obtained f rom corresponding FELA tests. A cross
section of a FEMA rod is shown in Fig. 1. The heater rod is characterized by

a relatively thick stainless steel cladding with a close thermal contact to
the tigo insulation. The RESEKA rods used for the SEFLEX tests have the same
outer dimensions including the axial power distribution. Ilowever, the inter-

nal electrical heating element is surrounded by A1 02 3 pellets simulating CO2
(see Fig. 2). A nominal gap of 0.05 mm width is provided between the cladding
and the pellets. For the first SEFLEX test series the gap was tilled with
llelium. The tests are reflood experiments with 5x5 rod bundles of REBEKA rods

* placed in the FEBA facility to minimize the influence of different test in-
sta11ations and operational procedures. Prior to reflood the hundle is pre-
heated in stagnant steam to the desired initial cladding temperature, using a
small rod power. The test housing - identical to FEBA - is in the meantime
being heated up passively to the desired initial temperature by radiation
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f rom the rods. Initial axial temperature profiles and bundle power (200 kW)
at initiation of reflood, decay heat transient, axial power distribution as
well as power steps along the rods were the same for the FEBA and the SdFLEX
test series. The design and the arrangement of the grid spacers - without
mixing vanes - w.>re the same as well.

_

P.e sul ts

__

The overall reflood behavior of the REB 8KA rod bundle is different f rom that
of the FEBA rod bundle. Figure 3 shows nine cladding temperature transients.
The measurement locations were at the bundle midplane (axial level 2025) and -

four each upstream and downstrean of it with axial distances of 100 mm f rom
each other. In the upper portion of Fig. 3 FEBA data are plotted from a test f
performed with 2 bar and a flooding velocity of 3.3 cm/s (FEBA 223). The

.

SEFLEX data obtained f rom the REBEKA rod bundle under the same reflood condi-
tions (SEFLEX 05) are sh>wn in the lower portion of the figure. Quench times
and turn around times are significantly shorter in the SEFLEX test. Maximum
temperatures are lower. For the axial length of 800 mm (2425-1625) shown, in
th FEBA test the quench front needs 210 s to rewet the measuring positions

"

taken into consideration. Following the equidistant measuring positions and
the roughly equidistant quench times the quench front has about constant ___velocity (3.8 mm) along the bundle axis of this bundle section. The quench -

-

front is nearly unaffected by the grid spacer under these flooding condi- '

tions. In SEFLEX, the quench front passes the bundle section shoun with an
cierall velocity of about 5.7 mm/ s, and it is not constant. It is slightly
delayed upstream of the leading edge of the grid spacer, and accelerated
downstream of the trailing edge. - ~-

The cladding, housing and grid spacer temperature transients at the bundle
__

midplane for two different reflood conditions are shon in Fig. 4 In the
upper portion of the figure FEBA 223 and SELFEX 05 are compared with each

_

other. In the test FEBA 223, there was no grid spacer instrumentation. There-
fore, only SEFLEX data were plotted. Prior to initiation of reflood, the grid
spacer temperatures are high in these tests because of the long preheating

__

phase of the operational procedure applied. Af ter initiation of reflood,
entraining by the steam water droplets and the radiation f rom the rods con-
trol the temperatures of the grid spacers. Af ter the sudden drop of the
temperature of the midplane grid f rom more than 700 C down to about 550 C '

a u
during the first f ew seconds of SEFLEX 05, a temperature increase was obser-
ved up to about 700 C for the leading edge and up to about 630 C for the
trailing edge of the grid spacer. This heating up is mainly due to heat ---

convection f rom the superheated steam. For tests performed with short pre- -

heating (ramp tests), it leads to dryout too.
-

Quenching of the grid is initiated at the trailing edge at about one quarter
of the quench time of the rod cladding at the same elevation. Quenching of ,

the leading edge occurs later significantly. It has to be mentioned that
leading and trailing edges of the grid spacer were instrumented in two dif fe-
rent subchannels. Since across the bundle slightly different cooling condi-

__

tions are probable, the magnitude of the dif ferences between leading and
_

trailing edges may be exaggerated in this case. llowever, the trend is con- i

firmed. The grid spacer is quenching in the time span between 70 s and 105 s
of the SEFLEX test. The lowest cladding temperature at that time interval is

__

measured downstream of the trailing edge of the grid spacer. The data plotted -

_

in the lower portion of Fig. 4 are obtained f rom identical measurement post-
__

,

tions as above. The test was carried out under the same flooding velocity. . - -

W.
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but with a system pressure of 4 bar (SEFLEX 03) instead of 2 bar (SEFLEX 05).
The grid spacer temperatures show similar trends as before. However, for'

increasing system pressure the quench time of the grid spacer related to the
quench time of the rod cladding is delayed. -The grid spacer is quenching at
a bout 2/3 of the quench time ot the rod claddings.

The cladding temperature transients 100 mm upstream through about 200 mm
downstream of the gridspacer are shown in Figs. 5 and 6. The grid spacer of a
height of 38 mm is placed between the axial levels 2025 mm (1cading edge) and
1987 mm (trailing edge). At the axial level 19 5 mm, i.e. 12 mm downstream of
the trailing edge, the cladding is quenching at about the same time as up-
stream at the axial level 2025 mm in the SEFLEX test No. 05 performed with a
system pressure of 2 bar (see Fig. 5). In the SEFLEX test No. 03 (4 bar)
quenching of the cladding downstream of the grid occurs about 3 s earlier
than upstream of the grid (see Fig. 6). For the whole time span of the recor-
ding vindows plotted in both the figures, the grid spacer was wet.

Investigation published /1, 2, 4/ showed that a grid spacer imnroves the
heat transfer amunstream of it mainly during the dispersed flow regime. From
the SEFLEX tests, it can be concluded that for most of the flooding condi-
tions investigated, the grid spacer is hot and dry for about 50 % up to 100 %
of the time span of the dispersed flow regime during reflood. Some FEBA tests

' perf ormed with instrumented grid spacers confirm this finding. The FEBA grid
spacer temperatures were rather higher and quenching occured rather later -
due to the higher FEBA cladding temperatures - than those shown for SEFLEX.

:

The grid spacer effects on the axial temperature distribution of the rod
claddings is more pronounced for fuel rod simulators with gap than for gap-
less rods. "igu.a 7 shows a comparison of axial cladding temperature profiles
evolved in FEHA and SEFLEX tests under identical reflood conditions (compare

| Fig. 3). The axial temperature profiles are recorded 30, 90 and 150 s after
initiation of reflood. Af ter 30 s, the temperature drop at and downstream of
the grid spacer amounts to about 30 K more for REBEKA rods than for gapless
FEBA rods. Upstream of the grid spacer the cladding temperatures of both the
bundles are still at the same temperature level. tieasurements taken f rom the
axial level 1975 mm in the SEFLEX test (see Fig. 5 and 6) are not considered
in Fig. 7, since, they are not existant for the FEBA tests.

After 90 and 150 s, respectively, the overall difference between both the
temperature profiles increases. This is due to the faster overall reflood
transient during the SEFLEX test. However, at and downstream of the grid
spacer the dif ference is pronounced more significantly indicating enhanced
grid spacer ef fects in SEFLEX compared with FEBA.

For increased system pressure the difference between the axial profiles of
the cladding temperatures downstream of the grid spacer decreases because the
grid spacer ef f ects decrease in general /1/. However, it remain more pro-
nounced for REBEKA rods than for gapless FEBA rods.

.

The reason for this is mainly the higher heat resistance between cladding and
internals of the REBEKA rod as well as the lower heat capacity of the Zirca-
loy cladding compared with the characteristics of the FEBA rod. For given
cooling conditions at the outer surf ace of the claddings the temperature of
the thin Zircaloy cladding approaches f aster the fluid temperature leading to
an increase of the temperature dif f erence across the gap between cladding and
pellets as compared with the FEBA rod.
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'."4nclusions

The comparison of grid spacer' ef fects observed in a 5x5 bundle of gapless
| FEBA' rods and 'those observed in ar identical bundle of REBEKA rods with
J Zircaloy claddings and Helium fil.;ng in the gap between cladding and Al 023
pellets shows the following trends:
- The grid spacer effect is more pronounced for REBEKA rods simulating more
adequately nuclear fuel rods.

- The cladding temperatures are 20 K up to 100 K lower downstream of the grid
spacer at .the bundle midplane.

- The grid spacers are bot and dry for most of the ~ dispersed flow time span.
The temperature. transients follow roughly the fluid temperatures measured.
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The discussions in-this session were very diversed. However,

they can be grouped in several major areas:

1. Blockage / grid effect

In general, the blockage / grid do give beneficial effect

to cooling heat transfer. But the blockage does cause

detrimental effects through flow diversion, although the

diversion effect is not serious in the downstream of blockage.

According to Japanese test results, early quenching was -

observed for runs with high flood rate, but delayed quenching

was observed for low flooding cases. So for the low flooding

rate cases, blockage may not be beneficial.

2. Droplet sizes

In the SUNY study, the entrainment droplet size increa'ses

with the flow rate while in the study by Adam and Clare,

the dn>p size decreases with increasing velocity. However,
,

it was noted that the range of drop size and velocity of
'

thses two studies were different (see summary of each paper)

and the initial conditions were different. Thus more paramety

study is needed.

In addition, people should be aware that with photographical

studies, only drops of visible range have been analyzed.

Those very small droplets not visible on photo film can

still be detected by laser and these drops could account

for significant fraction of interfacial area.

3. Water accumulation above grids

Water has been observed to accumulate above the grids,

in both Japanese and German tests. This phenomenon has

684
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not been factored into the codes yet.

4. Codes

People are concerned about the expenses and inaccessibility

of advanced codes for practical application, fast running
and cheaper codes are needed.

|

|

|
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Adam & Clare (CEGB)

Droplets Breakup and Entrainment at PWR Spacer grids

1. Objectives

Photographic study of droplet fragmentation on dry grid &

entrainment from wet grids.

2. Approach

Simple exp't to show the drop-grid interaction
n

a. Drop fragmentation - impact of falling drops on

the edge of thin plate .

b. Bouncing of drops - fragmented drops bouncing L

on and off between heated parallel plates

c. Droplet entrainment - droplet spray wetting the

plate and re-entrained.

3. Results

a. Dry-grid: fragmentation increases with increasing
'

We (Fig. 4)

b. Drop impingement do not significantly affect drop

size distribution
'

c. Wet-grid entrainment - entrainment drop size decreases

with increasing We (Fig. 10A)

(Note: For wet-grid entrainment, the trend is opposite .

from SUNY-SB result. However the range of drop

size and velocity are different and difficult to

make direct comparison. D 100%500pm )
u 0%30 m/sec

.

..
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Lee et~al, SUNY-SB

Measurement of Droplet Dynamics across the grid spacer

in Mist Cooling and subchannel

1. Objective

' Measurement of drop size and velocity in steam-water

flow acrosss the grid spacer.

2. Approach

Laser optical measurements of flow in a 2x2 rod bundle

with dry and wet grids.

3. Results i

a. Cooling effect across the grid (Fig. 14 , 15 of

the paper)

b. Droplet size:

(1) Dry grid (fragmentation) - drop size decreases

with increasing Weber number (Fig. 16).

(2) We grid (entrainment) - drop size increases

with increasing We. (Fig. 17)

(Note: wet grid drops dmea.% 100pm }

u % 10 m/sec.
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Erbacher and Wiehr, KfK
1

i
Premature Quenching by Ballooned and Burst Fuel Rods

Cladding in a LOCA

1. Objective

To verify the early quenching of burst cladding

2. Approach

Tests were conducted on simulated rods with Zr-cladding

under pressure. The rod burst during test and initiated

secondary quench front at burst.

3. Results

The burst Lips stick out into the flow (Fig. 1 of

the paper). The 2nd quench front spreads up and

down to give complete quenching of rod earlier than

that for the non-deformed rod. (Fig. 2 and 3 of the

paper).

|

f
1
!
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Ihle, Rust and Ebacher, KfK

1. Objective

To determine the grid-spacer effect on rods simulating

fuel rods (with pressurized cladding and He-filled

gap).
2. Approach

Reflood behavior of pressurized-cladding rod simulated

was compared against that in FEBA tests with gapless

rods under identical hydraulic conditions. (Fig. 4 of

the paper)

3. Results

Grid effect is more pronounced with SEFLEX rods.

Clad temp. may be lowered'oy 20-100 K downstream

of grids. (Fig. 7 of the paper)

.
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Pearson & Coopsr, AEE Winfrith

Reflood Heat Transfer in Severely Blocked Fuel Assemblies

i

1. Objective

To study the effects of grid and blockage on heat

transfer for bundles with 80% and 90% blockage.

2. Approach

* Heat transfer measurement on 7x7 blocked cluster

with 4x4 blockage. Measurements include temp. profile,

quench elevation envelop in both the blocked region

and by-pass region.

*Model was postulated to explain expt'l findings.
I

3. Results

a. Improved heat transfer and early quenching downstream

of grids (Fig. 5 of the paper)

b. In the early stage of reflood, 90% blockage cools

better than 80% blockage (due to more liquid in
~

the blocked zone) (Fig. 12 & 13).

c. In the later stage of reflood, 90% blockage shows

poorer cooling than 80% blockage (Fig. 12 & 13)

(loss of coolant by diverting the by-pass zone).

d. Blockage region rewetting is no later and may

even be earlier than the by-pass region.

|

.
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Attendance List for the International Heat Transfer
Workshop on Fundamental Aspects of Post-Dryout

Sal t Lake City, Utah, U.S. A.
April 2-4,1984

Name Address

1. Ilick Newaan LOFT Program -

EG8G Idaho, Inc.
P. O. Box 1625
Idaho Falls, ID 83415
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Berkeley Nuclear Labs
Berkeley, Gloucestershire U.K.

4. Klaus Johannsen Institut fur Kerntechnik
Technische Universitat Berlin
Marchstrabe 18, 1000 Berlin 10
Federal Republic of Germany

5. Kenal Tuzla Chemical Engineering Dept.
Lehigh University
Whitaker Lab., Bldg. 5
Bethlehem, PA 18018

6. Anastassioi Katsaounis Guss-Forschungs:er,trum Geesthacht
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Federal Republic of Germany

7. Salih Guntay LOFT Program
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8. Ju-Chuan Lin EG&G Idaho, Inc.
P. O. Box 1625
Idaho Falls, ID 83415

9. John C. Chen Chemical Engineering
1.ehigh University
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Postfach 3640
75 Karlsruhe
Federal Republic of Germany

11. George Costigan Engineering Science Division
AERE Harwell
Oxfordshire, England OX11 ORA

,
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!!assachusetts Institute of Technology
Cambridge, MA 02139
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Chalk River Nuclear Lab.
Chalk River, Ontario Canada K0J 1JO

14. R. Winterton Mechanical Engineering Dept.
Birmingham University
P. O. Box 363
Birmingham 15
England
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EG8G. Idaho, Inc.
P. O. Box 1629
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16. Kurt Becker Department of Reactor Technology
Royal Institute of Technology
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Sweden

|

| 17. Ian Brittain Atomic Energy Establishment, Winfrith
Dorchester, Dorset'

England DT2 8011

18. Ken Pearson Atomic Energy Establishment, Winfrith
Dorchester, Dorset
England DT2 80H

19. liike Denham Atomic Energy Establishment, Winfrith
Dorchester, Dorset
England DT2 8DH

|

695

_ _ _



, . -

- - - - - - - - - - - - - - - - . - - - - - -

9

-3- April 10,1984

20. Harold Sullivan MS-K552, P.O. Box 1663
Los Alamos National Lab.
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Heat Transfer Department
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France
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700 University Ave.
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Sandia National Lab.
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