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Preface

The purpose of the First International Workshop on Fundamental Aspects of
Post-Dryout Heat Transfer was to review recent deve’opments and the state of
art in the field of post-dryout heat transfer. The workshop centered on
interchanging ideas, reviewing current research results, and defining future
research needs. The following five sessions dealing with the fundamental
aspects of post-dryout heat transfer were held.

Computer Code Modeling and Flow Phenomena: flow regimes, drop size, drop
formation and behavior, interfacial area, interfacial drau, computer
modeling. Session Chairman: Dr. R. Duruaz, Service des Transferts
Thermiques, Centre d'Etudes Nucleaires de Grenoble, Grencble, France.

Quenching Phenomena: nature of rewetting, maximum wetting temperature,
Leidenfrost phenomenon, heat transfer in the vicinity of quench front.
Session Chairman: Mr. M. W. Young, USNRC, MS 1130SS, Washington,
D.C., 20555, USA.

Low-Void Heat Transfer: inverted annular-flow heat transfer, inverted
slug-flow heat transfer, thermal non-equilibrium, computer modeling.
Session Chairman: Dr. Y. Murao, Japan Atomic Enerjy Research Institute,
Division of Reactor Safety, Tokai-Mura Naka Gun, Ibaraki Kev,

Japan 319-11,

Dispersed-Flow Heat Transfer: drop interfacial heat transfer, vapor
convection, thermal non-equilibrium, correlations and models.
Session Chairman: Dr. G. F. Hewitt, Head of Engineering Sciences
Division, Building 392, AERE Harwell, England 0X11 ORA.
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Effects of Grids and Blockages: interaction with continous-phase fluid,

interaction with dispersed-phase fluid, dcwnstream effects, computer

modeling. Session Chairman: Provessor Y. Y. Hsu, Department of Chemical

and Nuclear Engineering, University of Maryland, College Park,
Maryland 20742, U.S.A.

The papers are published according to the five sessions along with a

W

summary by individual session chairman.
Workshop Orgarizing Committee:

Chen (Lehigh University)
Costigan (AERE)
Cumo (CNEN)
Groenveld (AECL)
Hewitt (AERE)
Y. Hsu (Univ. of Maryland)
Muller (KfK)
Murao (JAERI)
Young (USNRC)
Lee (USNRC)

A. Nelson (LANL), Chairman
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VISUALISATION OF THE REFLOODING OF A
VERTICAL TUBE BY DYNAMIC NEUTRON RADIOGRAPHY

by

G. Costigan,* C.D. Wade*

Abstract

Steady state, low quality, post-dryout data taken recently at Harwell in both up-
flow and downflow suggest that flow regime changes may be affecting the results.
In addition, the degeneration of inverted annular flow to dispersed droplet flow
ahead of a quench front is relatively poorly understood. To elucidate these
phenomena, preliminary flow visualisation experiments have been performed. A
stainless steel tube (12.2 mam O.D., 9.25 mm 1.D., 600 mm long) was mounted in a
low energy neutron beam from the Harwell materials testing reactor DIDC. The
tube was heated to 600°C and quenched by water introduced from the bottom or the
top of the tube as required. The neutron imaging system provided a dynamic
visual record of the quenching process at various positions along the tube. The
results confirm that different flow patterns occur in upflow and downflow and
provide valuable insight into the quenching phenomena. The usefulness of the
technique for examining other important problems such as the effects of blockages
and grids is clearly demonstrated.

*Engineering Sciences Division,
A.E.R.E. Harwell,
Oxtfordshire, Engl.and.
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1.  INTRODUCTION

Studies of the consequences of a variety of loss of coolant accidents (LOCA)
in vater cooled reactors have stimulated research into the mechanisms of heat
transfer in the vicinity of a quench front, In the blowdown and ref lood phases
of a large break LOCA in a pressurised water reactor (PWR), post=dryout heat
transfer with low fluid quality is of particular interest, since it precedes the
arrival of the quench front and influences the rate at which the quench front
progresses. Low quality post-dryout data at pressures of about 70 bar and over
a wide range of mass fluxes (up to about 3000 kg/m’s) are relevant to the blow=
down phase of a LOCA, whereas the reflood phase is cy,t!icd by pressures up to
4 bar and mass fluxes usually much less than 300 kg/m°s. In both of these cases
the flow may oscillate and the possibility of ilow reversal occurring indicates
the need for data taken in downflow as well as upflow. Until comparatively
recently such data did not exist. This deficiency is being gradually remedied,
but there is still a need for more information to aid our understanding of the
physics of the rewetting process.

At Harwvell a number of experiments have been performed in the low pressure,
low flow regimes of post-dryout heat transfer which are typical of the reflood
phase of a LOCA, The present study was undertaken in an attempt to explain the
resulre of these experiments more fully.

2.  BACKGROUND

Low quality, post-dryout heat transfer data have been obtained from a variety
of test section types, such as thick walled cylinders or long thin walled tubes,
which are preheated and then quenched by the introduction of water, To avoid the
problems associated with such transient experiments, Groeneveld {1} suggested a
technique for obtaining steady state post-dryout data with low inlet qualities,
These suggestions have been adopted by a number of researchers {2-5}).

Barnard (6) obtained data from composite thick walled copper blocks for a
wide range of inlet conditions in upflow and downflow. These data indicate that
a sharp deterioration in post-dryout heat transfer occurs at lov mass fluxes
(less than 200 kg/m’s) in both upflow and downflow, Similar trends were observed
in quenching experiments performed on thick walled nickel cylinders (7).

More recent steady state post-dryout data taken at Harwell on a "hot-patch"
type test section (3) support the observations concerning the effects of reductions
in flow rate (Figures | and 2). Data showing the effect of varying the tube power
at constant inlet conditions are presented in Figures ) and 4, Higher rates of
heat transfer over the first JO cm of tube are observable in both upflow and down=
flow, in accordance with the predictions of laminar film boiling models of the
Bromley type (8)., Figures 5 and 6 show comparisons of measured data with the
local heat transfer coefficients predicted by such a model viz

k! o, (o, = p,) Bh :
A = 0.5 s Mo Wl . AP
Ny (Ty = Tg) 2

A radiation component based on a tube wall emissivity of 0.3 and a4 water emissivity
of 1.0 was added to the above equation to obtain the predictions shown,

This model predicts a monotonic decrease in heat transfer coefficient with
increasing tube length. The upflow data exhibit an initial decrease and then
either become constant ¢r increase, This behaviour has been attributed to
improved convective heat transfer as more vapour is generated along the tube (2},
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The inverted annuiar flow pattern must eventually break down to form dis-
persed droplet flow and since no evidence of a sudden change in the rate of heat
transfer along the tuvbe was obtained in any test, it must be concluded that the
transition is a gradual process.

The Bromley model was not able to predict the effect of varying the tube
power. In downflow the measured heat transfer coefficients were frequently less
than half the predicted values and no explanation could be found for the wall
temperature variations shown in Figure & - these variations were found to decrease
with flowrate (Figure 2).

The present study was undertaken in an attempt to obtain an insight into the
mechanisms of heat transfer in the vicinity of a travelling quench front under
reflood conditions.

3. EXPERIMENT
3.1 Principle of the technique

Visualisation of the internal reflooding of a hot stainless steel
tube by water is made possible by taking advantage of the fact that a
beam of low energy neutroms (3 milli eV) is strongly attenvated by water
(or any hydrogenous material), whilst most metals are relatively trans-
parent to neutrons at these energies, Thus by placing a neutron absorbing
fluorescent screen behind the object being viewed a neutron shadow can
be produced. With sufficient contrast a dynamic record can be made by
using an image intensifier and camera.

The technique requires a high iitensity source of neutrons and the
present study was carried out inside “he reactor building of the Harwell
lltcrialg testing reactor DIDO at a point here the neutron flux was
about 10°n/cm’s. The available headroom limited the overall length of
test section to 600 mm. A diagram of the experimental arrangement is
given in Figure 7.

The diameter of the neutron beam at the point of measurement was
about 12 cm, therefore to view the reflooding process from different
axial positions along the tube, it was necessary to move the tube up
or down relative to the horizontal centreline of the neutron beam. This
wvas achieved by mounting the tube on a photographic pillar stand equipped
with a rack and pinion,

Water was supplied to the test section via a flexible hose from
a portable water supply consisting of: a preheated five gallon tank,
4 small centrifugal pump, throttle valve and flowmeter, The exhaust
from the test section returned through another flexible hose to the
tank which operated at atmospheric pressure, Valved quick release
couplings on the flexible hoses made it possible to supply water to the
top or bottom of the tube as required.

The tube was of type 3116 stainless steel 12.2 om 0.D,., 9.25 mm 1.D..
Eight | ma diameter sheathed NiCr=N{Al thermocouples were brazed into
| mm deep holas in the tube wall at 2 cm from the tube inlet and then
at every 8 cm., Inlet and exit temperatures were measured by similar
thermocouples and their outputs were recorded on a Rikadenki 10 channel
pen recorder. A portable a.c, power supply (0«4 volts, 0=1000 amps) was
used to preheat the tube,



3.2 Qperating procedure

The flow was set to give a nominal reflooding velocity of either

2.5 cm/s or 7.5 cm/s as water was circulated through a bypass hose. A
temperature controller connected to an immersion heater in the tank
maintained a constant preset temperature measured just after the flow=
meter, The tube was heated to a temperature of 600°C. The low voltage
a.c. power supply was then switched off and the water flow was diverted
into the tube, At the same time the neutron beam and the video camera
were switched on,

When the tube had quenched completely the flow was diverted through
the bypass and the tube was drained. It was then repositioned relative
to the beam centre line and another run at the same inlet conditions was
carried out, A tota. of seven rurs were performed to cover the complete
length of the tube at a given inlet condition.

4.  RESULTS

A typical set of temperature versus time traces are shown in Figure 8, for
a reflooding rate of 7.5 cm/s in upflow with a nominal water inlet temperature of
80°C, The inlet water temperature can be seen to have risen gradually to the
desired level during tne test, due to the comparatively long inlet pipe and low
flow rate.

As the liquid progressed into the tube an increase in the cooling rate
became apparent after about 10 seconds. This corresponded with a sudden rise in
temperature at the exit thermocouple location and signified the arrival of a dis~
persed steam-water flow generated during the quenching of the tube inlet. The
quench front proceeded into the test section at about 5.5 sm/s, its speed gradually
increasing with time to 8§ mm/s at the centre of the tube.

Shortly after the second tube wall thermocouple indicated quenching,a slow
quench was recorded by the thermocouple nearest the exit, This was due to a
falling film of water extending downwards from the relatively cool exit flange.
The lower velocity upflow runs exhibited similar behaviour to that described above
with variations in the speed of the quench front,

Downf low temperature~time traces indicated that a quench front progressed
down the tube at a speed between 5 mm/s and 7 mm/¢ depending upon the flooding
velocity, The thermocouple temperature nearest the exit from the tube fell
gradually during a run rather than quenching suddenly, At the lower flooding
rates oscillations in the inlet and outlet temperatures were noticeable; whilst
at higher flooding rates, tube wall temperatures often fell in « number of small
steps, rather than in the smooth manner observed in the upflov tests.

The reflooding process was recorded on video tape by a4 JVC low light video
camera., The real-time images thus obtained were sufficiently clear to allow a
number of observations to be made.

At an upflow reflooding velocity of 2.5 em/s with an inlet temperature of
35°9C the progression of the quench front was quite distinet., The water filled
the tube and appeared black up to a point on the wall at which vigorous nucleate
boiling took place, Nucleate boiling extended about 4 mm axially along the tube
wvall and formed a distinct "neck” on the thin central column of liquid which
flowed past the quench front, Under these conditions there was no evidence of
any vapour being generated below the quench front by stored energy from the re~
wetted part of the tube,
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Ahead of the quench front a central liquid filament was in violent motion
and rarely reached an axial length of more than 10 cu before it broke down.
Breakdown was either due to varicose or sinuous instabilities (see Figures 9 and
10). Occasionally the vapour formed in the "neck" at the base of the liquid core
would separate the core completely from the quench front. The progression of the
quench front up the tube wall was quite uniform,

The liquid core either broke down into droplets (varicose instability) or
ligaments (sinuous instability) which were then levitated by the vapour. The
chaotic flow pattern which was formed higher in the tube was characterised by
large diameter (approximately 6.0 mm) elongated drops preceded and followed by
satellite drops of one or two millimetres diameter. These larger drops travelled
quite slowly and often fell back down the tube. They became larger by collisions
with other drops, before they were propelled forward again by the vapour generate
below them. Near the exit end of the tube there was a larger population of
smaller droplets but their velocities were still quite low.

A turbulent falling film was observed to quench the uppermost 10 cm of the
tube, The film appeared to absorb the large droplets rising in the tube and thus
progressed downwards until it met the rising quench front. For the 2.5 cm/s
injection rate the void fraction shortly above the quench front was high -
typically above 60X,

At a reflooding rate of 7.5 cm/s more water flowed past the quench front to
form a flow pattern more akin to the conventional model of inverted annular flow
(Figure 11). A much greater concentration of droplets above the liquid core was
evident at the higher reflooding rate, These droplets appeared to have con-
siderably higher velocities than in the low flooding rate case. The incidence of
stagnant or falling droplets wis much lower, and near the tube exit more smaller
diameter higher velocity droplets were observed,

Both downflow runs showed that quenching was occuring due to a falling film
of liquid on the tube wall., The bouyancy of the vapour formed a core of steam
which preheated the liquid film by condensation = the tube wall temperature did
not fall below 100°C until the whole of the tube was completely quenched, despite
an inlet water temperature of about 359C. The film which formed near the tube
exit in the upflow runs was circumferentially uniform and was augmented by drop=
lets rising from below, In the downflow runs, however, the quench front was
usually asymmetrical: excess water reaching the quench front ran around the tube
to a point on the film where the surface tension was lowest., At this point the
water was thrown off the wall in the form of a jet which fell at an angle to the
tube axis (Figure 12) and was deflected from a point diametrically opposite on
the tube wall some distance lover down, The length of the jet depended upon the
flooding rate, At 2.5 cm/s the jet was short and occasionally was reduced to only
4 few drops, whereas at 7.5 cm/s it was continuous and often fell down the tube
in a zig=zag fashion, rebounding from opposite sides of the tube,

5.  DISCUSSION

These observations throw considerable light on the quenching of small bore
thin walled tubes and are of assistance in interpreting the results mentioned
earlier,

It is immediately apparent from the video recordings that post CHF heat
transfer models which envisage a thin laminar film of vapour separating a central
liquid core from a hot tube wall are not appropriate to the lowest velocity (about
2.5 em/s) reflooding rates. At higher liquid velocities (above 7.5 cw/s) in

7



upflow this model appears to be a better physical description of events. However
in both cases the amount of vapour which is generated at the quench front is
important in establishing the subsequent hydrodynamic and heat transfer behaviour.

Calculations made for the 2.5 cm/s upflow runs indicate that the quench front
velocity can be estimated by performing a one dimensional heat balance on a short
axial length of tube. The region of vigorous nucleate boiling at the quench front
is taken to be 5.0 mm long. The heat flux over this length is assumed to vary
linearly from zero to the critical pool boiling heat flux corresponding to the
local water temperature. This fixes the rate of removal of stored energy and
hence the time taken to quench the 5 mm length. If all of this heat produces
steam without reducing the subcooling of the bulk of the liquid, a value of 3.0 m/s
is obtained for the superficial velocity of the steam formed.

The actual velocity of the steam will depend upon the local void fractionm.

Ishii (9) presents a criterion for the transition from varicose to sinuous
breakup of liquid jets as

- BB P 2 el ke 2)

Since both types of jet breakup were observed in this run equation (2) was con-
sidered to apply and a value of void fraction of 38.6% was calculated, suggesting
that the actual steam velocity was of the order of 7.8 m/s. Assuming that a
frocen quality model of the type used by Robershotte (10) for low velocity down-
flow comparisons applies in upflow, a heat transfer coefficient of 42.6 W/ a'kK

can be calculated. This is much closer to the values observed at these low flow
conditions than the piedictions of inverted annular models.

Despite the fact that the above calculations are approximate they result in
improved heat transfer predictions using a reasonable physical description of
events near the quench front. Attempts to calculate steady state post CHF heat
transfer rates at higher reflooding velocities, using an idealised model of the
observed flow patterns, suggest that some form of liquid-wall interaction is
augmenting the heat transfer rate,

At higher flooding rates the amount of vapour generated at the quench front
appears to be inadequate to entrain all of the liquid passing the front. Hence
an inverted annular core is formed which will remain stable until the vapour in
the film reaches a critical relative velocity. At this point the core will break
down to form dispersed droplet flow,

Downflow heat transfer predictions can also be made by & frozen quality
model (10) and & minisum value typical of natursl convection to steam is expected
to occur at & water velocity which is Just sufficient to bring a rising slug of
steam to rest.

The observations of a liquid jet falling down the tube and impingeing on the
tube wall at various points below the quench front, provide an explanation of the
tube wall at temperature variations observed in Figures 2 and 4. The fact that the
magnitude of the temperature variations increased with water flow rate, is con~
Sistent with the flow pattern observations, These downflow results were taken
from & hot patch test section, the tube of which was subsequently found to have
deformed due to differential thermal expansion at these positions.

The neutron radiography technique (n its present form is capable of giving
A good first order physical picture of two phase flow events in low void fraction

3



flows. Work is continuing to improve the resolution of the images obtained.

The technique could be used to examine the behaviour of other components such as
grids or blockages under more realistic conditions than are possible with most
simulation experiments.

6.  CONCLUSIONS

l. Dynamic neutron radiography of the reflooding of a hot vertical
tube has provided video recordings of the flow patterns which
occur.

2. At low reflooding velocities in upflow the post-dryout flow
pattern consists of a liquid filament which rapidly breaks down
into large droplets which move slowly in a low velocity steam
flow.

3 A simple frozen quality model gives more satisfactory heat
transfer coefficient predictions under low reflood conditions
than a laminar film boiling model.

4. At higher upflow refloeding rates a pattern more akin to the
inverted annular flow pattern is observed.

5., For the downflow velocities investigated a falling film/liquid
jet flow pattern was observed.

6. The neutron radiography technique has t“~ potential for revealing
the pre-quench flow patterns in a number of other geometries of
interest in reactor safety studies.
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Fig 7 Neutron radiography arrangement in DIDO reactor
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INVESTIGATION OF DISPERSED FLOW HEAT TRANSFER
USING DIFFERENT COMPUTER CODES AND
HEAT TRANSFER CORRELATIONS

I. VOJTEK*
Gesellschaft Fuer Reaktorsicherheit, Garching, FRG

ABSTRACT

As a part of German safety program, transient
heat transfer experiments have been performed at the
blowdown heat transfer test facility by the Kraftwerk
Union company in Karlstein. The purpose of these
experiments was to investigate the transient critical
heat flux phenomena and the forced convective film
boiling heat transfer. The first part of the post
experimental analysis has been performed by the
Gesellschaft Fuer Reaktorsicherheit using the computer
Code BRUDI-VA a modified version of the German
homogeneous equilibrium blowdown code BRUCH=-D. The
purpose of this part of this investigation was the
calculation of local thermal hydraulic parameters and
the evaluation of different correlations used in the
analysis of reactor safety problems for the
calculation of maximum critical heat flux (CHF) and
post-CHF heat transfer coefficients. Using the
results of this analysis a new method for *he
calculation of the dispersed flow heat transfer
components has been developed. The next part of the
post-experimental analysis is presently being
performed by the author at Los Alamos National
Laboratory using the nonequilibrium two-fluid computer
code TRAC-PF1/MODl. Different correlations and models
has been applied for the calculation of wall-droplet
and wall-vapor heat flux component in the post=CHF
region of described experiments. The results of this
investigation have shown that different combinations
of available correlations can be used with sufficient
confidence for the prediction of wali~fluid heat flux
in the high pressure wall to dispersed flow heat
transfer regime.

*Presently working as a resident engineer at Los
Alamos National Laboratory Los Alamos, NM,
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l.  INTRODUCTION

The experimental and analytical investigation of transient critical heat
flux and boiling heat transfer is important for the fundamental understanding of
forced convection boiling heat transfer which would occur in a nuclear reactor
during a loss of coolant accident.

A substantial amount of data concerning steady state critical heat flux
(CHF) phenomena and film boiling heat transfer, which were obtained in simple
geometries, is available in the literature and has been used by many

investigators for the development and evaluation of CHF and film boiling heat
transfer correlations.

There has been very little transient CHF and film boiling heat transfer
experimental data obtained in complex and large geometries - similar to the
actual construction of water cooled nuclear reactor cores.

Blowdown heat transfer experiments were performed with a 25 rod bundle by
the Kraftwerk Union AG (KWU) at the KWU heat transfer test facility as a part of
the German reactor safety program. The main purpose of the experiments was to
generate additional data for the analytical {investigation of transient CHF
phenomena and film boiling heat transfer and for the evaluation of correlations

which are commonly used in the analysis of reactor safety problems associated
with loss of coolant accidents.

2. TEST FACILITY DESCRIPTION

The KWU blowdown heat transfer test facility is a nonnuclear experimental
apparatus with a test section that contains a 5x5 bundle of electrically heated
rods. This facility was designed for a pressure of up to 17 MPa and maximum
power of 5 MW. The test section i{s schematically shown in Fig. 1. It consists
of a pressure vessel and inlet and outlet control valve stations. A detailed
description of the test facility can be found in /1/.

The heater rod design and geometry is shown i{n Fig. 2. The stepwise
variation of the heater wall thickness resulted in a nonuniform axial power
distribution which is similar to a PWR profile and is shown in Figure 2. All 25
rods were uniformly heated which produced a flat radial power profile in the
bundle. The following important parameters have been measured during each test:

= Inlet and outlet pressure

- Differential pressure between inlet and outlet

= Inlet and outlet fluid temperature
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Inlet single phase mass flow rates
- Electrical power
- Test-section wall temperature

80 heater wall temperatures (Fig. 3)

3. EXPERIMENTAL PROGRAM

The experimental program has been divided into two groups of experiments
called "DNB" and "Post DNB" tests.
3.1 DNB-Experimente.

The variation of the test parameters for the specified 1l tests can be seen
in Table 1. The typical time histories of pressure and inlet flow are shown in
Fig. 4.

Table 1: Variation of test parameters - DNB tests

TEST NUMBER ;’;’s"’t;. .“4 S recns necion | 1MET enTHaLPY
[xa/nls] (xa/u's] [ko/xa]
ONB-1 3300. 1419, 1284,
DNE-2 3300. 957. 1284,
DMB-3 3300, 660. 1284,
DtiB-4 3300. 1450, 1233,
DNB-5 3300. 990. 1233,
DHB-6 3300. 660. 1233,
DIg-7 3828. 1378. 1284,
DNB-8 3828, 957. 1284,
DNB-9 3828. 689, 1284,
DNB-10 3300, 660. 1233,
DNB-11 3300. 6€0. 1233,
& 15000 -g}
L 300
E e g 1650
0+ ————————r 0
0 45 9 135 18 0 45 9 135 1B
Time(s) Time (s)

Fig. 4 Typical pressure and inlet flow time histories
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3.2 Post-DNB Experiments.

The specified test parameters for these 9 tests can be seen in Table 2,
The typical pressure and power histories are shown i{n Fig. S A detailed
description of the experimental results can be found in /2/.

Table 2: Variation of test parameters - Post-DNB tests

TEST INLET INLET MASS MAXIMAL TIME OF
NUMBER | ENTHALPY | FLOW RATE HEAT FLUY | DEPRESSURIZATION
(ke/xs] | [xa/o's] (w/ed ] (s]
PD 1 1247, 1254, 182. 21,
PD 3 1088, 248, 113, 22,7
PDS 1238, 858, 121, 29.
PD 7 1086, 248, 113, 29.
PD 8 1519, 157, 74, 35,
PD 3 1518. 165. 78. 29,
PD 10 1466. 91. 74, 2.5
PD 11 1295. 319. 112. 51.
PO 1 1461, 91. 74, 150,
° s §
2. 15000 3
3 FE
- S 3
o 7501 a 24
a ' 1
i<
1
0 L g T T
20 40
Timels) Timel(s)

Fig. 5 Typical pressure and power time histories

4. CALCULATIONS OF HEAT TRANSFER COEFFICIENTS

The calculations of film boiling heat transfer coefficients was performed
by KWU using computer code "NOTK-25" /3/. This computer code is based on the
"{nverse" solution of the transient heat conduction problem. The heat transfer

coefficients was defined and calculated as:
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. (1
Ty = Tgar

The detailed description of the calculation procedure and results can be
found in /3/.

5. POST EXPERIMENTAL ANALYSIS USING COMPUTER CODE BRUDI-VA.

The first and main part of the post-experimental analysis has been
performed by the Gesellschaft fur Reaktorsicherheit using computer code BRUDI-VA
a modified version of the German blowdown code, BRUCH-D /4,5/. The computer
code BRUDI-VA /7/ is based on the homogeneous equilibrium model of the two-phase
fluid flow and the lumped parameter technique was used for the nodal
representation of the test section. The basic set of the differential equations
of BRUDI-VA is shown in Table 3.

Table 3. Basic differential equations of computer code BRUDI-VA.

3 v
.. ~M-(h+€,)-(G hla+(G-hle+ Q

P
(Ep
hl(E—h’V)
" V-”'Ep'é'M
M- €y
av )
Ep‘(a—p')h En:(a:‘ )p

o

B -.—d——'[p.-’pi.\'g'g(H..I-Hi)-K'G‘/G/]
[F

The heater-wall-temperatures and the heat gemeration in the wall of electrically
heated rods have been calculated using one-dimensional transient heat conduction

model with internal heat sources.



5.1 Evaluation of correlations for calculation of maximum critical heat flux.

Since the reasonable prediction of the beginning of the transition boiling
is one of the most {uportant boundary condition by the calculation of
wall-temperatures 1{n post-CHF heat transfer region a different correlation for
the calculation of maximum CHF have been evaluated in the study. The time to
the beginning of transition boiling heat transfer regime for selected DNB tests
is given in Table 4. The calculations showed that the average local equilibrium
quality at the transition from nucleate to film boiling varied between 0.08 to
0.14 - dependent on the local surface heat flux. This type of nucleate to film
boiling transition {s usually related to the departure of nucleate boiling (DNB)
and this name will be used in this study. The following correlations have been
applied for the calculation of maximum critical heat flux:

- modified Zuber correlation /7/

- W3-Tong correlation /8/

- Transient Hench-Levy correlation /9/

- Israel Casterline Matzner correlation /9/

- Biasi correlation /45/.

The calculated times to CHF, using these correlations as obtained by the post

experimental analysis of different DNB tests, are shown in Table 4.

Table 4: Time to DNB - Corr. Comparison

TE Time to DNB (s)
TEST | Elev .|
(cm) | Data Mod. W-3 Sli- Israel| Biasi
Zuber fer
135 | No DNB| 2.6 - - -
190 | No DNB| 0.7 0.65 - -
DNB-1| 259 | 0.7 0.6 0.45 0.9
327 | 0.4 0.5 0.2 3.1 1 0.6
377 [ 0.7 0.5 0.1 1.15 1.15 n.6
135 | No DNB| 0.8 0.7 1.5 5.5 1.4
190 | No DNB|{ 0.65 | 0.5 1.2 . 1.0
DNB-3 | 259 | 0.45 0.5 0.35¢{ 1.0 1.0 0.7
327 (0.2 0.4 0.15]| 0.85| 0.85 0.46
377 | 0.5 0.4 0.1 0.8 0.8 0.5
135 | No DNB| 0.9 0.85 - - -
190 [ No DNB| 0.75 | 0.65 1.3 1.3 0.8
|DNB-9 | 259 0.7 0.65 0.5 ; | ) 0.5
327 0.5 0.55 | 0.4 1.0 1.0 0.4
377 | 0.6 0.6 0.45 1.0 1.0 0.4

It can be seen that only modified Zuber correlation predicted time to CHF
realistically at the upper elevation, but it predicted DNB also in the lower
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part of the test section where no DNB occurred during the tests. The
W3-correlation did not predict DNB when it was used in the given validity range.
When using it outside of the validity range, it predicted DNB too early and also
predicted it in the lower part of the test section where it did not occur. The
critical heat flux, calculated using the other two correlations, was too high
and they predicted the transition from nucleate to film boiling too late and at
highér qualities.

5.2 Evaluation of Post-CHF heat transfer correlation.

The heat transfer coefficients have been determined over the following
ranges of test parameters:

- Pressure 2 to 12 MPa

- Mass Flux 100 to 1400 kg/m’s

= Quality 0.3 to 1.0

- Rod surface 300 to 700 °C
temperature

The analysis of experimental results showed that the mass flux, quality,
and temperature difference between wall and fluid significally influenced the
values of heat transfer coefficients in the film boiling heat transfer regime.

The following correlations have been used for the calculation of heat
transfer coefficients in the film boiling regime.

Equilibrium correlations:

- Modified Dougall-Rohsenow /8/

- Groeneveld 5.7 /10/

- Condie-Bengston IV /11/

Nonequilibrium correlations:

- Groeneveld-Delorme /12/

- Chen, Ozkaynak, Sundaram /13/

The wall-vapor heat transfer coefficients predicted with the nonequilibrium
correlations have been compared to those predicted by the vapor Dittus-Boelter
correlation.

The time histories of wall temperatures and heat transfer coefficients
which were obtained using equilibrium correlations, are shown in Figs. 6
through 9. The calculated wall temperatures as obtained from the analysis of
test DNB-3 are compared with experimentally determined values. Heat transfer
coefficients computed using correlations are compared with those calculated

directly from the measurements.



Test DNB-3 Corr. Comparison Test DNB-3 Corr. Comparison

o) ' ! v~
4 + choEevEDS.? - o 0 kO Y
4 - Peg + GROENEVELD 5.7
g . o Bgeriaet ¥ A --- Experiment
-2 T8,
- & -
. T o+
v Q| S8
5@ S
- - — .
g |
Q 1
E - o
= o 43 ; R
- O -
3o 8
= ) N = -
N 1‘7"“"1’7 T‘_‘TT‘IT‘IY‘1T‘177VT‘I]IY1Y O*wmﬁ m
0.29 00 6.00 9.00 0.90 3.00 6.00 9.00
Fig. 6 Time (8)  p1ev. 259cm Fig. 7 Time (&)  p1ev. 259cm
< e DIUCALL ROHSENOW I =
‘ s 8 =y ] R Rty qw e
‘ + SReved + CROEEVELD 5.7
o - e TP }f - i\ --=- Experiment
Lo sS4
C‘. g "_ c: g
o oq g z 8-1
S | ~aa <
ERRY) ,4’h e 13~$'
s 1 & Sy o
s 41 i y
=% ’ '
E 47 ' o o
L | B
of \ )
S Y, \ -l
= .
L p—— o J
: 8 - &
N AILE S S A A I AL WA L 'm‘mmw‘
0.00 3.00 6.00 §.00 0.09 3.00 6.00 g.00
Fig. 8 Time (8)  glev. 327cm Fig. 9 Time (8)  prev. 327em

The results of the evaluation of nonequilibrium correlations are shown in Figs.
10 through 12, The time histories of heat flux were used for this comparison
rather then effective values of heat transfer coefficients. Additional

comparison of calculated vapor temperatures can be also found in these figures.
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These resul:s were found to be representative for all DNB experiments and
also for Post-DNB experiments with higher mass flow rates - {.e., for
experiments where the equilibrium quality varied in the range between 6.3 to
1.0. A comprehensive overview of results obtained by the analysis of all
experiments using equilibrium correlations can be found in /6/.
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The comparison of calculated and measured results has shown that the
modified Dougall-Rohsenow correlation overpredicts the values of heat transfer
coefficient in the early post~CHF region but underpredicts the heat transfer
coefficients in the later part of the transient. The Groeneveld 5.7 correlation
seems to underpredict the value of heat transfer coefficients in the entire
range of test parameters. The Condie-Bengston IV correlation follows the data
trend but still underpredicts the values of heat transfer coefficients. The
comparison of measured data to the results of calculation where the vapor
Dittus-Boelter correlation was used pointed out that the reduction of wall-vapoer
heat flux, because of reduction of effective temperature difference (TwALL
=Tyapors where Tyapop ? Tgar), leads to larger discrepancy between measured and
calculated values. This trend could be observed by comparison of measured and
calculated wall temperatures when the nonequilibrium correlations were used for
the calculation of wall-coolant heat flux.

5.3 Detailed Investigation of Dispersed Flow Heat Transfer Process.

The results of evaluation of different heat transfer correlations have
shown that none of the applied correlations predicted heat transfer coefficients
with sufficient accuracy in the entire post-CHF region of these experiments. ¢
was found that the largest disagreement between measurements and correlaltions
predicted results exists in the high-flow, intermediate- quality region in the
later part of tests. Therefore, the main emphasis of the further analysis with
the computer code BRUDI-VA has been focused on the investigation of the
individual dispersed flow heat transfer processes i.e., wall-vapor, wall-droplet
and vapor-droplets heat transfer. The results of this investigation are
described in detail in /16/ and the representative results can be found in /17/.
The results of the investigation of individual heat transfer processes indicated
the need for nonequilibrium and nonhomogeneous description of the dispersed
flow, which was shown to be important for the appropriate modeling of
interfacial and direct wall-droplet heat transfer. Therefore, the next part of
the analysis which 1is now 1in progress is performed using the nonequilibrium
two-fluid code -TRAC-PF1/MODI.

6. POST EXPERIMENTAL ANALYSIS USING COMPUTER CODE TRAC-PF1/MODI.
The main purpose of this part of analysis which 1s presently being

performed by the author at Los Alamos National Laboratory is the comparison of
results calculated with homogeneous equilibrium and two fluid nonequilibrium

computer codes and the assessement of the TRAC-PF1/MODl heat transfer model.



6.1 Brief description of TRAC-PF1/MODI.

The Los Alamos National Laboratory in developing a best-estimate computer
code for the PWR accidents analysis which is known as the Transient Reactor
Analysis Code - TRAC. The TRAC code 1is based on the full two-fluid
nonequilibrium thermal and fluid dynamic model with a flow-regime dependent
constitutive equations treatment and the rewet capability for both bottom flood
and falling film quench fronts. The TRAC-PF1/MODl ircorporates detailed heat
transfer analysis of the vessel and the loop components. Included is also
two-dimensional (r,z) treatment of fuel rod heat conduction. The heat transfer
from the fuel rods and other system structures is calculated using flow-regime
dependent selection of correlations for the calculation of heat transfer
coefficients. Because of the purpose of this investigation, only the
TRAC-PF1/MOD]1 calculation of heat transfer coefficients in transition and film
boiling regime will be described in this paper. The detailed description of all
TRAC-PF1/MOD] heat transfer regimes can be found in /18/. Tha change from
nucleate to the transition boiling occurs in the TRAC- calculation if the wall
temperature exceeds the so called CHF-temperature. The CHF-temperature (TCHF is
calculated using a Newton-Raphson iteration to determine the intersection o>f the
heat flux found by using the nucleate boiling heat transfer coefficient and the
value of critical heat flux which is calculated by the Biasi correlation /15/.
The total wall-to-fluid heat flux in the transition boiling regime is obtained
from a quadratic interpolation between the Biasi CHF .and the minimum stable
film-boiling heat flux which is calculated using the value of minimum stable
film boiling temperature (THIN) from the homogeneous nucleation temperature
correlation. The wall-to-fluid heat flux in this heat transfer regime is then

given by:
arRans = 8 ¢ gqepr * (1 = 8) * qupy (2)
where
Ty - T
5= (T_"___;IB’_)Z (3)
CHF ~ TMIN

In the film boiling heat transfer regime (T, »> Tyry) the wall-vapor and
wall-liquid heat transfer are treated separately using the following
calculational scheme. The wall-liquid heat transfer coefficient is assumed to

be the sum of three components:
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Ty = Tsar
Tw-rl

hg = (hgap + hppg) * ( J*+ hor (4)

where hp,.n is a radiative HTC, hppg 1is a pool boiling HTC, and hpp is a
dispersed flow HTC. The pool boiling hppp is decreasing from its actual value
to zero in the void fraction range between 0.5¢a<.75 and in the same void
fraction range the dispersed flow hpp 1s increased from zero to its actual
value. If the value of actual hppg is smaller then hpp than hppg is taken for
the calculation of wall-liquid HTC. The wall-vapor heat transfer coefficient in
this heat transfer regime is calculated using the Dougall-Rohsenow correlation
and the turbulent natural convection correlation. The greater value predicted

with these two correlations is taken for the calculation of wall-vapor heat

flux:

Quv * MAX (hDR’ th) . (Tg - Tv) (5)
and

Gug = hg * (Ty = Ty) (6)

6.2 TRAC-PF1/MOD]1 model of the test facility and important input for
the analysis of test DNB-3.

The TRAC-PFl model of the test section of the KWU heat transfer test
facility 1is shown 1in Fig. 13. Five one-dimensional-core components are
representing the five different axial power regions of the test section. The
measured single phase mass flow at the test section inlet has been prescribed as
a input time function in the fill component which is connected to the inlet of
the first core component. The measured pressure at the test section outlet has
also been input as a second boundary parameter in the break component. The
power generation for each power region has been calculated separately using the
temperature-dependent resistivity and measured electrical current and was also

input as a time function for each of the core components.
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Fig. 13 TRAC-PF1/MOD1 Model of the test section




6.3 Calculation of the test DNB-3 using different correlations for

the calculation of POST-CHF heat transfer coefficients.

The first computer run has been performed using the original set of
TRAC-PF1/MOD]1 post-CHF heat transfer correlations i.e.,:
Wall-vapor: Dougall-Rohsenow

a* U, +(l=a) U 0.8 ,
Prc = 0.023 ¢ AV . {e[ - : | Dy ) Wy (7N
D n g
eq v
Wall-liquid: Mod. Bromley
3 B
hppp = 0.61 [x"f B grers (8)
Nyg* (Ty=Tgar)*
i p g.s
Szpl‘ous
Radiation
4 4
y < gl Bhe -
hm.(l‘o)‘a'C‘(-;—_—viA-L) (9)
~ “SAl
Vapor-droplets: Lee-Riley
1,2 1/3
hvd-:—"--[2+o.7a-nn' .o 9
D

(Uv - Ul) * Py * dp
Rep = n

v
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. ' ] © q i K -
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Fig. 14 Comparison of calculated and measured wall temperatures

The results of this calculation are shown in Figs. 14 through 16. The
comparison of calculated and measured wall temperatures shows a good agreement.
The time to CHF has been predicted well at the elevations 259 cm and 377 cm in
the bundle. At the elevation 327 cm, where the DNB occurred 0.2 s after the
beginning of the experiment, TRAC-PF1/MOD] predicted it with a 0.45 s delay.
This late change in the heat transfer regime resulted in too low wall
temperature prediction at this particular elevation. Since there 1is no
possibility in the present version of TRAC to prescribe the time to CHF as an
input value, this partial disagreement will be observed throughout this
investigation.
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Although the agreement of this calculation with the data 1is good 1t |{is
questionable {f the Dougall-Rohsenow correlation can be used for the calculation
of the pure wall-vapor forced convection heat transfer coefficients. On the
other hand, in the first part of this study, the pool film boiling treatment of
the wall-droplet dispersed flow heat transfer component was shown to
underpredict the wall-droplet heat flux. Therefore, for the next calculation,
the Dougall- Rohsenow correlation has been replaced with Dittus-Boelter
correlation and the Forslund-Rohsenow correlation was applied for the prediction
of the wall-droplet heat flux component in the high void region (0.8 €a<0.99) in
the post CHF part of the test.

Dittus-Boelter correlation.

. 0.8 0.
5= " Ry Ceop " (1
eq

Forslund-Rohsenow correlation

“ Ty = TsaT (1)
T-Tl

213 x 1/
hDP - Kl . l0276 hd (l-c) BRAC

xv% . .coglopvobh*
BRAC = T——
Ty = Tsar) *Mve*dp

Kl = 1.5 for water

The results of this calculation are shown in Figs. 17 through 19. The
comparison of calculated and measured wall temperatures shows again good
agreement. The comparison of the heat transfer coefficients, vapor
temperatures and velocities from these two calculations shows that thg splitting
of total wall-fluid heat flux (Dougall-Rohsenow q,, > Dittus-Boelter q, and
Bromley q , < Forslund-Rohsenow q.,) has no significant influence on the vapor
superheat and vapor velocities (Figs. 20 through 23).
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Fig. 23 Comparison of calculated wall-liquid HTCs

6.4 Influence of critical Weber number.

Since there 1s not much agreement about the appropriate value of critical
Weber mmber (values between 0.1 to 13 can be found in the literature), three
computer runs were performed to investigate the influence of Weppy on the
calculated results. The value of the Wepp, = 1, 4 and 7.5 was wused in these
calculations. Also, the Ilimits of droplet diameter lO'“(dD <3.10‘3 which are
presently used in TRAC-PF1/MODl were changed to lO"(dD <10”% for these
calculations. The calculated time histories of wall and vapor temperatures,
heat transfer coefficients and void fractions are shown in Figs. 24 through 29.
The comparison of calculated and measured wall temperatures shows that the
presently used value of Wepp, = 4 gives the best results when it {s used
together with other correlations and correlation constants.

35



TRAC TRANS. CALCULATION EXP. NO DNB - 3
INFLUENCE OF THE WEBER NUMBER ON DIFF PARAMETERS

0o e - il Y | conauan 1
|
o VAL T3
o WAL TS |
g )
¢ WALL T3
! ! MEAS TY
<
™
;‘ Elev. 25%m
e
i
500 - — - ’
‘. ) L] 0 2 " L] L]
TIME (S) LOS ALAMO

Fig. 24 Influence of Weber number om calculated wall temperatures

TRAC TRANS. CALCULATION £XP. NO. DNB - 3§ I
INFLUENCE OF THE WEBER NUMBER ON DIFF PARAMETERS '

000 ~ . - ‘ -
!
900 4 4 1° i
| = o wae e
& g ‘ {
| ol Lo wall Te
; g 800 / .:a‘ “':..‘ J
b A e N o L r MEAS T4
i i i e
3 it . 327
i = 004 l/.." \ 4 Elev. 327c¢m
- I ¢ We = 4§, \ |
F li ‘e =1 \ }
- S \ |
$00 1 Data \ 1 l
P
- ' . © 2 " s » |
L TIME (S) LOS ALAMOS

Fig. 25 Influence of Weber number on calculated wall temperatures

36



TRAC TRANS, CALCULATION EXP. NO. DNB - 3
INFLUENCE OF TWE WEBER NUMBER ON DIFF PARAMETERS

VAPOR TEMPLRATURE ()

: "

. 32em

w ks

TiME (5)

.
LOS ALAMOS

Fig. 26 Influence of Weber number on calculated vapor temperatures

TRAC; TRANS. CALCULATION EXP. NO ONB - 3

INFLUENCE | OF THE WEBER NUMBER ON DIFF PARAMETERS

500C - —
g |
: | @ MFLL ]
& 4000 1 T | 'l
! 5 : aWLae
.- i
é 5 e We = &, oM Le
S 0004 : o We s 1, 1 |
- : v We =7, Elev. 327¢m
| B 3
- ¢ :
Y 0004 . 1 |
| ; } |
!2 1000 4 e '
N
I‘ < I t“ y
¥ e
5 - - - !
. ' 0 2 " .
TIME (S) LCS ALAMOSﬂ

Fig.27 Influence of Weber number on calculated wall-liquid HTCs

37



TRAC TRANS. CALCULATION EXP. NO. ONB - 3

IMLWNCF OF THE WEBER NUMBER ON DIFF PARAMETERS

5000 H - ~ - —_ ‘
E ot
| z ' o wiva
T Bhad M s Wew &, ]
| & , s We =1, i
| i We = 1.5 Joaes
g 3000 { |1 3
| °. 5 Elev. 327cm
B *A
| 8
o g
2000 4
‘! : \..'.0\“&“_,.-\““‘ |
pai ST
! z \‘\““\1 ! i.
2 l
= wecq: { | '
b ‘ N
! ‘ ’
| ¢ { {
* i tl
: . - - — - L |
. N . 0 2 " - 8 |
| TIME (S) LOS ALAMOS!
Fig. 28 Influence of Weber number on calculated wall-vapor HTCs
[ TRAC TRANS. CALCULATION EXP. NO ONB = 3
| INFLUENCE OF THE WEBER NUMBER ON DIFF PARAMETERS
! 1 - ~ Y
! . -
| o’ Mo “._.a.un"“'.““‘..“ l ‘
f \‘.,»‘ 1 l
{ L ALPMASL
0.8 1 Py - ’
: ' & ALPHAS
o We = 4, |
; s We = 1. © ALPHAL
8§ ] ¢ . Wes1.5 ] | i
- g 1
< ' Elev. 327em ||
& | |
e 0.4 2 I) H
g | !
(|
N S —— l ii
. 5 Ll 0 L " » K ;
TIME (S) LOS ALAMOS

Fig. 29 Influence of Weber number on calculated void fractions



6.5 Influence of wall-vapor heat transfer correlations.

To {investigate the influence of wall-vapor component on the wall to
dispersed flow heat transfer process, three diff:rent correlations have been

applied for the calculation of wall-vapor heat transfer coefficients.

a) Dittus-Boelter correlation (Eq. 11)

b) McEligot correlation /16/

hye = 0.021 ¢ %‘.'_:l. . Rey " o Pry e (;.3)"'5 (13)

¢) Chen correlation /13/

Bye = % * Gy * Cpyg * P'vf-zu

with £ = 0,037 + (Re) *'  and

e De PR G G- Gy Y
Ny Py °e

The wall-liquid. component of heat flux was calculated using the
Forslund-Rchsenow correlation (Eq. 12) for direct wall-droplet heat transfer
and the rallative component was added to the wall-liquid heat flux. The results
of these ciliculations are shown in Figs. 30 through 35. The comparison of
calculated and measured wall temperatures shows that the Dittus-Boelter
correlatic? seems to be the most suitable for the calculation of wall-vapor heat
transfer (Coefficients when it {s combined with the proposed form of Forslund-
Rohsenow correlation.

39



TRAC TRANS. CALCULATION EXP. NO. DNB - 3
INFLUENCE OF THE WALL~VAPOR CORR ON DIFF PARAMETERS

000 ~ - p— ]
° WALL T3 l
-l /\\ ;
4 WALL T3 J
/ |
« WALL T3 |
800
* MLAS T3

e Dittus-Boelter

WALL TEMPERATURE (K)

|
|

7004 s McEligot ‘! 1 | E

+ Chen l‘ | §

1 ‘ |

600 4 | tf

b | I

| {l

s00 — 4

- L3 8 LY 2 " "» w i

[ TIME (S) LOS ALAMOS

Fig. 30 Comparison of calculated wall temperatures using
different wall-vapor correlations

TRAC TRANS. CALCULATION EXP. NO. DNB - 3
INFLUENCE OF THE WALL-VAPOR CORR ON DIFF. PARAMETERS

SmE———

5000 - - —
# |
3 !
; 4000 e Dittus~Boelter 3 x° e
3 I
| ?_, s McCligot l..'“ i
§ + Chen i' —
; 5000 y i
- {
& \
< .
@ ”* “‘\\ 9 |
v ."\% , :
9 \ : } I
2 \/\"—m\__’ | ;
{ ”
= i ‘
T | |
. | L
¥ | |
| J;
[
4 6 L] L] L | " L] - l
TIME (5) LOS ALAMOS,

Fig. 31 Comparison of wall-vapor UTCs calculated with
different correlations

a0



TRAC TRANS. CALCULATION CXP. NO ONB = 3
INFLUENCE OF THE WALL-VAPOR CORR ON DIFF. PARLMETIRS
©00 - -

I
I
® Dittus~Boclter |9 wALL T4 ”
900 1 s McEligot 1 - ’l
& WA |
- * Chen ‘ WL |
'E AN Lv o wALL Te '
| g 800 - /.'\g\;\~:‘ 4 { ;
& /._- TN, Y e | | VEAS Ve i
= ..' .:: Loty ! l
; T “
s /! \ | Elev.327¢cm,
- 700 , J \ . t
3 i \ ’ |
! {
\ | |
w. | |
| |

— . M 0 2 M M "
TinE (€) LOS ALAMOS

Fig. 32 Comparison of calculated and mecasured vall temperatures
using different wall-vapor correlations

TRAC TRANS. CALCULATIOM EXP. NO. DN - 3
INFLUENCE OF THE WALL -VAPOR CORR. ON DIFF. PARAMETERS

u - - - r jl

" 3 1 & “
3 % ® Dittus~Boelter o MV i’}
& 4000 - s McEligot ] ‘
!' ¢ Chen i‘ il 1
‘e i

§ 3000 4 | h
s ! I
- T |Elev.327cm 1
& LA | |
é 2000 - : . " .‘ﬁ’lﬁ_ e vy T ST < ‘ %!
% ‘,_’,' 1 o PR ': :' ‘ i
B [ il |
; o
b ‘ |

‘. . L] w 7 " L] - -l

TIME (5) LOS ALAMOT

Fig. 33 Comparison of wall-vapor HTCs calculated with different
correlations

4)



TRAC TRANS. CALCULATION CxP. NO. OINE -~ 3
INFLUINCE OF THE WALL-VAPOR CORR ON DIFF. PARAMETERS !

f o6c - —
|
| o Tve
|
e 620 - ®* Dittus-Boelter . & ue
! & wry : s McEligot i !
| [y § - __ + Tva

& 00 \ FiSE. vEnes 1 Il
i - ! ] . TLe
& s i \ :

:; i | Elev.327cm ||

f .
!: S
l g 56C S R SRR X ] I
| & " . | |
I g 540 | e 4 |
- !
% s W
s | |
| |
| sx - '
+ 6 L] w0 2 " % -

! TIME (€) LOS ALAMOS
Fig. 34 Comparison of calculated vapor temperatures using

different wall-vapor correlations

TRAC: TRANS. CALCULATION ExP. NO. DNB - 3
INFLUENCE OF THE WALL-VAPOR CORR ON DIFF. PARAMETERS

5000 ~ . - —_—
|
17y
-
4 o WiL4
3 w000 :
3' . WFL4
9 . WL
3 3000 - 4
-
-
o :
8 :
Y 2000- 3
= \
o ‘ |
' {
2 | |
S 000 | g
—
«
b
e
4 1] L] 0 2 " w -
TINE (S LOS ALAMOS
Fig. 35 wWall-liquid HTCs calculated with Forslund-Rohsenow

correlation

42



TRAC TRANS. CALCULATION EXP. NO. UNB = 3 |

INFLUENCE OF THE WALL-VAPOR CORR ON DIFF. PARAMETERS

1 - L 4 . v v V'

| *i

| i

o ALPMA4 i

0.8 4 g 1 | {

| : | o ALPHA4 “

z | ALPHAS P

- 0.8 ¢ ¢ Dittus-Boelter d | |

2 & McEligot fElcv.)27c- |

e * Chen { s

=3 { { 1!

| © 0.4 g 1 | !i

| > | |
! |

| | 1‘;

: {

.2y i { | il

] I

{

5 |

[}

° |

‘. M 4 © 2 “ u - i

TIME (7) LOS ALAMOS

Fig. 36 Comparison of calculated void fractions using
different wall-vapor correlations

6.6 Influence of wall-liquid heat transfer component.
Four different methods have been applied for the calculation of wall-liquid
heat transfer component in this study:

a) Berenson pool film boiling correlation /14/

3 *
Apf * B py*(pg=py) * 4R 9,25

hppg = 0.425 + [¢ ] (15)

Nye * (Ty=Tgar) *a

)
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b) Ferslund-Rohsenow correlation

/o Ty = Tgar

(16)
To-Ty

2/3 1
hDF = Kl « 1.276 '(l - a) * BRAC

3 *
Ave * B¢ * P * Py * B

BRAC =
(Ty=Tsar) * Nyg * dp

1 K = 1.5 for water

¢) Droplets mass flux treatment of wall-liquid heat transfer component which was
proposed by Vojtek /16/,
The total heat flux from the wall to fluid was written as:

3
2/3 T®edp
qToT = qUV s a4+ Ah ND » 3 . Ul. D‘ (17)

d) Modified version of Eq. (17) to eliminate the influence of droplet diameter:

G70T ® Quy * @+ K ¢ 8h ¢ Gy * (1=a) (18)

with K = 2.5 « 10~

All these calculations were perfrrmed using the Dittus-Boelter correlation
for the prediction of wall-vapor heat transfer component and the radiative
component has been added to the wall-liquid heat flux. The results are shown in
Fig. 36 through 40. Also this comparison shows that there is no significant
influence of method used for the calculation of wall-liquid heat transfer with a
exception of the r2sults obtained using Berenson pool film boiling correlation.
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6.7 Evaluation 2£ correlations for the calculation of minimum film boiling

temperatures.
Two different correlations have been used for the calculation of minimum
film boiling temperatures:

a) Present TRAC-PF!/MODl correlation

05
Tyiy = Ty + (TNH -T) *R"* (19)
(p*Cp-X)l
Za-cp-x)‘,

2
= - . I . 2 _9 3
Ty = 705.44 = (4.722 + 107) * DP + (2.3907.10-%) , pp®. (5,8193-107") + DP

DP = 3203.6 - P

The pressure P is in psia and Ty, in degrees Fahrenhelt.

b) Groeneveld correlation for pressure € 9MPa and no liquid subcooling

-6
Typy = 284.7 + 0.0441.P = 3.72 + 10™ « P%; P 1s in kPa (20)

The comparison of calculated and measured wall temperatures have shown that none
of these two correlations predicted the return to nucleate boiling (RNB) in the
first 13s of DNB-3 experiment. The measured wall temperatures show that RNB
occurs at about 6s in the upper part and approximately 9s after test initiation
in the middle part of the test bundle.
6.8 The selection of best fit set of correlations for the calculation -

of test DNB-3.

The results of investigation of the different wall-vapor correlation have
shown that only the HTC’s which were calculated with the Chen correlation did
not decrease in the late part of the transient. Because a similar trend was
also observed by the analysis of experimental data this correlation and the
Vojtek method of calculation of wall-liquid heat flux which shows the similar
behavior were chosen for the final calculation of test DNB-~3. The results of
this calculation are shown in Figs. 41 through 44, The comparison of calculated
and measured resutls shows again very good agreement at the elevation 259 cm and

377 cm in the test bundle. The agreement in the later part of the transient was

47



even slightly improved in the comparison to the results of previous
calculations (Figs. 14 through 19).
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CONCLUSIONS AND FINAL REMARKS

l. Valuable data for the investigation of transient critical heat flux
phenomena and forced convective film boiling heat transfer were obtained in the
experiments described in this paper.

2. The evaluation of correlations for the prediction of maximum critical heat
flux and film boiling heat transfer coefficients which are used or developed for
the analysis of 1loss of coolant accidents 1in nuclear reactors showed that
significant discrepancies still exist among different correlations and between
correlations and experimental data. It was shown that none of applied overall
film boiling heat transfer correlations can be used with sufficient confidence
during the entire post-CHF portion of the blowdown phase of the LOCA. The
analysis of experimental and calculated results has shown that in the post=CHF
portion of transient experiments for the approximately same values of
independant parameters (G, X, P, Ty and Tg,r) two significantly different values
of HTC can exist. This effect of flow regimes on the wall-fluid heat transfer
cannot be reproduced by the heat transfer correlations which were developed and
assessed using steady state conditions data.

3. The results of this investigation showed that the presence of water droplets
significantly improves the wall-to-dispersed flow heat transfer. Therefore, by
the further investigation of wall to dispersed flow heat transfer processes
attention should be paid not only to the modeling of interfacial heat transfer
which 1is decreasing the vapor superheat, but also to the disturbing effect of
vapor flow boundary layer caused by droplets and to the direct wall-droplet heat

transfer.

4. The results of TRAC-PF1/MOD] post-experimental analysis of test DNB=3 have
shown that the splitting of total wall-fluid heat flux into the wall-vapor and
wall-liquid components has no significant influence on the calculated thermal
hydraulic parameters such as vapor temperature and vapor and 1liquid velocity
unless the total heat flux wusing different combinations of correlations is
under- or over-predicted. The TRAC PF1/MODl calculations indicated that there
is no high thermal nonequilibrium 1in the high pressure intermediate quality
dispersed flow.

5. The droplets mass flux method which was proposed by the author has been
shown to be applicable for the calculation of the wall-liquid heat transfer
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component in the nonequilibrium two-fluid code TRAC-PF1/MODl. However the
present form of this correlation should be considered only as a boundary
equation for the further detailed investigation of the heat and mass transfer

processes which are taking place in the boundary layer of the vapor flow.

6. Both applied correclatione for the calculation of minimum stable film boiling
temperature did not predict the return to nucleate boiling which was observed in
experiment. These results indicated the need for the further experimental and
analytical investigations of the RNB phenomena in the high pressure region of
LOCA.
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NOMENCLATURE

>

equ

F e O 6 an

Greek letters

a

n
A
o]
Qg

area, cross section
specific heat capacity
diameter

equivalent diameter

mass flux

acceleration of free fall
specific enthalpy

latent heat of vaporization
length

mass

number of droplets
pressure

heat per unit of area
heat flux density

radius

temperature

velocity

equilibrium quality

void fraction
dynamic viscosity
thermal conductivity
mass density

surface tension

Dimensionless parameters

Prandtl number

Reynolds number

ot

J/(Kekg)
m

m
kg/(A+s)
w/s?
J/kg
J/kg
m

kg
1/m
N/m?
W/m?
W/m?
m
k()

m/s

kg/(s*m)
W/ (Kem)
kg/m3
N/m



Subscripts

E:PNNU

MIN
SAT

£ <

droplet
equilibrium
film

liquid
measurement
maximum
minimum
saturation
total
vapor

wall
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REFLUOD ANALYSIS CODE "REFLA"

Yoshio MURAQ

Japan Atomic Energy Research Institute

Tokai-mura, Ibaraki-ken,319-11,Japan

Abstract

This paper contains a short description of the reflood analysis
code "REFLA", which was developed to calculate the thermo-hydro-
dynamics of a nuclear core durind a reflood transient in which
ECC water is introduced into the bottom of the core.

The description emphasizes the following items:

1. Heat transfer model.

2. Quench front propagation model.

3, Core water accumulation phenomena.
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1. Introduction

In the safety analysis on the Loss-of-Coolant Accident (LOCA)
of 1ight water reactros, it is very important to evaluate the tempera-
ture history of the fuel rod calddings during the reflood phase, which
is governing the integrity of the first enclosure of the fission product.
In the safety evaluation of the reflood phase of a PWR, the empirical
correlations on the reflood heat transfer and the carry-over rate frac-
tion have been used. The latter is used for calculating the core inlet
flooding rate in the system analysis. For obtaining the flexibility of
application for safety analysis, we are developing a computer code REFLA
for the reflood phase based on the physical understanding of the phe-
nomena.

2. Code development

The one-dimensional core code, REFLA-1D (core), calculates steam/
water velocities in the core, void fractions, differential pressures,
cladding temperatures, temperatures of the steam/water at the exit
of the core. The boundary conditions are the system pressure, and
the velocity and temperature of the water at the inlet of the core.

The small scale reflood test results and the FLECHT/FLECHT-SET data (3)
in the USA are used in the modeling of REFLA-10 (core) as well as the
basic experimertal knowledge, for example,flow patterns shown in Fig.l,

The latest version of the code is REFLA-10/MODE 3. (4) This version
includes some new improvements in the core thermo-hydrodynamic models,
which were developed using the experimental data of the small scale
reflood facilities, such as, the JAERI small scale reflood test facility
and the FLECHT facilities. The scaling ratios of the core flow area
of these facilities to a 1000 MWe class PWR are 1/2500 and 1/370 for
the JAERI and the FLECHT facilities, respectively.

In the region above the quench front, two types of hydrodynamic
models, i.e. Case 1 and Case 2, are introduced as shown in Fig. 2.

In both cases, a water accumulation region is assumed to exist above
the quench front. The length of this region is now set to 0.3 m,
Above the water accumulation region, there exists a normal dispersed
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flow region in Case 1, whereas amother water accumulation region in

Case 2. In the water accumulation region, the void fraction has a

value between the values corresponding to the slug flow and the dispersed
flow due to the integration of dispersed droplets. The heat transfer
coefficient and the void fraction in the water accumulatiion region for
Case 2 is calculated by interpolating the values for the dispersed flow
and the slug flow. The correlations of the void fraction and heat
transfer coefficient for the slug flou(s)'(s) are indicated in

Appendix 1. The void fraction of the dispersed flow is calculated

based on the slip velocity corresponding to the critical Weber number

Wec. The heat transfer coefficient for the dispersed flow is calculated
based on the model of the solid spherical water drop moving in the steam.
The quench velocity correlation was improved in order to extend
the applicability of the correlation to the lower quench temperature

than the maximum liquid superheat temperature and to the lower and
higher system pressures than 0.4 MPa. The correlation is described
in Appendix 2.

3. Calculational results

In Figs. 3 to 12, .dicated are the results of some simulation
calculations () with the REFLA-1D (core) code. Inputted values for
the simulation calculations of the test runs are tabulated in Table 1.
In *he calculations for FLECHT tests, results without showing case
number were obtained by the calculation with Case 1. Although improve-
ments of models are necessary, practically good agreements are obtained
in either Case 1 or 2 for many one-dimensional reflood tests.

The difference of the therma)l responses between Cases 1 and 2 seems
to be small., The hydrodynamic responses of Cases 1 and 2 are clearly
different from each other as shown in Fig. 13. In Case 1, the local
void fraction is almost unity until the quench front arrives near the
concerning region, while in Case 2, the local void fractions at every
location begin to decrease just after steam flow is developed and they
become noticeably smaller value than unity. The Case 1 appeared at
the flooding rate less than 4 cm/s in FLECHT low flooding and FLECHT
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SEASET tests. On the contrary, the Case 2 appeared as shown in Fig. 14
and 15 for CCTF tests and JAERI small scale reflood tests, even when

the flooding rate was about 2 cm/s. These differences can be attributed
to the multi-dimensional effect, i.e. as shown in Fig. 16 the water,
which is entrained by steam flow and separated at the top of the core,

can reflux into the core i1 the core is wide eiough or has cold structures
which allow the separated water to form the falling liquid film.
Accordingly, the REFLA code with Case 2 model is expected to be applied

to reflood phenomena in a wide core.

4. Summary

The status of the reflood code development is described. Although
some improvements are necessary, practically this one-dimensional reflood

model is expected to be used for prediction of reflood phenomena in wide cores.
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Table

inputted values

1 Test runs used for simulation calculation and

Maximum|Peak clad | Inttial Core
Test run |System |linear |[temp. at clad Flooding|inlet Power
pressure| power |reflood surface rate |fluid decay
density| initiat temp. temp. curve
Pa) | (N/m) (x) (x) (cm/s) | (X)
FLECHT Measured
low values at ANSx1.2
flooding 0.28 2.92 1143 stdiend 2.0 325 (’“ “m)
2833 initiation shutdown
PWR~
FLECHT
Group 142
0408 0.41 4.07 1143 416 25.4 350 BAw
31541 15.0 Baw
4321 9.91 |.LL]
4225 4.8) Baw
6948 2.54 Ban
7057 2,03 Anee
6749 1.52 Arhn
FLECHT
SEASET 0.28 2.3 1093 403 2.4 324 ANSx]1,2
31504 (308)
FLECHT
“":f 0.28 | 2.% 997 03 2.5¢ | 326 | amsx1.2
13404 (308)
Semiscale
5032 0.41 2.26 996 427 .29 350 ANSx]1.2
(108)

* Peak clad temperature at midplane a: reflood initiation.
Normalized function = 0,.42e°0.0200C 4 o 58 . 3.92#10"" ¢
Normalized function = 0.4518e70.0200F o 5482 - 4.922%10"% ¢

where t Is time after reflood Initiation.
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APPENDIX 1

HEAT TRANSFER COEFFICIENT AND VOID FRACTION CORRELATIONS
FOR SLUG FLOW

h, ..uu"(l"¢)k"‘.lx(l'.),‘
Boue = 094 (1., Py P2, nl. '/L.‘.Arou )k
h, =E ¢ (Tt = T:u)/ATuc

@= {1+ Uy +U,) AU= (1 +12(U,,~U,.) /AU
+ (ugo +U..)'/AU')K}/2

AU=U, /min (Syen ¢ @iy )
Tyer = 0925 (0,/ 00) "™ (U, /U, )"

User = 153 (og/p, )%

8 =087 (Upo/ Uy <), a mad? (U, /Uy, 21)
ClLwl+3x028 (U /U, )%(p, /0, )4 (i /g )

66



APPENDIX 2

QUENCH MODEL

(l) T.>TIO.I
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U"'
¢« < QOON (L +02778 x |r‘ ATIU., )

- ‘(T-')

(’) T..(T.(T..“
“;‘l.‘ (Tur)
U:l.‘ (Tun)

- ,
U = (2ot ) U e () UG
ng"rnu

(3) Teg <Tus

U;‘. o

Quuir =Q i (P =dkg em?)x (0.22099 + 0.1163)
Quuir (P =dkg/em?) = 219 x 10°( Keal /m?« hr)
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67



RELAPS/MOD2 POST-CHF HEAT AND MASS TRANSFER MODELSY
J. C. Lin, C. C. Tsta, V. H. Ransom, G. W. Johnsen
EG&G [daho, Inc.

Idaho Falls, Idaho 83415

ABSTRACT

RELAPS/M0D2 s a new version of RELAPS containing improved mmn? features that
provide a generic pressurized water reactor transient simulation capability. In
particular, the nonequilibrium modeling capability has been generalized to ‘nclude post
critical heat flux (CHF) conditions which occur In severe core damage accidents and
lcrgc break loss-of-coolant accident. The objective of this paper is to describe the
post-CHF wall heat transfer and Interphase mass transfer mode! in RELAPS/MOD2 and to
report the developmenta)l assessment results using separate effects experiments.

The post-CHF wall heat transfer and Interphase mass transfer in RELAPS/MOD2 1s
mechanistically modeled. The developmental assessment results show that the post-CHF
wall heat transfer and the Interphase mass transfer are properly modeled. For further
modeling improvements, new data with local void fraction or phasic velocity measurement
are needed.

NOMENCLATURE
A Meat transfer area (mé)
Cp Heat capacity (kJ/kg-K)
e Hydraulic diameter (m)
d Droplet diameter (m)
B Heat transfer coefficient time area/volume (W/m3-K)
heg Latent heat (kJ/kg)
" Enthalpy (kJ/kg) or heat transfer coefficlent (W/mé.K)
k Thermal conductivity (W/meK)
Nu Nusselt number
p Pressure (MPa)
Pr Prandt] number
0 Heat per unit volume (W/m3)
q Heat flux (kw/mé)
e Reynolds number

4. Work supported by the U.S. Nuclear Regulatory Commission, Office of
Nuclear Regulatory Research Under DOE Contract No. DE-ACO7-761001570.
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T Temperature (k)

AT I::poraturo difference between the wall temperature and saturation temperature
v Veloc'ty (m/s)
a Void fraction
o Density (kg/md)
c Surface tension (N/m) or Stefan-Boltzmann constant (W/mé.x%)
3 Gray-body factor
r Volumetric vapor generation rate (kg/m3-s)
" Viscosity (kg/m-sec)
Subscripts
d Oroplet
f Liquid
9 Vapor
\d Droplet side Interface
\f Ligu'd side Interface
L' Vapor side Interface
s Saturation
sat Saturation
B Wall
Superscripts
. Local condition
INTRODUCTION

RELAPS/M0D2' 15 a new version of the RELAPS thermal hydraulic computer
code?: 3 containing improved modeling features that provide a generic pressurized water
reactor (PWR) transient simulation ccpab"\t{. In particular, the nonequ!librium
modeling capab!iity has been generalized to Include the conditions which occur In severe
core damage acc'dents and large break loss-of.coolant accidents (LOCAs). During these
accidents the fuel rods 'n the reactor core are exposed to superheated steam and the
fuel rod surface temperature Vs at a temperature beyond the critical heat “lux (CHF)
temperature 1imit, The objective of this paper Vs to present the post-CHF heat and mass
transfer models \n RELAPS/MOD2 aid an assessment of the models using the data from
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separate effects experiments, and to offer recommendations on the need for further
mode1ing improvement.

The hldrodynamlcs in RELAPS/M0D2 are represented by a one-dimensional
transient, two-fluld (nonhomogeneous), two energy equations, nonequ!librium model.!
The thermal boundary of RELAPS/MOD2 's calculated using an one-dimensional transient
mode! and 's explicitly coupled with the hydrodynamic mode!. The wall-to-fluld heat
transfer {s modeled using the bolling heat transfer regime technique which consists of
selecting the heat transfer regime according to the boiling curve.® In paiticular,
the wall-to-flu'd heat transfer regime is divided Into pre-CHF, CHF, ana post-CHF
regimes. A deta)led description o, the wall-to-flyld heat transfer and the Interphase
mass transfer in the post-CHF regime is presented in the following sections.

POST-CHF HEAT TRANSFER MODEL

The post-CHF heat transfer regime consists of transition film boiling, film
boiling, and single phase vapor convective heat transfer. The two energy formulation
used 'n RELAPS/MOD2 requires partitioning the wall-to-fluid heat transfer into liquid
and vapor components. In RELAPS/MOD2, the partitioning 's mechanistically modeled
according to the contacted area between the wall and each phase, that \s
O = MASLIT, - TV (n

ovq . h"A'(I - F T - rq)/v . (2)

where Fi 1s the fraction of the wall contacted by 1iquid.

In the translt\on heat transfer regime, a mechanistic heat transfer model developed
by Tong and Young® s adapted ‘n RELAPS/MOD2. The mode! assumes that the wall-to-fluld
heat transfer is due to both transition fiim boltling and f1lm bolling heat transfer.

The 11quid contact area 's modeled using the co'relation developed by Chen® which 1s

an exponentia) function of the square root of the temperature difference between the
wall temperature and the saturation temperature corresponding to the local system
pressure. The fina) wall to 1iquid and wall to vapor heat transfer \s computed as:

1 1
Oy 19,4 eA 0000~ @ ‘Ysat’ e () - o)l.t'(T. - ToI8f/v (3)

A &
Oug *19ycA ! = oxpl- @ AT o)) » oA e (T - r')lslv (4)

sat 9

where Qeryp, Qyc, and B are the critica) heat flux, the convective heat flux, and

the Boltzmann constant, respectively. The critical heat flux, qepyq, ' the above
equations Vs calculated using the Blas) CHF correlation when the mass flux |5 greater
than 200 kg/m€.s and a modifled Zuber correlation® when the mass flux 's less than

100 kg/me.s. A 1inear ‘nterpolation with respect to mass flyx is used to evaluate the
critical flux when the mass flux 's between 100 and 200 kg/m€.5. The w In the above
equations 1s 4 correlation parameter given in Reference 6. The convective heat flux,
Qyc. '3 evaluated by the Dittus-Boelter? correlation,

In the fiim bo'ling regime, a mechanistic heat transfer mode! developed by Forslund
and Rohsenow'0 15 modified and used 'n RELAPS/MOD2. The mode! assumes that the
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wall-to-fluld heat transfer consists of a film boltling heat transfer in the sublayer
close to the wall, and a dispersed droplet film boi)ing heat transfer in the bulk
Flutd, The wall heat transfer area contacted by the 1iquid 's a 1inear function of the
local vold fraction. The resulting wall to 11quid and wall to vapor heat transfer are

ot * (1 - C)[" h

4 4
.f”]‘,-’mr.nl(t' . Ts) ¢ A""(Y' - T‘)']/v (5)

4

4
Oug = oA, Moyttus-Boerter!Ty - rg’ * ‘u‘uq‘rv ' 79"”” (6)

wg

where hgromley-Pomeranz 4nd Npyttys-Boelter 4re the heat transfer correlation
developed by ‘rogT:y and Pomeranz given in Reference 11 and by Dittus and Boelter,9
respectively and where ¢ ¢ and c o are the 1iquid and vapor gray-body factor cal-
culated using the mode) :ovolopczvby Sunl? for droplet radiation \n superheated vapor.

MASS TRANSFER MODEL

In the post-CHF regime, the Interphase mas: transfer in RELAPS/MO02 Vs modeled in
accordance with the physical process, heat transfer process, and flow regime. After the
physical and hoal‘Sranszr process s dec'ded, a flow regime map based on the work of

Tattel an?‘ouklor 's used for selecting the ‘nterfaclal area correlation developed
by Ishit,

The basic mode! In RELAPS/MOD2 assumes that the interrhase mass transfer occurs
both at the wall and 'n the bulk fluld, that is

Folan * Toun (n

[n the post-CHF regime, the Interphase mass transfer at the wall 1s calculated from the
wall to 1iquid heat transfer. It Vs assumed that the wall to 1iquid heat transfer is
used to vaporize the 1'quid 'n the sublayer close to the wall and to superheat the
vapor. The final mass transfer at the wall is

0
f
faall * BT+ 0.8 !p BT oatPrg) ()
q

sat

where Qu¢ 15 calculated from the wall to 1iquid heat transfer given by Equation (3) or
Equation (5).

The interphase mass transfer in the bulk fluld Vs modeled according to the heat
transfer mechanism at the nterface and using the onorzy balance at the Interface to
evaluate the net mass transfer. The resulting formulation \s

0,,* 0

h' - Ny

n



where Qy¢ and Qyg are the liquid to interface and the vapor to interface heat trans-
fer respectively, and where h§ and h3 are the local 1iquid and vapor enthalpies.
The local enthalpy 's used in Equation (9) to satisfy the second law of thermodynamics.

In the post-CHF regime, the 1iguid to Interface heat transfer is modeled as:

Ogp = HyplTg - Tp) (10)
where
6 (1 -a)
Hyg = J¥; ke Nuy g (1)
d
" 5
Uyg = 10 (12)

and where Nujg 's the Nusselt number for the droplet. [n the post-CHF regime, 1t was
determined by Chen® that the droplet temperature s at saturatlon temperature
corresponding to the local pressure. Therefore, a large Nusselt number s used in
Equation (10) to drive the 1iquid temperature toward the saturation temperature. The
vapor to Interface heat transfer consists of the convective heat transfer to the 1iquid
droplet in the superheated vapor and the convective heat transfer at the sublayer near
to wall. The convective higt transfer to the 1iquid droplet in superheated vapor
developed by Lee and Reley'? 1s adapted In RELAPS/M0D2. Therefore, the vapor to
Interface heat transfer for the bulk fluid can be written as:

Oyg = MyqglTs = Tg) (13)
where
b 0.5 ,.0.33
Mg = ﬂ?—ﬂ kg(2.0 + 0.74 Reg® pro- )
d
0.0, ot
+ 0.023 Reg"” K 'D—,— (14)
e
pd v, - v'l
“'d . -’-‘-;:—-—-—- (15)

and where Req 's the Reynolds number for the droplet. [t should be noted that the
Interfacta) area for the droplet in the sublayer near to the Y"' proportional to the
square root of the local vold fraction as suggested by I[shid,
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DEVELOPMENTAL ASSESSMENT RESULTS

Data from the experiments conducted by Bennett,'® Chen,!7 and Gottula,!® were
used to assess the post-CHF heat transfer and interphase mass transfer modeling. The
Bennett experiment also provided data needed for assessing the CHF modeling in
RELAPS/MOD2.

The Bennett heat tube experiment were conducted using a vertical 1.26 cm diameter
tube that was electrically heated. Water at a pressure of 6.9 MPa flowed upward In the
tube. The Bennett experiments were simulated by using a pipe having 32 vertical volumes
31 Junctions and two time dependent volumes to provide the inlet and outlet boundary
conditions. The heat generated by electric power in the test section was modeled using
32 heat slabs and the initial and boundary conditions were input to RELAPS/MOD2.

A comparison of the calculated wall temperature and the Bennett post-CHF data for
the low flow and low power test is shown in Figure 1. A similar comparison is shown in
Figure 2 for the high flow and high power test. In general, the RELAP5/M0D2 calculated
wall temperature profile and CHF location are in very good agreement with the data for
both the high flow, high power and low flow, low power cases.

Since there were no vapor temperature measurements made in the Bennett experiments,
the Chen experiments were used to assess the mass transfer modeling in RELAP5/M0D2. The
Chen post-CHF experiments were conducted using the Lehigh University facility. The test
section consisted of a vertical tube with a 1.41 cm inside diameter and 150 c¢cm in
length. The tube was heated by passing an electric current through it. The wall
temperatures were measured at various elevations and the vapor temperature was measured
by aspirating steam probe located close to the exit of the tube. The RELAPS/MOD2 mode!
for the Chen heated tube experiment consisted of a pipe having 15 vertical volumes and
14 Junctions for the test section, a pipe of six vertical volumes and five junctions for
the heat bank, and a p'pe of four vertical volumes and three junctions for the riser.
The heat bank and riser were in parallel and were connected at the bottom. The riser
was located 'mmediately below the test section and the outlet of the riser was connected
to the inlet of test section. The reason of simulating the heat bank and riser was to
obtain a stable flow condition at the inlet of the test section. The heat generated by
the electric power in the test section was modeled by 15 heat slabs. The test initia)
and boundary conditions were input to the RELAPS/M0D2 code.

Comparison of calculated wall and steam temperatures with measured data are shown
In Figures 3 and 4 for low inlet equilibrium quality (Xq = 0.066) and high inlet
equilibrium quality (Xe = 0.58) tests, respectivol{. In both cases, the calculated wall
temperatures are higher than the measured data at lower elevations of the test section.

For the high inlet quality test, the calculated steam temperature is a 1ittle
bigger than the 60 K uncertainty of the test data. For the low Inlet quality tests, the
calculated steam temperature 1s about 150 K lower than the data. This underprediction
in steam temperature indicates that the vapor ?onoration rate in the post-CHF regime may
be too large. However, in Reference 19, Chen indicated that the post-CHF steam
temperature data may not be accurate for low quality tests and suggested that the new
data presented in Reference 19 should be used. Further assessment of the post-CHF
interfacial mass transfer in RELAPS/MOD2 s underwdy using the new data.

The experiments of Gottula et. al. were conducted at the I[daho National Engineering
Laboratory (INEL). The test section consisted of a vertical I[nconnel-625 tube with a
15.39 mm inside diameter, 1.83 mm wall thickness and 213.36 cm in length. The tube was
heated by passing an electric current through 't. The wall temperatures were measured
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at various axial elevations and the vapor temperature was measured by aspirating steam
probes located at the 122.92 cm, 152.4 cm, and 182.88 cm elevations. System pressure
wds measured at the 'nlet and outlet of the test section and mass flow rate was measured
by an orifice located at the pipeline connecting to the test section inlet. OQver seven
hundred data points at high pressure and low mass flux were taken during the tests.

Since the parameters required in the RELAPS/M0D2 post-CHF heat transfer and mass
transfer correlations were measured in the INEL post-CHF experiment, a driving program
(using the measured data as input and the RELAPS/MOD2 post-CHF heat and mass transfer
package as a subroutine) was developed to calculate the wall-to-fluld heat transfer and
interphase mass transfer. Figure 5 shows a comparison of the calculated wall heat flux
with the medsured data. The agreement between the calculated wall heat flux and the
measured data is reasonably good. However, the standard deviation from the mean value
's rather large (about 34%). This large deviation resulted from the large uncertainty
in data (about 25%) and from the homogeneous flow assumption for the void fraction
calculation during the data reduction. For the low flow quality condition, the slip
ratio (the ratio of 1iquid velocity to vapor velocity) calculated by RELAPS/M0D2 for the
Chen experiment, which is similar to this experiment, ranges from 2 to 5. Therefore,
the homogeneous flow assumption for the void fraction calculation is very questionable.
Figure 6 shows the comparison of the calculated vapor generation rate with the measured
data. Again, the calculation vapor generation rate is in reasonably good agreement with
data but the standard deviation is large.

CONCLUSTIONS

In conclusion, the post-CHF wall heat transfer and interphase mass transfer in
RELAPS/M0OD2 are mechanistically modeled to accommodate the two energy formulation, which
is required for accurately simulating the behavior of highly nonequilibrium PWR LOCAs
involving post-CHF heat transfer with highly void systems. The developmental assessment
using separate effects experiments shows that the post-CHF wall heat transfer and
interphase mass transfer are properly modeled for the range of conditlons tested. The
comparison of the calculated wall neat flux and the measured data from the INEL
experiment shows that the standard deviation from the mean is large (34%). The large
standard deviation resulted from the iarge data uncertainty and the homogeneous flow
assumption for the vold fraction calculation during the data reduction. This is
considered a poor assumption for the low flow quality conditions.

The steam temperature measurement in the Chen and INEL experiments provided data
for modeling the nonequilibrium behavior in the post-CHF regime. However, the local
void fraction or phasic velocity need for modeling the nonhomogeneous behavior in the

post-CHF regime was not measured. For further modeling improvement, new data with local
vold fraction or phasic velocity measurement are needed.

REFERENCES
1. V. H. Ransom et al., RELAP5/M002 Code Manual, EGG-SAAM-6377, September 1983.

2. V. H. Ransom et al., RELAP5/M0D0 Code Description, CDAP-TR-0957, Idaho National
Engineering Laboratory, May 1978.

V. H. Ransom et al., RELAP5/M0D1 Code Manual, NUREG/CR-1826, EGG-2070, March 1982.

w

4. F. Kreith, Principles of Heat Transfer, Intext Press Inc., 1973.

77



10.

1.

12.

13.

4.

15.

16.

17.

18.

19.

L. S. Tong, and J. 0. Young, "A Phenomenological Transition and Film Boiling
Correlations,” Proceedings of the Sth International Heat Transfer Conference,

Vol. Iv, B 3.9, Tokyo, 1974.

J. C. Chen et al., A Phenomenological Correlation for Post-CHF Heat Transfer,
TS-774, Dept. of M. E., Lehigh University, April 1977.

J. G. Collter, Convection Boiling and Condensation, London: McGraw-Hi1l Book
Company, Inc., 1972.

R. A. Smith and P. Griffith, "A Simple Model for Estimating Time to CHF in a PWR
LOCA," Transactions of American Society of Mechanical Engineers, Paper No. 76-HT-9,
1976.

F. W. Dittus, and L. M. K. Boelter, "Heat Transfer in Automobile Radiators of the
Tubular Type," Publications in Engineering, University of California, Berkeley, 2,
pp. 443-451, 1930.

R. P. Forslund and W. M. Rohsenow "Dispersed Flow Film Boiling," ASME Paper
Number 68-HT-44, Journal of Heat Transfer, November 1968.

M. L. Pomeranz, “Film Bolling on a Horizontal Tube in Increased Gravity Flelds,"”
J. of Heat Transfer, 86, 213-219, 1964.

K. H. Sun, J. M. Gonzalez-Santelo, and C. L. Tien, “Calculations of Combined
Radiation and Convective Heat Transfer in Rod Bundles under Emergency Cooling
Conditions," J. of Heat Transfer, 98, pp. 414-420, 1976.

Y. Taitel and A. E. Dukler, "Modeling Flow Pattern Transitions for Steady ''oward
Gas-Liquid Flow in Vertical Tubes," AICHE J., Vol. 26, pp. 345-354, 1980.

M. Ishi! and K. Mishma, Study of Two-Fluid Model and Interfacial Area,
NUREG/CR-1873, ANL-80-111, 1980.

K. Lee and 0. J. Ryley, "The Evaporation of Water Droplets in Superheated Steam,"
Journal of Heat Transfer, November 1968.

A. W. Bennett, "Heat Transfer to Steam-Water Mixtures Flowing in Uniformly Heated
Tubes in which the Critical Heat Flux Has Been Exceeded," AERE-R-5373, UKAEA,
Harwell, 1967.

J. C. Chen et al., Investigation of Nonequilibrium Effects in Post-CHF Heat
Transfer in a Vertical Tube, Lehigh University Report, TS-816, April 1981.

R. C. Gottula et al., forced Cogvective‘7Nonegu111br|um, Post-CHF Heat Transfer
Experimental Data and Analysis Report, NUREG/CR-3193, February 1984.

D. G. Evans, S. W. Webd, J. C. Chen, Measurement of Axially Varying Nonequilibrium
in Post-Critical-Heat-Flux Boiling in a Vertical Tube, NUREG/CR-3363, TS-831-1,
Vols. 1 and 2, June 1983.




TRAC-BD1/MOD1 POST-DRYOUT
WALL HEAT TRANSFER

by

R. W. Shumway
Idaho National Engineering Laboratory
EG&G Idaho, Inc.

1. INTRODUCTION

Recantly there has become available 2 large amount of o0st-CHF datal»2?
which has an improved steam temperatuyre measurement. Gottula, et al.+ show that
commonly used film boiling correlations do not predict this data well. Since the
film boiling heat transfer regime strongly influence the core heatup results calcu-
latza for sostulated reactor loss-of-coolant accidents, compariscn 2f the data with
reactor safety calculation techniques is important. Refaerence i compared the data
with the TRAC-7D2% coge neat transfer package calculations and this report comoares
*he zata ~ith TRAC-R01/MOD1°. PD2 is used for pressurized water reactor safety
zalcylazions and 801 s used for boiling water reactors.

Calculation of the emergy exchange rate between steam and liquid croos in the
T32C-301 coce is performed by the wenb-Chen-Sundaram® correlation ciscussaa anc
compared with data in Reference 1. This report, therefore, concentrates on wall
me3: <ransfer comoarisons using the measured steam temperatures. A sampis of 2

sast w~nera the steam temperature is calculated is presenteg at the end ¢f th

ﬁ;?’r’

Fizure 1 is an example from Reference 1 which shows that the wall heat flux
calzcuizted from a commonly used correlation (Dittus-Boelter/) underpredicts the
me:ority of the INEL post-CHF data. TRAC-BD1 uses a combination of correlations
gepending on the flow conditions and therefore has the potential to compare detier
~ith 211 the data than any individual correlation compared witn all the data as is
done in Figure 1.

2. DESCRIPTION OF TRAC-BD1 WALL HEAT TRANSFER LOGIC

TRAC-301 uses a combination of five correlations for predicting post-CrF
wall heat flux. The total flux is:

c” . hl(TVl - TL) + hV (TH - TV)

where
g = wall heat flux
h, = heat transfer coefficient between wall and liguid
ny = heat transfer coefficient between wall and vapor
Ty = wall temperature

"y *= vapor temperature

= liquid temperature.

79



=2 iiguid heat transfer coefficient is:

"z = (1 - a)hgroM (2)
whare
3 = vapor void fraction
heRCM =  Bromley3 coefficient,
The importance of the liguid heat transfer coefficient in this situation is

increased Dy the fact that the driving force is (T, - T;) and the liquid tempera-
ture is generally close %o the saturation temperature.

The vapor heat transfer coefficient s the maximum of the 20sennow-CRoil

iaminar €lcow equation:
Ny = 4k,/0 (3)
“he :ou;aI?-Rosennowlo turdtulent flow equation:
- = 0.023K,Re-3 2,..33/9 (4)
and the McAdamsilnatural convection equation:
hy = 0.13 Ky (6p-Pp)3/3/0 (3)

where

Ky = vyapor conductivity based on film temperature

9 = hydraulic diameter
Re = Qv(‘lvv + (1- ﬁ)vl) D/uv (6)
ey = vapor density

| ¥ =  vapor velocity
P = liquid velocity
"y = vapor viscosity
Pr = uyCp /Ky

€y, = vavor specific neat
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Tme 3Grashof numpber is also Dased on the hycraulic ciametar:

-5 = a% I¢ {(Tw = Ty) 03/“3 Tv) (7
where

Sc = gravitational constant.

(f the equilibrium quality is greater than one or the void fraction is greater
tham 0.999, the liquid velocity term is no longer used in the Reynolds number and
Equation (4) is the Dittus-Boelter equation except that Dittus-Boelter used a
power of 0.4 on the Prandt] numper.

3. COMPARISONS WITH DATA

The average error of the Dittus-3oelter compariscn shcwn in Figure 1 is 28%
for the 726 INEL data points. The average error of the TRAC-8D1 heat transfer
package is 2% for the same data set. CEven though data scatter is significant, TRAC
oredicts through the midale of the data. There are several reasons for this improve-
ment. Ficure 3,which snows the flux error versus gas Reynclas numper, reveals a
congiseraole amount of cdata close to the laminar-turbulent transition. For forty-
three zata points, TRAC calculated that the natural convection h was larger than
tre forced convection h. Figure 4 illustrates the data in various TRAC heat
transfer regimes. Mode 4.0, 4.1, and 4.2 are the natural convection, laminar and
forcea convection regimes respectively. The laminar convection h's were never
large= than the other two h's. Mode 4.2 had 687 points and mode 5.8 (Dittus-
Boelter equation for quality greater than 1.0 or void fraction greater than 0.999)
had 31 points. Without the use of natural convection correlation, the average
error rises to 3%, The big factor is the use of a vapor conductivity based on the
film temperature. [f TRAC correlations used a conductivity based on the bulk
temperature,. the overall average flux error would rise to 21%. Figure 5 shows the
TRAC hea* flux error versus measursd vapor temperature. There is a tendency for
TRAC to overpredict flux at low temperatures and underpredict at high temperatures.
This skew trend is not evident when error is plotted against othe: parameters such
as pressure, mass flux, void fraction, quality and distance from the gquench front.
Figure 6 shows the error versus pressure.

Joid fraction was calculated by:

Wy -

1 - Xa) (8)
Xa
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Afers

S = Iv /‘-/£| S]QLD

Xa = actual flow quality given Dy the experimenters
°y * vapor density
< = liquid density.

Figqure 7 shows the flux error versus void fraction assuming a slip of one. All
the previously given informatin is also for a siip of one. Figure 7 makes the
20int that this data is all very high void fraction data. I[f a slip of two is
3ssumed, the points in Figure 7 shift to the left. The amount of shift is 7%
for the 2cints on the left edge and negliigible for the pcints on the rignt

2age Figure 7. The average TRAC heat flux error increasss to 9% when a

sifo tw0 is assumed. Based on previous TRAC calculations, the slip is be-
ieved to De somewhere between 1.5 and 2.0 for these types of tests.

O O
- *4&

—

4 compliete hot tube test system calculation is shown in Figure 8 for Lehigh
University Test SN-992, The test s modeled by injecting saturated water into the
sottom of four TRAC cells which represent the experiment test section oreheaters.
Enougn power is added to achieve the equilibrium quality reported by the experi-
menters at the test section iniet. Fourteen cells each 0.1lm long represent the
t2s5t section which has a specified wall heat flux boundary condition. TRAC over
precicts the one steam temperature measurement and most of the wall temperature
measurements. [f interfacial heat transfer were larger, both the wall temperature
and steam temperature would agree better with the data.

The point has already been made that void fraction influences calculated
results and void measurements need to be made. Accurate high void fracticn
measurements are difficult but film boiling can also occur at low void fraction
in rod sundles prior to rod quenching as discussed in Reference 12. An example
‘s shown in Figure 9. The void fraction measured using gamma densitometers is
snown at three bundle elevations with the corresponding measured heat transfer
coefficients. Bundle inlet flow oscillations were causing void oscillations
between 0.8 and 0.1 at the 115 cm elevation for many seconds prior to quenching
at about 58 seconds. This would be excellent data for correlation assessment
axcent there was considerable uncertainty in bundie inlet flow.

Another area where data is needed to help code development is the experiments]
conditions which result in pulsating flow. TRAC-8D1 has alternating periods of
counter.current flow and co-current flow on many tests where no oscillations were
cbserved by experimentars. The TRAC calculaticns for the test shcwn in Figure 8
was not completely stable. TRAC's calculated interfacial drag cannot be arbi-
trarily 'ncreiased to prevent counter-currest flow because it must accurataly
aregist counter-current flcw in many apgplications.
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4. SUMMARY

A comparison of TRAC-8WR heat transfer package with 766 data points is
srasented. On the average, TRAC-3WR provides a detter preciction of the cata
caripared <0 any single correlation although there is still a large scattar in
TRAC-3WR predicticn. Regarding any potential changes in the TRAC-801/MCDI1 wall
neat <ransfer package, it is concluded that no significant imorovement in the
€i"m S0iling area can be made until data with Detter measurements are obtained
anc analyzed. Specifically, data is needed whicnh nas a wide range of accurately
measured void fractions. Heated tube data is also needed wnhich addresses the
zauntsr-cyrrent flow transition conditions.
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Summary of the session
“COMPUTER CODE MODELING AND FLOW PHENOMENA"

and following discussion

Among the six papers included in this session, five were indeed
directly related to computer code modeling and one was dealing with
basic aspects of two-phase flow during reflooding.

A table is given as an attempt to present the main aspects of
the works (objectives, experimental basis and computer code used by
the authors as well as their main conclusions) and the main content of
the discussions, both during the poster session and the plenary
discussion, is summarized.

[. SUMMARY OF WORKS
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Title - Author(s)

Objectives

Code(s)

Experimental
basis

Main conclusions

Visualisation of the
reflooding of a vertical
tube by dynamic radiogra-
phy

G. Costigan

C.D. Wade

Investigation of dispersed
flow HT using different
computer codes and HI
correlations

I. Vojtek

Get an insight into flow
regimes and HI mechanisms
inthe vicinity-downstream
of the quench front

Evaluation of :

- available overalil
correlations for
prediction of :

. CHF
. film boiling HI

- models and correlations
for dispersed flow HT
processes
(W oL, WV, Val)

BRUDI -VA

600 mm long
SS tube
(up and down f lm)ﬁ

25 HR bundle

blowdown

experiment
(KWU)

. Downflow :

. Partition H‘:'i

. Low reflooding velocities :

liquid filament -» large droplets

. High reflooding velocities :

flow close to the classical
“inverted annular flow" picture

liquid jet impinging
the wall at various points -»
wall temperature oscillations

. Potentiality of the technique

to investigate flow patterns
in the vicinity of grids and
blockages

. A detailed description of all

HT processes is necessary

(non equilibrium and nonhamgeneous

description)

is found to have

effect on 1,7

no significan W' v,‘ﬂ

. Chen-Vojtek is recommended for

N> L

. Additional work is needed for

Return to Nucleate Boiling
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Title - Author(s)

Objectives

Code(s)

Experimental
basis

Main conclusions

3 - Reflood Analysis code
REFLA

Y. Murao

4 - Relap 5 mod 2
Post CHF Heat and Mass
Transfer
J.C. Lin et al.

Description of Refla code
for thermalhydraulics of
a nuclear core during a
reflood transient
- bottom injection -
- W
. quench front
progression
. corewater accumulation
(dry region)

- Description of H and
MT models

- Developmental
assessment

REFLA 1D
Mod 3

RELAP 5
Mod 2
(generalized
non equi 1 ibrium
capability of
RELAP 5)

. CCTF

. Jaeri small
scale facility

. Flecht (W)

Separate effect

tests on tubes:

1. Harwel!

2. Lehigh
university

3. Inel

Some separation of water from
steam occurs in the dry region

if the core is wide enoughor/and
cold structures are present.

The new version of Refla takes
into account this phenomenon
through simple models and shows

a more significant effect on
quench front progression than on
the turnaround temperatures.

. 1. Good agreement for IH

2. Ty over estimated, Ty
over or under estimated
depending on quality

3. Reasonable agreement, but
rather large standard
deviations regarding
- heat flux
- vapour generation

. Need for experiments with local
void fraction measurements for
any further improvements of the
codes for post CHF
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Experimental

Title - Author(s) Objectives Code(s) Sanie Main conclusions
$ - Trac BDI mod 1 Trac BDI
Post Dry Out Wall Heat . Description mod |
Transfer . Assessment Separate effect| . Better prediction than with any
R.W. Shumway tests on tubes: single correlation but :
1. Inel - still large scatter
2. Lehigh - overprediction of Ty (case 2)
University
. Improvements need :
- wide vrange of accurately
measured void fraction
- countercurrent flowtransition
conditions
6 - Post CHF HT analysis . Description
using a two-fluid model . Investigation of the RELAP 5/YA |Separate effect| . Strong interaction between the

R.K. Sundaram
R.T. Fernandez

effect of droplet size
models on post-CHF

predictions

tests on tubes:

1. Harwell

2. Lehigh
University

various transport processes

. Good prediction of | with

properly specified droplet size
variation

. Uncertainties at low flow

. Need for :

- mechanistic explanation of
droplet size variation

- assessment of the effect of
droplet size distribution




2. DISCUSSION

In a (relatively) recent past, code modeling has moved from
overal) empirical correlations towards a detailed description of flow
regimes and related heat transfer processes as soon as it appeared
clearly that single correlations have really no chance to succeed in
predicting the fuel thermal behaviour in a Jlarge variety of
situations. Some works of this session (papers 2 and 5) confirm that
point for predictions in the post-CHF regime. However problems are
still raising to perform accurate predictions despite the fact that
several present codes have the structure which could allow to take
into account very detailed mechanisms occuring in two-phase flow.
Disregarding here the classical problems of computer time and related
cost which are indeed very important ones but strongly related to
numerics and computer power, the discussion maihly dealt with physical
aspects, according to the purpose of the meeting : with this respect,
what about the needs of cou developpers to improve their tool, are
there experimental informations of interest which are not presently
sufficiently used, what kind of studies could be performed to get
lacking information...

[t was agreed by most participants and demonstrated by some
works presented at this meeting that needs deal with (without order of
importance) :

a - Flow regime maps for which important shortcomings are
remaining in codes and is asked the question of the
definition of appropriate separate effect tests.

b - Droplets :
- formation and size variation which is shown to have a
significant effect (paper 6), especially on vapour
generation
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= impact on vapour flow turbulence (see session on dispersed
flow)

- size distribution for which there is still a lack of
sensitivity studies : experiments leading to the knowledge
of this parameter are certainly possible but is it really
necessary to take it into account in codes considering the
corresponding additional complexity.

- radial velocity which is known to play an important role
regarding wall to liquid heat transfer but which is both
quasi-impossible to determine experimentally in realistic
situations and very difficult to introduce in codes.

¢ - Void fraction, especially in the upper range, which is of
particular importance for the post-CHF regime where liquid
fraction significantly influences all heat transfer
processes. Existing data in dispersed flow were pointed out
and used (paper 5, session 2).

Some important additional points were made with respect to
experiments (already conducied or to be performed) and their use to
improve computer code modeling, in particular :

- much care has to be taken defining experimental conditions
regarding initial conditions for post-CHF, which are sometimes
rather unrealistic and could lead to erroneous conclusions and
even could explain some apparent contradictory results
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- most analytical experiments, for obvious reasons of simplicity
and cost, have been (are) performed in tubes and are
extensively used to verify (develop) code modeling (papers
4-5-6). However the final purpose of codes is to be used for
nuclear plants where significant differences occur in
comparison with tubes, mainly : open and not closed geometry,
external and not internal flow, presence of spacer grids which
effects are known not to be only local. So there is certainly
a need for well instrumented rod bundle experiments.

It was finally stated that certainly important additional
knowledge was obtained in the near past regarding flow phenomena and
that codes are improving their capability to take them into account.
Work however is remaining to be done : sensitivity studies to define
clearly where exists a lack of experimental information as well as
analytical tests in the areas where the needs are already well
defined.

101



T

"]I -




Quench Front Movement during Reflood Phase

Yoshio MURAQ

Japan Atomic Energy Researcn Institute

Tokai-mura, Ibaraki-ken, 319-11, Japan

Abstract

This report presents a new quench propagation model which is
valid for wider pressure range than the previous model. This new
model is applicable to the low temperature quench phenomena which
occur at the lower temperature than the thermodynamic maximum liquid
superheat and usually appear at the lower portion of the core.

For development of this model, a hydrodynamic maximum liquid
superheat measured by Sakurai as a minimum film boiling temperature
was introduced and an empirical correlation was derived with the
PWR-FLECHT test data and so on.

This model well predicted the quench phenomena in the JAERI's

small scale test.

This paper has been submitted to hte International Workshop on
Post-dryout Heat Transfer, Salt Lake City, April l-4th, 1984,
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1. Introduction

(1)

The following correlation has been derived for the quench

front propagation velocity in the case of heat conduction controlled

quench by using the PWR-FLECHT Group | data‘?):

u yC (Tq TM)/¢ = s(TH) , (L)
where

$ = 2.55 % 105(1+2.778 x 1075 AT ) (W/m?) (2)

Tq i1s the apparent quench temperature, T\1 is the liquid maximum

superheat and ;Tsu is the local coolant subcooling (K).

b

T\1 is expressed by the following equation which was derived by
apploximating the thermodynamic liquid maximum superheat obtained by

Groeneveld(J) using the equation of state for water:

TH = 584.05 + 2.417 x 10°% P (3)

The apparent quench temperature means the surface temperature at the
apparent quench front explained later.

The axial power distribution in the reactor core is approximated
by a chopped cosine and the clad surface temperature is lower in the
lower portion of the core than that in the central portion and occa-
sionally lower than the temperature TM expressed in Eq. (3). In these
cases Eq. (1) predicts instantaneous quench, however, sometimes film-
boiling-like heat transfer appeared and an instantaneous quench did not
occur. And further it musct be noticed that Eq. (2) has been developed
mainly based on the data taken under the pressure of 0.4 MPa.

In this paper, a correlation of quench velocity, which is valid
for wide quench temperature and wide system pressure, will be derived

and verified with the full-length 4 by 4 rod reflood test data.
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2. Low temperature quench model

Sakurai et al.(k) studied the stable film boiling on pratinum
wire and obtained the relation between the minimum film boiling
temperature rmin and the system pressure in saturated water as shown
in Fig. l. From this figure, it is found that Tnin approaches the
thermodynamic liquid maximum superheat line (Eq. (3)) with increase
of system pressure and approaches the liquid maximum superheat based
on the hydrodynamic stability criteria model like Berenson's model
when the system pressure approaches the atmospheric pressure. Tmin

is written as

T. =480+8x10"p , (4)
min
where p is system pressure (Pa).

Below the thermodynamic liquid maximum superheat T, , it is

M
considered that the liquid occasionally contact the heating surface
and generated steam ejects the liquid from the surface so that the
film boiling is unstable in the range of TM to Tnin in the surface
temperature. Accordingly the previous quench model cannot be applied
to the case where the contact temperature is less than TM' This case
is termed a low temperature quench,

In this section, the low temperature quen~h model will be derived
by analogizing from the previous quench model (termed high temperature
quench). The wall temperature TR whose contact temperature is T, can

M

be written as

= { 2 ) ;,
Tp = Ty + {OCp) 7/ (AvC) }% (T - T)) (5)

Since the axial temperature distribution of unqnenched region can

(1)

be expressed as
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T=T,- (T, - TH) exp (=-yCUZ/Xr) , (6)

the distribution is schematically shown in Fig. 2(a) and is analogous
to the temperature history of quenching on a point in axial direction.
The distance and the period between appearance of dominant temperature
change at the point B and the initiation of wetting on the heat trans-
fering surface at the point A can be approximately expressed as A/(YyCU)
and A/(YCU?) respectively. For stainless steel, it is calculated that
the thermal boundary thickness is 0.42 millimeter if the quench velocity
is 1 cm/second and the quench occurs in about 50 milliseconds. The wall
surface temperature steelpy falls down between points B and A due to
low heat conductivity and more steeply falls down between the point A
and the quenched region due to rewetting. Therefore the point B is
recognized as quench front experimentally. Hence the point B is defined
as an apparent quench front.

In the case of high-temperature quench, the occurence of the
unstable film boiling might be supposed to exist, since the surface

temperature is equal to T at a point between the point A and the

min
quenched region. However, in fact, the temperature rapidly falls down
at the point A or B and the film boiling does not appear.

This can be explained in the followinz way: The minimum wave
length of liquid-vapor interface is finite and of the order of one
centimeter in the unstable film boiling, while the distance between
the point B and the quenched region is of the order of one or less
than one millimeter, Hence the unstable film boiling cannot exist in
this case.

On the other hand, in the low temperature quench, the unsthble

film boiling can take place right side of the point B as illustrated
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in Fig. 2(b) @, since the wall temperature is almost same over the
distance of the order of the wave length due to low heat transfer.

At the point where the temperature is Tln » the unstable film boiling

in
is terminated and the nucleation boiling is initiated, that is, the
pcint of Tnin is corresponding to the point of TH (the true quench
front) for the high temperature quench. Accordingly the point of Tmin
was considered to be the true quench front for the low temperature
quench. Further more it was considered that another situation like
the high temperature quench (illustrated in Fig. 2(b) @ is possible,
since the unstable film boiling is a probablistic phenomenon and
disappear in certain probability.

Assuming that ¢ is idential as that for the high temperature

quench and the probehiliries that the true quench temperatures arve

'1‘M and Tmin are f(Tq) and (1 - f(Tq)) respectively, the following
equation is derived:

1

-1 ' i |
o BT T+ (1 (T )y ™

where u;x' s(TM) ’

(8)
-1

and u, - g(Tmin) .
And vlep ,

(9)
of Tq < Tnin
The form of function f(Tq) was assumed as

T e (10)

f(Tq) = (Tq - rmm)/(rR o

where n is unknown variable and to be determined from experimental

data.
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And (T ) =1 »
9

for Tq 2 TR
3 (11)
and (T )=0 |,
: q
for Tq < Tnin |
Using ¢, which was obtained from the Yamanouchi's data(s) for

top-quench tests under atmospheric pressure, the quench front velocities
were parametrically calculated for n as shown in Fig. 3. The appropriate
value of n is in the range of 0.6 to 2.0 and n = 1 is found to be reason-

able.

3. Pressure effect

From the analogy of ¢ and the maximum heat flux on a boiling curve,
¢ was assumed to be a 'inear function of system pressure and determined
from the FLECHT low flooding test data(6) taken under the pressures
of 0.137, 0.274 and 0.39 MPa, which are shown in Fig. 4. ¢ is written

3
p) (12)

¢ = (5.74p + 0.297 x 10%)(1 + 2.778 x 10™° ot
In this procedure, the scattered points like point A in Fig. 4 were
neglected.

The equation (l2) was evaluated with top-quench data. The results

are shown in Figs. 5 and 6, indicating good prediction up to 7 MPa.
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4. Evaluation of the derived model by using data of a small scale

reflood tests

Small scale reflood tests were performed with full-length
PWR-simulated 4 by 4 rods bundle under the forced feed condition.
Figure 7 shows the cross sectional view of test section, axial
power distribution and locations of thermocouples for temperature
measurement, The test runs were numbered in order of tests.

Figure 8 shows the comparison of the quench times measured at
verious elevarions and the quench front envelopes parametrically cal-
culated with Eqs. (7) to (10) for n. It is found from the figure
that n=1 reasonable.

In order to evaluate Eq. (12) for the effect of system pressure
on the quench velocity, the data measured under the pressure of 0.196
MPa and the line expressing Eq. (12) are indicated in Fig. 9. The
quench velocities were evaluated from the quench times of thiermocouples
4L and 4U or 3L and 3U shown in Fig. 7. The poor predictions are found
for the data after Run 6039. The data marked @ and ® were taken under
the idential test conditions and it is considered that the influence
of the oxidation of clad surface appears in the later period of the
experiment.

When the heat transfer surface is covered with an oxide layer,
the surface temperature becomes remarkably lower than the measured in
the clading due to high thermal resistance of the layer. Consequently
the quench velocity estimated from the measured quench temperature is
higher the measured.

Figure 10 shows the plots for the small scale reflood test data
exclusive of the data shown in Fig. 9 and for FLECHT low flooding

test data in comparison with lines expressing Eq. (12) for corresponding
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system pressures.

In both figure, it is found that the effect of the system pressure
on the quench velocity is able to be predicted with Eq. (12) within
+20 % error, if the influence of the surface oxidation might be

neglected.

5. Conclusion

(1) The low temperature quench was modeled by considering the thermo-
dynamic and the hydrodynamic liquid maximum superheat, TM and Tmin
respectively. The minimum film boiling temperature obtained by
Sakurai was introduced as a hydrodynamic liquid maximum superheat.

(2) The low temperature quench was found to be correlated with Egs.
(7) through (9) and Eq. (10) with n = 1.

(3) The system pressure effect was found to ve predicted with Eq. (12)
in the range of 0.1 MPa ~ 7 MPa in the pressure within ¢ 20 %
error.

(4) It was found that the prediction of the quench velocity became

difficult due to surface oxidation of clading with the repetition

of tests.
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[Nomenclature]

C, Cp : Specific heat (KJ/Kg-K)

f : Function of probability

2 ¢ Function defined in Eq. (1)

P : System pressure (Pa)

T : Temperature (K)

Tl : Liquid temperature (K)

T in @ Hydrodynamic liquid maximum superheat (K) (Eq. (4))
TM : Thermodynamic liquid maximum superheat (K)(Eq. (3))
Tq : Apparent quench temperature (K)

TR : Wall temperature whose contact temperature is TM (K) (Eq. (5))
U : Quench velocity (m/s)

Z : Axial distance from quench front (m)

Y : Specific weight (Kg/m?)

ATsub ¢ Liquid subcooling (K)

n : Unknown variable in Eq. (10)

) : Heat flux (W/m?)

A : Heat conductivity (W/m)
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Maximum Wetting Temperatures Up To Critical Pressure

D. Hein, V. Kefer, H. Liebert

Kraftwerk Union AG, Erlangen, FRG

Abstract

Tu determin» the influence of pressure on the maximum wetting
temperature experiments were carried out with freon R 12 and
wa*er up to the critical pressure. An intermittently cooled probe
was used. With this method of non-steady cooling of a probe the
mos’ .nteresting additional influences like sub-cooling or flow
velccity can be easily investigated.

Two different test series were performed: one under the least
disturbed conditions attainable with the fluid at saturation
temperature, an initially stagnant pool and polished and cleaned
surfaces, the second under forced flow conditions also with sub-
cooling of the fluid and oxidized surfaces.

For the cooling of the probe in an initially stagnant pool of
fluid in the low pressure region (p/pc €0,4) the maximum wetting
temperature was found to run parallel fo the saturation tempe-
rature while at higher pressures a drastic reduction of the
wetting temperature close to the saturation temperature was found.
This drastic reduction was not observed in the test series under
forced flow conditions. There a smooth reduction of the tempera-

ture difference ( . i}s) in the high pressure region (P/Pc ?
0,4) was found.
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1. Introduction

Leidenfrost in 1756 / 1 / was the first to establish that a drop
of water in a red hot spoon did not wet the metal, but at first
evapcrated very slowly and later, at a lower temperature of the
metal, suddenly disappeared. This temperature | represents in
the Nukiyama diagram the boundary between the region’ of stable
film boiling and that of transition boiling. This point on the
Nukiyama diagram is thus designated the "Leidenfrost point".

Because of the significance of the rewetting process in safety
considerations of light water reactors, a series of treatises has
been published recently. However the wetting process is also of
interest, for example, in filling of lines and tanks with liquid
nitrogen or oxygen or in hardening of materials, i.e. in quenching
of hot workpieces by dipping them in an oil bath. While these
process take place at low pressures wetting temperatures up to

the critical pressure are of interest for once-through boilers.

In the process of rewetting by flooding, the level of temperature
at which wetting commences is of interest Search of the relevant
literature shows that for the determination of the wetting temper-
ature the process of droplet evaporation is mainly utilised.
Measurements undertaken by this method on various materials /2 - 8/
resulted in wetting temperatures for water at a pressure of 1 bar
between 155 °C and 330 °C.

Measurement methods using the cooling of wires, rods or spheres
in order to determin the wetting temperature /9 - 18/ also showed
at pressure of 1 bar and water at saturation temperature, wetting
temperatures between 150 °C and 655 °C.

While in the low pressure region from 1 to 10 bar the dependence
of the wetting temperature on pressure only can be regarded as
relatively certain /10, 13, 15, 17/ data on the influence of sub-
-cooling are rare /10, 20, 21/.

Spiegler et. al. /18/ give for the minimum temperature at which
stable film beiling still prevails the relationship

.&mn e (0,13 =B o+ 0,84) ’%'cru

TONG /21/, on the basis of measurements of BRADFIELD /10/, gives
for the influence of sub-colling on wall superheating on wetting
the relationship

(¥, - V) = 6,15 (¥, - ¥, « 200

To resolve the problem at what maximum temperature:a wall can be
wetted and the dependence of this wetting temperature on pressure
two test series were carried out:

« under as undisturbed conditions as possible,
that means innitially stagnant pool, polished and cleaned
surface, high purity fluid,
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- under more realistic flooding conditions
meaning forced flow and oxidized surface.

2. Experimental Apparatus

Determination of wetting temperature can, as illustrated in Fig. 1
be effected in 3 ways differing in principle:

a) by taking the beoiling curve according to Nukiyama /22/

b) by measuring the evaporation time of droplets, and
¢) by cooling of a probe.

v
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- b s
. -
»” l -
3 - v
-
b | gl \ 1 3
w AL e ) — ® | °
} 4 | n | Yy
.- i
|
|
13 Y
temperatur differential plate temperature time ¢

a) boiling curve droplet evaporation ¢) cocling curve

®)
A convection

B nucleate boiling

€ transition boiling
D film boiling

Figure 1: Method of determining wetting temperature

The shape of the boiling curve according to Nukiyama for water at
atmospheric pressure is plotted in Figure la. The wetting tempera-
ture is that wall temperature at which the heat flux density at
which stable film boiling still prevails exhibits a minimum.

With the method of droplet evaporation small drops of fluid are
evaporated on a hot plate at constant temperature. For different
initial plate temperatures different evaporation times result,
giving a picture as shown in Figure 1b. The wetting 'temperature is

then that temperature of the plate at which the evaporation’time
exhibits a maximum,

While with droplet evaporation effects occur which can strongly
affect the wetting temperature and in particular investigations
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with a sub-cooled fluid are not possible, in determination from
the boiling curve inaccuracies occur because of the curve's flat
shape in the region of the wetting temperature.

More success, including with sub-cooled fluid, is expected from

a third measurement method in which a probe is cooled intermittent-
ly. Figure 1c¢ illustrates the temperature-time curve for such a
probe. In the region of film boiling the temperature at first
declines only slowly. If the wetting temperature is reached, the
wall temperature of the probe falls rapidly due to the transition
from film boiling to nucleate boiling.

With this method of non-steady cooling of a probe, which shows the
advantage that the parameters of interest are well set up and can
be varied, two different series of experiments were performed. In
one of these under the most ideal conditions attainable the wetting
temperature for water at saturation temperature as a function of
pressure in an initially still fluid was determined. In the second
series of measurements the influence of sub-cooling and of flow
velocity, as well as of a surface already oxidized by flooding
experiments, on wetting temperature was investigated.

|
e |
=
l ' NS
.
‘ -h"— acrylie
| 1 ’
| S
- measuring probe
L
thermocouple
\
heater N resistance
N thermometer
l N
. b
inlet o e emmpeeg—
s 9

Figure 2: Experimental apparatus for determination of
wetting temperature as a function of pressure
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For measurement of the pressure-dependence of the wetting tempera-
ture under the most ideal conditions attainable - i.e. polished,
clean surface, least possible disturbance to flow through flow
turbulence - the method of non-steady cooling of a circular coni-
cal probe was used, a thermocouple at the tip indicating the onset
of wetting. Figure 2 illustrates the assembly of the experimental
apparatus.

This experimental rig is based on the idea that a probe, installed
in a tank, is heated in a steam atmosphere and then flooded. As
scon as the liquid level is above the upper edge of the probe the
flooding process is interrupted so that cooling of the probe can
proceed under free convection.

The probe shown in detail in Figure 3, of austenitic steel, repre-
sents the result of ideas regarding its form and material. The
form of a circular cone and the thermal conductivity of austenitic
steel produce in the probe a temperature field which guarantees
the occurence of wetting at the probe tip.

thermocouple

heater =

protective cap -

Figure 3: Circular conical probe for determination of
wetting temperature

Through the low thermal capacity of the probe tip a significant
drop in temperature is caused on the surface (but also inside the
probe at the point at which the thermocouple is fitted) immediately
after wetting.

Figure 4 shows a measured curve of the temperature 'at the probe
tip during the course of an experiment. Recognisable are the
heating process in the steam atmosphere (A), the short period of
flooding (B) and the cooling process (C) with the sharp kink in
the temperature-time curve at time tL which indicates wetting of
the probe tip.
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Figure 4: Time-curve of temperature at tip of probe

While with the experimental rig described above the dependence of
the wetting temperature on pressure was determined under the least
disturbed conditions attainable and ideal surface conditions
(polished, degreased, unoxidized), for the measurements of the
dependence of wetting temperature on pressure, subcooling and flow
velocity two facilities have been used:

- a low pressure arrangement shown in Fig. 5, and
- a high pressure loop shown in Fig. 6.

In the low pressure experiment a rod-shaped probe was utilized in
order to simulate as closely as possible the conditions on wetting
of the end of a fuel rod by an experimental procedure related to
actual practice. For the high pressure tests an internally cnoled
tube was used as test section having in mind the internally cooled
once-through boiler tubes.

rod probe

pump

mass flow measurement
water tank

three-way valve
bypass

LaAnk

rotating mounting
lufflt' furnace

O OB AR B N -

Figure 5: Experimental arrangement for determination of wetting
temperature on flooding 123
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3. Experimental Results
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For determination of the pressure dependence of the wetting tem-
perature the experimental apparatus shown in Figures 2 and 3 was
used. In order to obtain this dependence in a wide pressure 1 ange,
measurements were first performed with the refrigerant freon R 12,

Figure 7 shows the temperature at the probe tip for three different
pressures.

In the presence of film boiling a very thin and quiescent vapour
film could continually be observed on the probe, which shortly

before wetting became less quiescent. Wetting occurs at the probe
tip and in about 4 s travels over the whole surface of the probe.

Since in repetition of series of measurements deviations were
observed from previous measurements, in spite of only slight
scattering of the measurement values within one series of measure-
ments, the conclusion must be drawn that even minor differences

in the treatment of the probe surface affected the results with
freon.
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Figure 8: Dependence of wetting temperature on pressure
Fluid: freon R 12

Within series C a measurement point was determined at a pressure
ratio of T = 0.33 which stood out clearly from the measurement
series in the low pressure region and was only 8.5 K above the
saturation temperature. Observations showed that the vapour film
in this case too was very thin and quiescent shortly before wetting
S0 that it was hardly perceptible visually. No success was
achieved in confirming this low value « which would fit a curve
extrapolated from high pressure « in reproducibility experiments.

These experiments with freon R 12 showed that in the range of low
and medium pressures the wetting tempe~ature is strongly influenced
by the surface finish of the probe, contamination of the freon by
oil, as well as variations in the freon quality through the
presence of metals (eg copper, tin, zinc, lead ete).

A corresponding series of experiments with demineralised and
degassed water produced the diagram shown in Figure 9. In the low
pressure region wetting temperatures were measured which scattered
about a curve running at a distance of 100 K from the saturation
line. Above a pressure of 40 bar the values scatter much more
widely, the lowest values being only about 20 K above the correse
ponding saturation temperature., Pressures up to 70 bar were
possible with the apparatus., It can therefore only be supposed
that at still higher pressures the wetting temperature, similarly
to the results with freon R 12, is only a few degrees above
saturation temperature,
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The test series under the most ideal conditions attainable showed
that the stability of the vapour film plays an important part in
the rewetting process. Therefore it is to be expected that for
an experimental set.up with forced turbulent flow at the point
of rewetting there are different condition resulting in different
revetting temperatures as compared to the ideal case,

Fig. 10 shows selected temperature-time curves obtained in an
internally flooded pipe at different pressures., These curves are
directly comparable to those in Fig. 10 . One can recognize that
during flooding the various heat transfer regions effect different
degrees of pre-cooling prior to wall rewetting.

Further it has to be taken into account that in all cases of pipe
rewetting (in the presence of axial conduction) being caused by

a progressing rewetting front the latter differs slightly from
the quench temperature (the sharp dip in the temperature-time
curve) and has to be adjusted. '
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Figure 10: Wall temperatures at different pressures
during flooding
Fluid: water

Results, already adjusted, of tests with internally flooded pipe
for a pressure range of 5 to 210 bar are plotted in Fig. 11

While at pressures below 80 bar the wetting temperature curve is
parallel to the saturation line, as high pressure the two curves
approach gradually. The curves of L and s merge, as expected,
at the critical point.

For the material Inconell 800 (1,4876) of hydraulic smooth surface
with Rgp = 3.5 um slightly oxidized by repeated heat ups to ca.

600 °C the dependence ol the wetting temperature on pressure can
be empirically expressed as

S = ¥ 4 160 £(p)
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Figure 11: Dependence of wetting temperature on pressure
for flooding conditions

3.3 Dependence of Wetting Temperature on_Sub-Cooling of the Fluid

In order to be able to produce hypotheses as to whether the flow
velocity and the sub-coocling of the fluid influence the temperature
at which wetting occurs, experiments were performed with the test
arrangement shown in Figure 5.

Results of the experiments showed that the wetting temperature is
a function of sub-cooling, as illustrated in Figure 12. No influ-
ence by the flow velocity in the range from 04w 10 em/s could
be established.

Apparently through the oxidized surface the value for the wetting
temperature is at = 0, ie with water at saturation temperature
at 260 °C and so 160 K above saturation temperature.

The increase in wetting temperature with rising sub-cooling can in
the range covered by measurements be reproduced as a straight line
with gradient 10 K/K.

A comparison with measured values by Lauer /20/ and with a rela-
tionship quoted by Tong /21/ , which were also plotted in Figure
12, shows useful agreement if the influence of sub-cooling, ie the
gradient of the curves, is considered. Deviations of the absolute
values can be put down to differences in the surface finish.
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Thus for the calculation of flocding experiments the wetting
temperature can be determined according to the following empirical
equation: ,

31. : 55 +« 160 « 10‘%

Range of validity:
1€ P € 40 bvar
0¢ a¥ ¢ 25k

Material: Ino2onel with oxidized surface.

4. iscussion and Conclusions

On the basis of the experimental results it can be stated that

the wetting temperature can be regarded not as a property of the
fluid but that it is influenced by tiie hydraulics, i.e. the stabi-
lity of the vapour film plays an important part in ‘the onset of
wetting.

In the meantime several authors came to the same conclusions.
Frohlich and Oswald /23/ went as far as predicting the collapses
of the vapour film and rewetting at saturation temperature when
all external accidental disturbances could be excluded.
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By increasing the above product i.e. by increasing

- the value of O meaning higher degree of turbulence in
the fluid and

- the value of (ﬂb - 3%) meaning higher degree of sub-cooling

the energy curve shifts towards right and leads to higher wetting
temperatures ¥ .

If this proposed model is correct - the agreement about the
influence of important parameters seems to confirm it - it will
mean that the prediction of a wetting temperature can be made only
for particular, exactly defined hydraulil Couditicis.

This is also the reason for the large differences in wetting
temperatures reported by various authors whose experiments were
carried out under seemingly identical conditions.

800 ' '
“c | ! % ! c, NMl:rmu 15/
™ | | | , ™ torced convection
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.Figure 14: Wetting temperatures for different test
conditions
Fluid: water 132
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Consequently the task ahead is to determine wetting temperature
classes subaivided according to different technical applications

e.g.
- wetting in the case of free convection

- flooding in pipes

- flcoding in bundles

- wetting by impinging water jets,etc.
25 shown in Figure 14,

Future work should therefore aim in this direction. The model of
Komnos /24/ may be a help to put the measurements in order.
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MINIMUM HEAT FLUX CONDITIONS IN BOILING HEAT TRANSFER

S. Nishio
Institute of Industrial Science
Univ. of Tokyo, Japan

ABSTRACT

This paper reviews the published information on the minimum heat flux condi-
tion in boiling heat transfer.

The first part is devoted to a survey of the subprocesses of heat transfer
mechanism in the vicinity of the minimum heat flux point. Concepts and experimental
results are summarized for the following subprocesses; (a)contact mode, (b)liquid-
solid contact behavior and (c)liquid-vapor interface behavior.

In the second part, parametric effects on the minimum heat flux condition are
summarized. System factors known to affect the minimum heat flux condition are as
follows; (a)liquid-solid contact mode, (b)geometry of heating surface, (c)system
pressure, (d)liquid subcooling, (e)liquid velocity, (f)acceleration in field, (g)
thermal conductance of heating surface, (h)surface condition and (i)temperature
transient. Experimental results and correlating equations for the effects of these
factors are summarized and areas are noted where research efforts should be encour-
aged.

In the final part, analytical models to predict the minimum heat flux condi-
tion are reviewed. The predicted results are compared with the published data and
the state-of-the-art is discussed.

1. INTRODUCTION

Boiling heat transfer is a mode of heat trarsfer in many snodern technological
apparatuses and its by order of magnitude more intensive than respective convective
heat transfer for the same condition in the system. This is the main reason why
boiling heat transfer is frequently used in modern equipments and installation. It
even becomes more important for the equipment where safety requirements are imposed
to the limited heat transfer area. For this reason, the need of a better under-
standing of boiling heat transfer, for many years, has been one of the main goals
in the development of the heat transfer knowledge.
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General characteristics of boiling heat transfer are schematically shown with
the boiling curve(Fig.1l). On the boiling curve, there are three distinct regions-
i.e., nucleate boiling, transition boiling and fiim boiling regions. These three
sections of the boiling curve are bounded by "the critical heat flux (CHF) point"
and "the minimum heat flux (MHF) point",

Even though it 1s desirable in most boiling heat transfer applications to op-
erate under nucleate boiling conditions, the possibility of exceeding the critical
heat flux and the practical application of liquid-quench necessitate a full under-
standing of the boiling phenomena. Especially, recent enlargement in application of
liquid-quench calls for a thorough understanding of the minimum heat flux condition.
Liquid-quench is sometimes encountered at the time of cooldown or during operation-
al setups in many cryogenic systems and at the vapor explosion accidents. Similarly,
effective que. ~hing techniques become needed in the fields of metallurgy and reac-
tor safety. Since the total cooldown time during quench is essentially affected by
the minimum heat flux or quench condition, a better understanding of the minimum
heat flux condition is indispensable to analyze such quench processes.

Unfortunately, however, the minim - heat flux condition has undergone less
study in comparison with the critical heat flux, and there has been no comprehensive
survey of the minimum heat flux condition appearing in the literature that seeks to
put into perspective all of the work done in this area. Indeed, the only other re-
views that treat the minimum heat flux condition in detail are those of Clements
and Colver(1l) and Grigoryev et al.(2). Thus, it is the purpose of this review to
provide a comprehensive, in depth study of the minimum heat flux condition. In this
paper, the published information on the minimum heat flux conditions under natural
and external convective conditions is summarized. The auther believes that the in-
formation for such conditions is instructive also for the post-dryout heat transfer
in channels.
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2. SUBPROCESSES

The minimum heat flux point does not correspond only to the lowest surface
temperature to support film boiling but alsc to the highest surface temperature of
the transition boiling region.

First, the minimum heat flux point is considered as the lowest surface temper-
ature in film boiling. Wachters et al.(3) and Baumeister et al.(4) reported that
the lowest surface temperature sufficient to support the metastable spheroidal state
of a small droplet occurred very near the saturation tempurature of the liquid.
However, Godleski and Bell(5), and Henry et al.(§) reported that it was impossible
to support film boiling of extended drops with bubble breakthrough at such small
surface superheats. These experimental results indicate that collapse of established
film boiling necessitates the existence of system disturbances. In the this paper,
the mode of system disturbances, which seems effective to bring about liguid-solid
contacts in film boiling, is called "the liquid-solid contact mode" .

Next, the minimum heat flux point is considered as the highest surface temper-
ature of the transition boiling region. Berenson(7) has provided a concise descrip-
tion of the transition boiling mechanism: "Transition boiling is a combination of
unstabie film boiling and unstable nucleate boiling alternately existing at any
given location on a heating surface. The variation in heat transfer rate with tem-
perature is primarily a result of a change in the fraction of time each boiling
regime exists at a given location." Following this description of the transition

boiling mode, the total heat flux (q,) in the transition boiling regime is thus ex-
pressed as

Qy = QcFe + qq(1-F¢) ———(1)

where, F.; spacial and time fraction of liquid-solid contact, q.; mean heat flux at
wetted area and q4; mean heat flux at dry area.

Since liguid-solid contacts have been observed also under stable film boiling
conditions (Bradfield(8), Swanson et al.(39), and Yao and Henry(10)), eq.(1) seems
valid also for heat fluxes in the vicinity of the minimum heat flux point. On the
other hand, following the definition, the minimum heat flux condition is expressed
as

dqy/daTgae = 0 , dzqw/dAT“t2 >0 AT

Knowing the expressions for F,, q. and q4 in terms of the surface superheat, we can
predict the minimum heat flux condition ?T". qy) with using egs.(1) and (2). Since
the minimum heat flux point does not necessarily correspond to the condition of Fo=
0, the temperature dependence of the fraction Fc' which is deterwmined by liquid-
solid contact behavior and liquid-vapor interface behavior, is important to
calculate the minimum heat flux condition using egs.(1) and (2).

Thus, in the present chapter, the published information on the following sub-
processes is reviewed.

(a). liquid-solid contact mode
(b). liquid-solid contact behavior
(¢). liquid-vapor interface behavior

2.1 Liquid-Solid Contact Mode

In the fully developed film beiling region where the surface superheat is suf-
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ficiently high, the liquid is perfectly separated from the heating surface by vapor
layer and thus there exists no direct contacts between liquid and solid. We con-
sider, in this section, a process where liquid-solid contacts become to occur due

to system disturbances as the heating surface is slowly cooled from the fully devel=-

oped film boiling region under the saturated condition. In such a process, there
seem to be two possible ways to induce the first contact-i.e., the liquid-rush-in
mode and the liquid-creep-in mode.

(a). Liquid-Rush-in Mode (Fig.2(A))

Vapor layer thickness in film boiling is fluctuated due to the system distur-
bances caused by bubble departure etc.. The fluctuation in vapor thickness forces
the liquid toward the heating surface. When the vapor thrust generated at the
liquid-vapor interface is greater than the forces directing the liquid toward the
heating surface, the liquid is turned back before it reaches the heating surface.
However, when the vapor thrust is insufficient, the liquid can experience a direct
contact with the heating surface. In this paper, this contact mode is called "the
liquid-rush-in mode". The liquid-rush-in mode can be subdivided into the following

three types according to the system disturbance directing the liquid toward the
heating surface.

(A). Liquid-Rush-In Mode
(A-1). Replacement Type

(A-3). Instability Type

(B). Liquid-Creep-In Mode

Fig.2 Liquid-Solid Contact Mode
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(a-1). Replacement type (Fig.2(A-1)): Henry(1ll) proposed a contact mode of
this type as a physical picture of heat transfer mechanism in the vicinity of the
minimum heat flux point. In this kind of liquid-rush-in mode, the system distur-
bances caused by bubble departure are supposed effective to bring about ligquid-solid
contacts in film boiling. As bubbles depart from the vapor layer, the liquid rushes
toward the heating surface, and it momentarily contacts the heating surface if pos-
sible. Borishanski(12) has shown that the liquid instantaneously contacts the heat-
ing surface in film boiling after a bubble breaks away from the liquid-vapor inter-
face.

(a-2). Vapor-deficient type (Fig.2(A-2)): Lienhard and Dhir(13) proposed this
kind of liquid-rush-in mode. Following their description, this kind of liquid-rush-
in mode is explained as follows: The horizontal cylinder and horizontal flat plate
generate vapor at a nearly constant rate and deliver it to an escapement process in
the collapsing Taylor wave above the heating surface. Thus, liquid-solid contacts
will occur where the constant rate of vapor production becomes insufficient to sup-
ply the instantaneous natural rate of wave motion. Namely, in this type, the system
disturbances caused by bubble growth are supposed to bring about vepor deficience at
the antinode of the Taylor wave and thus to result in the occurrence of liquid-solid
contact in film boiling.

(a=3). Instability type (Fig.2(A-3)): Fedemski(14) proposed a stability model
of the vapor layer oscillating at the stagnation point during forced convective film
boiling on a sphere. His results show that there exists the lowest surface temper-
ature to support the stable film boiling due to the system disturbances caused by
unstable forces.

To the auther's knowledge, there has not been a sufficient amount of observa-
tion for the liquid-solid contact mode. Yao and Henry(lg) examined the frequency and
magnitude of 'liquid-solid contacts in the film boiling of saturated ethanol and
water on horizontal flat stainless steel and copper plates with electrical conduct-
ance probes. They found that the contact frequency for water was in good agreement
with the bubble departure frequency. Toda and Mori(l§) studied the vapor film be-
havior for subcooled film boiling on a horizontal wire and a sphere with a laser
beam. They found that the fluctuation in vapor film thickness was strongly affected
by system pressure, subcooling and heat flux.

In this paper, the surface temperature, at which the first contact appears as
the heating surface is slowly cooled down from the fully developed film boiling
region, is called "the maximum contact temperature". As mentioned previously, the
maximum contact temperature seems to be determined by the disturbances prepared in
the boiling system. The maximum contact temperature for the liquid-rush-in mode was
analyzed for a droplet approaching a heating surface by Iloeje et al.(lg). They
analyzed the vapcr thrust force at the penetration of a truncated droplet into the
thermal boundary layer on the heating surface, using a creeping flow solution for
the spheroidal state. Their resulting equation for the maximum contact superheat
(ATlc) is

8T)o = (yp)3(pyL/(Tuykyr?) )E/sindy — )

where, y.; roughness hight of the heating surface, r; radius of droplet, E; kinetic
energy at entrance to thermal boundary layer and ¢; truncation angle of droplet.
Whan, with decreasing the vapor layer thickness(y ), y, becomes to the same order of
mégnitude of the mean free path of a vapor molecuxe, a major portion.of energy
transfer may occur by direct passage of single molecules entirely across the vapor
film, rather than by the ordinary process of thermal diffusion. Eq.(3) was
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derived n:glecting such a process and deformation of the interface.

Nishio(17) examined the maximum contact temeprature for a water droplet imping-
ing on a fused quartz prism using a total reflection technique, and showed that a
water droplet of 80K in subcooling could not come in contact with the fused quartz
prism surface at a surface temeprature of about 850K.

(b). Liquid-Creep-in Mode

On a heating surface adjoining to thermally isolated materials (for example, a
wire heater connected to electrodes submerged in liquid and a plate surface sur-
rounded by insulator), liquid-solid contacts are induced also by this mode. That is,
regardless of temperature level of the heating surface, the thermally isolated sur-
face is always wetted by the liquid. Thus, the liquid will creep into the dry sur-
face from the circumference under film boiling conditions. In this paper, this con-
tact mode is called "the liquid-creep-in mode". Since wetting boundary formed by the
liquid-creep-in mode always attacks the vapor film, this wetting boundary forms a
weak spot for the vapor film. This kind of contact mode has been observed by Sciance
and Colver(18).

2.2 Liquid-Solid Contact Behavior

As mentioned in the previous section, liquid-solid contacts become to occur due
to the system disturbances as the surface temperture is decreased from the fully
develop2d film boiling region. However, when the surface temperature is sufficiently
high, such liquid-solid contacts experience an early termination as a result of
dense nucleation. Such insignificant contacts have been observed by Bradfield(8) and
Nishio(lz). Bradfield photographically observed liquid-sclid contacts beneath a
water droplet and reported the existence of the liquid-solid contact coexistent with
stable vapor film. That is, "contact filament migrated from point to point beneath
this droplet during 155 milliseconds-; nevertheless, complete disengagement never
occurred". Similar experiments were conducted by Nishio. Following the technique
utilized by Bradfield, an electrode probe was setted passing through the spheroidal
state of a water droplet. Then DC voltage of 60V was charged between the electrode
and the surface heated at 550K. Fig.3 shows the photograph taken under such condi-
tions. The occurrence of liquid-solid contact is clearly shown in the area indicated
by the arrow, but it does not result in collapse of film boiling. Thus, in order
that contacts provide a significant amount of energy transfer in comparison to the
total energy transfer rate in film boiling, it is necessary that the interface con-
ditions upon contact satisfy the so-called wetting conditions.

The wetting condition is usually termed "the maximum wetting temperature". It
goes without saying that the maximum wetting temperature should be distinguished
conceptually from the maximum contact temperature. Although the maximum wetting
temperature is of practical importance, we have only two concepts on the maximum
wetting temperature. One is called "the limit-of-liquid-superheat hypothesis" and
the other "the limit-of-adsorption hypothesis"

(a). Limit-of-Liquid-Superheat Hypothesis

The theoretical and experimental aspects of the limit of liquid-superheat are
excellently reviewed by Blander and Katz(lg). As mentioned in their review, the
limit of liquid-superheat has been analyzea with the kinetic approach (i.e., the
kinetic limit of liquid-superheat Tkls) and also with the thermodynamic approach (
i.e., the thermodynamic limit of liquid-superheat Ttla)' In the thermodynamic ap-
proach, the limit of liquid-superheat is determined with the combinaticn of the
thermodynamical stability condition of phase and an equation of state. On the other
hand, in the kinetic approach, the limit of liquid-superheat is determined by the
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Fig.3 Insignificant Liquid-Solid Contact beneath a Water Droplet
(T, =550K, V=60V)(17)

spontaneous nucleation theories,they are, the homogeneous and heterogeneous nucle-
ation theories. It also goes without saying that the thermodynamic limit of liquid-
superheat corresponds to the highest spontaneous nucleation temperature.

Although the limit of liquid-superheat has been studied for isothermal sys-
tems, Spiegler et al.(20) supposed that the limit of liquid-superheat under non-
isothermal conditions does not differ from that under the isothermal condition.

The details of spontanecus nucleation mechanisms (nucleation site densities, thermal
boundary layer development and bubble growth characteristics) have been analyzed for
non-isothermal systems by Henry and Fauske(2l). Following their paper, if the sur-
face temperature lies above the limit of liquid-superheat (for example, the homo-
geneous nucleation temperature), the volumetric nucleation rate provided by density
fluctuations is many orders of magnitude greater than that supplied from preferred
sites. With such a dominant, high density nucleation mechanism, liquid-solid con-
tacts should experience an early termination before wetting. This is the reason why
the limit of liquid-superheat is considered as one of the wetting conditions. In
this paper, the above stated concept is called "the limit-of-liquid-superheat hy-
pothesis".

Lienhard(22) combined the Van der Waals equation of state with Maxwell's

criterion and obtained the following simple equation for the thermodynamic limit of
liquid-superehat.

’ / . / 8 \
(Te18-Tsat)/Tep = 0.905 = (Tgae/Top) + 0.095(Tg o /Top)” =====(4)

Gunnerson and Cronenberg(23) and Nishio(24) have reported that the above equation
provides a better estimation for non-metallic liquids. Using the expression of the
interface temperature upon contact between semi-infinite slubs{2S) and eq.(4), the
maximum wetting temperature «T:WJ in the limxt-of—llquxd-superheat'hypothe51s is

i

Ty = Tp + (148°9-5) (T4 4-T;) - (5)
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sis, although wetting characteristics
to acvount, dynamics in wetting proc-

t-of-liquid-superheat hypothesis

contact can be taken in

ess seems to be simplified.
b). Limit-of-Adsor

The limit-of-adsorp

Bankoff(26). The concept

ption Hypothesis
tion hypothesis has been recently proposed by Segev and
proposed by them is summarized as follows; "wetting upon
contact in a non-isothermal system is controlled by a thin liquid film that pulls
some liquid to form an evaporating meniscus on the heating surface in film boiling.
As long as the surface temperature allows the formation of at least one monolayer
of liquid molecules on the surface, wetting is possible. When the temperature is
increased above a specific value, no continuous monolayer can be formed, and initial
spreading will be discontinued." Segev and Bankoff calculated the fraction of ad-
sorption sites which were occupied,with the Langmuir monolayer adsorption model and
determined the limit-of-adsorption assuming the fraction=0.9.
s knowledge, there are only a few experiments for the maximum
Waldram et al.(27) examined the maximum contact and wetting
small droplets allowed to fall O-15¢m onto the surface of a pool of
ycerol. Stable liquid-liquid contacts were obtained if the
impact exceeded a critical value, which depended weakly on the
and wetting was observed if the temperature was below the
ter rature of the liquid. Similar experiments have been
the other hand, Seki et al.(30) measured the surface
ntact with a thin-film thermometer deposited on a
stainless steel surf: " el results show that the interface temperature upon con-
tact between water and stz less steel at the Leidenfrost point is much lower than
the homogeneous nucleation temperature of water.

Liquid-Vapor In : Behavior

Since the disturbances prepared in the system are a controlling factor to
induce liquid-solid contacts in film boiling, the liquid-vapor interface behavior is
)f 1mportance as a subprocess of heat transfer mechanism in the vicinity of the
minimum heat flux point.

The behavior of an interface separating fluids of different density was first
>learly formulated by Taylor(31). The form of the interface disturbance introduced
into the first order pertJrnagTs‘ analysis is

= y.exp(bt)cos(mx), (m=21/1) '6)
is disturbance wave
Yoexpibt)

h rate parameter of the disturbance wave is ex-

kxol—sv=gm-nm3r*ioloaltctn(myvl) e (7 )

where liquid layer thickness is assumed infinity. Further assuming thickness of

vapor layer is also infinity, the following equations are derived for the condition
of the most susceptible disturbance wave,
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Ag = (21)(30/g(p1-py) )05 T
by =((49/3)(p1-py)g/(p1+py)24q)0:5 )

where A 4 denotes the most susceptible wavelength.

Chang(32), Zuber(33) and Berenson(34) showed how the minimum heat flux gy could
be predicted for a saturated condition on the basis of the Taylor instability on a
horizontal flat plate. Their description suggests that the dominant wavelength, the
bubble growth rate, the frequency of bubble departure and the diameter of departure
bubble are important.

(a). Dominant Wavelength

Assuming infinite vapor-layer~thickness and one-dimensional analysis, the domi-
nant wavelength in film boiling is determined by eq.(8). Sernas et al.(35)

showed that the dominant wavelength in the film boiling on a horizontal flat plate
was

Adz = xdl ——-( 10)

where 14, is given by eq.(8).

Shoji and Takagi(36) have recently shown that the infinite vapor-layer-thick-
ness assumption causes a considerable error in the estimation of wave characteris-
tics at high system pressures.

Lienhard and Uong(QZ) have redone the Taylor analysis for a horizontal cylinder

and have derived the most susceptible wavelength and t'.e growth rate parameter
for such a configuration.

Ade = ld/(102/002)0-5 ———=(11)
D' = D/(a/glpy-0y))0:3 ——(12)
bge = bg(1+2/D'2)0:5 (1 4/24.)03 S

The most susceptible wavelength on a horizontal flat plate predicted with egs.
(8) and (10) are in good agreement with the data for water and Freon-113(38). Simi-

larly, eq.(11) is also in good agreement with the data for organica(S?)(Bg) and:
for water(40;.

(b). Bubble Growth Rate and Bubble Departure Frequency

Lewis(4l) showed experimentally that Taylor's theory satisfactorily predicted
the growth of the disturbance as long as the amplitude was less than 0.4\,. Since

the diameter of departure bubble (D ) is approximately equal to O. 54, the growth
rate of wave motion is derived from eq.(6') as

dy/dt = (y,b)exp(bt) ——(14)
and the frequency of departure bubble is

f = baln(y,/Dy) -——=(15)

Assuming that the magnitude of initial disturbance(yo) is proportional to the diam-
eter of departure bubbie, eq.(15) is rewritten as

f = (const.)by ——===(16)
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However, Lienhard and thr(lB) have pointed out for isopropanol and cyclohexane data
that the exponential growth (eq (14)) blends into a linear growth after the ampli-
tude reaches a value of (0.12-0.25))4 and the growth rate in the linear region is
proportional to (bghj).

dy/dt = (const.)bgig ——=(17)

The frequency of departure bubble from vapor film around a horizontal cylinder has
been examined by Sakurai et al. (40) Their results show that the frequency predicted
with egs.(13) and (16) does not agree with their data of water. Their data are corre-
lated for water at system pressures from 0.1 to 1.1MPa as

f = 1.49(py/p,)0+22 ——T

(c). Diameter of Departure Bubble

The diameter of departing bubble is usually eatimated to be 0.5)4. Hosler and
Westwater(38) have reported that the average diameter of departing bubble on a hori-
zontal flat plate is about 73% of Aq (eq.(8)). However, Sakurai et al. (40) have
reported that the ratio D /Ad for cylindrical heaters is not constant but dependent
on the system pressure and the diameter of the cylinder.

D, = 2.0(147.4x10-5(p,/0,,)1-15) (aD/g(p1-py))1/3 s 19)
2.4 Problems to be answered

As stated above, the liquid-solid contact mode, the liquid-solid contact behav-
ior and the liquid-vapor interface behavior are of importance as the subprocesses of
heat transfer mechanism in the vicinity of the minimum heat flux point. The auther
considers that the following information on the subprocesses is needed.

(a). Charateristics of liquid-vapor interface under subcooled conditions

(b). Analysis of the maximum contact temperature including the Knudsen layer
problem.

(c). Novel concepts on the maximum wetting temperature accounting for dynamic
characteristics of wetting

(d). Experiments for the maximum contact temperature and the maximum wetting
temperature

3. PARAMETRIC EEFECTS

In this chapter, parametric effects on the minimum heat flux condition are sum-
marized from experimental and correlational points of view. System factors known to
affect the minimum heat flux condition are as follows;

(a). liquid-solid contact mode

(b). geometry of heating surface

(c). system pressure

(d). liquid subcooling

(e). liquid velocity

(f). acceleration in field

(g). thermal conductance of heating surface

(h). surface condition

(i). temperature transient
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Table 1

Sphere, VP: Vertical Plate, SS: Steady-State Test, TS: Transiet-State Test)

Source of Data (HP: Horizontal Plate, HC: Horizontal Cylinder, HW: Horizontal Wire, SP:

Firs her ) Geometry ) L Pressure | 8Tgup | Vel.
irst Auther(Ref. (om) Material Liquid (MPa) (K) (m/s) Comments
1962 ,Berenson(7) HP(50.8) Cu,Ni,Inc.|CCl,,CgHy2 0.101 0 0 1 (g),(h)
1962.Hosler(§§) HP(203) Al Hp0,R-11 0.101 (0] 0 SS
1963, Lienhard(62) HW(0.51) Nichrome |Hp0,CgHyp, 0.0019- 0 0 SS (a)(c)
CGHB ’ C3H7OH . 0.101
CH30H, CoHgCO
1964 ,Merte(53) SP(25.4) Cu Nitrogen 0.101 o] TS (b)(f)
1964 ,Lienh~rd(37) HW(0.025 |Nichrome, |CgHg,C3H70H | 0.101 0 Ss {a)(b)
-0.65) w
1966 ,Kovalev(42) HW(2-2.5) Nichrome |H50 0.1-9.9 0 (¢} SS (al(c)(h)
1966 ,Simoneau(84) VP Fe,Cr,bAl Nitrogen 0.24 0 0-1 sSs (e)
1967 ,Merte(57) SP(6.35- Cu Nitrogen 0.1-0.5 0-16 0 TS (b)(c)(d)
25.4)
1967,Bradfield(§§) SP(59.7) Cu Hp0 0.101 5-78 0 T8 (d)
1968 ,Simon(8S) VT(12.8) Ni Nitrogen 0.24-1.4 0 0-3.1 SS (cile)
1968,Nishikawa(ZZ) HP(6,0) Cu CoHgOH 0.101 0-15 0 SS (d)(h)
1969 ,Givanter(80) HW(0.25) | Couistantan|Nitrogen 0.101 0 0 TS (i)
1969,Witte(§§) SP(9.04) Ag H20 0.201 5-77 0 T3 (d)
1969 ,Rhea(87) SP(12.7- Cu Nitrogen 0.101 0 0 TS (b)(f)
25.4)
1970 ,Nikolayev(64) HC(4.0) Brass CO05,CsHy 2, 0.1-pep (o) 0 Ss (c)
1970.8ergles(25) HC ,HP HZO,R—113. 0.101 (6] 0 TS,SS|(h)(i)
Nitrogen
1970 ,Bulter(88) VP cu(coated) |Helium 0.101 0 0 TS (h)(1)
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Table 1 (Cont'd)

First Auther(Ref.) Ge?::§ry Material Liquid Pr?:::§° Afigb Y:};) Comments
1970,Sciance(18) HC(20.6) CH,,CoHg,CaHg 0.1-p_ 0 0 Ss (e)
CaH10
1971.Nishikawa(2§) HP(8.0) Cu Hp0 0.101 0 0 SS (h)
1971 ,Peterson(89) HW(0.127) Pt H50 0.101 0 (6] €S
1971.Veres(§9) SP(23.8) Cu R-113 0.101 0 ] SS,TS| (h) (1)
1972,Tachibana(29) HP(18,50) Cu R-113,C2Hg0H | 0.101 0-40 C SS, TS| (d) (1)
i973,Berlin(71) Nitrogen,Hp0 | 0.101 0 TS (g)
CoHgOH,R-12,
13,22
1973,Hesse(§§) HC(14.0) Ni R-12,113,114 0.1-pep 0 0 SS (c)
1973,Stevens(91) SP(25.4) Ag H20 0.101 23-76] 1.5 TS (d)
1974, Skripov(92) HW CeHyp 0.1-pep 0 o [ss [(e)
1974,Sakurai(2§) HW(1.2) g Ho0 0.101 0-40 §S (a)(d)
1974,Farlhat(§§) SP(12.7, Ta Na 0.101 6-681 0 TS (d)
25.4)
1974 ,Henry(6) HP Hg,Hp0 | Ho0,CoHsOH, | 0.101 ) o |Ts (h)
R-11,12
1975, Zhukov(94) HP(42.0) Cu(coated)| R-113 0.101 0 Ss (g)
1875,Klimenko(95) HP(8-36) Cu Nitrogen 0.101 0 0 SS,TY| (b)(g)
1977.Bier(§§) HC(8.0) Cu R-12,115,13B) 0.4-4 0 SS (c)
RC-318
1978, Yao(10) HP Cu,S.S. | Hp0,CoHgOH | 0.03-1.5 ) o |1s [(e)lg)
1978 ,Peyayopanakul (51)] HP(50.8) Cu Nitrogen 0.101 0 0 ! (1)
1973.Ishigli(2§) HP(12.0) S.5. Ho0 0.101 0-S5 |10.5-3| TS (d)(e)
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Table 1 (Cont'd)

First Auther(Ref.) Geometry Insterial Liquid Pressure 8Tgup | Vel. Comments
(mm) (MPa) (K) (m/s)
1978,Dh1r(5§) SP(19,25.4)|Cu,Ag,S.5 Hp0 0.101 0-50 |0-0.45|TS (d)(e)
lQBO,Yilmaz(Eg) HC(6.4) Cu ]-113 0.101 0 0-6.8 | SS (e)
1980.Sakura1(§§) HW(1.2,2.0) Pt Ho0 0.02-2 0-41 0 SS,TS|(e)(d) (i)
lQBl,Shih(ﬂé) SP(3.2-6.4)| Brass R-11,113 0.101 0-20 0 TS (b)(d)
1982.T0da(£§) HW(0.3) Pt Ho0 0.1-0.5 0-40 0 SS,TS|(c)(4)
1982, Lin(72) HP(50.8) Cu,Al,Zn, |[Nitrogen 0.101 0 0 TS (g) (1)
Pb,Bi

1982, Sakurai (40) HC(1.2-3.0) Pt Hp0 0.1-2 0 0 SS {c)
1983,Nishio(43) SP(3.2-19) Brass R-12,22 N, 0.101 0 0 TS (1)(2)
1983,Takagx(§2) SP(9.5) s.8. Hp0 0.101 30-80 0 TS (d)
1983.N1$h10(52) HC(6.0) Ag H20 0.101 5-80 0 TS (a)
1983.Nagano(ﬁg) HP(62.0) Cu R-113 G¢.04-0.8 0 SS (c)
1984,Nish10(§g) HP(22.0) Cu Nitrogen 0.101 0 0 SS5,TS

(a)(g)(h"




Table 2 Effect of GCeometry of Heating Surface

Liquid Heater Geometry(Size! A:" k37n2 Ref.
Water Horizontal Flat Plate(50mm)| 110 14 (46)
Horizontal Cylinder(1.2mm) | 117 46 (40)
Horizontal Cylinder(2.0mm) | 119 35 (40)
Horizontal Cylinder(3.0mm) | 117 25 (40)
Horizontal Cylinder(6.0mm) | 104 30 (47)
Sphere(19mm) 101 25 (48)
Sphere(25.4mm) 109 24 (48)
Freon-113| Horizontal Flat PLate(62mm)| 53 10 (49)
Sphere(23.8mm) 55 11 (50)
Nitrogen |Horizontal Flat Plate(SOmm)| 22 9 (51)
Horizontal Flat Plate(22mm)| 22 18 (52)
Sphere(3.2mm) 26 5.7 (43)
Sphere(19mm) 26 7.8 (43)
Sphere(25.4mm) 25 4.6 (53)

Sources of the data are given in Table 1. The alphabets in the "comments" column
correspond to the system factors stated above.

3.1 Effect of Liquid-Solid Contact Mode

Kavalev(gg) and Nishio(ﬂé) examined the effect of the liquid-creep-in mode on
the minimum heat flux condition. Kovalev measured the minimum heat flux on a hori-
zontal cylinder for pressurized water and found that the liquid-creep-in mode along
the electrodes increased the minimum heat flux by factors of 5-8 in comparison to
that in a system having no liquid-creep-in mode. Also Nishio examined the minimum
heat flux conditions on spheres (D=3.2-19.1mm) for liquid nitrogen, Freon-12 and
Freon-22. The experimental results show that, with decreasing sphere diameter, the
liquid-creep-in mode comes to increase Ty and qM-.

Bergles and Thompson(44) pointed out that the liquid-creep-in mode (they called
the end-effects) created large axial temperature gradients during quench tests of
horizontal cylinders. Thus, the wetting boundary formed by the liquid-creep-in mode
always attacks the vaper film and also cools the surface with the two dimentional
heat conduction along the surface.

3.2 Effect of Geometry of Heating Surface
As well known, heat transfer coefficients in film boiling (hg) vary with geom-

etry and size of the heating surface. Thus, if the heat transfer coefficient at the
minimum heat flux point is equal to the value of hf(TN-T,.t). it is considered rea-
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sonable that the minimum heat flux varies with geometry and size of the heating sur-
face. Thus, in this section, we consider only the effect on the temperature condi-
tion at the minimum heat flux point.

Experiments on hot small brass spheres of 3.18-6.35mm in diameter, suddenly
immersed in Freon-11 and Freon-113 were carried out by Shih and El-Wakil(45). They
found that Ty was increased with decrease in sphere diameter. For example, their
correlating equation for saturated Freon-ll is

Ty = Tgat +(48.5)070:276 _ (D:cm) === (20)

Similar experiments were conducted for saturated nitrogen, Freon-12 and Freon-22 by
Nishio(43) The experimental results show that the temperature condition at the
minimum heat flux point is independent of sphere diameter in the range of D=3.2-19.1
mm. The published data of the minimum heat flux condition for a variety of surface
geometries are compared in Table 2 for saturated water, Freon-113 and nltrogen(gg)
(43)(46)-/53). From this table, the temperature condition at the minimum heat flux
poxnt seems to be a unique value for a given liquid as long as the liquid-solid
contact mode is not essentially changed. In this paper, such a concept is called "the
temperature-control hypothesis".

3.3 Effect of System Pressure

The effect of system pressure on the minimum heat flux condition has been stud-
ied from several points of view.

Experimental data of the temperature condition at the minimum heat flux point
are shown in Figs.4 and 5(10)(18)(40)(49)(54)~(57). Nishio(58) has surveyed these
data and has pointed out that there are three distinct pressure regions; (a)low
pressure region (the superheat at the minimum heat flux point is decreased with
increasing system pressure), (b)medium pressure region (the superheat is increased or
kept nearly constant with incerasing system pressure) and (c)high pressure region (
the superheat is again decreased with inceasing system pressure).

As shown in Fig.5, a part of these data lies above the critical temperature
the liquid. Adopting the limit-of-liquid-superheat hypothesis as the wetting criteria,
the temperature at the minimum heat flux point will not exceed the temperature deter-
mined with eq.(5). Yao and Henry(10) and Sakurai et al.(40) have presented the data
supporting this hypothesis. Sakuari et al. have examined the minimum heat flux condi-
tions for saturated water at pressures from 10l1kPa to 2MPa on horizontal cylinders of
1.2-3mm in diameter and have pointed out that the temperature condition at the mini-
mum heat flux point is determined by the spontaneous nucleation temperature at system
pressures above 1MPa. Similar results have been reported by Yao and Henry for pres-
surized water and ethanol. Sakurai et al. correlated their data on a cylinder of 2mm
in diameter as

ATy = (480-Tg,¢) + (10)exp(2.22p), for p<0.94MPa ——(21)
ATy = (4B0-Tg,.) + (BO)exp(0.34(p-0.94)), for p>0.94MPa -—muuu(22)
As stated above,Nishio(58) postulated the three distinct pressure regions and proposed

the following correlations of the superheat at the minimum heat flux point for the
medium and high pressure regions.
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Ty-Tgae = (3.449x10%) (Tep-Toat) (Ja")=1(p *)0. 6302
x(Pr')l'ooe(lr')o'zossexp(4.94r..t/76,)

, for medium pressure region ————(23)
T"-Tﬂ.t = Tcr( 0. 905-‘ Ta.t/?cr ) +0. 095( T'.t/‘rcr)a)
, for high pressure region ——(24)

where « denotes the value at Tsat/Ter=0.7 and
Ja = ¢|L/(Tep=-Tgat)s op = py/01, Pr = vy/ay, 1, = 03/3(91-ov)3u1‘

As for the pressure dependence of the minimum heat flux, the experimental data
for organics(18)(64) and refrigerants(56) show that the value of qy reaches a maxi-
mum in the pressure range of p/p.p=0. 2-0.4. This pressure dependence of qy is similar
to that found for the critical heat flux qg. From the equations of Zuber(33)(59),
the following relationship for the ratio qq/qg is obtained:

aw/ac = (const.)(p,/01)°5 ————=(25)
However, the existence of an approximately constant ratio between qy and qp has been

observed by Kutateladze(60). Thus as suggested by Chang(6l) and Bier et al.(56), it
is better to modify eq.(25) as

qw/qc = (const.) ~——=(26)
Lienhard and Schrock used the following equation for qyu(62)
am = (const.)(p,L)(0g(py-py)/(py+py)2)0+25 e (27)

as the starting point for a generalized correlating equation in terms of reduced
pressure. The resulting equation was

ay = amuxfy(p/peps geometry) ———(28)

ay = 89-25p . P/M(8Mpcr/3RTep) 075 ——e(29)
Lienhar and watanabe(gg) extended this relationship as

am = amxf2(p/per) f3(geometry) ——ee=(30)
where fz(P/Pcr) represents the pressure dependence and is the same as for a hori-
zontal flat plate, and f?(gconetry) represents the geometry dependence. As for f,

Nikolayev and Skripov(gﬂ proposed the correlating equation using data of four
organic liquids.

ay £2(p/Per) = 1.67qy(p/Pep=0.31) (0/pep) 24 (1-p/pp)® 8 —aeee(31)
am f2(p/pep) = 4.18qy(p/pep=0.9) (p/pep)?+24(1-p/p,p) 0+ 61
, for high pressures ————=(31)

Bier et al.(56) confirmed this type of correlation for refrigerants.
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Sanders and Colver(l) also used the corresponding states principle in proposing
the relation

ay = (11.2x106)P0-468(p/p  —(p/pep) tp) 0 292 (1-p/pgp) 0 8270y —-132)
where (p/Pcr)tp is the reduced pressure at the triple point of the fluid and

ay = Por(RTp/M)0:5 et 5
3.4 Effect of Liquid Subcooling

The effect of liquid subcooling on the minimum heat flux condition has been
studied for water in steady-state experiments(15)(65) and quenching experiments(47)
(48)(66)(67). Fig.6 shows the comparison between these data at atmospheric pressure.
Although these data were taken on a variety of surface goonotriol. they show a nearly
unique subcooling dependence of the superheat at the minimum heat flux condition.
Also this result seems to suggest that the minimum heat flux condition may be repre-
sented by the temperature condition.

All of the quench data (Fig.6) show a linear dependence of T, over holl region
of subecoling. For example, Dhir and Purohit(65) correlated the subcooling
dependence for water as

?"t 201 OB(T

1) (34)

sat

This equation shows that the temperature at the minimum heat flux point exceeds the

1000 r - - v r T v
Nishio and Uemura(47)
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-~ 600} y
> Bradfield(66)
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Fig.6 Effect of Liquid Subcooling (Water, p=0,1MPa)
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ecritical temperature of water at subcoclings greater than 22K and also exceeds the
limit of liquid-superheat at subcoolings greater than 14K. In Fig.6, eqs.(4) and (5)
are shown for water on a platinum surface. Sakurai et al.(65) examined the effect of
subcooling on the minimum heat flux condition for pressurized water in O to 40 K sub-
coolings. Their results are schematically shown in Fig.7 and summarized as follows;
(a)the subcooling dependence of (T"—T..t) is almost linear for low subcoolings but
it saturates at a subcooling when the linear increase of (Ty-Tgat) reaches the spon-
taneous nucleation temperature, (b)the gradient in the linear region is decreased
with increasing system pressure and (clas a result of (a) and (b), at system pres-
sures above 1Mpa, the temperature at the minimum heat flux point is determined by the
spontaneous nucleation temperature for all region of subcooling. Although a linear
dependence of Ty has been reported also for sodium by Farahat et al.(68), the
subcooling dependency of the temperature at the minimum heat flux point should be
intensively studied. The descrepancy between quench data and steady-state data on the
subcooling effect may result from the effect of the liquid-creep-in mode,
because it was carefully taken away in Sakurai's experiments.

As for the effect of liquid subcooling on the minimum heat flux, Sakurai et al.
(65) reported also the intersting results; (a)for small subcoolings,the subcooling
dependence of qy is relatively small and (b)for large subcoolings, qy becomes to be
determined only by liquid subcooling and to be independent of system pressure.
Such tendencies were also reported by Toda and Mori(1S5).
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Fig.7 Effect of Liquid Subcooling(Water, Horizontal Cylinder, D=2mm)(65)
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3.5 Effect of Liquid Velocity

It has been known that liquid velocity has remarkable effects on the transi-
tion boiling and film boiling characteristics. For example, Yilmaz and Westwater(69)
observed for boiling of Freon-113 on a horizontal cylinder that heat fluxes in film
boiling were proportional to liquid velocity to the exponent 0.56 and that transition
boiling was very sensitive to liquid velocity. Thus, it seems reasonable to expect
the minimum heat flux to be increased with an increase in liquid velocity.

However, Dhir and Purohit(48) reported that the temperature at the minimum heat
flux point was kept constant for liquid velocities from O to 0.45m/s. Their results
are shown in Fig.8. From this figure, it seems reasonable to expect Ty to be kept
constant for low velocities.

3.6 Effect of Acceleration in Field

The effect of reduced gravity upon the minimum heat flux condition for spheres
has been studied by Merte and Clark(53). They found a very approximate 30'25 depend-
ence for qy. Lienhard(70) used eq.(30) to correlate their data and showed that the

parameter D' (eq.(12)) represented the effect of gravity in the same way as the
effect of geometry.
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Fig.8 Effect of Liquid Velocity (p=0.1MPa)
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3.7 Effect of Thermal Conductance of Surface

It has been recognized that thermal properties of the heating surface do not
affect heat transfer coefficients in film boiling but they affect the Leidenfrost
temperature of a droplet.

Dhir and Purohit(48) examined the effect of thermal properties of surfaces for
boiling of water on spheres of steel, copper and silver. They found that thermal
properties of spheres did not affect the minimum heat flux condition. On the other
hand, the experiments for pentane(7) and nitrogen(52)(71)(72) show that the temper-
ature at the minimum heat flux point is increased with decreasing thermal conductance
of surfaces. These data are shown in Fig.9 together with the data for water.

There are some other data suggesting remarkable effects of thermal conductance
of surfaces on the minimum heat flux condition. Cowley et al.(zg) observed that thin
coatings of a poor thermal conductor on metallic objects reduced a lengthy cooldown
process in liquid nitrogen. Similar results have been reported for water quench by
Moreaux et al.(74). Nishio(52)(75) showed that such paradoxical phenomena resulted
from the effect of thermal conductance of the surface on the minimum heat flux condi-
tion. Experiments on the cooldown in liquid nitrogen of coated and uncoated copper
plates were carried out and it was found that Ty was increased with increasing coat-
ing thickness (Fig.10).

The effect of thermal conductance of the heating surface on the temperature at
the minimum heat flux point has been analyzed taking account of ‘a decrease in surface
temperature upon contact. In the simplest model, the decerase in surface temperature
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Fig.9 Effect of Thermal Properties of Surface (p=0.1MPa)
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upon contact is estimated with the expression of the interface temperature upon
contact between semi-infinite slubs. As stated in 2.2 Seki et al.(gg) have measured
the decrease in surface temperature upon contact. Their results for water droplets
show that t.is simple expression does not agree with the measured temperature re-
sponse., Nanson(gl) used analog computer to demonstrate the effect of a periodic heat
transfer coefficient in the vicinity of the minimum heat flux point. The results
show that such fluctuations cause large temporal variation in the heat transfer sur-
face temperature. Thus Manson speculated that fluctuations in heat transfer
coefficient were sufficient to produce local cold spots. Baumeister and Sinon(zg)
proposed a prediction model for the Leidenfrost temperature considering the ef-
fect of thermal properties of the surface. In their model, the variation in surface
temperature is estimated using the solution of the unsteady heat conduction problem
in a semi-infinite slub with convective heat losses.

Henry(1l) developed the correlating equation of the superheat at the minimum
heat flux point taking account of the variation in surface temperature upon contact
on the basis of Berenson's theory.

(Ty=Typ)/(Typ=T1) = (0.42)(8%-5L/ ¢) (Typ=Tgae))0"8 ——-(35)
where Typ is given with eq.(47). This equation has been confirmed for sodium by
Farahat and Eggen(68). Berlin et al.(71) developed the following correlating equa-

tion for the effect of thermal properties of the heating surface.

Ty-Tsat = (Ter-Tgat) (0.165+2.580-25,p) ——=(36)

10

Nitrogen

0 0.1 0.2 0.3 0.4 0.5
Coating Thickness , mm

Fig.10 Effect of Thermal Conductance of Surface (p=0.1MPa, T=Tgat)(52)
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studied the effect of surfac ighness on transition boiling in a

ng sysrav using a variety of § 3. In general, commercial surface fin-
not have a strong effect on Ty d qu. Berenson's observations agree with
Nishikawa et al.(77), although Nishikawa et al. observed a slight increase
in qy with increasing surface roughness.

The auther considers that the most effective factor in surface conditions is
wetting characteristics. Nishikawa et al.(78) observed that film boiling persisted
well into small surface superheats on a pc:; wetted sysytem (Ty-Tgat=30K for water)
although it collapsed on a normal surface at a superheat near 100K. Such observations
agree with those of Gaertner(79). As well known, the surface cleanness and oxidiza-

tion of the heating
D

surface change the wetting characteristics. In general, they
th of Ty and qu(7)(44)(50)(77). Berenson explained the mechanism
of the effect of wetting characteristics as follows: "Borishanski(12) has shown that
id surface in film boiling after a bubble
f the liquid spreads sufficiently fast
upon contactin e surface a vapor film may not reform. Therefore, under these con-
ditions the location of the minimum would depend upon spreading rate.---The value of
inimum fo ty surfaces depends upon the rate of spreading."
reviewe DOVE ‘ effect of surface condition has been studied only quali-
opoerties representing the dynamic characteristics of

markedly increase

the liquid instantaneously contacts the so

A1 i
i

breaks away from the two-phase interface.

studied the pool boiling curves during quenching and
several liquids. They observed an decerased qy for the
crogen and explained as a resulu of a relatively long
Giventer and Smith(80) applied a step de-
er constantan wire which was initially in
beiling with liquid nitrogen, and found that delays of up to 2.5msec were en-
ountered before the nucleate boiling was established.

studied the pool bniling curves of Freon-113 during
itions using the same copper spheres of 23.8mm in
juench data for the minimum heat flux condition were in

or pressurizedqd

lowever, Peyayopanakul and Westwater(5l1) and Nishio(52) studied the pool boiling
liquid nitrogen on horizontal flat plates of various thicknesses under
and showed that qy was markedly decreased with decreasing plate

I'y was irndependent of the plate thickness. Their data are shown

Problems to be Answered

From the information reviewed in this chapter, the auther congiders that re-
search efforts should be encouraged in the following areas,

(a). Experimental studies on the geometry effect on the temperature condition
of the minimum heat flux point.
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b). Experimental studies on the pres:ure and subcooling effects on the temper-
ature condition of the minimum heat flux pcint to check the possibility that it may
bus nucleation temperature at high pressures or subcoolings
Experimental studies on the effects of surface properties and temperature

exceed the spontane

transients on the minimum heat flux condition
i). Experimental studies to check the temperature-control hypothesis for the
minimum heat flux condition

Experimental studies on the minimum heat flux condition for liquid metals
low system pressures

Experimental studies to find out the physical properties representing the
characteristics of wetting

chapter ti

, analytical models to predict the minimum heat flux condition
are reviewed. The analytical models are classified into the following types.
a). temperature-control models

» '

b). heat-flux- ntrol mocels

4.1 Temperature-Cont Model

In the temperature-control models, the temperature condition of the minimum

heat flux point is recognized as the controlling condition for the minimum heat

flux condition, and the temperatute
temperature. Th

|

i
i

Ty equated to a kind of the maximum wetting
e limit-of-liquid-superheat model and the limit-of adsorption model




are typical of them.
In this approach, qy is calculated using a predicted value of heat transfer
coefficient at the minimum heat flux point as

(a). Limit-of-Liquid-Superheat Model

Spiegler et al.(20) proposed "the foam limit model" that the temperature at the
minimum heat flux point corresponds to the limit of liquid-superheat predicted by
Van de.- Waals equation of state and the thermodynamical stability condition of phase.
As stated in 2.2, the limit of liquid-superheat can be pr.dicted more precisely with
the kinetic and thermodynamic approaches. The kinetic limit of liquid-superheat is
not a true limit and there is a true limit, the thermodynamic limit of liquid-super-
heat, which is the temperature at which the liquid branch of a pressure-volume dia-
gram for a fluid is at a minimum. The spontaneous nucleation may be either
homogeneous or heterogeneous depending on the transient wett..g characteristics of
the given system. For simplicity, well-wetted systems will be considered which mean
that the nucleation is homogeneous within the liquid. Llenhard(gg) has derived the
simple correlating equation (eq.(4)) for the thermodynamic limit of liquid-superheat.
Fig.12 shows the comparison hetween this equation and the published data of (Ty-Tgat).
As shown in this figure, the minimum heat flux point appears to be determined by
eq.(4) at high pressures . However, the data for low pressures lie well below the
limit of liquid-superheat. Thus, as pointed out by Yao and Henry(10), Sakurai et al.
(40) and Nishio(58), validity of the limit-of-liquid-superheat model seems to be
restricted within high pressure region. Henry(1l) pointed out that the liquid-metal
data of Farahat et al.(68) and Paddia(8l1) differed greatly from the limit-of-
liquid-superheat model. “The auther considers that their data correspond to the low
pressure region stated in 3.3 and the limit-of-liquid-superheat model is intrinsically
invalid in this pressure region.

Baumeister ans Simon(76) modified the foam limit model for heated surface
properties. However, Yao and Henry(10) pointed out that this prediction was unreal-
istic at high pressures because it was less that the saturation temperature of the
liquid.

(b). Limit-of-Adsorption Model

Segev and Bankoff(26) proposed the model that the temperature at the minimum
heat flux point corresponds to the temperature condition at the adsorption limit
predicted with the Langmuir adsorption model. To compare this model with the pub-
lished data of Ty, the data of heat of adsorption are needed. Unfortunately, however,
the auther could not perform such a comparison due to a lack of available data of
heat of adsoprtion.

The reasons why the temperature-control models are supported are summarized as
follows: (i). There are some data indicating that the minimum heat flux point appears
to be determined by the limit of liquid-superheat at high system pressures (Fig.12)
and for high sucoclings (Fig.7). (1i1). There are some data indicating that the tem-
perature Ty for the given liquid is independent of geometry of the heating surface,
liquid velocity and temperature transient (Table 2, Figs.8 and 11). On the other
hand, these models include the following weak points: (i). Most of the data of Ty at
low pressures differ greatly from these models. (ii). Most of the data of Ty for
highly subcooled conditions exceed the limit of liquid-superheat (Fig.6). (iii). Eq.
{5) seems not to agree with the dependency of the data on thermal conductance
of the heating surface and liquid subcooling.
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4.2 Heat-Flux-Control Model

In the heat-flux-control models, the heat flux condition at the minimum heat
flux peint is recognized as the controlling condition for the minimum heat flux condi-
tion.

Zuber(33) showed how gy for saturated film boiling could be predicted on the
basis of the Taylor instability. Tollowing Zuber's idea,

qy = (A)(B)(C) -———(38)
where, (A) = (energy transfer per departing bubble)

(B) = (bubbles per unit heating area in one oscillation)

(C) = (minimum number of oscillations per unit time)
From the information reviewed in 2.3, the terms (A) and (B) are estimated as

(A) = (pyL)(41/3)(24/4)3 ——=(39)
(B) = 2/(xd)2, for horizontal flat plates (40)
= 2/(1D)\y4), for horizontal cylinders (a1)

Berenson(34) used eqs.(9) and (16) to estimate the value of (C).
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(C) = (const.)((41/3)g(pl-pq)/((ol¢pv)xd))°'5 ———-(42)

From eqs.(38)-(42), Berenson gave the following expression of qy on a horizontal
flat plate.

ay = 0.09(p,L)27+25 (43)

(44)

Z = go(ol-pv)/(ol#pv)z

The proportional constant 0.09 was determined experimentally. Lienhard and Uong(QZ)
similarly derived qy for a horizontal cyliner and their expression was modified
into the following dimensionless form by Lienhard and Watanabe(63).

quz(const.)(ovL)Zo'zs(1+2/D'2)°'5(D‘2/3/(2¢D‘2))3/4 e (45)

The constant of proportionality in eq.(45) was also determined experimentally(37)(39).
Lienhard and Dhir(13) derived analytically the proportional constants in eqs.(43) and
(45) on the basis of the instantaneous natural rate of wave motion. The analytical
values obtained by them are (0.078-0.104) for a horizontal flat plate and (0.051-
0.068) for a horizontal cylinder. These values are in excellent agreement with the
values determined experimentally.

The basic models of Zuber and Berenson consider fully developed film boiling to
be a stationary process, with bubbles depairting from nodes when enough vapor has been
generated to make the vapor layer unstable. Ruckenatein(gg) has proposed a nonstation-
ary model in which the growth of the nodes from the initial radius to the radius at
breakoff is considered. The final form proposed by Ruckenstein is

ay = (const.)(ovL)/(ln(Do/Di))x20'25 (46)

Using eqs.(37) and (43), Berenson gave the following expression for the surface
superheat at the minimum heat flux point

Ty-Tsat = (0.127)(OVL/kV)(g(pl-pv)/(91+pv))2/3(0/(g(01-pv)))1/2
x(uy/(py=py))1/3 (47)

The above reviewed models are derived for q, of saturated liquids. Gunnerson and
Cronenberg(gg) presented an analytical model for spherical and horizontal flat plate

surfaces in saturated and subcooled liquids. As the starting point, they modified
eq.(38) as

ay = (A)(B)(C) + (D) +(E) ————(48)
where, (D) = (heat transferred into subcooled liquid per unit area per unit time)

(E) = (heat flux due to transient liquid-solid contact)
They estimated the total heat transfer coefficient (ht) likewise as

ht = ‘hf(TrTsat)/(T“-Tsat))Fl’(hc(TC_TQ.t)/(TM-Tsat)')FZ --‘49)
where h_ is the effective, transient liquid-solid contact heat transfer coefficient,

Tg and %c are the surface temperature over which each heat transfer process is con-
sidered. The weighting factors F, and Fp are included to account for the spacial and
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Fig.13 Comparison between Heat-Flux-Control Model and Data of qy(40)(49)

time dependence of the heat transfer modes.

Egs.(43) and (45) have been compared with experimental data by several research-
ers. The data on horizontal flat plates for organic liquids and Freon-113 at atmos-
pheric pressure(34)(49) are in good agreement with the prediction of eq.(43).
Similarly, the data on horizontal cylinders for organic liquids and water at atmos-
pheric pressure(37)(40) agree with the prediction of eq.(45). However, Sakurai et al.
(40) showed that the data of the minimum heat flux condition came to differ from the
prediction of eq.(45) with increasing system pressure. Nagano and ShoJi(gg) also
reported similar results for Freon-113 (Fig.13),

The reasons why the heat-flux-control models have been supported are summarized
as follwos: (i). Data of the minimum heat flux condition for organic liquids, water
and refrigerants at atmospheric pressure agree with the values predicted by these
models. (ii). These models can predict at least qualitatively the pressure dependence
of qu(18)(56). However, the heat-flux-control models have the following weak points:
(i). Eq.(38) can not be used under subcooled conditions. (ii). The predicted depend-
ence of the minimum heat flux condition on system pressure doesn't agree quantitavely
with the data. (iii). If the effects of contacts are neglected, these models can not
predict the effects of wettability and thermal conductance of the heating surface.

4.3 State-of=<the-Art

As reviewed above, both of the temperature-control and heat-flux control ap-
proaches have not secceeded to predict the parametric effects on the minimum heat
flux condition. As pointed out by Yao and Henry(lg), it seems reasonable to consider
that the minimum heat flux condition appears to be determined either by a Taylor
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instability vapor removal and by the spontaneous nucleation upon contact and that
the governing mechanism is the one which is stable at the lowest surface temperature.

To develop the analytical models predicting more precisely the parametric
effects on the minimum heat flux condition (especially. the effects of system pres-
sure, liquid subcooling, and wetting characteristics), the following studies should
be encouraged.

(a). Development of the temperature-control models accounting for wettability
and thermal conductance of the heating surface

(b). Development of the heat-flux-control models for verticall surfaces

(c). Development of the heat-flux-control models accounting for the effects of
liquid subcooling, liquid velocity, wettability and thermal conductance of the heating
surface.

5. Conclusions

A state-of-the-art review is presented on the study of minimum heat flux condi-
tions. It goes without saying that each of the above reviewed works has, more or
less, made some contritution to the accumulation of valuable knowledge. However, it
seems optimistic to believe that the goal will be reached in very near future, seeing
that a number of obstacles have appreared on the way to the goal. Thus, it has been
felt by the auther that both the deep investigations on every subprocess which com-
poses the entire process of heat transfer in the vicinity of the minimum heat flux
point and as weil the synthesizing works of putting each investigation together are
equally inevitable.

NOMENCLATUTE

ay : defined by eq.(29)
ay : defined by eq.(33)
b : growth rate parameter of disturbance wave
by : growth rate parameter of most susceptible disturbance wave on horizontal
flat plate
bge : growth rate parameter of most susceptible disturbance wave on horizontal
cylinder
specific heat
diameter of heating surface
demensionless diameter defined by eq.(12)
diameter of departure bubble
thickness of heating surface
fraction of liquid-solid contact
frequency of bubble departure
acceleration in field
heat transfer coefficient
Jakob number (c|L/(T.p-Tgat))
thermal conductivity
latent heat of vaporization
molecular weight
wave number
: parachor
: Prandtl number of liquid phase

o

o3 3!“3’;-3’& - Mmoo OO D0

e ]
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P system pressure
q heat flux
R universal gas constant
r radius of droplet
T temperature (ATg,y: superheat, 8Tgyup: subcooling)
t time
\'} voltage
%y coordinates parallel with, and normal to, liquid-vapor interface
Yp surface roughness
Yy thickness of vapor layer
y 4 defined by eq.(44)
a thermal conductivity
8 (kpc)y/(kee)y
U dynamic viscosity
‘d most susceptible wavelength on horizontal flat plate
Ade most susceptible wave length on horizontal cylinder
u kinematic viscosity
4 density
Pr density ratio (oy/p})
g : surface tension
Subscripts
C : ecritical heat flux point
c liquid-solid contact
cr critical property
d dry area or most susceptible disturbance wave
f film boiling
kls kinetic limit of liquid-superheat
1 liquid
lc limit of liquid-solid contact
1s limit of liquid-superheat
1w limit of wetting
M minimum heat flux point
sat saturation
tls thermodynamic limit of liquid-suparheat
v vapor
w heating surface
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Quenching of Rod Bundles
with Fuel Rod Simulators of Different Design

P. Thle, K. Rust, F. Erbacher

Kernforschungszentrum Karlsruhe
Institut Eiir Reaktorbauelemente
Postfach 3640, 7500 Karlsruhe
Federal Republic of Germany

Abstract

Reflood tests with 5 x 5 rod bundles consisting of electrically heated full
length fuel rod simulators with Zircaloy claddings and a helium filled gap
between cladding and internal Al,04 pellets (REBEKA) have been performed
(SEFLEX). For the tests the same facility has been used as for tests carried
out previously with a 5 x 5 rod bundle consisting of rods with stainless
steel claddings without gap between cladding and MgO insulation (FEBA). The
reflood parameters, e.g. bundle power, system pressures, flooding velocities
were the same for both types of rod bundles.

A comparison of selected data measured as well as evaluated from tests of
both the bundles shows the following: Fuel rod simulators with Zircaloy
claddings and a helium filled gap underneath the claddings quench signiti-
cantly earlier than "gapless" fuel rod simulators with thick stainless steel
claddings. Quenching is inititated from a higher level of the heat stored
prior to quenching of rods with a gap.

Introduction

The reflood phase of a LOCA in a PWR is terminated when all fuel rods are
quenched completely. Out-of-pile reflood experiments performed with electri~
cally heated rods show different quench behavior depending on the design of
the fuel rod simulators used. However, in-pile experiments show that quench
times of nuclear fuel rods are significantly shorter than those obtained in
tests using electrically heated rods without gap between cladding and inter-
nal heat source.

The ouvjective of this investigation is to analyse the quenching in rod bund=
les with fuel rod simulators of different design comparing experimental and
evaluated data. Emphasis is placed on the influence of the different radial
thermal heat resistance of individual fuel rod simulators on the quenching
behavior.

Experiments

The comparison of FEBA data /1, 2/ with REBEKA data /3/ indicated ditferent
reflood and quench behavior inspite of same outer rod dimensfons, bundle
size and power distribution. Direct comparison was ditficult because the
REBEKA teste were performed in a different test facility, under different
operational procedures, and with less variation of the flooding parameters.

Therefore, the data base established witl, the FEBA program is being comple~
mented by the SEFLEX program (Fuel Rod Simulator Effects in Flooding Experi-
ments). For this program the FEBA bundle consisting of 5 x 5—“gapless fuel
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rod simulators with | mm stainless steel cladding (sece Fig. l) is replaced by
a bundle consisting of 5 x 5 REBEKA fuel rod simulators with Zircaloy clad-
dings and a gas f[illed gap between the cladding and the Alzn pellets (see
Fig. 2). SEFLEX reflood tests have been performed in the FLBR facility.

In the tests performed up to now, the filling gas of the rods was helium
leading to the lowest gap resistance and minimizing the "gap effect". With a
real mixture of fission gases with helium, the gap influence becomes more
dominant. The nominal width of the radial gap in the REBEXA rods used is
0.05 mm corresponding to nuclear fuel rods.

The initial and the boundary conditions as well as the operational procedure
of most of the FEBA tests without blockages (Series 1) have been repeated
for close comparison of the results obtained from both bundles of different
rod design.

Initial axial temperature profile, bundle power at start of the reflood
phase (200 kW), decay heat fransient, axial power distribution as well as
power steps along the rods were the same for both test series. The design
and the arrangements of the grid spacers - without mixing vanes - were the
same as those of the FEBA tests. The system pressures applied for the diffe-
rent tests were 2 and 4 bar, the flooding velocities 3.8 and 5.8 cm/s cor-
responding to portions of the matrix of the FEBA tests /I, 2/. All data are
recorded with a scan frequency of 10 cycles/s.

Results

Figure 3 shows cladding temperature transients measured and corresponding
heat flux transients evaluated from a FEBA rod bundle and a REBEKA rod
bundle. The data were obtained from thermocouples embedded in the claddings
at axial level 1680 mm referenced to the top end of both bundles.

In the SEFLEX test using a bundle of 5 x 5 REBEKA fuel rod simulators, the
maximum cladding temperature was lower than in the FEBA test vith the "gap-
less" rods. The quench time (t,) was shorter in the SEFLEX test as well at
cthe elevation mentioned. (SEFLEX03: tq1680 * 248 s, FEBA216: tq1680" 304 s).

Comparing the shapes of both the cladding temperature transients plotted,
significant differences occur during the time span about 50 s prior to quen-
ching up to the individual quench times. The signal obtained from the ther-
mocouple embedded in the FEBA rod cladding stays smooth because of the high
heat capacity of the | mm thick cladding of stainless steel. The signal of
the thermocouple embedded in the 0.72 mm thick Zircaloy cladding ot the
REBEKA rod shows spikes. The lower heat capacity of the Zircaloy cladding
(about 1/4 of the FEBA rod cladding) as well as the gap between cladaing and
Al,0q pellets enable the two-phase flow to cool down local spots of the
cladslng significantly. For the same time span the surface heat flux, i.ec.
the heat removal from the rod, is increased significanrly compared with that
of the FEBA test. During most of the reflood phase of both the tests, per-
formed with a flooding velocity of 3.8 cm/s and a2 system pressure of 4 bar,
the heat flux transients at the axial level mentioned are roughly the same,

Further evaluation of the data leads, e.g., to the maximum temperatures
within the two different types of rods as well as to the corresponding heat
stored instantaneously within the rods including the claddings (see Fig. 4).
At initiation of reflood the maximum temperatures in the cross sections of
both the rods are the same. Later in time, the maximum temperature in the
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cross section ot the FEBA rod is higher, and the sudden drop of the tempe-
rature (indicating the passing of the quench front) occurs later. Comparing
the shapes of both the internal temperaturc transients, again during the time
span about 50 s prior to quenching, the most significant diflerences occur.
The drop of thie temperature within the RE3BEKA rod (SEFLEX) is initiated from
a higher level than that of the FEBA rod.

This finding is similar for the stored heat plotted in the same (igure. At
initiation of reflood, the stored heat of the FEBA rod is about 10 % higher
than that ot the REBEKA rod. Prior to quenching (tQ = 304 s) it is lower
than that of the REBEKA rod shortly prior to its quenching (tQ = 248 s).

For a more detailed analysis of the conditions at the quench front in both
types of bundles, the transients shown are plotted with an enlarged time
scale. A recording window of 40 s, i.e. 20 s before through 20 s after the
quench fronts passed the axial level 1680, is analyzed in the following. The
quench time t, of the individual rod sections (t, = 304 s ifor FEBA and t, =
248 s for SEFLEX) is set t = O for a new time scale allowing a better compa-
rison of the transients from both tests.

Figure 5 shows the cladding temperatures of hoth tests measured at axial
level 1680 mm versus the new time scale. The data measured with a scan fre-
quency of 10 cycles/s are identical to those plotted in Fig. 3. However, the
temperaturc "spikes" recorded by the thermocouple embedded in the Zircaloy
cladding of the REBEKA rods in SEFLLX are detected as peaks of a duration of
less than | s and a maximum temperature variation of up to 60 K for t &£ 0.
There is no thermocouple noise influencing these signals indicated by the
smouth signal during the single phase cooling condition (t » () after quench=-
ing.

Figure 6 shows the surtace heat flux transients (from Fig. 3) plotted azain
with the new time scale t as before, Downstream of the quench front (¢t £ 0)
the surtace heat flux is significantly higher in the SEFLEX test than in the
FEBA test as described above.

[t has to be mentioned that the heat transter analysis applied does not take
into account the axial heat conduction within the rods and the claddings,
respectively. Calculating the heat balance and the temperature distribution
within the rods an axial length of 10 mm {s assumed to have constant axial
conditions, Therefore, the individual values within steep gradicnts can only
be used qualitatively. However, the balance is correct and the values outside
of steep gradients are accurate., Within the steep gradients ot the surface
heat flux shown in Fig. 6, i.e. =6 8 £ t £ 6 s, somewhat more heat is being
removed from the REBEKA bundle (SEFLEX) than from the FEJA bundle. Figure 7
shows the corresponding stored as detail from the data already presented in
Fig. 4. For the reflood conditions mentioned, the stored heat within the rod
with Z{rcaloy cladding is higher than that of the gapless FEBA rod prior to
quenching., At initiation of reflood, there was an inverse situation as men-
tioned explaining Fig. 4.

The quench front locations versus time are plotted in Fig. 8 for both the
tests discussed. The local quench freont velocities can be determined using
the local slope of the indtvidual curves. At the axial level 1680 mm the
quench front velocity is about 6.7 mm/s for the SEFLEX test and 6.2 mm/s for
the FEHBA test. A time step of 1.5 8 corresponds roughly to an axial step of
10 mm,
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Fluid temperatures measured near the quench ‘ront indicated saturation tempe=
ratures for the liquid as well as the vapor phase. Superheated steam leaving
the hot and unwetted portions of the rod claddings was not detectadble measur-
ing the fluid temperatures with thermocouples described in /1/.

Conclusions
Fuel rod simulators with Zircaloy claddings and a helium [illed gap between

cladding and internals of the rods quench significantly earlier than "zapless'
fuel rods with thick stainless steel claddings.

The heat removal from rods with gap is increased =specially during the film
boiling regime. The heat stored in the rods with gap (REBEKA) is about 10 &
lower at initiation of reflood than that of the gapless rods (FEBA). However,
prior to quenching, the increasaed heat removal starts {rom a higher level ot
the heat stored shortening the gquench times by at least 20 % for heliunm
filling in the gap.
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A STUDY ON INTERFACIAL AND WALL HEAT TRANSFER DOWNSTREAM A QUENCH FRONT
D. JUHEL

Service des Transferts Thermiques
C.E.N. GRENOBLE
85 X
38041 GRENOBLE CEDEX

Using experimental tests to investigate heat transfer in dispersed flow in
tubes downstream of a quench front :

- We first check a mechanical model to evaluate (l-a), Vv and VL

- Then develop a heat transfer model including :

. Heat transfer from the wall :
* To the vapour by radiation
by convection
* To the liquid by radiation
Due to the liquid rearrangement downstream of the quench
front

. Heat transfer between liquid and vapour.

Two correlations are proposed, one for droplet diameter which is of importance
for radiation and liquid vapour energy exchange, and the other for the special
heat transfer exchange between wall and liquid downstream of a quench front.

NOMENCLATURE

Specific heat

hydraulic diameter

function

mass velocity

heat transfer coefficient

gradient of a linear function

number of droplets per unit of volume
Nusselt number

Pressure

Energy exchange between vapour and liquid per unit of volume
Time

Velocity

Weber number

Elevation

letters

void fraction

Droplet diameter




. wall-liquid heat flux due to liquid flow rearrangement downstream of the

A thermal conductivity
M viscosity
o density
g surface tension or standard deviation
.CV wall-vapour convection heat flux
’qpvx
quench front
‘RL wall-liquid radiation heat transfer
®av wall-vapour radiation heat transfer
Subscripts
L liquid
QF quench front
sat saturation
v vapour
W wall
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NOMENCLATURE
1) INTRODUCTION

2) DADINE TESTS ; VOID FRACTION CHECKING
2.1) Experimental set up
2.2) Use of results

3) ZRSEC DROPLET DIAMETER DETERMINATION
3.1) Modeling of heat transfer terms
3.1.1) Radiation
3.1.2) Convection
3.1.3) Energy transfer between vapour and liquid

3.2) Data correlation
3.2.1) Evaporation
3.2.2) Break up

4) ERSEC HEAT FLUX BETWEEN WALL AND LIQUID (EXCLUDING RADIATION)
4.1) Data correlation
4.1.1) Initial coefficient
4.1.2) Decay of h with distance

4.2) Comparison between correlation and data
5) RECONSTITUTION TESTS
6) CONCLUSION
REFERENCES
ANNEX A
ANNEX B

FIGURES
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1) INTRODUCTION

ERSEC and DADINE experiments are refloci tests perfarmed in the J3re-nz:ole
heat transfer labcoratory within the framework of a bilaters. fsrtract Setueen
the French Atomic Energy Committee and Slectricité de France,

= ERSEC ctube experiments are used =0 study heat <ransfer downstrean =7 a
quench front. We specially developed a mccdelizaticn of heat transfer exchanges'
radiation and heat transfer Detween ligquid and vapour, in teras of drcgles
diameter. We also developed a mcdelization »f the heat flux between wall

and liquid in the vicinity of the quencha front.

In order to correlate these terms, it is of interest tc desermine void fractisn,
vapour and liquid velocities, vapour superheat along the test section.

Flow test section calculations are performed at a given time using the six-
equation medel code CATHARE with the following conditicns :

- Steady state for hydraulics

- Experimental hydraulic boundary conditions g

- Total heat flux between wall and fluid deduced from wall temperature
measurements by inverse conduction calculation including transient terns

- Heat removal due to quench front progression deduced from experimental
results

- The studied parameter is adjusted on each nesh so that the computed
wall temperature is equal to the experimental value.

Such an approach is gquestionable if (l-a) which is a very imporzant and
sensitive parameter is not previously checked out, For <his purpose, DADIN
experiments are used, where a special void fractisn measursment in refisecd
conditions has been developed.

This presentatiocn deals successively with
Dadine studies
Ersec studies - drop size

- heat flux between wall and liquid

2) DADINE TESTS ; VOID FRACTION CHECK

2.1) Experimental set up [Ref. 1]

The main problems of void fraction measurements in reflood conditions are:

Methods leading %o a flow disturbance are not suitable,

- A high resolution is required for highn vecid fraction values, which
is not generally feesible with y or Xe-ray attenuaction technigues

-~ Sensitivity to radial flow distridbution h8s %0 be as small as pcasible

Using a neutron beam one has to chocse

- attenuation or scattering
- Energy of neutrons

The best results are obtained using scattering of a thermal neutron beam

(see diagram). A typical result is a curve g ‘%, 2s1.6 m) for given pressure
and inlet flow conditions [figure 1].
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2.2) Use of results .

For a ;zvend

est a time is chosen such that the assumption of steady state
is valid [j !

\ P close < 2 1. #1§ cion i erme
e aaeesan 2 zer ] A calculation ig performed

using experimental hydraulics (P, 3, rin'o'T and thermal (¢ (g} conditions,
Computed and experimental void fraction are compared, at <he mneasursment
elevation,

As a first step. using the standard CATHARE code model, & systematic error
was observed. Conseguently we sligntly modified this model to sbtain overa.l
agreement be:wecn experitental and calculated values [figure 2.
It is this adjusted model ‘see annex A that is used for ERSEC analysis,
An important remark should be nade

= In such an experiment the total mass flow rate is set

« Vapour mass flow rate at the cutlet is the result of a thermal balance

the error due to the uncerstainty on vapour superheat is small

The consequences are

- As vold fraction is close %o one, V,, is fairiy well determined

« Ligquid mass flow rate is determined (steady state) and as (l-a) is

i

adjusted on the experirental value, VL is fairiy well deternined o0,

In conciusian, the check made on DADINE experiments means that a fairly high
degree of confidence can be had in our determination of (le-a), VI and 7, .
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3) ERSEC DROPLET DIAMETER DETERMINATION

ERSEC experiments [Ref. 27 are performed with in an electrically heated
tube 3.6 m long, 1.2 em inner diameter, in wnich wall temperatures, test
section pressure drop, ligquid mass flow rate and vapour temperature at the
outlet are measured. For these reflooding tests, inlet mass flow rate and
quality are set.

In these tests, a first area is dealt with, far enough from the quench front
for the most importa t phenomenon are supposed %o be droplet benaviour
connected with radiation and vapour-liquid energy exchange ; and convection.

3.1) Modeling of heat transfer terms

3.1.1) Radiation (see annex B)

’RL = f(§ (l-a), P, TL. TV)

'nv = f(§, (l-¢), P, Tv. Tw)
Parameters & and (1-a) are very important ; Their effects are shown in figure 3.
3.1.2) Convection

A simple correlation of the Cathare model is used.

ch = h(T' - TV)

Ay o VD, .77y, Cp, .61
h = ,0083 5 ( ) (-—T—-'l

4 by v

3.1.3) Energy transfer between vapour and liquid

Liquid is assumed to be in tie form of droplets the diameter of which is
uniform in any cross-section,

Energy exchange between a sphere and a continuum can be expressed as :

(Vy=V, )89.5 rw, Cp /3
Nu-%—‘--{z..SSZ[N L ] [‘\/‘ V] }

v v v

Interfacial area per unit of volume is :

Als 6(1-a
T
Then
A P,V =V )8 172 uy Cp ll!}
qW B 3 { 2 + .5 (———L—“v ) (—‘r—vv ) 3 (‘!‘v - T.“)

With the following assumptions :

- Laminar term negligible
= Prandtl number close to 1
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e, 1/2 1/2

N l-a ' -
[ — (V. =) ) - y

In this expression, 6§ and (l-a} are still important parameters. As <the void
fraction model has been verified, & remains the most important term. In our
calculation § is tied %o the experimental value of Tu for every mesh.

A typical result is presented in figure 4.
The calculation results constitute a data bank :

6 (1-a), P, T, V., V

v* L

3.2) Data correlation

Of course the values of § are not a measurement but values obtained through
hypotheses and a modelization ; we nevertheless try to correlate these data
according to physical processes :

- evaporation
- break-up

J.8.1) tz:ggrution

With the hypothesis previously mentioned : water in the form of droplets
of a single diameter ; the evaporation process alone means a constant droplet
flux through a cross-section :

6(l-a)
o Sl
n é

x Y = constant

n.v L

L

Results are shown in figure 5 where droplet flux (n.vL) is plotted versus
distance to the quench front for different tests.

This flux generally increases with distance except in a few tests where it
becomes stable.

This observation means that the evaporation process alone is not the main
phenomenon by which druplet diameter decrease can be evaluated.

3.2.2) Break-up

Droplet break-up in a tube without spacer grids (which have a complex effect
in reflood conditions) may obey a Weber criterion :

The problem is to define the velocity which must be used : V or (V =V ).
Choosing V, means that the main turbulence source is due to the ovcraly f&ow.
This is probably true for high velocities. On the contrary, the choice of
relative velocity means that the main turbulence source is due to interfacial
shear stress. This should occur when the slip ratio is high enough (for instance
low velocities and upward flow).

For each test, the average Weber number expressed with Vv and Vv-vL is set out
in table 1.
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The overall average value is -

(Vv - VL): He = .45 ¢ = ,09 (20%)

VV - G‘ = 3.0 g = .9 (30%)

In figure 6 the ratio r is plotted for each test :

(w )
P o SIS0 ONO test £(Vy) or £V, - V)
(we)ror all tests

The two hypotheses V., and V.-VL lead to a discrepancy of the same order of
magnitude ; nevertheless a remark has to be made about test 1969 :
It is the only test where experimental wall temperatures clearly indicate
slug flow (little and regular oscillations for all thermocouples). The whole
modelization based on dispersed flow is inadequate in such a case.

Using (Vy = Vi) the mean Weber number for this test is abnormally low, whereas
using Vy, this value is near the average value. Excluding this test a new
overall average value is obtained :

W = .48 o= .06 (12%)

(Vy = V) : W

Vv : Ue =3.0 o= .9 (30%)

The difference between the two discrepancies is now significant especially
as reconstitution calculations show that wall temperatures are very sensitive
to droplet diameter parameter.

So it seems that (V, - V. ) is the best scale for velocity in the Weber number.
The average value Xf .45 is small in relation to those determined in other
studies. We have to note that this value is greatly dependent on relative
velocity which has Dbeen previously checked with DADINE experiments.

In conclusion, it can be said that using our modelization, droplet diameter

can be determined by a Weber criterion expressed with Vv - VL'

4) ERSEC HEAT FLUX BETWE'.N WALL AND LIQUID (EXCLUDING RADIATION)

A second term is investigated in these tests ; it is a special heat flux
occurring in reflood conditions, downstream of the quench front. The assumed
controlling phenomenon is the intense water agitation connected with the
flow rearrangement above the quench front.

Such a mechanism vanishes as distance to the quench front increases (see
diagram).

The method is the same as in the first part except, that this heat flux is
tied to Tw.

Modelization is also the same, and in order to minimize errors, droplet diameter
is evaluated with the mean Weber value from part cne, for each test.
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The calculation results lead to th¢ data bank :

t - (lw
oy (z=2), (l-@), Vv. VL"'
H
it e?
0;.
o0 °
flow recrrangement a0 © 0,
downstream tha Lol "
quench front @ |

4.1) Data correlation

First, datawere compared to some correlations available in literature.

- An exponential decap in (2-Zgp) as in the present form used in the
CATHARE code [Ref. 3] is possié&e but dispersion is large.

- Ellion correlation [Ref. 4] in (2-Z )", The decay with the distance

is too low. OF (2-2..)
QF ]2

- Shi Chune Yao and Sun [Ref. 5] propose a correlation in [a - ~

which is in poor agreement with our data.

As none of the tested forms seem to agree with our data, we tried to correlate
these data.

In our tests water is always in saturated conditions
transfer coefficient as :

; we define the heat

:h(Tw-T )

.PVI sat

Qur correlation research was performed in two steps :

- h for Z-ZQF : initial ccefficient

- Decay of h with distance to the quench front.
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4.2) Comparison between correlation and data

Figure 2 npresents a comparison between experimental and computed values of
the heat transfer coefficient. Except for low values (due to inaccuracy)
a good agreement is observed.

5) RECONSTITUTION TESTS

Figure 10 presents a typical comparison between experimental and computed
wall temperature. Calculations were performed using the whcle proposed model.

6) CONCLUSION

In tube bottom reflooding, the study of dispersed flow downstream of the
quench front is of particular importance, in order tc evaluate wall temperatures.

The studies based on ERSEC and DADINE experiments have led to the development
of two-phase flow mechanical and thermal models, which were simultaneously
established and are consequently interdependent. The mechanical model includes
indissociable wall and interfacial shear stress correlations. The thermal
model includes wall-liquid and wall-vapour radiation, wall-vapour convec-
tion, and liquid-vapour energy exchange.

Droplet diameter is, with the (1- a) parameter, the main parameter for these
different heat transfers. A droplet diameter correlation is proposed.

Moreover a special heat transfer process occuring downstream of the quench
front and connected with the flow rearrangement has been also correlated.

The whole results of this study, based only on tube analysis, are to be
introduced in the advanced safety code CATHARE.

Future developments are now in progress. They consist of the analysis of
bundle reflooding experiments, performed on the same loop ERSEC, in order
to introduce spacer grid effects in such a modelization ; on the PERICLES
loop to verity that the transposition to a larger scale is still valid and
to evaluate radial effects.
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TABLE 1

WEBER NUMBER EXPRESSED WITH V\, AND Vy - V|
MEAN VALUE AND STANDARD DEVIATION FOR EACH TEST

V,-V, V,
'l'és-"Jtef. We T We T
4952 A . 4b A4 2.05 .78
1352 D .53 .03 & 39 .26
41457 8 <48 . O 3.9% .75
4366 C L5 .40 A. 84 . 66
4968 A .42 .06 Z.22 . %0
4368 D - 43 .06 2.63 . 24
4963 A .28 . OS5 2. 44 .33
4363 D .25 . 05 % 30 . 26
9036 B .39 . OF A. 84 .28
olo A .54 . O4 3.62 «TH
oo D .55 .03 4.34 .27
0638 B . 51 . 04 4,78 . 80
37 A .43 « O 3.56 . 84
77D . 42 .02 4,08 4.0
22%0 A « O8 .43 2.39 . 23
230D | .52 ' 40 2L ‘. &
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4 ._O( Experimental
value (indicating
the intensity of

% fluctuations)
1F ] X
d value
x * F compute
X, X

45 4 F
.9 1 1 i 1 1 ; 1 1 - TN

T TEST

.
.
W
W
(O}
W
W
W
o

P bars
55 440} 88 |55 | |4to|5S |38 |24 |55| |24| GRy/m's
302020 |20 2o |20 |20 (2023 Zo

Tf...l.&'-!;dc
315 3 _lfo W/ emt °C *

EXPERIMENTAL CONDITIONS

ul

\

N
N
n
w
wn

¥ NOMINAL HEAT FLUX

FIGURE 2
193



Tw = 700°C P = 3 bar
A+ Wept Tv = 250°C Ew=0,7
Tl = Teat Box model

d = 0,1 mm

Pwall ->droplets

&
4.
[© wall = vapour
0,35 dé qés

r IGURE 3

RADIATIVE HEAT FLUXES ABSORBED IN THE DRY REGION :
VOID FRACTION AND DROPLET DIAMETER EFFECT
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DROPLET DIAMETER VERSUS QUENCH FRONT DISTANCE
TYPICAL RESULTS
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FIGURE 5

DROPLETS FLUX THROUGH A CROSS SECTION VERSUS DISTANCE TO THE QUENCH FRONT
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EXPERIMENTAL AND COMPUTED WALL TEMPERATURES FOR
TWO TYPICAL TESTS
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ANNEXE B
HEAT TRANSFER BY RADIATION

The CATHARE model is used it is a simplified version of Deruaz-Petitpain
(Ref. 6) model.

It describes scattering and grey absorption by droplets as well as nongrey
absorption by steam. We assume uniform size, temperature and spatial distribu-
tion for droplets and uniform temperature for steam.

The model is :

L a
2 : o(T -TV) ?E!

rpV B K
b b 2 a
: . G(TP-TL) nl(l-o)K1
rplL B K
with :
B = < + P T e 1 geometrie plane
€ 1-2E_.(K.D)
p 3
tp = 0,7 wall emissivity
S' e-XT
E3(X) = h 3 dat

2 a a
K = .'11 (l—c)Kl *» 6 Kv

D= 0,534 DH

n: = 1,77
K' = £i§ (en™

1 )

8 = droplet diameter

X = (P, T, T 1)
v

A
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NUMERICAL SIMULATION OF THE REWETTING OF A HORIZONTAL TUBE
USINC A TWO-FLUID MODEL

by

C.B. So and K.H. Ardron

ABSTRACT

The RAMA-UVUT two-fluid computer code was used to simulate tests
in which a hot horizontal tube was rewetted by a forced flow of subcooled
water at atmospheric pressure. Cowmparisons were also made with counterpart
experiments using an unheated tube.

The RAMA model underpredicted the slope'of the gas—liquid
interface during the refilling of the unheated tube. The reasons for tne
discrepancy are not understood. However, it was found that the predictions
of the existing model could be made to agree with the experimental results
by using an enhanced wall-friction factor in the two-phace region.

Using the enhanced wall-friction factor, the predictions of the
RAMA model were in good agreement with the hot-tube rewetting data. The
calculations indicated that the post-dryout heat transfer in the tube is
strongly irfluenced by the liquid subcooling. Further horizontal-tube
rewetting tests covering a range of inlet subcoolings are suggested as a
means of confirming the subcooling effect.

Atomic Energy of Canada Limited
Whiteshell Nuclear Research Establishment
Pinawa, Manitoba ROE 1LO
1984 March
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NOMENCLATURE

fraction of the wall surface immersed in wate:
wall surface area, flow area

specific heat at constant pressure

tube diameter

hydraulic diace~er of the part of the tube occupied by phase k
friction factor

gravitational acceleration

enthalpy

thermal conductivity

mass generation rate per unit flow volume
pressure

Prandtl number

heat transfer rate per unit flow volume

heat flux

Reynclds number

time

temperature

@inimum filw-boiling temperature

velocity

interface width

height above bottom of pipe

height of centroid of portion of pipe occupied by phase k
thermodynamic quality

Martinelll parameter

axial distance
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& volumetric concentration of phase k
A heat transfer constant

v kinematic viscosity

P density

o surface tension

T shear force per unit flow volume

® angle subtended at pipe centre

Superscript

(n) the ath wall surface
b bulk phase
Subscript

B boiling

g gas phase

i interface

k phase k

1 liquid

w wall

CHF Lritical Heat Flux

sat saturation
sub subconoling

ain quantity evaluated at Tgyq,
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INTRODUCTION

An understanding of the mechanism involved in the rewetting of hot
surfaces is important for the analysis of emergency cooling system
performance in water-coocled nuclear reactors. Numerous studies have
described the rewetting of vertical channels by bottom flooding or top
spray, and reviews are available (see, e.g., |l] and [2]); however,
comparatively little work has been reported on the rewetting of horizontal
channels. Experiments described in Reference |[3] to (5] showed that
horizontal channel rewetting is quite different from the vertical channel
case. Because of gravity, flow stratification occurs in the rewetting of a
horizontal channel. Thus at a given location, the bottom surface rewets
before the top surface. In the experiments of Chan and Banerjee [3), using
a horizontal tube, observed rewetting temperatures were up to 200°C higher
than those normally found in pool-boiling experiments, or in experiments
with vertical surfaces. This led Chan and Baner jee to postulate a
hydrodynamic instability mechanism for rewetting in horizontal flow, in
which gravity forces play an important role.

The RAMA-UVUT computer code has been used for calculating the
rewetting of the horizontal fuel channels in a CANDU-PHW reactor, under
certain postulated fault conditions ioj. RAMA-UVUT solves the conservation
equations for one-dimensional, two-fluid tiow, to calculate the phase
temperatures and velocities in the channel. The distribution of liquid
across the channel area is determined using a flow-regime map.

In this paper, the RAMA-UVUT model used to describe channel
rewetting under stratified-flow conditions is described briefly. Code pre-
dictions are then compared with the horizontal-tube rewetting experiments
described in References (3] and (4]. The hydrodynamic rewetting criterion
proposed by Chan and Baner jee is discussed in the light of the new calc-
ulations.

RAMA-UVUT MODEL FOR HORIZONTAL-CHANNEL REWETTING

The RAMA-UVUT ccmputer code uses a two-fluid model that treats the
vapour and liqu’d as individual streams with differen:t velocities,
tem eratures and pressures. Constitutive relationships are specified to
describe the exchange of mass, momentum and energy between the phases, and
to evaluate the wall-to~fluid heat transfer. Thermal conduction within
solid wall elements and radiation between solid surfaces are also
calculated.




The form of the conservation equations and the constitutive laws
depend on the flow regime. Three flow regimes are recognized in the RAMA

model:
(1) horizontal stratified flow
(ii) vertical annular film flow
(i1ii) dispersed flow.
The appropriate flow regime is selected by using a flow regime map. Since

the present work is concerned with stratified flow in a horizontal tube,
only the equations used for this regime will be described here.

2.1 Conservation Equations for Horizontal Stratified Flow

The conservation equations for horizontal stratified flow are
derived by cross-section and time averaging of the local, instantaneous,
phasic conservation equations [7). The equations used are:

Mass Conservation, Phase k

A qa A gl ARy (1)

Mouwentum Conservation, Phase k

P ) (2)
3 ) 2 k Y
Ayl tm Aqpltqdmg AR 5

Ener317Conservation, Phase k

2 A H, + 2 A U H, - A?P“-A 2%
3t A iy Yo A Uiy T oA —F P 3

2
Uki b

= Anm (hyy + - Aq
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where H = h + U2/2 and the function (-1)k is defined oy the equations

(~1)k = -1 for vapour (k = g)

(=1)k = 1 for liquid (k = 2)

2.2 Constitutive Rclationshigs

The flow pattern assumed for horizontal stratified flow in a tube
is shown in Figure 1. The interface is assumed to be smooth, and droplet
entrainment in the vapour phase is neglected. The constitutive equations
used to give the mass, momentum and energy transfer terms in Equations (1)
to (3) are listed in Table 1. A complete description of the constitutive
relationships for all flow regimes is given in Reference [t |.

2.2.1 Wall-to-Fluid Heat Transfer

The RAMA-UVUT model is able to describe the radial temperature
distribution in a large number of independent elements comprising the
channel wall. These elements can represent individual fuel pins,
circumferential segments of a tube wall, etc. Conductive heat transfer
between wall elements is not modelled, but radiative heat transfer is
included. The mean heat flux at the surface of the nth ya1l element is
given by

q (0 o 4(n) q;'(n) + (1 - aln)y q;één)

where a'®) {s the fractior of the surface immersed in water, q (n) is the
heat flux for boiling or liquid forced convection, and qrcgn) 1s {h heat
flux for vapour forced convection. In stratified flow, we take a‘"’ = 1 for
surfaces completely velow the liquid level, and a(" = 0 for surfaces com
pletely above the liquid level. A vailue between zero and one is used for
partially immersed surfaces.

In the current RAMA model, heat released in boiling is assumed to
enter the bulk liquid phase. The conversion of the heat to vapour gener-
ation in saturated boiling is ensured by making the liquid-to-interface
heat-transfer constant (Ag; ) arbitrarily large for T Tgap» @s shown in
Table 1. For subcooled boiling, heat transfer from éhe uarf is assumed to
result in heating of the bulk liquid phase. Note that subcooled voiding
cannot be represented with this model.
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The formulations used for the surface heat flux for boiling and
vapour-forced convection are given in Table 2. Figure 2 shows the bound-
aries between the different boiling regimes.

2.3 Numerical Solution Scheme

In the version of RAMA-UVUT employed, the conservation equations
(1) to (3) were solved using a finite-difference method with a fixed spatial
mesh [8 ). The dependent variables of solution are a,, Pgr Ugs Ugs by, and
hy. The solution method uses a staggered mesh techn?que in which thg phase
velocities are evaluated at cell edges and the other variables at cell
centres. Stability is maintained by using differencing procedures similar
to those described in Reference [(17], in which viscous-type terms are
introduced into the momentum equations. Also, a mass-conservation algorithm
is introduced to ensure strict mass conservation. Details are given in
Reference [8].

3. COMPARISON OF PREDICTIONS WITH THE HORIZONTAL-TUBE REWETTING EAPERIMENTS

Chan and Banerjee (3] performed experiments in which a hot
horizontal tube was rewetted by a forced flow of subcooled water at atmos-
pheric pressure. Their apparatus is shown schematically in Figure 3. The
test section, which was uninsulated, consisted of a 2-m~long, thin-walled
Zircaloy tube with an internal diameter of 18.0 mm and a wall thickness of
0.898 mm. The tube was heated electrically to a temperature close to 500°C.
The electrical power was then shut off and the tube rewetted by diverting a
controlled flow of subcooled water (T = 8°C) into the test section using
quick-acting valves QAVZ and QAV1. The tube wall temperature was measured
using thermocouples spot welded to the tube external surface at top, bottom
and mid-side locations.

Chan and Banerjee also performed experiments on the refilling of
an unheated Pyrex tube to provide information on the shape of the liquid
front during refilling. The experimental setup is also shown in Figure 3.

In the tests, the velocities of the leading znd trailing edges of che
refilling front were observed visually.

3.1 Unheated-Tube Experiments

To test the hydrodynamic modelling in RAMA, comparisons were first
made with the results of one of the unheated-tube refilling experiments. A
13-node representation of the test section was used, as shown in Figure 4.
To demonstrate numerical convergence, one calculation was repeated with a
25-node representation; no significant change in the solution was obtained.
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Comparisons were made with a refilling test in which the injection
flow rate was 70 g/s. Measured and predicted void profiles at t = & s and
t = 6 g are shown in Figure 5. (The experimental profile is interpolated
from the position of the leading and trailing edges of the refilling front.)
Code predictions using the modelling assumptions in Section 2 are shown as

the curves labelled "A". The predicted refilling front is much too flat.

Chan and Baner jee |3 | modelled this test using their two—-fluid
code REWET. They found that reasonable agreement with data could be ob-
tained i{f the smooth-tube wall-friction factor in the two-phase region was
multiplied by a factor of 60. This wodification was also introduced into
RAMA, and the calculations repeated. The results are shown as the curves
labelled "B" in Figure 5. Agreement with data is now good. In view of
this, the factor of 60 was adopted for the heated-tube rewetting simulations
described below. This procedure was also followed by Chan and Baner jee in
.heir calculations |3 |.

It should be noted that the use of the friction multiplier has no
obvious theoretical basis. It seems likely that the multiplier actually
compensates for errors introduced in attempting to describe the two-dimens~
{onal flow field at the leading edge of the refilling front with a one~
dimensional model. Further investigations of this are in progress.

3.2 Heated-Tube Experiments

The nodalization scheme used for the simulation of the hot-tube
rewetting tests is shown in Figure 4. Again 13 nodes were used to represent
the test section. For the heat transfer calculation the tube wall was sub~
divided into four circumferential elements, as shown in Figure 6. From
symmetry considerations, segments B and D were assigned the same temp~
eratures. Thus, three independent wall-temperature calculations were done
at each axial node. Heat losses from the external surface of the tube were

1
i
A

he modelling assumptions used were those described in Section

Ht‘L‘,lt‘C!t’d .

2, except for the use of the wall-friction multiplier of 60 in the two~-phase
region (see section 3.1 above).

Simulations were made of tests at injection flow rates of 47 and
84.5 g/s. Predicted and measured tube-wall temperatures for three axial
stations are plotted in Figures 7 and 8. Agreement is quite good, and would
clearly be improved even more if heat losses to the surroundings had been

represented in the calculatiouns.

Agreement obtained in the 84.5 g/s case is somewhat better than in
the 47 g/s case. This is probably due to the use of the friction multi-
plier, which was selected to give good agrcement with the shape of the re~
f1lling front at a flow rate of 70 g/s (seec section }.1)., Use of the mult-

{plier at a flow rate of 47 g/s appears to give a refilling front that is

[
too steep. i

his is not surprising since the multiplier has no physical
basis.




3.2.1 Effect of Subcooling

For the experimental conditions the RAMA wmodel predicts values of
Tain in the range 290 to 650°C. These high values are a consequence of
ultng the Groeneveld-Stewart [15] correlation, which predicts very high
values of T for subcooled liquid conditions. The importauce of
subcooling on post-dryout heat transfer has only been recently identified,
mainly as a result of experiments by Gcoeneveld and co-workers [l3j.

To show the importance of the subcooling effect in the present
case, the rewetting calculations described earlier were repeated with the
equations for T ;. and the film boiling heat flux in Table 2 replaced with
relationships given by Berenson [18], which do not account for the effect of
liquid subcooling. Figure 9 shows the results of the new calculations for
some typical cases. In general, the agreement with data obtained with the
Berenson equations is unsatisfactory. Errors are large in the higher
flow-rate case, particularly at locations near the tube entrance, where the
liquid subcooling at the quench front is the highest (see Figure 9(a)). The
smallest errors occur for the low flow-rate case, at stations near the tube
exit, where the calculated liquid subcooling at the quench front is small,
as shown in Figure 9(b). These observations seem to confirm the importance
of liquid subcooling on the rewetting behaviour in this experiment.

Chan and Banerjee [3 ] analyzed these experimental data using their
two-fluid code REWET. They did not allow for the effect of liquid sub-
cooling on the post-dryout heat transfer, and were thus unable to account
for the high rewetting temperatures that were observed experimentally.
Therefore, they postulated a hydrodynamic rewetting mechanism for
horizontal-channel rewetting, which indicates that rewetting will occur
essentially independently of the surface temperatures. Our interpretation,
based on the RAMA calculations, is that the high rewetting temperatures
observed were actually a consequence of the high liquid subcoolings used in
the tests. Further horizontal-tube rewetting tests with variable inlet
subcooling are required to confirm if this interpretation is correct.

4. CONCLUSLONS

1. The RAMA-UVUT two-fluid code has been used to simulate experiments in
which a hot horizontal tube was rewetted by a forced flow of subcooled
water. Comparisons have also been made with the results of refilling
experiments on an unheated horizontal tube.

2, Comparisons indicate that the simple horizontal stratified-flow model
in RAMA significantly underpredicts the slope of the gas-liquid
interface during refilling of the tube. The reasons for the discrep~
ancy are being investigated. The predictions of the existing model can
be brought into agreement with the experimental data by using an
enhanced wall-friction factor in the two-phase region.
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3.

Using the enhanced wall-friction factor, good agreement has been
obtained between the predictions and the hot-tube rewetting data.

Calculations indicate that the levels of post—~dryout heat transfer in
the experiment were strongly influenced by the liquid subcooling.
Further horizontal-tube rewetting tests covering a range of inlet sub-
coolings would be useful to confirm this inferred effect of subcooling.
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TABLE 1

Constitutive Equations Used in the RAMA-UVUT Stratified-Flow Model

Constitutive Equation Used Notes
Relationship
Interface condition Pxi =Py
U‘l - Uu = Ul -
T ® Toar Py
Mass generation oy = ( -1)k q:ilhgli Interfacial
K heat balance (8, !
Y f
| w » = k “kw 1
Wall shear Thew -——S—- E DkUk Uk
¥, {} = 78) = §/2n
- [ 0.184 Re;O'? Re, > 2000
- 4
kw | Z
. b4/Re, Re, < 2000
Rey = UDy/w
wip f1 U.=U) U, = U Assumes smooth
Interfacial shear Ty ® (-1)* 242\ Lol 2 tube friction
8A actog at
nterface
/ -0.2
0.184 R‘ig R‘ig 2 200U
f1 -f
\ 66/Rc18 Reig < 2000
Re18 - (U8 - Ul)os/'g




Ph;sc-to-tntcrtncelr- ﬂk - Pk - Pki see Reference 13”
pressure difference f

; . pkz(n i ;k)

¥y and y are expressed
as functton; of U and ¢

b &
- - - —

Liquid-to-interface b L

heat transfer | g4 ¥ @y (hy = hy)

. 5
( ku 2.10 Gxal hlz hu

‘i =0 hpd hy
Va our-to-intcrfacei b 2 Assumes usual
geat transfer . qgi . 'gi (hg hgl) relationship for

[ forced convection

= Agy (hg = hy) (9] modified to

allow for mass
transfer as

gl

hop = "15R (0,023 Re¥:8 pe0-%) suggested in [10]
gl C g g
88
Wall-to-fluid '
heat transfer qgu - - g qn'(“)n(“)A(n)
L ] \ p
q:v " - § chén"l - a‘n))h(“) see below
Summations taken over all differedt
heat transfer surfaces comprising
the channel wall.
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TABLE 2 (concluded)

LR A S LR A

Ryrraard and

Neat flus for ceatran Oyl
tiensition bolling whete
LA
b -
Tewr - a
( -4 1.2 16 3
- 286.7 4 44,10 m 10 PR R IR R N Ad
- a % o 28090 . 29000 F
7
lulio.dr.tlb P
Groeneveld and
Finisus file =
bolling temperature -6 -12.2 Stevar: 1S
(reve: temperature) t~'< pEconetin s o i T e w ’4
7
for x> 0anéd F, 10 P2
4
10X Pera: = B
- ’ul i al i 15.01 7
Pestn = 10
?
for f.) 10" Pa
Foro_ < 0.)
.
s 1.88) x 10° kel
W oo p )% %cri0)t 7" (cnoy'’®
vhere -4
t‘(f;) = 0.7249 + 0.099 (15) exp { - 0.032 210 °F))
10
For * > 0.
or . 0.8
Crittcal hear el .e 3.8 » IO’ 1.(P) (1-1) w‘ Blasi L .l
flus W 000 )" Heng®t T )
where b6 w-SP'

(3(F) = <1139 + 0.148 % 107 B exp (- 0.009 3 107°7) ¢ ———rp
104+10 7R

Far 0.3 ¢ o. < 0.8

.e;’ « linear Incerpolation hetveen ‘&I.V (o. = 0.)) and C&i’ (o‘ - 0.8)
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Prediction of Transition Boiling Heat
Transfer in Annular Flow Via The
Moving Front Model

J. Weisman and Y.K. Kao

Denartment of Chemical & Nuclear Engineering
University of Cincinnati
Cincinnati, Ohio 45221

é_b.t ract (1)

In previous work , the authors showed that, during annular flow, steady state
transition boiling temperature oscillations may be modeled by use of a vertically
oscillating rewet front. In the present work, this modeling is extended to provide
phenomenologically based predictions of steady-state heat transfer coefficients.
Although no vertical rewet front oscillations were observed during transients, the
rewet area heat fluxes estimated from steady-state data are shown to be in accord
with transient observations.

Introduction

At high void fractions, annular flow is generally observed. Under these con-
ditions, the quenching of a hot rod is determined by the advance of the thin liquid
layer along the surface of the rod. The edge of the liquid layer constitutes the
rewet front. The advance of this rewet front is relatively slow and rewetting rates
are substantially lower than those seen during inverted annular flow.

It is generally agreed that the heat transfer in the vicinity of the rewet
front is via transition boiling and that the heat transfer rate in this area can be
a significant factor in determining the rate at which the front advances. A better
understanding of this phenomenon is therefore clearly desirable.

§,Y’$?£ of the more recent attempts to model transition-boiling during annular
flow( ), have focused on the "rivulet model". 1In this model it is assumed
that, as the liquid film drys out, thin rivulets form. The meanderings of these
rivulets over the surface are assumed to account for the temperature fluctuations
typical of steady-state transition boiling.

Some recent evidence has tended to cast doubt on the rivulet model., France
et al.(5), who studied a liquid-metal heated steam generator observed temperature
fluctuations during transition boiling with two thermocouples at the same elevation
but different circumferential locations. They found that, at high qualities where
annular flow is encountered, there was a very high degree of correlation (cross
correlation coefficients up to .96) between the two temperatures. Meandering rivu-
lets would be expected to lead Lo the temperature oscillations at the two locations
with a very low cross correlation coefficient.

Two recent visual and photographic studies also failed to support the rivulet
hypotheses. In studies at the University of Cincinnati, virual and photographic
observations of the film on the surface of a rod in transition boiling Jid not dis-
cluse any rivulets. The slightly ragged front appeared to oscillate in the vertical
direction more or less as a unit. Such a vertical oscillation would account for the
high cross correlation coefficients observed by France, et a1, (%)

Nakanishi et al's, () photographic study of the transition boiling region also
failed to show numbers of meandc.ing rivulets. At high vapor velocities an occa-
sional rivulet was observed near dryout but the rivulet was constrained to a limited
area and wall temperature oscillations were small, Under most conditions, no rivulets
were seen. The general behavior can be described briefly as dry patch formation

231







"N

sis of Steady State Behavior

The first step in extending the previous work was the recognition that all the
numerical results obtained for temperature oscillatioms can be reduced to single
curve. This is accomplished by multiplying the oscillation magnitudes by
(45:4/9"wer) and plotting these normalized magnitudes against (Tm, i Tw) (48td/ duet) *
This is done in Fig. 2 where the solid line represents the calculation for a
thermocouple at a depth of 10 mils and the dotted line represents a thermocouple
depth of 30 mils. Also shown in Fig. 2 are the experimental data with the vertical
bars indicating the estimated error in the oscillation magnitude. It is seen
that the predictions are in the correct range but there is considerable scatter.
Over much of the range, the observations are somewhat below predictions. This is in
part attributable to the fact that the predictions assume the wetted heat flux
remains constant whereas in fact in drops with increasing wall temperature.

A single curve for the prediction of wetted area fraction, f, is obtained when
f is plotted against (T-. n-Twet) (4" ged/q" " wer): The cumputed curve is compared to
the experimentally derived values of idin Fig. 3. The experimental data show rela-
tively little scatter when treated in this fashion but high wetted fractions are
reached at lower wall temperatures (greater values of (Tgy, {n-T,)' than predicted.
This is consistant with the fact (see Fig. 2) that nscillations persist at wall
temperatures below those that predicted for the termination of temperature
oscillations. A possible explanation for this behavior comes from the fact that
the edge of the rewet front is actually highly irregular rather than the simple
plane assumed in the model. While the simple edge assumed in the model probably
represents the average location of the front, the wall would really not be fully
wetted at the end of the assumed oscillation but at a somewhat lower elevation and
hence lower temperature.

Heat Transfer Predictions

The fact that the model leads to the single curves of Figs. 2 and 3 for all of
the data, suggests that the analytical model could lead to heat transfer predic-
tions. To reduce the relationship between the predictions and the specific
apparatus used to obtain the present data, it was desired to eliminate the reliance
on the inlet mercury temperature, Tn,in- For given value of Tﬂ.in' the analyti-
cally derived curves show that the range of wall temperatures over which signifi-
cant wall temperature oscillations occur is fixed. The all wet or all dry
conditions are associated with particular values of (T, -T')(q:td/q"u‘t).

Now consider the difference in temperature betvten’tge conditions at which the
wall is fully wetted and the average temperature at which the wetted fraction is fy.
For the wall temperature corresponding to fi, designated as T'.i, the value of
(Tm, in~Tw,1) (Q5ed/q"ver) 18 fixed. Similarly, for the all wet condition,

(Tm, tn~Tw,wet) (4¢d/q"wer) is fixed. For any given value of Tm,in the difference
between these quantities is

(Tm.tn-iw.wct)(qnltd/q;.t) - (fn.in-iw,l) (qstd/qcot)

- -(iw.l-Tw.vct)(q:td/QCnt) (1
Arcff - (Tv.i - rv.wut)(q:td/q;!t) (2)

Since the same expression would be obtained for any given valge of Tm , @
fven value of f is associated with a given value of ATge¢. When Ty 4 equlf“
!,.,.;. ATq¢¢ 18 zero and f is zero.
To carculato fv.w.t° {t i{s assumed that the standard nucleate boiling heat



transfer correlations apply. We therefore use the McAdams (8) c.rrelation for water
boiling at near atmosphere pressure; that is
Qe = 2.25 (-1 )36 3

where q" is in w/m? and T is in °C. The foregoing approach is used in Fig. 4 where
the wetted fraction is plotted against 4Teff. It may be seen that the data are
well correlated by this procedure.

If the analytical model which has been proposed has a reasonable validity,
then we would expect that the total heat flux, qf, should be given by

9t = fauee + (1-0)q¢ony = fau,, + (1=Oh (T, - T__ ) (4)
and
ht % qt/(Tw - rsat) (3)
To use this approach for prediction of heat transfer coefficients, a means for pre-
diction of q ¢t is required. If we assume, as we did in developing the model for
prediction oy'vall temperature oscillation, that q;.t is equal to the critical heat
flux, then qye, may be predicted following the approach previously used for predic~
ting the critical heat flux. Wang, Kao and Weisman ( have recommended that at the
low fl?g’ of the present test, ql,4, be obtained from the curve of Griffith
et al. These latter investigators concluded that, at low flows, the ratio of
qQ¢pit during pool boiling is directly related to the local void fraction. Fig. 5
shows this relationship.

The forced convection heat transfer Socf!icient for steam was also estimated
followln?0§h0 suggestion of Wang et al. (7 They predicted h. by means of the

Quinn's( correlation. For annuli, Quinn suggested
0.8
- 0.14,_,GDx.0.8 (1-x) “s
he = .023 (kg/D) (ug/u ) "B‘TB’ 1+ 2= °z] (6)

This correlation tends to underestimate he since the effect of heat transfer to
droplets striking the wall is neglected. However, the total convective heat trans-
fer coefficient is small and its value does not substantially affect the result.
Fig. 6 shows a parity plot in which the measured heat transfer coefficients
for the uppermost thermocouple are compared to the predictions via Eagation (4).
The value of que, was taken as Gepqe Obtained from Griffith et al., (%) and h, was
obtained from Equation (6). Values of "f" were computed from Fig. 4. It may be
seen that the comparison is quite reasonable although there is substantial scatter.
It is useful to compare the predictions shown in Fig. 6 with the pr}’}ctionn
obtained from the entirely empirical correlation reported by Wang et al. . To
compare the two transition boiling heat transfer correlations, the ratio, R {is

defined as
R = Predicted heat transfer coefficient N

Measured heat transfer coefficient

A statistical comparison of the points shown in Fig. 6, based on the use of the
ratio R, i{s shown in Table 1.
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TABLE 1

Comparison of Present Transition Boiling
Heat Transfer Correlation with
Previous Empirical Correlation

5(R) a(R)
Present Correlation (q;;'t constant) 1.18 0.77
Revised Correalation (q;:‘t decreases with T') 1.03 0.60
Previous Empirical Correlation of Wang et al. i.1] 0.63

It may be seen that both of the correlations tend to overpredict the data
somewhat and both show very substantial scatter [high o(R)]. However, the valie of
o(R) for the present approach is only about 25% greater than that of the strictly
empirical correlation. It was believed that both the overprediction of the present
correlation and the value of o(R) could be reduced by a more realistic treatment of
the heat flux during the wetted period. It will be recalled (see Fig. 1) that the
heat flux did not remain constant but declined somewhat with increasing wall tem-
perature. If we approximate the heat flux variation by

" s a" -3 _.
Cae ™ Tuis ™9 [-0.89x10 (fw Tw.w!t)] (8)

the overprediction is largely eliminated and the standard deviation is significant-
ly reduced (see Table 1). The revised correlation now shows less scatter than the
original empirical correlation. The relatively high value of o(R) remaining may

largely be attributed to the stochastic nature of transition boiling heat transfer.

Transient Behavior

In addition to the steady-state experiments which form the basis for the fore-
going analysis, a series of transient tests were also performed. In these experi-
ments, hot mercury again flowed through the central tube. The tube was cooled by
water flowing in the outer annulus at a rate so low that only the lower portion of
the tube was wetted. A step increase in flow then allowed the rewet front to move
up the tube. Heat transfer coefficients and re’g:ting rates observed during these
tests were previously reported by Wang, et al.(

In those runs where the entering water had little subcooling, rewetting of the
upper thermocouples was relatively slow. The rewetting occurred some time after
the exit quality had reached its new equilibrium value. In a typical runm, calcu~
lations indicated that the exit quality had reached its new lower value in about 3
seconds while rewetting of the upper thermocouple did not occur until 12 seconds
after the transient was initiated.

In some of the runs, it was possible to observe the liquid film on the surface
of the hot tube. After the step change in flow rate, the liquid film slowly ad-
vanced up the tube. The arrival of the liquid film at a given thermocouple approx-
imately coincided with a rapid temperature decrease in temperature at that point.
The liquid film appeared to advance more or less steadily without the periodic
vertical oscillations seen in steady state. Of course, the edge of the liquid film
was not smooth and there was a small scale random oscillation of the edge. The
temperature measurements confirmed the lack of substantial vertical oscillations of
the front since the large size temperature oscillations seen in the steady~-state
runs were not observed here.
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COBRA-TF ANALYSI(S OF WESTINGHOUSE UPPER HEAD
INJECTION ECCS HEAT TRANSFER TESTS

J. M. keliy(l)
B. A, Hclntyre(z)

ABSTRACT

The Westinghouse upper head injection ECCS heat transfer tests constituted a
severe test of the COBRA-TF guench front models. Initial simulations indicated that
si?nificant modifications to the minimum film boiling temperature and transition
boiling heat transfer models were necessary. COBRA-TF, with the modifications
detailed in this paper, was then applied to a set of six UHI tests. Excellent
predictions of bundle guench rates for constant pressure tests at 60, 100, 200, and
500 psia were realized. Quenching rates were slightly overpredicted for a 20 psia
test and underpredicted for a variable pressure (800 + 20 psia) test.

The need for a minimum film boiling temperature correlation applicable to the
entire pressure range (20 - 1000 psia) and an expression for transition boiling heat
transfer immediately downstream of a top quench front was indicated.

INTRODUCTION

The Westinghouse upper head 1njectio?4SUHI) ECCS(3) heat transfer tests
constituted a severe test of the COBRA-TF (ref.1) quench front models.
Developmenta)l assessment of COBRA-TF had included simulations of both falling film
quenching and bottom reflood tests, However, the quenching rates observed in the
UHl tests were 1 to 2 orders of magnitude greater, As expected, modifications to
the quench front models were required to adequately simulate the UHI tests. This
paper details the required modeling changes.

The COBRA-TF computer program was developed at the Pacific Northwest Laboratory
by the U.S. Nuclear Regulatury Commission to provide best-estimate predictions of
the thermal-hydraulic conditions within a light water reactor vessel. In
perticular, this program has two main objectives:

e develop a hot bundle analysis capability to calculate coupled thermal-
hydraulic/rod deformation bahavior

e develop a primary system simulation capability able to model the complex
internal vessel geometry of a UHI-equipped PWR,

To achieve the latter, the one-dimensional loop components from the TRAC-PD2 code
(ref. 2) were added to COBRA-TF. The resultirg code is COBRA/TRAC.

(1) pacific Northwest Laboratory
(2) westinghouse Electric Corporatiun

ECCS: Emergency Core Cooling Systems
(4) COBRA-TF: Coolant BoiTing in Rod Arrays-Two Fluid
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In concert with the above code development effort, an extensive developmental
assessment program was conducted., Single effects tests, in which (theoretically)
one thermal-hydraulic phenomena was isolated, constituted the bulk of this effort.
By this means, COBRA-TF's ability to model the important phenomena anticipated to
occur during postulated accidents was assessed individually. Examples of such
shenomena are ECC bypass and bottom reflood. The UHI ECCS heat transfer tests were
simulated to enlarge the COBRA-TF data base to include the high pressure, low yoid,
high flow rate, rever-ed core flow period expected during a large-break LOCA'*/ in a
UHI-equipped PWR,

CODE DESCRIPTION

COBRA-TF provides a two-fluid, three-field representation of two-phase flow.
Each field is treated in either a three-dimensional Cartesian coordinate system or
subchannel formulation., The three fields are comprised of a vapor, continuous
liquid, and entrained liquid droplet field. The inclusion of the droplet field is
essential to mechanistic modeling of two-phase phenomena having both a liquid film
on surfaces within the flow field and liquid drops dispersed in the vapor phase.

Countercurrent flow limiting, top and bottom reflood, and film dryout CHF are
examples of such phenomena.

This treatment results in a set of eight equations. Three mass conservation
equations, two energy equations (the liquid and entrained liquid are assumed to
interact at a rate sufficient to nearly maintain thermal equilibrium), and three
momentum equations (allowing the liquid and entrained liquid fields to flow with

Ay FFa

diffcront velocities relative to the vapor phase) are solved.

COBRA-TF also features a flexible neding scheme which allows for modeling
complex geometries encountered in reactor vessel internals, such as slotted control
rod guide tubes, jet pumps, core bypass regions, etc. These geometries do not lend
themcelves easily to modeling in regular Cartesian or cylindrical mesh coordinates
put, since they have significant impar on the thermal-hydraulic response of the
syster, must be modeled with reasonable accuracy.

The fuel rod heat transfer model utilizes a fine-mesh-rezoning technique
(ref.3) to automatically reduce the rod heat transfer mesh size in regions of high
heat flux or steep temperature gradients and increase the mesh size in regions of
low heat flux. This model has proven very effective in resolving the boiling curve
in the region of the quench front,

In addition, to effect closure of the eight-equation set, nume constitutive
relations (e.g., flow regime selection, interfacial friction, etc.) a.e necessary.
Two of these relations, the minimum film boiling temperature (a cornerstone of the
boiling curve) and the transition boiling heat flux were modified as a result of the
UHI simulations and serve as the focus of this paper.

UHI ECCS TEST DESCRIPTION

The upper head injection system is Jdesigned to provide enhanced core cooling
during the early part of a large-break LOCA transient, The UHI system i$ comprised

(1) LOCA: loss-of-coolant accident




of an additional ECCS accumulator connected to the upper head and an upper internals
package containing direct flow paths from the upper head to the top of the core.
Typically, UHI flow begins 2 seconds after the initiation of a large-break LOCA and
continues for approximately 22 seconds. During this period, core flow is
predominantly negative and the addition of subcooled UHI water results in fluid »
qualities much lower than encountered in a non-UHI LOCA. The UHI ECCS heat transfer
tests were designed to evaluate the effectiveness of UHI and its dependence on
system parameters,

The major components of the UHI test facility (ref. 4), designated the G-2
loop, are shown schematically in Figure 1. The test vessel (see Figure 2) contains
an electrically heated rod bundle (336 heater rods, 25 thimbles) arranged in a 17 x
17 type configuration with a heated length of 164 in,) and is connected to a
simulated external downcomer,

The test vessel receives flow from a UHI accumulator via an injection manifold
and a flash chamber-inline mixer system., The UHI ECCS water is delivered from the
injection manifold through 13 UHI ports directly above the tie plate. Both fiow
rate and subcooling of the UHI water are controlled during the transient. The
reversed flow from th2 unbroken loop hot legs flowing into the reactor vessel upper
plenum during a LOCA is simulated by the flash chamber-inline mixer system. This
system delivers a two-phase mixture of prescribed flow and quality to the test
vessel hot leg, System pressure is regulated via a computer-controlled valve just
upstream of the steam exhaust manifold.

The boundary conditions for the UHI Blowdown test series were evaluated based
on a thermal-hydraulic analysis of a double-ended cold leg guillotine break for a
PWR equipped with UHI. The parameters were taken from the time of core flow
reversal to the end of the blowdown period. The fluid quality, pressure, power, and
UHI subcooling transients were taken from this analysis. The fluid flow rates were
scaled by the ratio of the test bundle flow area to the PHR core flow area to
preserve the mass velocity through the test bundle. The initial clad temperature
and bundle power were determined from fuel rod calculations based on this analysis
at the time of core flow reversal,

one test

The UHI tests were run as single-parameter effects tests in that onl
parameter was varied at any one time from the nominal test conditions. T
parameters studied were:

Y
he

UHI flow rate

UHI flow subcooling

rod bundle power

test vessel pressure

initial peak clad temperature
upper plenum inlet flow rate
upper plenum inlet flow quality
UHI flow distribution,

The parameter values for this study were selected such that the full range of
calculated PWR conditions would be evaluated, The parameter ranges tested are shown
in Table 1. A total of 25 tests were run in the G-1 loop (15 x 15 configuration)
ind 24 tests in the G-2 loop. In addition, a second set of 42 low-pressure UHI
refill tests were conducted in the G-2 loop. Comparisons between code calculations
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Table 1 UHI Test Parameter Ranges

G-1 G-2
Bundle Flow Area (ft?) 0.5885 0.3346
UHI Flow (1b/zec) 0-45 0-35
UHI Subcooling (°F) 240-340* 25-150
Unbroken Loop Flow (1b/sec; 0-20 0-20
Unbroken Loop Quality 0.05-0.25 0.10-0.30
Peak Bundle Power (kW/ft) 0.75-1.11 0.,723-1.20
Clad Temperature (°F) 300-1700 300-1700
Pressure (psia) 200-800 100-800
UHI Flow Distribution Various Various

*Temperature rather than subcooling

and the G-2 experimental data will be made for three Blowdown and three Refill tests
(see Table 2).

PRELIMINARY CALCULATIONS

The UHI test series included several test configurations, including combined
injection. To narrow the focus to high pressure, low quality, top-down quenching, a
set of tests was selected (Table 2) in which the flow path is unidirectional (the
broken hot leg is closed). The two-phase reversed flow from the intact hot leg
combines with the UHI water in the upper plenum and is swept down through the test
bundle,.

The COBRA-TF model was basically a one-dimensional representation of the test
vessel (see Figure 2) with flow boundary conditions for the hot leg and UHI ports
and a pressure boundary condition at the crossover pipe between the lower plenum and
the downcomer. In the upper plenum, just above the tie plate, a two-channel model
was employed to model the flow area through the tie plate and the surrounding volume
above the tie plate separately. The UK' port injected water into the channel
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Table 2 UHI Test Conditions

Hot L:g M
U.P, Peak Initlal Paak
Pressure Clad Temp, Power Flow Rate Flow Rate Subcoolling
Run (psla) F (kW/f+) (ibm/sec) Quality (lbm/sec) F
667 800-20 1300 1,065 10 0,18 i5 60
Blowdown 661 500 1300 1,065 10 0,18 15 60
655 200 1300 1,065 10 0,18 15 60
741 60 1000 0,915 0 10 0
Refill 738 20 1000 0,915 0 10 ]
742 100 1000 0,915 0 10 0

representing the volume above the solid part of the tie plate. The test bundle was
modeled with one channel (14 in, axial nodes) and one averaged heater rod. The heat
transfer effects of the housing were assumed insignificant due to the large number
of active heater rods (336).

To further simplify the task of assessing the COBRA-TF top quench model under
UHI conditions, a constant-pressure 500 psia test (run 661) was chosen for the first
simulation. A comparison of the measured quench envelope and quench front
propagation predicted by a previous version (cycle 10) of COBRA-TF is given in
Figure 3. The rapid quench rates evident in the test data (the whole bundle
quenched in less than 40 seconds) were grossly underpredicted by cycle 10, Two
areas for model improvement were indicated:

e The 1000°F upper limit on the rewet temperature was overly restrictive.

e The heat transfer in the transition poiling region near a falling film quench
front needed enhancement.

COBRA-TF MODIFICATIONS

As stated above, the top quench models in cycle 10 were inadequate, The
modifications to the minimum film boiling temperature (rewet temperature) and
transition boiling heat flux are described below.

MINIMUM FILM BOILING TEMPERATURE

The transition boiling regime is bounded by the critical heat flux (CHF) point
(below which the wall is continuously wetted and nucleate boiling exists) and the
minimum stable film boiling point (above which the liquid cannot wet the wall and
film boiling exists). During quenching, the heater rod traverses the boiling curve
in reverse, from film boiling, through transition boiling, to nucleate boiling. In
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general, once the rod surface temperature is at or below the minimum film boiling
temperature (Tyry), and if there is sufficient liquid present, the rod surface heat
flux will rise rapidly, as liquid contact heat transfer begins, quenching the rod.

Henry's modification (ref, 5) of the Berenson correlation is employed to define

(kp C) h 0.6
Tuoo = Ty + 0,82 (To-T ) ‘f Pt fg (1)
MIN - 'B B 2 (ko C) [cw(ra-rf)

p'w
where
p. h gl p=p ) 2/3 go 1/2 u 1/3
Tg = Te + 0,127 "k fa [( i %] [————-( °_ )] [——1-—-9( " )]
v pf pg g pf pg Pf pg

(2)

In addition, the minimum film boiling temperature was restricted to:

800°F < T < 1000 F

MIN

The above limits, based on bottom reflood test data (20-60 psia), were appiied to
constrain Typy Within reasonable physical limits,

251



An examination of the UHI test data (ref. 6) suggested that an upper limit of
1200°F might be more appropriate. Figure 4 compares the envelope of bundle-average
quench temperatures versus pressure and the Henry correlation with an upper limit of
1200°F. In viewing quench temperature “data", it should be recognized that the
quench temperature is inferred from rod temperature data and that the reported
values are usually conservatively low. This conservatism is a result of the
physical nature of the gquench phenomena; namely that the condition of rod surface
temperature being less than the quench temperature is
necessary but not sufficient for the rod to quench. There must also be a adequate
amount of liquid present,

Two means exist to produce rod surface temperatures that are lower than the
quench temperature before sufficient liquid is available:

® the rod temperature can be reduced by precooling due to dispersed flow film
boiling

e the rod peak temperature never exceeded the quench temperature,

The latter is demonstrated by Figures 5 and 6. Quench temperatures from General
Electric film boiling and rewetting tests (ref. 7) are plotted in Figure 5 along
with a data point from LOFT test L2-3 (ref. 8). A spread of over 400°F is present
in this data. Replotting the G.E. data, removing any points whose initial
temperature (peak temperatures were not available, but little heatup occurred in
these tests) was below 1200°F and denoting the initial temperature by a bar above
the data point, results in Figure 6.

Taken together, the data from Figure £ and the top of the envelope from
Figure 4 present a good case for readjusting the upper limit on the correlation for
TM N to 1200°F. A more satisfactory approach would be the development of a
co;relation cuitable for the entire pressure range,

TRANSITION BOILING HEAT FLUX

At present, there is no consensus on a correlation for the transition boiling
region. COBRA-TF employs a simple interpolation scheme (ref. 9) between the
critical heat flux and the minimum film boiling point. This method is simple,
physically based (qualitatively), and results in a continuous boiling curve.

It is assumed that the transition boiling heat transfer is composed of both
nucleate boiling (wet wall) and film boiling (dry wall) heat transfer, as follows:

Q“rq = (1 = a) « § + g8 c + qp (3)
8 CHF FB
where
Twin = Tw .2 (4)
§ = (T i )
MIN = 'CHF
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This approach has proven adequate for the simulation of bottom reflood transients,

To assess the “fine mesh-rezoning” quench front model, the simplest type of
falling film quench test was chosen, Figure 7 shows a schematic of this type of
test, where a liquid film is initiated at the top of a tube which has been heated
above the quench temperature, The tube is located in the open atmosphere, which
results in low precooling since the liquid blown off of the tube at the "sputtering
front" and the vapor generated by the quenching are not constrained to flow near the
tube surface,

In the first COBRA-TF simulations, the region downstream of the quench front
was assumed to be adiabatic; both the transition and film boiling heat transfer
coefficients were set to zero. These results are plotted as a dashed line in
Figure 8 versus the data of Duffy and Porthouse (ref. 10) and Morris et al (ref.
11). The correlation parameter, the square root of the Biot number divided by the
Peclet number, is inversely proportional to the square root of the quench front
velocity. Assuming that a small amount of precooling was present, the solid line in
Figure 8 results in a much better prediction of the quench rate, From these tests
it was concluded (incorrectly) that little transition boiling was present in top-
jown quenching and that Equation 3 would yield reasonable results.

However, the quenching rates observed in the UHI tests (2-6 in./sec) were much
greater than those of the falling film tests (0.01 - 0.05 in./sec) and required that
a significant amount of transition boiling be present immediately downstream of the
quench front. The (l-a) modifier of Equation 3 applies too restrictive a constraint
upon the transition boiling heat flux due to the high void fraction (0.95 - 0.99)
present in these tests. To overcome this limitation, the (l-a) modifier was removed
and the critical heat flux assumed to exist at the top quench front and decay
exponentiaily downstream. The transition boiling heat flux is then:

q;B = E o § o q"CHF . q;B (5)
where
£ = maximum (l-a,8)
B . Exp ['3.6 (& - 0.1)]
Az = distance below a top quench front (ft) (6)

The exponential decay function (Equation 6) has no empirical basis and obviously
oversimplifies the problem (it should at least be a function of pressure and film
flow rate). However,it has been our experience that, combined with the increased
rewet temperature, this formulation leads to a reasonable prediction of the top
quenching rates over a large pressure range (20 - 500 psia).
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DATA COMPARISONS

To assess the modified version of COBRA-TF (cycle 11), simulations of three UHI
Blowdown and three UHI Refill tests were conducted. The results follow.

UHI BLOWDOWN TESTS

Three UHI Blowdown tests were simulated, two at constant pressure (500, 200
psia) and one variable pressure (800 » 20 psia); see Table 2. The power, hot leg
and UHI flow rates, and peak clad temperature are the same for all three tests.

Figure 9 shows a comparison of predicted and measured quench times for test 661
(500 psia). The rapid top-down quenching, 100 in, in 25 sec, was well predicted.
Also, the more moderate quenching, 60 in, in 25 sec, from the bottom-up due to drop
deposition was predicted. The different modes for top-down and bottom-up quenching
calculated by COBRA-TF for a typical blowdown test are illustrated by Figure 10, A
well-developed rapidly progressing top quench front, due to a falling liquid film,
Is shown by the temperature profiles at 10 and 20 sec. In contrast, the bottom
rewet, due to precooling and droplet deposition, progresses more slowly and has the
appearance of a slowly collapsing temperature profile rather than a well-defined
"quench front",

Also of interest are the points of the quench envelope at 94 and 82 in., At the
94-in, elevation, the measured quench times vary from 17 to 39 sec, with most of the
thermocouples quenching between 17 and 22 sec. (COBRA-TF predicted a quench time of
20 sec,) The one thermocouple quenching late (39 sec) provides a good indication of
the maximum effect of nonuniform delivery of ECC water downstream of the tie
plate. Just downstream, at C2 in., the quench times vary from 7 to 18 sec (the
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COBRA-TF value was 23 sec). These early quench times at the rod bundle peak
temperature location are due to the presence of a grid spacer immediately upstream
of the thermocouple, These two effects, a large spread of gquench times at 94 in,
and early quenching at 82 in., are evident in the entire test series.

Figure 11 compares the predicted quench times and the quench envelope for test
655 (200 psia). Very little difference between the 200 and 500 psia tests is
evident in either the data or the calculation., The predicted quench times compare
well with the data except for the early grid spacer induced quenching at the bundle
midplane. No effort was made to model the grid heat transfer effects in these
simulations.

The final UHI Blowdown test simulated, run 667, was constrained to follow the
pressure transient, calculated for a LOCA from 800 psia (core flow reversal) to 20
psia (containment pressure), shown in Figure 12. Figure 13 plots the predicted and
measured gquench times for this test. The observed quench rates are even more rapid
(the entire bundle quenches in 15 sec) than those of the constant pressure tests.
COBRA-TF predicts this high quench rate well for the first 10 sec, during which the
top third of the bundle is calculated to have quenched. However, as the pressure
drops below 150 psia (~l0 sec) to 75 psia (~15 sec), the predicted quench rate slows
dramatically.

When the pressure drops below 150 psia, the minimum film boiling temperature
used by the code (see Figure 4) begins to rapidly decrease from the 1200°F upper
lTimit to about 850°F at 75 psia. This reduction in the rewet temperature is
responsible for the slow quench rates calculated after 13 sec. It is tempting to
conclude that the rewet temperature is simply underpredicted at lower pressures.
While that may be partiaily true, it is inconsistent with the good quenching
predictions observed in the low pressure refill tests (see below). Instead, it
appears that the rapid quenching is due to precooling the bundle significantly below
the rewet temperature during the initial part of the blowdown transient. Ouring
this period, the rod temperatures decreased at a rate approximately 5 to 8 times
greater than that of the constant pressure tests., To more accurately predict this
test, it is probably necessary to model the hot leg from the inline mixer to the
upper plenum, as opposed to using a flow boundary condition with the prescribed
nominal values of flow and quality.

UHI REFILL TESTS

The Refill tests, which simulate a later period of a UHI LOCA, are constant low
pressure tests (20 - 100 psia) with no hot leg injection (see Table 2). The portion
of the bundle quenched at the end of the test (105 sec) obtained from a thermocouple
quench census will be compared to the COBRA-TF predicted axial temperature profile.

Figure 14 shows the data comparison for test 742 (100 psia). The fraction of
the bunule guenched from the top (164 » 102 in.) is predicted very well, However,
the bottom quench is slightly overpredicted. Also, the bundle exhibits a
considerable portion of gquenched thermocouples near the midplane, probably due to
grid spacer effects,

The data comparisdn for test 741 (60 psia) is given in Figure 15. Both top and

bottom quench fronts are well predicted. A pressure effect between 60 and 100 psia,
though present, is relatively minor in both the data and the COBRA-TF
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calculations, Figure 16 plots the results for the 20 psia test, number 738. Both
the top and bottom quench fronts are somewhat overpredicted for this test. The
dependence of the guench rate upon pressure is readily apparent from the data and
not strong enough in the code.

SUMMARY

The Westinghouse upper head injection ECCS heat transfer tests provided a good
data base for qualifying the ability of COBRA-TF to predict top-down quenching.
From initial simulations, it was determined that significant modifications to the
minimum film boiling temperature and transition boiling heat transfer models were
required. The upper limit on the rewet temperature was raised to 1200°F and a
simple exponential decay model was substituted for the overly restrictive liquid
fraction ramp in the transition boiling region.

A new version of COBRA-TF, cycle 11, incorporating these changes, was applied
to six UHl tests, three from the high pressure Blowdown series and three from the
low pressure Refill series. Excellent comparisons of bundle quench times were
achieved for four of the tests (constant pressure, at 60, 100, 200, and 500 psia).
At 20 psia, the bundle quench rates were overpredicted by about 25%. During the
simulation of a variable pressure test (800 » 20 psia), the quench rates were
predicted correctly for the top third of the bundles and underpredicted
thereafter. The bundle precooling for this test was several times greater than that
of the constant pressure tests and was significantly underpredicted. The prediction
for this test may be improved by simulating the entire hot leg rather than using a
flow boundary condition on the upper plenum.
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The simulation of the UHI tests demonstrated the need for a mirimum film
boiling temperature correlation that is applicable over a wide pressure range (20 -
1000 psia). Also, a better description of the transition boiling heat transfer
immediately downstream of a falling film quench front is needed,
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NOMENCLATURE

specific heat (Btu/1bm-°F)

g gravitational constant (ft/secz)
g <onversion factor (1bm-ft/1bf—sec2)
nfg latent heat (8tu/ibm)

k thermal conductivity (Btu/sec-ft-°F)

q" heatflux (Btu/hr-ft?)

T temperature (°F)
Greek

a void fraction
5 fraction of wall wettable (Equation 4)
y viscosity {(lbm/ft-sec)

o density (bm/ft3)

Subscripts

B Berenson correlation (Equation 2)
CHF critical heat flux
f saturated liquid
FB film boiling
g saturated vapor
t liquid
MIN minimum film boiling
T8 transition boiling
v vapor property at the film temperature

w wall
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Quench Phenomena

Following a summary by the Chairman and poster session of the eight papers
presented under the Quench Phenomena session, an open discussion was convened
to provide 2n open exchange of comments and aquestions on this topic. The
following highlights the major discussion items.

Or. Grenoveld questioned the physical possibility of the minimum wetting
temperature exceeding the thermodynamic critical temperature as described in
Or. Murao's paper entitled, "Quench Front Movement During Reflood." It
appeared though that there was no auestion that the apparent quench temperature
was not dependent on the histcry of the quench front r.vement. Dr. Groneveld
agreed that the minimum wetting temperature correlates well with the sputtering
temperature based on the Chaulk River results of Dr. Juhel. Drs. Ishii and
Dhir questioned the momentary 1iquid contact on the heated surface as described
in Dr. Murao's paper. Dr. Murao explained that in a region of highly subcooled
liquid and a vapor interface, momentary liquid at localized spots were observed
due to oscillation of the interface. Dr. Murao referenced some earlier
research provided by Dr. Toda.

Dr. Hsu questioned the vertical application of the horizontal rewet model as
presented in Dr. Juhel's paper entitled, “"A Study on Interfacial and Wall Heat
Transfer Downstream of a Quench Front." Dr. Ardon replied that the
one-dimensional model certainly does not include recirculation effects and that
subcooling is decreasad at the point of quench even though high subcooling is
observed at the 2ntrance of the testing appratus.

The Chairman posed to the audience the choice between (1) defining a minimum

wetting temperature correlation and (2) following a boiling surface crises
approach, that will provide a correct surface heat flux under a wide range of
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conditions. Dr. Kelly maintained that aboiling surface curve approach was
preferable; however, the wetted surface fraction, FL’ is needed during
transition boiling and should also be applied to the critical heat flux.

Dr. Weisman alleced that since there was no universal transitior correlation to
be applied over the wide range of flow conditions, this approach would be
difficult to support. Dr. Vojtek maintained that a definition of the CHF point
(e. g. Biasi Correlation) was not well precicted so that definition of a
transition region by predictipg the two boundary points (CHF and Tmin ) was not
particularly accurate. Dr. Lin stated that RELAPS utilizes a boiling surface
approach and uses the Chen Correlation in transition beiling. Dr. Lin added
that there was no proven Tmin correlation; however, suggested that an encounter
in the transition region is relatively short and therefore, may have little
impact on the overall heat transfer from the heated wall. Dr. Murao maintained
that the boiling surface approach is not a practical way to predict the quench
propagation because (a) tne boiling curve is generated from steady-state
correlations and (b) requires excessive computing time by the codes.

In addition, Dr. Hewitt explained that the boiling surface correlates heat flux
and quality and therefore has no meaning in determining the minimum wetting
temperature. The steam temperature is a function of history and cannot be
predicted by the boiling curve.

Dr. Chen urged that two classes of heat transfer must be recognized and clearly
distinguished; (a) wall-to-vapor heat transfer and (b) wall-to-liquid heat
transfer. The heat transfer process should be broken down into mechanisms
involved rather than defined by a particular recime or heat transfer label
(e.g. transition boiling). The boiling curve should be understood to be a
series of curves which reflects a dependence on quality and mass flux. For
very low mass flux and quality, the knee of the boiling curve may not exist and
hence a minimum wetting temperature or the conventionally defined transition
region is nonexistent.
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ABSTRACT

Post CHF data in the low flow, low pressure, and low to moderate quality regime
were obtained as part of Babcock & Wilcox Company reactor safety research,
These ‘data are significant since they help fill a gap in the existing data
base. These data were compared to existing correlation with unsatisfactory
results. Mechanistic reasons for the poor agreement were postulated and the

Lehigh post CHF correlation was modified to account for these effects.
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INTRODUCTION

As part of its Research and Development program in nuclear reactor
safety, the Babcock & Wilcox Company performed a series of thermal
hydraul ic experiments in its boiling heat transfer facility (BHTF) at its
Alliance Research Center. The series of experiments included low flow
critical heat flux tests, steady state film boiling tests, and transient
tests which were designed to study the influence of rapidly changing

pressure on post-CHF heat transfer. The steady state tests have been

reported previously.1’2-3

In 1979 Babcock & Wilcox became a member of Lehigh University's
Industrial Liaison Program. The Institute of Thermo-Fluid Engineering
Science at Lehigh University was given the data tapes from these transient
experiments and was asked to determine if there were any additional data of
significance on these tapes. Fortunately, it was possibie to obtain
post-CHF data in the low flow, low pressure, and low-to-moderate quality
regime. These data help fill a gap in the existing data base which is
important since these conditions may be encountered toward the end of

blowdown during a loss of coolant accident.

DESCRIPTION OF EXPERIMENT

The boiling heat transfer facility was a closed circuit test loop
consisting of a pressurizer system, a circulating pump, flow control
valves, fluid heaters, and a heat removal system. Figure 1 shows a
schematic drawing of this test facility. The film boiling experiments were
carried out using a LOCA subloop, indicated by solid black lines in Figure

l. The subloop connected into the main loop immediately downstream of the

circulating pump. The subloop consisted of a flow control valve, turbine




flow meters, capillary flow tubes, a preheater. venturi heaters, a blowdown
valve, a blowdown containment tank, a gate valve, and the heat transfer
test section.

The test section was a vertical stainless tube of 3/4" 0.D. and 1/2"
[.D. Ommic heating of the tube was obtained by current flow through the
tube wall, with an effective heated length of five feet. Voltage along the
test section length was measured by voltage taps located at both ends of
the test section. The test section was insulated along its length to
minimize heat loss to the surroundings. Test section wall temperatures
were measured by skin thermocouples mounted ac one inch intervals along the
axial length of the test section. These wall thermocouples were attached
in a spiral pattern, with 90° offsets around the tube circumference between
successive thermocouples.

The temperature of the inlet fluid to the test section was measured by
two resistance temperature detectors located in the rotary valve mixing
tee. The exit fluid temperature was measured by a sheathed thermocouple.
Pressure transducers were used to measure the test section pressure. Fluid
flow rates were measured by turbine flow meters and capillary tubes were
used to cover the entire flow range of the test proaram.

The film boiling results analyzed in this paper were obtained in a
series of depressurization blowdown experiments where feedback was provided
to the flow control valve which was continually adjusted to maintain an
approximately constant flowrate through the test section. The total time
for blowdown ranged between 20 and 120 seconds. The data analyzed in this
paper were taken toward the end of blowdown when the pressure was
relatively constant. Test data were recorded with a multichannel scanner

and a minicomputer, to be subsequently transcribed on magnetic tapes.
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3. SELECTION OF DATA FOR ANALYSIS

For each run the reduced data consisted of the following information

as a function of time in the transient:

1.
2.
3.
4.
5.

In

Test section pressure

Total mass-fiow flux

Wall heat flux

Internal wall temperatures as a function of axial position
Equilibrium vapor qualities as a function of ax’ 1l position

the process of selecting suitable data for analysis, the first step

was to obtain parametric plot showing:

1.
2.

Mass flow rate (G) as a function of time.

The equilibrium qualities in and out of the test section as a
function of time.

The decay of saturation temperc:ure during blowdown, as a function
of time (pressure).

Inside wall temperatures at various axial positions, as a function
cf time.

Axial wall superheats (above the instantaneous saturation
temperature) for various times, as a function of axial elevation

in the test section.

[n selecting data for analysis, an attempt was made to use

measurements obtained during periods of relatively slowly changing

conditions. Figure 2 is a pcrtion of the plot of heat and mass flux versus

time for run 10504. The portion of the transient analyzed is indicated on

the figure. This transient was the most severe as far as viriations in

pressure are concerned. The maximum variations for this transient was 27

psi/sec while pressure changes on the order of 1 psi/sec are representative
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With this screening procedure several hundred post-CHF data points

selected out of experimental runs 10501 through 10509. The range of

parameters encompassed by this group of data are as follows:
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Since the test section was thin and the selected data points were
taken from slow transient effects, the correction to the data for the
transient effects are small and can be obtained from a lumped parameter

analysis. From the lumped analysis:
2 2
q(R0 - R.,) p C

h = i - 'm pm w

ZRi(Tw - Tv) q Dt

heat transfer coefficient, Btu/hr ft2°F volumetric
heat generation rate, Btu/hr ft3

outside radius, ft.

inside radius, ft.

wall temperature

vapor temperature

metal

The equilibrium quality change over an increment of the test

btained from an energy balance.




mass flux, 1bm/ftZ hr
equilibrium quality
axial location, ft.

enthalpy vaporization, Btu/1bm

The screened data (Table 1) consisted of 9 experimental runs (Runs

10501 through 10509). For each run, at any particular time during the run,

a "snapshot" yielded the system pressure, inlet quality, mass flux, heat
flux and axial wall temperatures at 1 inch intervals. The data used in
analysis consisted of all 9 runs with several "snapshots" for each run. As
mentioned previously, only data obtained at relatively slow transient
conditions have been used. A typical data set is shown in Figure 3.

The next step in the analysis was to compare these low pressure, low
flow data to available post-CHF correlations. Table 2 lists the ten
correlations that were used in this analysis with the results of the com-
parison. As noted in the Table, eight of these correlations are equi-
librium correlations which assume the sink (vapor) temperature to be the

aturation temperature. The two other correlations attempt to account for
non-equilibrium effects, allowing the vapor to superheat with a

deviation of the actual misture quality from the equilib

The comparison of these correlations to the data

1at * - 11 } ¢ £ . Te P
ated to measured wa heat iIXes. [t was




correlations provided entirely satisfactory comparisons. Figures 4 and 5

show two ations which provided the best comparison. Of these, the
[V correlation is an equilibrium correlation while the
ion uses a non-equilibrium approach. The poor comparison

between these data and correlations was not completely unexpected. All the
L |

correlations involve a fair amount of empiricism and have predominantly

ised data at higher pressures, flow rates and quality in the derivation of
needed empirical constants. The above comparison only indicates that these
correlations are of questionable reliability for low flow rates and
low-to-moderate qualities.

list of correlations in 1 2 do not comprise all available

correlations. In g they do not include non-equilibrium
corre ons developed relatively recently (for example Ref: 9. 10) which
have focused on more detailed mechanistic modeling of phenomena in the

heat transfer regimes. The correlations listed in Table 2 are all

1

in that the location of CHF and conditions at CHF are
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representat
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transfer. The poor comparison between

that there may be signifianct mechanistic di

process between low flow and hig

the correlation development program was

differences. The emphasis was on the identification of mechanisms and

9 d

predictions of correct qualitative trends.

First of all, it is recognized that at the low flow rates of the data,

there would be significant thermal non-equilibrium between phases under

a9
post-CHF conditions. This has been shown in experimental measurements of

the non-equilibrium vapor temperature at comparable system conditions (11,

p 11 L - >
enerally, the post-L




TABLE 2

CuMPARISON WITH EXISTING POST-CHF CORRELATIONS
(1351 DATA POINTS)

Number
Calculable Dev.

Points Avg. Dev. Standard Comments
Dougall-Rohsennow [4] 1351 50.8 55.7 Equilibrium
Modified Dougall- 1351 61 64 Equilibrium
Rohsenow [6]
Groeneveld 5.5 [5] 1351 302.7 2448.8 Equilibrium
Groeneveld 5.7 [5] 239 2203.3 6867 .4 Equilibrium
Groeneveld 5.9 [5] 239 968.1 092.8 Equilibrium
Groeneveld-Delorme [7] 127 94 34 Non-equilibrium
Condie-Bengstcon [6] 1351 665.4 721.4 Zquilibrium
Condie-Bengston 1351 595.4 647 Equilibrium
Film [6]
Condie-Bengston 4 [6] 1351 32.8 45.2 Equilibrium
Lehigh (Chen-Sundaram- 1351 48.3 74.3 Non-equilibrium

Ozkaynak) [8]



Q .= Quc = hvc(Tw = Ty) (4)
where:
hyc = wall-to-vapor heat transfer coefficient and

Ty = bulk vapor temperature

Looking at Figures 4 and 5, it is seen that both the Condie-Bengston
IV correlation (6) and the Lehigh (CSO) correlation (8) underestimate the
wall heat fluxes. From equation (4), this implies that the heat transfer
coefficient is too low or the vapor temperature is too high. The Condie-
Bengston IV correlation already uses the minimum possible vapor temperature
(Tsat)‘ The Lehigh correlation uses a non-equilibrium model to
predict the vapor temperature, but in comparing the model to vapor
temperature data at comparable low flow conditions (11, 12), it was found
to consistently underestimate the vapor temperature. Hence it was judged
that the underestimation of wall heat flux was largely due to the
underprediction of the wall-to-vapor heat transfer coefficient.

Both the Condie-Bengston IV and Lehigh (CSO) correlations have had
comparable and reasonably good success in predicting a large amount of
previously available data at higher flow rates and qualities. The CSO
correlation further has non-equilibirum modeling capabilities. Hence, it
was chosen as a candidate for further comparison with the low flow B&W
data. It was judged that if there were any systematic differences between
these data and previous high flow data, this comparison would bring them
out for further investigation.

In comparing the data to the Lehigh (CS0) correlation, “experimental”

heat transfer coefficients were first derived from the data as:

he = Qu e(Tw,e-Tv) (5)
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Since Ty was not measured in these tests, the CSO correlation was

used to obtain estimates of Ty. It was pointed out earlier that these
estimated vapor temperatures were expected to be slightly low and hence the
"experimental” heat transfer coefficients are expected to be slightly, but
consistently, underestimated.

The CSO correlation predicts the vapor temperature and the actual
quality by simultaneous solution of the following two equations:

(xa/xg) = Heg(P)/[Hy(P,Ty)-He(P)] (6)

(Xa/%e) = 1 - 0.26 (Ty-Tsat) (7)
[1.15 - (P/Pc)0+65]  (T,-Ty)

In this curreiation, the heat transfer coefficient is calculated by

mosientum analogy with a two-phase friction factor and is given by:

thO = 1/2 [0.037 GD [xa * (I'XA) LJO'U
My, f AL

0 GXaCpy ¢ Pry, ¢-2/3

In the comparison of data to the correlation, the heat transfer coefficients
have been converted to Nusselt numbers:

Nug = hg.D/ky (9)

Nucso = hcso.o/k, (10)

282



As a first step in gaining understanding of the differences between
the data and correlation, the ratio of experimental to calculated Nusselt
numbers were plotted for a few selected runs as a function of the local

vapor Reynolds number defined as:

Rey = GDXa/uy (11)

Figure 6 shows this comparison for five data sets from run 10502.
Each data set can be distinguished by the continuous decrease of the
Nusselt number ratio with increasing vapor Reynolds number, as vapor
quality increased along the length of the test section.
The same comparison is shown for a number of data sets in Figure 7. In
spite of the confusion of many more points on the plot, several
observations can be made: (1) the experimental Nusselt numbers were
consistently higher than those calculated by the existing CSO correlation,
(2) Nusselt number ratios approach unity, indicating improved agreement, at
the higher vapor Reynolds numbers, and (3) there is a distinctly sharp

change in the Nusselt number ratio near the tube entrance.

ENTRY LENGTH EFFECT

From single-phase analyses, it is known that enhancement of local heat
transfer coefficients occurs near the entrance region of heated cnannels.
[t is believed that the sharp increase in Nusselt number near the tube
entrance is due to this thermal entry length effect. However, entry length
effects are not expected to persist beyond about 20 tube diamaters from the
entrance (about 10 inches for these data). Hence an additional mechanism
must be found to account for the rest of the enhancement seen in the

experimental heat transfer co:fficients.
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It was hypothesized that this enhancement could be due o heat sinks
provided by evaporation of liquic droplets in the vapor, especially in the
near wall thermal boundary layer region. This type of mechanism has been
referred to by Dix and Andersen (13) and also by Iloeje (14) who attempted
to account separately for heat transfer to droplets near the hot wall (but
not in contact with it) in his three-step model for post-CHF heat transfer.
It was also judged that this mechanism would become more visible at low
flow rates when convective heat removal mechanisms would be relatively less
effective in cooling the hot channel wall. Hence modifications to the
existing CSO correlations were undertaken to account for (a) thermal entry
effects and (b) heat sink effects.

Thermal entry lengih effects can be acccounted for by defining a

thermal cntry length correction factor Tth as:

Fth = Nuz/Nugp
where:
Nuz = lTocal Nusselt number

NugD = Fully developed Nusselt number

In this analysis, it has been assumed that:

Nugp = Nuggp given by equation (10)

The local Nusselt number, Nuz, can be calculated once the flow
regime is known. For these low flow BaW data, vapor Reynolds numbars were
estimated to be in the range 0.2 - 6.0x104, Thus, the flow regime is in
transition from laminar to turbulent flow for several of the data sets. In
order to ensure continuity, the local Nusselt number was approximated as:

Nuz = NUT.Z + ‘luL’Z (13)



This approximation was considered reas .nable for most of the data, which
were in a Reynolds number rarje higher than 0.6x103. Under these
conditions, Nu_ 7 is much smaller than NUr ;7 and Equation (11)
introduces little errror.

Nu 7 was calculated by using equations described by Kays (15).
NuT 7 was calculated approximately by differentiating the Nusselt

Equation (16) which gives average turbulent Nusselt numbers in the thermal

entry region. The differentiation yields:

NUT,Z 0.03402 Rey 0.8 Pr /3 (2/0)-0:0%3 (14)

The thermal entry length factor was then calculated be Equation (12).

Figure 8 shows the Nusselt number ratio corrected for thermal entry
length effects plotted against the vapor Reynolds numbe:r fcr the same data
sets shown in Figure 6. [t can be seen that the magnitude of the Nusselt
number ratio has moved closer to unity and the steep decline of the Nusselt
number near the tube entrance has been considerably reduced. [t should be
noted that in the context of post-CHF heat transfer, axial length is

measured fror “*he CHF location.

order to account for the further enhancement
transfer coefficients due to the presence of 1liq
*hannel wall, a factor Fo was defined such
‘h“j = ‘hn"’;;".'ﬁn. 1 * Fg

As mentioned previously, this enhancement effect




To test this hypothesis, “experimental” values of F were calculated as:

Fs = Nug/(Nug/(Nucsg.Fep)-1 (16)

Figure 10 shows a plot of these Fg values as a function of liquid volume
fraction for all the data sets. A strong power law dependence of Fg on
(1-5) is clearly evident.

The void fraction, a, has been calculated, as a first approximation,
using homogeneous flow theory.

In a similar manner, it as hypothesized that the sink factor Fg
should decrease with increasing vapor Reynolds number and, as a first order
correlation, an attempt was made to fit the sink factor Fg by the
function:

Fg = C(1-a)al . Re,2? (17)
where C, a) and az are constants, regression analysis fo all the data
yielded the following correlation:

Fg = 1.858 x 105(1-a)0-509  pe,-0.9834 (18)

Figure 10 shows the Nusselt number ratio plotted against the vapor
Reynolds number for all the data where the calculated Nusselt number was
obtained from Equation (15) with Equation (12) for the thermal entry factor
Fen and Equation (18) for the sink factor Fg. A direct comparison
with Figure 7 shows that the maximum value of the Nusselt number ratio has
been reduced from about 3.0 to about 2.0. While this was encouraging,
there were a few data sets where the Nusselt numbers were underestimated.
A further look at the data indicated that there was a second order effect
due to the wall heat flux. Therefore, a second correlation was derived
using the Boiling number (Ng) as an additional correlation parameter.

Regression analysis of the data yielded the following correlation:



Figure 11 shows a plot of the Nusselt number ratio against the vapor

Reynolds number for all data using Equation (19) for Fg. It can be seen
that this correlation provides significant improvement over the previous
correlation. However, use of the Boiling number in the correlation calls for

an iterative solution in calculating the wall heat flux.

The two correlations described for the sink factor Fg are both very

empirical and extension of the correlation to other system conditions is
westionable. It is expected that at higher mass fluxes the correlation

pcessarily

attempt was made to compare t
0 the Hj,;b’?r
lopment of t
R —

nstead




flow-low quality effects to data. While the sink factor given by Equation
19 has the lowest average deviation compared to the data, it would requirec
an interative solution, thus, it would not be attractive for use in large
LOCA codes. The sink factor given by Equation 12 would be recommended for
LOCA code applications.

Conclusions

1. Post-CHF heat transfer data have been obtained at low mass fluxes and
low-to-moderate qualities and are in a range of conditions of interest
to Reactor Safety studies. Data at these conditions have not been
generally available before. .

2. Comparison of the data to ten different post-CHF correlations showed
relatively poor agreement. This was not unexpected because the
correlations have been derived from previously available data at
higher mass fluxes and qualities.

3. A more detailed comparison of one of the correlations (9) with the data
indicated that there could be substantial enhancement of the effective
post-CHF heat transfer coefficient at the low flow rates of these
tests.

4. It was found that the data could be correlated reasonably well by a
simple empirical approach which accounted for two effects--thermal
entry region effacts and evaporative effects of liquid droplets in the

near wall region.
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Original Lehigh
Correlation

TABLE 3

SUMMARY OF COMPARISONS WITH DATA

48.3

Average Deviation in Percent

Fs Given by Fs Given by Fs Given by
Equation 18 Equation 19 Equation 21

28.5 14.0 28.3
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Figure 4. COMPARISON WITH CONDIE-BENSTON
IV CORRELATION

RUN 10501-10809
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Figure S. COMPARISON WITH LEMICH CCRRELATION

RUN NO. 10501-10509

TCTAL POINTS = 1351
CALCULABLE POINTS = 1351
AVERAGE DEVIATION = 60.2 PERCENT
STANDARD DEVIATION = 62.7 PERCENT
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INVERTED ANNULAR FILM BOILING AND THE BROMLEY MODEL

M K Denham*

The inverted annular flow regine is one of those
which occur in a boiling two-phi.se flow when

the wall temperature is too high for the ligquid
to wet the wall. This paper briefly reviews

the current knowledge of inverted annular flow,
and goes on to consider the effect of quality
and flow rate on the associated heat transfer.

A new model, developed from the well known
Biomley model, is compared with new data from

a single tube reflooding experiment. Good agree-
ment is demonstrated for the range of conditions
appropriate to the reflooding of a PWR core
following a large loss-of-coolant accident.

PREVIOUS WORK ON INVERTED ANNUAR FLOW

Physical Structure

During inverted annular flow in a tube, a central core of ligquid is
separated from the hot wall of the tube by an annular film of

flowing vapour (Fig l1). Heat 1s transferred from the hot wall to
the vapour, and then to the liquid. Heat is also radiated from the
wall to cthe liquid. Some of the heat received by the liquid is
conducted into the bulk of the liquid (if the liquid is subcooled)
while the remainder evaporates liquid, producing more vapour.
Usually such a regime starts at a quench front, a region of violent
boiling separating a cool, wetted length of tube from a hot, dry
length. The inverted annular regime extends on the dry side of the
quench front. Eventually, at a certain distance from the guench
front, the vapour flow rate becomes sufficient to disrupt the core
of liquid. The core breaks up into droplets and the inverted
snnular flow gives way to a dispersed flow of droplets and vapour.
Inverted annular flow is generally restricted to subcooled
conditions (at least in low pressure water flow) because the
relatively high volume of vapour present at positive quality
precludes the existence of a conerent liquid core.

The description above is based mainly on the work of Co>ugall [1],
who photographed Freon boiling in a transparent tube, but more
recent worik suggests that water behaves similarly at atmospheric
pressure [2].

*UKAEA, AEE Winfrith, Dorchester. Dorset.




Modelling

The following brief review summarises 1 he author's recent survey of
the subject [3]. Even today, the most widely used models for film
boiling are based on .he well known one developed by Bromley in 1950
[4]. In Bromley's mod+l the steam in tne film rises because of
buoyancy, but is held back by frictional forces exerted by the hot
wall and by the ligquid. The film is supposed to be in laminar flow.
This balance of forces determines the steam film thickness and hence
the rate nf conduction of heat across the steam film to the liquid.
The resulting equation for the heat flux is as fol ows (symbols are
defined in the nomenclature):

1/4
3
K." @ (Py = Pp) Py A
G L ¢’ Fe
3 « AT . 7 g AT (1)

Many film boiling experiments and analyses have subsequently shown
that several, additional, interacting factors may influence heat
tranefer rates during film boiling. The main ones are: liguid

sul cooling, liquid velocity, vapour superheating, turbulence in the
liquid or vapour, and instability of the vapour-ligquid interface.
However, these effects may not all be important in a particular
situation.

Two types of experiments have been conducted to obtain information
on inverted annular film boiling of water [3]. These are, firstly,
transient quenching experiments using tubular or rod bundle test
sections and secondly, steady-state experiments in which the guench
front .s held by a "hot patch®™. Both types of exper iment have shown
that the heat transfer coefficients are generally consistent with
the Bromley model, both in magnitude and in the way they decrease
with distance from the quench front. This lends support to the
assumption of laminar vapour flow. It also suggests that interface
instabilities ar¢ not important, since models based on instability,
like the so-called "modified Bromley"™ model [5], predict a heat
transfer coefficient which is independent of distance.

The same experiments have also shown that the heat transfer rate is
increased if the liquid is subcooled, particularly at higher flow
rates. It is generally believed that some of the heat received by
the liquid is absorbed by the liquid core and does not generate
steam. As a result, the vapour film is thinned and the heat
transfer rate increases. Increasing the ligquid flow rate increases
the capacity of the liquid to absorb heat, further increasing the
heat transfer rate. These effects are not included in the Bromley
model, but several attempts have been made to model such processes.
Chan and Yadigaroglu [6) made calculations specifically for inverted
annular flow and presented a favourable comparison with limited

3n4



data. The details of their model have unfortunately not been
published.

The significance of vapour superheating is uncertain. Elias and
Chambre [7) have shown that it could be important if all the steam
1s gene-ated at the gquench front. In the present paper, it is
assumed, in contrast, that the film developes gradually. Its
thickness is calculated by Bromley's method but allowance is made
for heat transfer into the core.

THE NEW MODEL

The thickness of the steam film, 8, is related to the mass flow rate
of steam, mg, by a force balance, as in Bromley's derivation.

£ My kg /3

9(pe - Pg) Pg

(2)

The heat conducted across the steam film from the wall to the steam
water interface, and the heat transferred by radiation, are given

by:

Now we extend the Bromley model to accoun’. for the heat transfer
from the ligquid surface into the bulk of the liquid. It is assumed
that, at the gquench front, the liquid core is ~t a uniform
temperature. Then, if the core is subcooled, condensation of a
small quantity of vapour will immediately bring the core surface
temperature up to saturation temperature. Subsequently, heat will
be conducted from the surface into the bulk of the liquid. If axial
conduction is neglected, the problem is the classical one of
conduction of heat into a circular cylinder, with a sudden change of
surface temperature [8]. A good approximation to the heat flux at
the core surface, for short times and thus suitable for the present
application, 1is:

Tg = T 1

aT
Qr = K ['a? e kL Vrat) T+ 3.75 Fo (3)
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The heat flux into the core at a certain height is obtained by
substituting the time taken for the core to travel from the guench
front to this height. In this way the effect of flooding rate is
brought into the model.

The rate of evaporation of liquid is determined by the net heat flux
to the vapour-liquid interface:

"lE

= (G *+ Qg - 9y )/A (6)

Equations 2 to 6 form a first order non-linear differential equation
which can be integrated numerically [3], starting from the guench
front and using the boundary conditions discussed below.

COMPARISON OF MODEL WITH EXPERIMENTS

Experimental Results

Experimental measurements of the heat flux and wall temperature just
ahead of the quench front were obtained from single tube reflooding
experiments carried out in the REFLEX Rig at Winfrith. In these
experiments [9) an Inconel 600 tube 4 m long and 12 mm inside
diameter, was heated electrically to 600°C and then reflooded with
water from the bottom. Thermocouples spaced along the length of the
tube at 150 mm intervals indicated the wall temperature. The heat
fluxes to the coclant during each reflood transient were calculated
from a heat balance un the tube wall at each thermocouple station.
Detailed arial profiles of the temperature and heat flux near to
each station could then be deduced because the gquench front moved
past each station in turn at a steady speed.

Boundary Conditions and Thermal Properties

Calculations were all carried out using experimentally determined
wall temperature profiles. Exploratory calculations were performed
(3] to investigate various plausible assumptiocns concerning the
initial steam flow rate and the core thermal properties. As a
result, it was decided to assume that the initial steam flow rate
was zero and the core quality was equal to the quality just below
the guench front. In other words, the heat released at the guench
front was neglected. These initial calculations also indicated an
optimum value of the velocity profile parameter, ¢ = 5.2. ¢ is
traditionally regarded as a correlating factor, and this value is
physically reasonable.

The thermal properties of the steam film were evaluated at the
average of the wall and saturation temperatures. The latent heat of



evaporation included an allowance for superheating the steam, but
this amounted only to a small correction. The core density was set
equal to the liquid density if the core was subcooled, but if the
core was saturated the homogeneocus density was used instead.

The core thermal conductivity, which of course is relevant only when
the core is subcooled, was at first set equal to the liquid thermal
conductivity. It became apparent that this value was not large
enough at the higher flow rates investigated, because the core
Reynolds number was too high for laminar flow to exist. An
approximate "eddy" conductivity was obtained by multiplying the
molecular conductivity by the ratio of Nusselt numbers for laminar
and turbulent flow in a tube. Well established expressions for the
Nusselt number were used, giving ratics cf up to 10 at a Reynolds
number of 8 000.

The emissivities of the wall and the water were taken to be 0.8 and
0.95 1.spectively.

Typical Results

Figure 2 shows the experimental wall temperature and heat flux

prof iles for one typical run. The lower graph compares the

exper imental and calculated heat fluxes. [t can be seen that there
is good agreement for about 10 cm. After this, the experimental
fluxes gradually fall below the calculated ones, probably because
the inverted annular flow regime began to break down, as discussed
below. The lower graph also shows the contributions to the heat
balance, of radiation and of conduction into the core. Radiation is
calculated to rise with distance because the wall temperature rises.
Conduct.ion into the core falls as the core temperature rises.

The upper graph in Figure 2 shows some calculated parameters of the
steam film. Up to a distance of 10 cm, where the model and

exper imental heat fluxes diverge, the film thickness is less than
0.2 mm, and the film Reynolds number is less than 300. The
transition Reynolds number for a flow in an annulus is 2 000, and so
the assumption of laminar flow appears justified.

Breakdown of Inverted Annula. Flow

Figure 2 also shows the behaviour of a Weber number calculated from
the steam kinetic energy and the core diameter. As several authors
have suggested, this may characterise the breakdown of the core,
leading to dispersed flow, a less efficient heat transfer regime.

We found that the Weber numbter was indeed correlated with the height
at which the experimental and calculated heat f iuxes diverged
significantly, even though the decrease in the experimental heat
flux was evidently a gradual process. An average critical value of
20 was determined.
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Effect of Quality and Flow Rate on the Heat Transfer Rate

Heat transfer coeff.cients, based on the experimental wall
temperature and saturation temperature, were calculated from both
the model and the experimental results. Comparisons were made for a
range of quench front gquality, pressure, power and flow rate. It
was found that the Bromley equation itself allows correctly for the
effects of pressure and power. Figure 3 shows the effect of gquench
front guelity, with the other parameters held constant. It can be
seen that the new model accounts well for the effect of subcooling,
by means of heat transfer into the core. It also accounts well for
the effect of a positive quality by means of the homogeneous core
density assumption. The dramatic decrease in heat transfer
coefficient once the gquench front becomes positive probably explains
why the gquench front invariably slows down a: the same time.

Figure 4 shows the effect of flow rate. The marked increase in heat
transfer coefficient with flow rate is well modelled, again because
cf the inclusion of heat transfer into the core.

F INAL REMARKS

It is clear from the above results that the new model accounts
correctly for the effects of quality and flow rate. Figure 5 makes
an overall compariscn of experimental results with the calculated
values. 95% of the results for which the Weber number was less than
the suggested critical value of 20, agreed to within 20 W m~2 k-1 +
5%. One of the widely used "modified Bromley"” models (5] was much
less successful, as shown by

Figure 6.

[t would be highly desirable to obtain detailed experimental
measurements of temperature and velocity profiles in the steam film
in inverted annular flow, to confirm that the new model is
physically justified. In particular, the role of the heat released
at the quench front, which is neglected in the present model, needs
to be clarified.

NOMENCLATURE
a radius of liquid core a thermal diffusivity
D diameter o) vapour film thickness
Fo Fourier number aLt/a2 AT Ty - Ts
acceleration due to gravity € emissivity
k thermal conductivity fe] density
m mass flow rate u dynamic viscosity
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heat flux latent heat

radial position in core Stefan's constant

time velocity profile
parameter

temperature

distance from quench front

Subscripts
core radiation
vapour phase saturation

vapour - liquid interface tctal

liquid phase wall
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TRANSITION BOILING ON SURFACES OF DIFFERENT SURFACE ENERGY

S.K. ROY CHOWDHURY and R.H.S. WINTERTON

Department of Mechanical Engineering,
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P.0. Box 363,
Birmingham,
B15 21T

ABSTRACT

A large number of pool boiling curves have been obtained by quenching of
cylinders in saturated liquids. Aluminium, copper and aluminium coated with
cone rubber have been used for the cylinders and water and methanol as the
ling liquids. The liquid contact angle is taken as a measure of surface energy.

The main results relate to aluminium specimens quenched in water. Using a
variety of surface treatments, a wide range of contact angle has been achieved.
The entire transition boiling region, including the critical heat flux and the
minimum film boiling heat flux, is shown to be strongly influenced by the contact
angle.




INTRCDUCTION

There is good evidence now that a number of parameters have a systematic
effect on transition boiling heat transfer. The largest single body of evidence
has been provided by the workers at the University of Ottowa (e.g. [i1,[ 2]), but
as detailed in a review by one of the present authors [3] most of these effects
have been substantiated by other workers. In relation to forced convection
trancition boiling, it is found that the heat flux increases for a given surface
temperature with increases in mass velocity or subcooling, and the heat flux
decreases with increase in the kpc parameter. The main purpose of this paper is
to present evidence that there may be anotiier parameter to be taken into account,
and that is the surface energy. So far the information available appears to be
confined to pocl boiling, but it is hoped that the work described in this paper will
shortly be extended to flow boiling.

The project at Birmingham involves looking in a quitz general way at the
influence of surface parameters on all parts of the boiling curve. It is considered
that the relevant surface parameters are the surface roughness, the surface
energy and the thermal properties of the immediate surface layer. So far, the
influence of the thermal properties has not been studied in a systematic way, but
the other effects have.

The effect of surface roughness appears to be confined to nucleate boiling.
Many workers have in the past measured the effect of surface roughness on
nucleate boiling heat transfer (e.g. (4, 5, 6]). Generally, it has been found
that rougher surfaces give better heat transfer at a given superheat, though
there are a number of exceptions. In the present project, the rougher surfaces
(as measurad by the c.1.a.) have fairly consistently given better heat transfer,
with the exception of aluminium surfaces that have been anodised after roughening.
The anodising does not significantly affect the measured roughness, but it does
produce a surface in which a high heat flux in nucleate boiling is obtained
:ndependent of roughness (over the c.l.a. range of 1.2 to over 5 um). This is
attributed to the anudising producing a large number of nucleation sites.
Certainly scanning electron microscope pictures of the surfaces reveal a much
larger nirer of potential sites of roughly the correct dimensions on the anodised
surface [ 7). The conclusion from this aspect of the work is that it is the
number of nucleation sites and the cavity geometry that determine the nucleate
boiling heat transfer rather than surface roughness alone.

The second surface parameter that has been studied, and the subject of this
paper, is the effect of surface energy. Just as the liquid-vapour or liquid-gas
interface has a surface energy o1 which is numerically equal to the surface tension,
equally there is an energy per unit area associated withk the solid-vapour inter-
face, og, and an energy associated with the solid-liquid interface Jg1. These

energies are related to the contact angle that the 1iquid displays on the surface
by Young's equation:-

% 7 %1 (1)

This equation would result in fact if all the o values were simply considered
as tensions, and a force balance conducted parallel to the solid surface at the
line of three phase contact. To measure the surface energies themselves is
difficult; in this paper the contact angle is taken as a measure of surface energy.




With a high energy solid surface, it can be energetically favourable for the
liquid to spread over the surface and the observed contact angle is zero. With a
low energy solid surface there is no spreading tendency resulting from the surface
forces (though other forces, such as gravity, ma{ cause spreading on a macroscopic
scale), and the contact angle is greater than 90°.

Although Berenson [5) showed some time ago that contact angle has a pronounced
effect in transitici boiling (in pool boiling of n-pentane), there has been little
discussion of this in work on post-dryout heat transfer. Recently both Witte and
Lienhard [8] and Winterton [3] have suggested that the effect of contact angle
should be included. Some striking evidencez for the effects of extreme changes in
contact angle in pool boiling heat transfer of .>ter (Winterton [9]) are shown in
Figure 1. The water results are taken from Nishikowa et al [10]. Details of the
non-wetted surface are not given but almost certainly the contact angle would
have been over 90°. The mercury results are taken from Lyon et al [11]. Again
contact angles were not measured, but it is usual for mercury to display a large
contact angle on the steel surface used, and the effect of adding 0.1% of sodium
as a wetting agent would be to give small contact angles. For the mercury system,
which was heat flux controlled, it was not possible to obtain transition boiling
results, but the evidence for film boiling persisting over the entire range of
superheats is remarkable.

In addition, Nishikawa, Hasegawa and Honda [12] found changes in transition
boiling heat transfer which they attributed to contamination of the surface by a
"soft organic scale" and these changes were associated with differing values of the
contact angle. A low contact angle gave better heat transfer. In view of the
gross contamination found it is not clear that contact angle by itself could be
considered responsible for the change in the boiling curve.

The evidence available in the literature, while impressive, is not completely
convincing. In the majority of cases either the contact angles were not measured
or there was evidence of other changes in the surface in addition to the changed
contact angle.

EXPERIMENTAL

Aggaratus

A schematic view of the apparatus is shown in Figure 2. The apparatus
essentially consists of a heating chamber and a quenching bath. The heating
chamber comprises a cast-iron cylinder with a central hole for the specimen and
three concentric cartridge heaters, 240V, each 300W. The chamber is connected to
an argon cylinder so that the specimens may be heated in an inert atmosphere to
avoid severe oxidation at high temperatures. The quenching bath is basically a
thermostatic bath fitted with a stirrer and a condenser. The coverplate separating
the heating chamber and the quenching bath is provided with a specimen entrance
which is closed with a freely rotating 1id during heating so tlat the heating
chamber is free from water vapour.

The cylindrical specimens are normally of 18 mm diameter and 40 mm long. Both
aluminium and copper specimens with various surface preparations have been used.
These are heated to around 200°C - 450°C, depending on their minimum film boiling
temperatures, and then quenched vertically in saturated deionised water or methanol.
Basically transient tests are conducted and the centrsl temperature is continuously
measured by a Comark - 6100 fixed programme microprocessor thermometer via a
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centrally located thermocouple. The thermometer has a resolution of 0.1°C up to
700°C and gives a digital display along with an analogue output of + lv for 500°C
in its middle range.

Data Processing and Measurements

Considering the very short term (30 sec.) required by the whole quenching
process and even shorter time period by the transition zone, a micro-computer is
used tc record and reduce the data. The analogue output from the thermometer is
fed into a 6502 CPU, 32k micro-computer via an A-D converter. The data is initially
Just stored in arrays to avoid lengthy programming, which may increase the sampling
interval, and then processed at the end of the test to give sequencial temperatures
and corresponding heat fluxes. The data reduction is based on the assumption that
the aluminium and copper specimens can be thermally lumped for their high thermal
conductivities and the heat flux may be calculated from:-

¢ = & & (2)

There is a small error in this thermally lumped approach, particularly near
the critical heat flux. The heat flux may vary ovar the surface and there is a
difference between the centre temperature and surface temperature. Neither effect
can invalidate the trends seen as the surface properties are varied.

The micro-computer system used is capable of scanning the central temperature
at a time interval between 10 to 100 ms depending on the length of the program in
basic. At this time interval, however, considerable scatter is observed. It has
proved necessary to average the temperature gradient over a time of arovnd 1 s
(see [ 7] for details).

The cylindrical specimens are normally given various degrees of surface finish
and then, depending on the test requirements, they are degreased by acetone,
etched in NaOH or anodised. Contact angles through a liquid drop over the experi-
mental surface are measured by a horizontal-projection-microscope before and after
the tests. Essentially it is the advancing contact angle that is measured.
Surface roughnesses are measured by a Talysurf-10 profilometer in terms of CLA
values. Where the profilometer traces are insensitive, for example anodised
surfaces containing fine pores, SEM micrographs at a high magnification are taken.
The anodising procedure uses 15% by volume sulphuric acid and a current density of
130 amp m~2. The voltage is increased from an initial value of 20V to around 30V
to maintain this desired current density. The process takes about 20 minutes.

RESULTS

The first point to make about the measurements is that it does appear to be
possible to obtain reproducible quenching results. This may be done by ageing
the surface; starting with either polished or etched aluminium specimens, after a
series of heating and quenching runs, the surface settles down and shows very little
change in subsequent runs. This ageing procedure is similar to that required for
the standard (Inconel) test probe used in the comparative test of quenching oils
(13]1. Alternatively, if the aluminium specimen is anodised, reproducible results
are obtained from the beginning.

Contact angle variations are obtainec either during this ageing process on a single
specimen; or are found from one metal cylinder to another -ith nominally identical
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specimen preparation. Larger variations appear when slightly different methods
are used to prepare the specimens. The second striking feature of the results

is that in every single case so far tested, a reduction in contact angle is
associated with an improvement in transition boiling heat transfer (higher heat
flux at a given surface temperature). It is worth listing the separate tests that
have been performed:-

a) Aluminium cylinders as received from machining, possibly contaminated with
oil.

b) Aluzinium etched with NaOH (ageing of single specimen, see Figure 3).
¢) Etched aluminium, different specimens.

d) Polished aiuminium (ageing of single specimen, see Figure 3).

e) Anodised aluminium, different specimens.

f) Polished copper, ageing of single specimen.

g) Copper, different specimens, boiling of methanol (all other runs conducted
with water). This run was slightly different in that all specimens gave the
same contact angle (zero) and all gave the same transition boiling curve.

h) More recent tests, much as (d), but with the cylinders heated up to 450°C
instead of 300°C before quenching and duralumin used in place of commercially
pure aluminium.

Where a number of specimens have been used in a test, they have normally had
different surface roughness, but otherwise identical preparation. There is no
evidence that the roughness itself affects the transition boiling.

If the results of different tests are compared then the influence of contact
angle is not quite so clear cut, but still impressive. Figure 4 shows all the runs
on pure aluminium specimens, excluding only the preliminary results (Test (a)) where
degreasing of the surface with acetone was omitted and tap water was used instead
of deionised water. Over the contact angle range 0 to 100, it is clear that
transition boiling heat transfer correlates very well with contact angle. At
certain surface temperatures the extreme values of contact angle corresgond Lo an
order of magnitude change in heat flux.

In fact, the preliminary results with the contaminated surface and the copper/
water run also fit in with the others but it was not thought reasonable to include
them without further evidence. The common features then for the runs in Figure 4
are that the specimens were all cleaned with acetone, followed in some cases by
more severe cleaning, all must have had an oxide layer present on the surface since
theospecimens were exposed to air and the maximum temperature reached was below
300°C.

More recently, in order to elucidate the influence of contact angle on the
minimum film boiling point, quenching has been conducted with a higher starting
temperature (around 450°C) and duralumin cylinders. These results (Figure 5) do not
completely superimpose on the earlier ones (Figure 4) so it seems that there are
other properties of the surface that must be taken into account in addition tu
contact angle.
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Figure 5 shows that the influence of the contact angle value does extend as
far as the minimum film boiling point. This in itself throws some doubt on the
homogeneous nucleation theory of the minimum film boiling point but the predictions
of this theory are included in the Figure for comparison.

The minimum film boiling temperat.re is often considered to occur when the
temperature of the liquid on contact with the surface equals the homogeneous
nucleation temperature, T,,. For water at atmospheric pressure, the homogeneous
nucleation temperature is about 307°C (e.g. (3]). The temperature on contact is
not the same as the wall temperature since the momentary contact of liquid with
the wall cools it. A simple analysis based on purely conduction heat transfer
after contact gives:-

1/2
Tots = Thn * (Thp = T1) (Kypy€y/Kgpgcs) (3)

1 = liquid, s = solid

For the estimates in Figure 5, Ty is the liquid saturation temperature, and
the solid properties are calculated for both pure aluminium and for alumina. The
minimum film boiling temperatures woik out at 321°C and 341°C respectively.

Even the curves for the large contact angles in Figures 4 and 5 do not quite
show the extreme behaviour of the large contact angle, non-wetted surfaces in
Figure 1, and it was considered of interest to try and reproduce this type of
behaviour by coating an aiuminium specimen with a thin layer of silicone rubber
sealant, to see if even larger contact angles could be achieved. In fact, the
measured value was 113°. The quenching behaviour (Figure 6) is more like that of
the non-wetted surfaces in Figure 1.

Comparison of *he results in Figure 6 for the normal specimen in addition to
the silicone coated specimen shows that the ineasurements coincide in the film boil-
ing region. It is widely considered that in film boiling there should be no
influence of s:rface properties because the liquid does not touch the surface. The
silicone rubbe~ layer displayed weak interference colours, suggesting that its
thickness was a few um. In an attempt to measure the coating thickness, a sma’ll
region was removed with acetone and a Talysurf trace taken across the surface. Any
step in going from the clean to the coated surface was concealed by the surface
roughness (0.4 um), so the coating thickness must ve a few um at most _The
temperature drop through a layer of this thickness would bz less than i°C.

DISCUSSION

The correlation of transition boiling heat transfer with contact angle, as
shown in Figure 4, is as good as could reasonably be expected, bearing in mind that
there are probably errors of a couple of degrees in measuring the contact angles
and that these measurements were made at room temperature, not during the boiling
process. Also, some of the runs were performed with the end surfaces of the
cylinder sealed, to confine boiling to the vertical, curved, surface. These runs
systematically displayed a Tower heat flux. If this effect is vaken into account,
then the correlation of heat flux with contact angle improves.

There are known hydrodynamic limits on the maximum possible v ue of the

critical heat flux [14, 15] and on the minimum possible film boil ] heat
flux (15, 161 . There is little evidence in these resulti: that the.critical heat
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flux 1imit has been reached, since the value appears to change continuously with
contact angle over the whole range. In fact, the highest heat flux measured
(Figure 4) is some 70% below the Kutateladze 1imit. However, the lowest film
boiling heat fluxes (Figure 4) are close to the Berenson 1imit (although strictly
this relates to a horizontal, upward facing surface).

The extreme type of heat transfer behaviour previously noted on some non-
wetted surfaces, with film boiling covering all or nearly all of the boiling
temperature range, has not completely been reproduced, but with very large contact
angles the nucleate boiling region is greatly reduced in extent and the critical
heat flux is much lower.

CONCLUSIONS

A key parameter in determining the level of transition boiling heat transfer
is the liguid contact angle.

Heat transfer improves with decrease in the contact angle.

Although, so far, the effect has only been demonstrated in pool boiling, it is
likely that it will also apr ar in forced convection.
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FIGURE CAPTIONS

Data reported in the literature for poul boiling of water on wetted and
non-wetted surfaces (no contact angle values given).

Schematic diagram of the apparatus.

Effect of ag ing on etched and unetched surfaces.
Effect of contact angle on boiling curves.

Effect of contact angle on minimum film boiling point.

Effect of silicone rubber coating on the boiling curve.
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