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ABSTRACT

This report provides a scientific evaluation of several available
dispersion models to determine their suitability for providing the capability
for estimating the effects of accidental discharges of radioactive material at
nuclear power plants., A critique of the assumptions involved and a review of
existing verification studies are made for models ranging from the Gaussian
plume with straight line winds to models which attempt a complete solution of
the primitive equations of motion. It is demonstrated that although even the
simple models are capable of p.oviding reasonably accurate predictions under
iceal conditions, there are reasons to expect relatively severe limits on
plume predictability when certain emission conditions are combined with
certain meteorcological conditions. The usefulness of a real-time dispersion
model §s thus likely to be dependent on a complementary estimate of the
variability expected about the mean dispersion for the conditions existing at

that time.

This report is one of a set of three dealing with real-time dispersion
models. The other two deal with Lhe uncertainties involved in the deposition
module of dispersion models and the results of testing some of the dispersion
models reviewed in this report by comparing them with the data collected at
the ldaho National Engineering Laboratory in July, 1981 during an NRC

sponsored fleld test, -



TABLE OF CONTENTS

Ab‘tr.ct LI T I N D . . - . » . s s [ SH O A .

Table of Contents. . « + « « o« s o o » o o s o o s o & &
List Of Figures. « « o « o o o ¢ o » 4 s o o o o & 8 & »
Liot oF ToDIO® & o s ¢ o s s o s s 5 0 2 5 o » o8 0 s s
Acknowledgements . . . o+ s « o s+ & o & & s & 8 & o ¢ o @

Introéuctxon . . . . . . . . . . . . . - . . . - . . . .

Evaluation Criteria

2. Overall Criteria . . + « ¢ s o s s s o o 5 v ¢ & o
2.2 ACOUPBCY « « o« o s o o o o o o o o & o 5 o & o o &
2.3 Proposed Measure of Surface Pattern Comparability.

Inherent Uncertainties Due to the Statistical
Nature of Turbulence . . « « « s s o & s & o s o »
Selection of Models for Detailed Testing . . « + « « « &

Gaussian Plume Models

5.1 General Features of the Models . . . . + + « + ¢ &
§.,2 Variable Sensitivity . . + « ¢ ¢ ¢ ¢« ¢ s o o & o
5.3 Fundamental Limitations. . . « « « « » o &+ & & o
5.4 Specific Models. . . + « + « o o o « o o s o & » s
§.5 Validation Studies for Gaussian Plume Models . . .

5.6 Advantages and Disadvantages of Gaussian Plume Models.

Gaussian Puff Model

6.1 General Features . . . « « s+ + +« & s + o s + » o
6.2 Compatible Wind Field Models . . . . « +« + « + &« &
6.3 Puff Diffusion Models. . « « + « « o o & o &+ o & &
6.4 Validation Studies for Caussian Puff Models. . . .

xiii



6.5 Introduction of MESOJ and MESOT. . + + &+« « & « » » &

6.6 Advantages and Disadvantages of Puff Models. . . .

Transport and Diffusion Models Based on Mass Continuity

T General Features . . . . + « « - . + &
7.8 NOABL
7.2.1 Model Description . . . . . . .

7.2.2 1dealized Flow Tests. . . . . .
T:3 IMPACT Description . « « « « s s o s
7.4 Model Verification Studies

7.4.1 Wwind Field Comparisons. . . . .

7.4.2 Diffusion Verification Studies.

7.5 Introduction of SPLITPUFF. . . + « « « « « &

7.6  Advantages and Disadvantages of Transport and Diffusion Models
Based on Mass Continuity . . . « v o o 4 o o o «

Primitive Equation Models

8.1 General Features . . . . . . . . . . .
8.2 University of Virginia Mesoscale Model
8.3 Penn State-NCAR Mesoscale Model. . . .
8.4 Yamada's Mesoscale Model. . . . . . .
8.5 A.R.A.P. Second-Order Closure Model. .

8.6 Objective AnalysSis . . . . .+ + 4 v v + o o « & »
8.7 Advantages and Disadvantages of Primitive Equation

Comparison of Model Results on INEL 1977 Test Data . . . . .

CONClusions . .« + + o s s o6 &

References B L 5 o Vi e S T - e

Appendix A.

vi

. & & & . . . o Sl

The Influence of Mesoscale Wind Fluctuations on
Atmospheric Dispersion. . . . + « « « « o «

.58
.59

<94

103

105

A



On the Use of Concentration Variance Predictions as

a Measure of Natural Uncertainty in Observed

Concent:ation Samples

Appendix C. A Turbulent Transport Model for

N0 FIUREB: o ¢ s » » 6 & 5 & & & & & & 0. & & &

Appendiix D. The Variance of Time-averaged Samples

from an Intermittent Plume, . . « + « & & o ¢ o o &

o




Area Segment A(X_,68)..

(v

2...Pattern Test Sy Jsi! MATHEW/ADPIC Calculations.....

Bounds on t! ) y State Plume for 1 Hour Persist

Wind Speed....ceovces

2...Comparison of High )bserved and Predicted x/Q Values fo
1=hour SF; C« nt! i CEQM

rameter as a
and MESOI....

Distance an

S A

l...Relative Errors Obtained for MATHEW and NOABL for the Ideal
Test of Flow About a Hemisphere.....oeeeoevcsscssoscs

2...5ame as Figure 7.1, Except for the Smooth Surface Sketched.
3...Shear Test - Coarse Grid......

l...0bserved Surface Wind Velocities and Predicted Wina Velociti
&C 12 J0100%00 Sit0Bsccsssnssessnsvensssssassnns

...Fraction of Data | ! ! ated Factor by
Calculated Pattern for ! ! el Expanded
Through an Angle 40....ceevnvnness

ssesesssssssssnssd

.Same as 9.1, except for the ARL Model....




Figure 9.3...5ame as 9.1, except for the PATRIC MOUPL s ¢ sirsdnsnasnssnsssssall
'l‘ur. 9.“.!.5“. .s 9.1. .‘C'pt ror the ‘DPIC Mmelt..0...".........'0...99

Figure 9.5...Summary of Pattern Test Results for Various Models with 1977
INEL Data. Angle Required to Cover Data Within Given Bandwith
ror the Dirr.r‘nt Hwel'.l.......‘..l....l.lolCC'..O.I.O..I..‘OO

Figure 9.6...Fraction of Data Points Covered Within the Indicated Factor by
the Different Models when a 10-Degree Shift is Permitted.....10!




Table

Table

| Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

Table

LIST OF TABLES

Page
1...Caussian Flume ModelS....ccevvvescscssvasocosvessancsscsnsenssscel]
2...GCaussian Puff and Plume Segment ModelS.....cesvvvvvvvsscsvvanceselB
3...Transport and Diffusion Models Based on Mass Continuity..........20
4,..Primitive EQUation MOdelS......coesvesvssessvscssssnssnsssssnnsesell
5...Parameters used to Calculate o, in I8C.ccsssvenssvessssnsscnssesselB
6...Parameters used to Calculate o, in ISC.iuserenrnnnnnnanensesss29730
7...Parameters used to Compute o, in TR . cvsvnresnssssnavssnssotns e
8...Paraneters used to Compute Sy 0 TEM.cevsevsnncssossncessssvsaseed@
9...Averaging Time Parameters Used in TEM.....ceveesnsecssosssncssses3l

10...Wind Profile Exponents in ISC.....cevveseesessssscsscnsssssssssnss3d
11...Vertical DiffusSivity..cceeosccsssvsssoss sesssanssvessssansssssesdO

12...Constant Values for Evaluation of Diffusion Parameter Equations..54

13...Stability Estimates Using Time of Day, Windspeed, and Cloud
Cov.r ror INEL.O!.il..'.l...l..l.loll-'.-1..0'......."...'..".0'55

14, .. IMPACT Transparcncios............................................67
‘5'iov'rt1c.l Dirri’ivltx's for IHPACT.O.Q.I.'I0....0‘...'.000...000.070

16...01""1V1ty sc.l’ F.ctor’ocuoooo0...c.o.o'ool..o.noo.oom..lcooo.071

xi



ACKNOWLEDGEMENTS

We wish to thank Frank Kornegay of Oak Ridge National Laboratory
for his technical assistance, and Robert Abbey and Robert
Kornasiewicz of the NRC for the technical monitoring of this work.

xiii



A SCIENTIFIC CRITIQUE OF AVAILABLE DISPERSION MODELS

CHAPTER 1
INTRODUCTION

The Nuclear Regulatory Commission has established the requirement that
the operators of nuclear generating plants maintain the capability for
estimating the effects of an accidental discnarge of radioactive material
(NUREG 0654). The requirements call for two classes of predictive
capabilities reflecting the requirements of the two emergency planning zones
for "plume exposure" and "ingestion". A Class A mocel designed to predict
plume exposure within'10 miles of the site must produce initial estimates of
atmospheric transport and diffusion within 15 minutes of the accident. The
model is to include the plume dimension and position as well as the relative
concentrations at various downward locations. The NRC has requireld that
"seascnal, diurnal, and terrain induced flows" be included in the model as
well as the "source characteristics" such as "building complex influence".
The Class B model is to be used for the prediction of deposition and relative
concentration within the ingestion zone which extends out 50 miles from the
site. This model should provide, within approximately 45 minutes, a detailed
spatial and temporal map of the expected radioactivity for the duration of the
release. Both of the models will be required to use site-specific algorithms

as well as local meteorological data.

It is the purpose of this report to conduct a preliminary evaluation of
several candidate models to determine their ability to satisfy the
requirements for Class A or Class B models.

The next section discusses the evaluation criteria. This is follow=g by
an overview of existing models which might be considered as candidates for a
real time dispersion model. From this large iist we have selected 10 nodels
for detajied critiquing. These are chcsen to cover the spectrum of different



types currently available. These models can be divided into four generic
categories: gaussian plume with straight line winds; gaussian puff with
Spatially and temporally varying winds determined by interpolated data; more
sophisticated diffusion models with mass-adjusted winds; and models which
attempt a complete solution of the primitive equations. This report provides
a general scientific critique of the assumptions involved in each type model
and a review of existing verification studies for each model chosen for
detailed consideration.

It 1is demonstrated that most candicate models provide a reasonably
accurate prediction under the ideal conditions often chosen to test dispersion
mocels. In spite of this favorable result, there are 2 number of reasons to
expect large errors under more realistic conditicas. Further testing in
comparison with high-quality, tracer concentration data obtained with
coincident meteorological data for a number of realistic full scale programs
is required to establish definitive error bounds. Results from such a test
are given in a comparison report.



CHAPTER 2
EVALUATION CRITERIA

2.1 Overall Criteria

Although the most important criterion in evaluating a model 1is its
accuracy, it is also appropriate tc consider its responsiveness, costs, anc
growth potential. Unless a model can provide a timely response at an
affordable cost, its superior accuracy may be of little use. Growth potential
is desirable, but not essential,

The responsiveness required by NRC for a Class A model is that an initial
estimate of transport and diffusion out to 10 miles be available within 15
minutes fcllowing the classification of an incident. This Class A requirement
effectively cictates an automated system which ties the on-site meteorological
datz system directly to a computer dispersal model. Any meteorological data
needed to run a Class A model needs to be routinely available.

The response requirements for Class B models are somewhat less stringent.
No precise time limit has been imposed by NRC, but if the response time
stretches much beyond an hour it would appear to seriously degrade the utility
of any model. These time requirements will be discussed for those models for
which it appears that response time will be an important factor.

The total cost of implementing a model is composed of the cost of
establishing both the on-site data system to coliect the meteorological data
needed to drive the model and the ccmputer equipment to run the model; the
cost of mairtaining both the meteorological data system and the model on a
standby bpasis; and the costs of individual runs. We have performec no
economi¢c analyses for this report, but have noted where increased Qata
requirements may be expected to drive up costs with 1little demonstrated

improvement in model output accuracy.



Growth potantial {is provided by a model with a sound scientific
foundation, since it should be {mprovable by incorporating more of the
physical features which are not currently being adequately modeled. This
possibility is enhanced if modular construction is used in the computer model,
Such that an improved wind or diffusion model should be readily incorporabdle

into the system,

el Accurac!

Our top priorit; is to determine how accurate the different models may be
expected to be uider realistic conditions. The foremost accuracy requirement
is that of reasonably representing the spatial and temporal distribution of
the plume concentration. A number of attempts have been made to outline
procedures for evaluating the performance of atmospheric dispersion models
(e.g., Hilyer et al., 1979; Fox, 1981; Pepper, 1981; Hilst, 1978; and Ruff
et al., 1979) but there are no generally accepted standards. This literature
does stress the importance of judging model performance based on the
particular needs of the desired application. Any statistical measures used
should directly relate to the desired model output.

Models developed for EPA have generally emphasized the accurate
prediction of maximum ground level concentrations that may occur for scme
specified short period of time, such as an hour, over some specified period of
operation, such as a year, For a typical accidental release, this maximum
ground level concentration is most likely to occur within a few hundred meters
of the plant and within a few minutes of the time of maximum release.
Although of some use in decisions regarding controlled releases, this single
performance measure {s of little use for emergency decisions. A sensidle
evacuation decision requires estimates of the specific area over which the
concentration will exceed some critical level defined by health effects.
Unfortunately, the ratio of this critical concentration contour level to the
maximum ground level concentration is not likely to be known in advance. For
a minor sccident with low emissions, the maximum ground level concentratlon,

Co , may remain belcow the critica. level defined by health effects, c°he'
max



while for a major accident with high emissions the ratio of C°max/c°he may be
a large number. In this latter case the critical concentration level could be
several orders of magnitude smaller than C°max° Since the emission rate is
unknown until the time of the accicdent, and perhaps even after the accident, a
model can best be Jjudged on how well it predicts the spatial and temporal
concentration patterns of a norralized unit release. Although the elevated
concentration is of some importance due to the radiation received at a
distance ("shine dose") we will concentrate more on ground-level concentration
patterns, We feel there are ample reasons for this bias. First, inhalation
dose is likely to be more serious than shine dose for the low-level releases
anticipated in most accident scenarios. Second, reliable ground-level
concentration data is more readily available to use for model evaluation.
Third, the ground-level concentration will be the major factor determining dry
deposition. At any rate, a close agreement between ground-level observations
and calculations should provide reasonable assurance that the vertical

distributions of the associated plumes are also in reasonable agreement.

The spatial distribution appears to be more critical than the temporal
distribution, since health effects tend to depend on time integrated dosage

and thus temporal variations may be integrated over time periods of a few
hours. What {s desired is a quantitative measurement of how well the

predicted spatial distribution of ground-leve., timerintegrated concentration
agrees with real field observations. A pattern comparability test designed to
measure this is described in Section 2.3. We expect to utilize this tool in
evaluating how well different models perform under real field test conditions.
However, due to the scarcity of appropriate data which define the spatial
distribution of plumes out tc distances of 10-100 km, other somewhat more

subjective tests will also be used.

Since opportunities for real field tests urder conditicns similar to
those which may exist at the time of actuzl incidents are so limited, it is

also important that candidate models be judged on the basis of their
scientific validity, This provides the bhest chance that a model's accuracy

under a few cdiverse test conditions wil) extrapolate to equal accuracy under



untested ~onditions. For this reason our present evaluation emphasizes a
scientific critique of the individual codes. An essential adjunct is a
numerical analysis of the sensitivity of the models to uncertaiaty in the
inputs using both ideal analytic tests and real field tests. An important
part of our evaluation is a critical review of published verification tests,

2.3. Proposed Measure of Surface Pattern Comparability

Tne most commonly used measures of model performance are direct
comparisons of calculated values versus observed values for the available data
Observations. These comparisons are generally either paired in time and space
or pajred in time only. Neither comparison provides adequate information on
how much spatial variability there is between observed and calculated contours
of some concentration level. Precise pairing in time and space imposes too
strong a penalty for small misalignments, while paired in time only provides
no information on spatial variability.

We propose herein a more quantitative measure of the spatial comparison
between observed and calculated patterns by allowing the comparison to be made
at increments of decreasing spatial resclution. This involves a measure of
how much the calculated pattern must be shifted in space to cover all of the
observed values. For this purpose, let us define the area A sketched in Fig.
1 centered at an arbitrary observation point Xo. This A(xo,ce) is completely
defined by its position in polar coordinates (ro18,) centered on the emission
point and an angular displacement 68. The area is bounded by e-eo < 8¢ and
r-r, < r,66. The calculated concentration field within the area A is bounded
by lower and upper values which we define as C;(A) and Cg(A). respectively.
With the observed concentrations Co(*i) given at a number of points

i =1,...,M, let us define the calculated concentrations at these points to be
the foliowing function of 6é:
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FIGURE 2.1 - Schematic of Area Segment A (xo,Ge).
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is greater than background values. However, it can only be applied at points
where observed values are available. Clearly, if the observed data points are
SC sparse as to leave the actual test pattern undefined, it would be possible
to design calculative procedures tc yield high values of fy without
necessarily showing good agreement with the actual test pattern. For
instance, if the plume is moceled as a Fopscotch pattern with alternating high
and zero values of concentration, only & small angular shift in pattern would
be required to match observed data, hlthough this model is very unlikely to
be a true mocel, the test is unable to discriminate against it., We believe
that the best safeguard against this is a combination of requiring that the
model be scientifically sound, anc that the model be tested against a variety
of observed cata.

A variation of the pattern tes:t which we will use for some purpcses is to
compare only the maximum value of the concentration with the maximum observecd
within the defined area. In the limit of large areas this would go to the
stancard paired in time only comparison. It will also defeat the simple
Strategy of precicting the previously mentioned hopscotch pattern. The
principal drawback of this version of tre comparison would be an undue penalty

to the mocel when the observations are not adequate to capture the maximurm
concentration at that time,

10



CHAPTER 3

INHERENT UNCERTAINTIES DUE TO THE STATISTICAL NATURE OF TURBULENCE

Before critiquing some specific models, we wish to discuss the inherent
uncertainties involved in any simulations of atmospheric dispersion.
Atmospheric motions cover a range of scales from small dissipative eddies on
the order of 10'3 meters, to the large synoptic weather features of the order
of 106
this spectrum of scales, particularly since the smallest scale motions tend to

meters. It is essential to average over, at least, the lower enc of

be random in character, and thus most susceptible to statistical analyses.
However, it is somewhat arbitrary where the break between resolved winc
features and unresolved turbulent motion is placed. It is well to keep in
mind that these unresolved turbulent motions will induce some essentially
random variation on the plume, That is, even if it were possible to introduce
two separate plumes into the same resolved wind field, there would be some

variance in the dynamics of the two plumes due to the unresolved turbulence.

All avajilable models implicitly assume that transport by the mean winc
can be clearly separated from diffusion by turbulence. This is only true if a
distinct spectral gap exists between the wind fluctuations inducing diffusion
and those responsible for transporting the plume. There is evidence of some
reduction in wind energy in the frequency range between 10min and one hour as
exhibited by van der Hoven (1957), but seldom is there a complete absence of
energy in this mesoscale range. In fact in the presence of mesoscale forcing
this range may be expected to be particularly active. Under such conditions
it is important to keep in mind that dispersion models are designed to
simulate the distribution of the ensemble mean concentration and that the
ensemble mean may be significantly different from a time average. This i3
particularly important in attempting to evaluate the accuracy of real-time
dispersion models. The model user would like to ootain an estimate of tre
concentration distridution in time and space being realized over oOne
particular domain of time and space. Even though some averaging 1s permitted
it is the results of a single realization which is desired rather than a

prediction of the ensemble mean. When there is a large variance between the

11



ensemble mean and the particular time and space averzge considered, then even
a perfect model prediction of the ensemble mean may provide little indication
of what is happening in the single realization. This natural limit on
precictability plays an essential role in model evaluation and a large part of
our effort has been devoted to our attempt to elucidate this role.

A clear specification of the limits to predictability as a function of
available meteoroclogical conditions would not only provide an upper bound on
model accuracy but it would also provide a precise measure to use when
comparing model predictions and field observations. We have not achieved this
level of specification, but have gained a healthy appreciation of the
obstacles wnich must be overcome and have formulated a framework for achieving
a mcdel which provides for an estimate of the variability expected to
complement its prediction of a mean distribution. This work is detailed in
Appendices A thru D for the interested reader. We will only summarize the
most important results here.

Our principal conclusion from our predictability work is that it is as
important for a real-time dispersion model to pirovide an estimate of
variability as it is to provide an estimate of the mean dispersion. Further,
this variadbility is not simply a function of the model chosen but rather is a
complicated function of the meteorclogical data and the nature of the source
of emissions. We recommend that any model adopted for real-time emergency use
be supplementec by, at least, a simple model of the concentration variance
eéxpected under the conditions at that time. A relatively simple model of the
mean concentration together with a compatible model of its variance shoulc be
more useful than a sophisticated model which even provides a better est.mate
of the mean if the latter includes no estimate of the variability expected.

The technical obstacles to be overcome are discussed in Appendix A.
There we discuss how the measured meteorological data define the ensemble of
possible realizations. The scale of the wind motions which must be included
in the ernsemble turbulence, as distinect from tre larger scale motions which
may be resolved as transporting winds, is determined by the time and space

resolution of the available data. A schematic delineation of six different

12



boundaries of possible interactions between a plume are provided on a real
wind spectra obtained from the EPRI plume model validation study. These six
different boundaries ranging from the low frequency end of the spectra are:

1) The upper boundary on frequencies included in the mean transport of the
plume;

2) The lower bound on frequencies included as part of the turbulence;

3) The upper bound on motions transporting the time-averaged plume as a
coherent entity;

4) The lower bound on motions which contribute to diffusion of the
time-averaged plume;

5) The upper bound on motions which contribute to the variance in the
instantaneous plume; and

6) The lower bound on motions which contribute to the diffusion of the
instantaneous plume,

The first and second boundaries are controlled by the spatial domain which the
data 1is to represent. The third and fourth are controlled by the
concentration sampling time, and the fifth and six by the spread of the
instantaneous plume. If there is a well defined mesoscale gap in wind energy
80 that boundaries one and two are widely separated and boundaries three anc
four fall between one and two then variability is not a problem. In this case
the time average result will agree with the ensemble average. The actual wincd
spectra shown provides for some reduction in energy in the mesoscale gap but
leaves plenty of energy to drive variability in time-averaged plumes.

A framework for analytically estimating the natural uncertainty 1is
presented in Appendix B. Further work is required before the framework
presented there can be used with any quantitative precision, but it does show
that large uncertainties should be expected when the sampling time of the
measurement is not much greater than the time scale of the turbulence. The
ratio of the source size to the length scale of the turbulence also is an
important parameter in determining the uncertainty, with the uncertainty
increasing as the ratic of tne source size tc the turbulent liength scale

decreases.
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As an example of the importance of the natural uncertainty, consider
afternoon conditions with light winds and relatively strong convection. The
analysis of Appendix B involves 3 steps: 1) the prediction of the ratic of
the ensemble variance to the ensemble mean, 2) relating the ensemble variance
to the variance expected in time-averaged samples for a particular sampling
time, and 3) the interpretation of the time-averaged variance as a measure of
the expected uncertainty. When the ratio of the source size to the turbulent
length scale, A, is of the order of 10'2. as it would be for a 10 m plume
released into a boundary layer with = A ~ 1 km, then both the simple model and
laboratory experiments indicate that a significant part of the plume will have
oc/-c' 2 3. Then according to either Fig. B.! or B.2, an instantaneous sample
of the concentration in this region of the plume would have less than a 50%
chance of being within an order of magnitude of its mean value. Thus even a
perfect prediction of the mean will lead to an order of magnitude scatter in
the comparison between the predicted and the instantaneously observed values
in these regions of the plume. The predictability for a given sample time is
increased as the time-averaged variance is significantly reduced below its
ensemble value. According to Eq. (B.1), o,/C is reduced by less than 30% from
its ensemble value when the sample time is equal to the turbulent time scale.
The sampling time must be greater than 20 times the turbulent time scale
before the time-averaged value of oc/? is reduced to less than 108 of its
instantaneous value. For a turbulent length scale of 1 km and a wind speed of
order 1 m/sec, the turbulent time scale will be order 103 sec. The regions of
the plume which had instantaneous values of oc/? in excess of 3 will still
have hour averaged values in excess of 1. Again referring to either Fig. B.!
or B.2, this still provides a 50% probability of missing the mean value by
more than a factor of 2 with a perfect model.

Appendix C demonstrates that it is possible to provide a model which will
correctly predict the ensemble variance under a number of conditions existing
in the latoratory. This provides a firm foundation for the expectation that
it shoula be possible to carry out the procedure outlined in Apoendix B. We
have alsc included Appendix D which provides an analytical model of the
influence of source size on time-averaged concentration variance. This is

14



useful in estimating the variance during the INEL tests which are used to

compare different model results against field data.
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CHAPTER &
SELECTION OF MODELS FOR DETAILED TESTING

There are a large number of dispersion models which have been used for
various purposes. Recent reviews of available models have been given by
Turner (1979), Drake (1979), Bass (1980), Bass and Smith (1981) Hanna (1981),
and Liu et al. (1982). Our purpose in the present section is to select a
modest number of representative models for detailed consideration. We have
divided the available models into four generic categories: steady-state
gaussian plume models, unsteady puff models, transport and diffusion models,

and primitive equation models.

The Gaussian plume models use a steady-state, parameterized solution for
diffusion in the presence of straight line winds. A representative list of
some of the available models of this type is given in Table 1. These models
are sufficiently simple thal many users modify the parameterization slightly
to suit their own perceived needs. These modified models then may or may not
be elevated to the level of named models. Chapter 5 will discuss this
category of models and critique three particular ones: two established
models, ISC and TEM, and a third model, GP, which we designed for this
purpose. These are not chosen as the best available, but rather because they
Should be quite representative of this category of models. Models in this
category are prime candidates for selection as a Class A model. They are
considerably less likely to be appropriate as a Class B model due to temporal
variations in tre meteorological conditions.

For longer times and greater distances, models need to account for some
temporal variations in the wind. The simplest approach to this is to
represent the plume as a series of puffs or plume segments. Table 2 lists a
number of available models in this category. Most of these models are
flexible enough to serve either as a Class A or Class B mocel. Chapter 6 will
discuss this category and five particular models: Mescdif, MESOI, the ARL
trajectory mocel, and two new models, MESOJ and MESOT we have introduced as
diagnostic models to determine the potential of this type of model.
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Table 1

Caussian Plume Models

Model Name Organization
AIRDOS Oak Ridge
National Laboratory
AIRMOD U.S. ARMY
APRAC2 EPA
AQSTM Illinois EPA
ARAC Gaussian LLNL
ATDL NOAA/ATDL
ATM NOAA/ATDL
COMRADEX~-4 Rockwell International
DEPA NOAA/ATDL
DIFOUT Sandia National Lab.
DWNWND Oak Ridge
National Laboratory
EDMS RAS/NUC
GEM Science Applications Inc.
GLUMP 11 MESOMET
MESOPLUME ER&T
MIDAS Pickard, Lowe,
and Garrick, Inc.
PAVAN Pacific Northwest Lab.
RADOS DuPont/SRL
SNAGA ER&T Inc.
SRDFM NOAA/ARL
STRAM Battelle PNL
SUBDOSA Battelle PNL
UNAMAP Series EPA
(ChOM,CRSTER, ISC,
MPTER,PAL,PTDIS,
PTMAX,PTMTP,VALLEY)
TEM Texas Air Control Board
X0QDOQ NRC
3N Envircplan, Inc.
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Reference

Moore

(1977)

Webster,

et al. (1978)

Ludwig and Obinata (1974)
Illinois EPA (1976)

Dickerson and

Orpran (1975,1976)
Gifford (1973)
Culkowski and
Patterson (1976)

Otter and

Chung (1977)

Rao (1981)

Luna and Church (1969)
Fields and

Miller (1980)

Wilkie and Garry (1981)
Fabrick, Sklarew

and Wilson (1977)
Lyor.., et al. (1981)
Berkley and Bass (1979)
Woodard (1975)

Bander (1982)
Cooper

Hales, et al. (1977)

Strenge,
et al. (1976)

Turner (1979)

Christiansen (1976)
Sagendorf and

Goll (1977)

Ellis and Liu




Model Name

ADPLUM
ASTRAP
ATAD

AVACTA

AVPPM

DRAX2
JEREMIAH

MESODIF

MESODIF-11

MESOPUFF

MESOI

PFPL

PSM

RETADD

TRAGGY

REED

Table 2

Gaussian Puff and Plume Segment Models

Organization

DuPont/SRL
ANL
NOAA/ARL

AeroVironment

AeroVironment

NOAA/ARL
DuPont /SRL

NOAA/ARL

Battelle PNL

ER&T, Inc.

Battelle PNL

DuPont /SRL

TVA

NOAA/ATDL

Meteorological Evaluation

Service, Inc.

H.E. Cramer Co.
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Reference

Huang (1980)
Shannon (1981)
Heffter (1980)

Chan and
Tombach (1978)

Zannetti
(1980)

Draxler (1979)

Kern (1977)

Start and
Wendell (1974)

Powell,
et al. (1979)

Benkley and
Bass (1979)

Ramsdell
and Athey (1981)

Garret and
Murphy (1981)

Lott

Begovich,
et al. (1978)

-

Smith

Bjorklund and
Dumbauld, (1978)




The division between our last two categories is somewhat arb.itrary. The
ca'egory labelled traasport and diffusion models in Table 3 are more complex
than trose in Table 2, either because they attempt a more continuous soluticn
of the diffusion equation, or because they attempt adjustments to the wind
fie’.d rather than rely on a straightforward interpolation of the data. Table
4 is reserved for those models which attempt to solve dynamical equations for
the wind field. Models in the first three categories, Tables 1-3, are
primarily dispersion models, although some type of wind model must be used to
drive them, while models in category 4 view the prime task as predicting a
wind field with the addition of a dispersion model as almost subsidiary. Wwe
have chosen four models in category 3; Patric, Impact, Mathew/Adpic, and a
hybrid NOABL/Adpic, for cetailed review. The models listed in category 4 are
all research models which do not have the status of currently available
candidates for selection as real-time dispersion. The potential of some of

these models is discussed in Chapter 8.

Bass and Smith (1981) have compiled the results of questionnaires to the
developers of a number of the models listed in Tables 1 to 3. The goal of
their questionnaire was to provide a short-list of attractive candidate models
as potential Class A and Class B models. They conclude that a few of those
listed in Table 2 here are the most attractive, partially because they can be
used as either a Class A or B model. Two of their preferred models Mesodiff
II and the ARL trajectory model are on our list for detailed review. Their
third preferred model Mesopuff has been replaced by MESOI a model not included

in their questionnaire.

Eleven of the models critically reviewed here, ranging in complexity from

the simplistic Gaussian plume models to relatively complex transport and
diffusion models, were used to simulate final test results of an experiment
carried out at INEL in the summer of 1981. Results are given in a companion

report.
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Table 3

———— e ——

Transport and Diffusion Models Based on Mass Continuity

Model Name

ATMOS

BLM/TM

CHAPEAU

IMPACT

MATHEW/ADPIC

MESOGRID

PATRIC

PHOENIX

PIC

RADM

PDM

Or‘anizatlon

Los Alamos National
Laboratory
NOAA/NWS

Savannah River
Laboratory

Form and Substance
Inc.,

Lawrence Livermore
National Laboratory

E.R.&T, Inc.
Lawrence Livermore
National Laboratory

Oak Ridge
National Laboratory

Systems, Science
& Software

Dames and Moore

Systems Applications,

Inc.
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Reference

(None)

Long, Schaffer
and Kemler (1978)

Pepper and Baker (1979)
Fabrick, et al. (1977)
Sherman (1978)

Lange (1978)

Morris, Berkley
and Bass (1979)

Lange (1978)
Murphy (1979)
Sklarew, et al.
(1971)

Runchel et al. (1979)

Liu, et al.
(1976)



Table 4

Primitive Equation Models

Model Name

UVMM

Argonne Model

Fenn State
Model
ARAP MODEL

UK Meteorological
Office Mesoscale Model

Organization

University of
Virginia

Argonne and
Los Alamos

Penn State
and NCAR

A:R.A.P. Inc.

UK Meteorological
Office
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Reference

McCumber (1978)

Yamada (1978)

Anthes and
Warner (1978)
Lewellen (1981)

Tapp and White (1976)



CHAPTER 5§
GAUSSIAN PLUME MODELS

5.1 General Features of the Models

Gaussian plume models are based on a steady state solution for diffusion
in a flowing medium. If a point source releases a substance at a rate, Q, in
a medium of constant diffusivity D, flowing at velocity, U, then the
concentration x is given by

Q u
RIESL. 4 o i tp o R
X e exp [ 20 (r x)] (5.1)

If we limit our considerations to downstream distances where x >> ¥,z2, then
the approximation r = x and

2 2
r=-x= x(y——:-z—) (5.2)
2x2
can be used to give
2 2
X --—Q-—z-exp <-’_:2—L\ (5.3)
2nuo 20 /
where

The distribution is the form of a gaussian distribution with a spread o,
which increases with distance downstream.
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In atmospheric transport, the dominant dispersion mechanism is the
turbulent fluctuation of the bulk fluid flow; molecular diffusion plays a
relatively minor role. The fluid equations can be cast in the form of a
diffusion equation with the diffusion "coefficient" given in terms of a
correlation between transverse velocity and concentration fluctuations.

However, it is not necessary to deal with the diffusion equation in order to
use a gaussian model for concentration distributions in atmospneric transport.
All that is required to utilize Equation 5.3 as a model for dispersion, is
some specification of o(x). This is generally parameterized as a function of
the thermal stability of the atmosphere. The most popular parameterization
uses the Pasquill-Gifford classifications of stability (Pasquill, 1974). As
long as conditions under which the model is to be aspplied are sufficiently
similar to those used to determine the empirical curves of o(x), reasonable
results should be assured.

5.2 Variable Sensitivity

The general expression for a Gaussian plume is given by

2 2
(y=y,) (z=2.)
- S expl - e = : (5.4)
2muoyo, 205 205

The input parameters to the model then are: u, the mean wind velocity;
Q(t), the source strength function; the horizontal, Oy and vertical, o,,

spread and y, and 2z the plume centerline coordinates. If we perform an

ol
uncertainty analysis on x, we get

& . 89 . su (y-y:)yo Yo . (z-z;)zo 6z,
u z
X < oy Yo 03 o
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2 2
(y=y.) §o (z=2.) §
+ -y—-{z"—- -1 Tl . _: -1 :z (5.5)
oy y 03 2

Thus we see that a 1% error in u or Q will propagate thrcugh to produce a

1% error in x, but that uncertainties in Yor 2 Oy or o, can be amplified or

reduced. For thin vertical plumes the domgnant unczrtainty in surface
concentration will be associated with uncertainties in 25 or o,, while {or
narrow plumes the dominant uncertainty is likely to be that 2ssociated with
uncertainty ir wind direction, ¢. Since Yo ® X tan ¢ = xy the multiplier in
uncertainty duz to an uncortainty in y is proportional to (x/:y)2 which can

easily be of order 10-100.

5.3 Fundamental Limitations

Limits of applicability exist for all models. For the gaussian plume
these limitations tend to fall in four categories: those associated with
temporal changes in the wind, those associated with extrapolating the o
parameterization beyond its empirical basis, those associated with spatial
variations in the wind, and those associated with the statistical nature of a
turbulent plume discussed in Chapter 3.

The simplest limit to consider is the maximum range of applicability of
the model determined by the persistence of the wind. If the wind is
persistent for a length of time, 1, then the distance that a particle travels

is given simply by & = utr. The gaussian plume model then can be valid, at
most,for

X<q (5.6)
u

Thus, the distance of applicability scales directly with the wind speed. For
example, if there is a 5 m/sec wind with a persistence of 1 hour, then by the
end of the hcur we would expect the plume to extend to x = 18 km. Of course,
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a constant

~

vobserve

Co

E s

. For greater distances the error is unbounded. This error
ically demonstrated in Figure 4.1. It is readily seen that
ersistent winds are required to keep this source of error from bein
- P

tances beyond 10 km.

three categories of limitations are not as straightforward
many models i1l use the five
both the vertical and horizontal spread
is quite widely recognized (Hanna et.al., 1977)

0 since horizontal wind variance is not as much a

y
is a function of other factors, such as vertical
wind shear, mixed layer yth, and mesoscale atmospheric turbulence., Pasquill
(1976 has recommended direct measurements of horizontal wind direction
variance be used in estim ~(x). A surprisingly small number of model
ppear to be designed ' advantage of such direct measurements. The

standard stability class parameterization provides a somewhat better measure

of vertical spread, but the scheme is designed more as a measure of

surface-layer stability and is not reliable for elevated plumes. The standard
deviation of the verti angle is a better indicator of vertical mixing

but it is sometimes difficult to measure accurately.

variations in the wind can essentially invalidate the common
wind shear can often be the dominant factor
horizontally, since a turning of the wind with respect
or more often occurs within the boundary layer, particularly
stable conditions. Irwin (1979) has attempted to incorporate vertical

shear into a general algorithm for Oy Considerable uncertainty remains




x, km

20

10
1 =
00 10 15
U, m/sec
Figure 5. = Error Bounds on the Steady State Plume for | Hour Persistent

Winds as a Function of Distance and Wind Speed.
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as to the correct evolution of o, at downwind distances greater than 10 km

(CGifford, 1983). As discussedy in Appendix A the largest uncertainty in
dispersion models is likely to be caused by eddies in the size range of 1 to
10 km. These may be responsible for either an uncertainty in position of the
transported plume or concentration level of the plume depending upon the
sampling time period. In general the empirical foundation on which the Oy and

o, algorithms are constructed do not extend to this eddy size.

5.4 Specific Models

We considered two modela: TEM and ISC. TEM was designed by the Texas
ARir Control Board to evaluate ground level, short<term concentrations of
atmospheric pollutants. It is a relatively straightforward steady state
Gaussian plume model with no adjustments for building effects, terrain
adjustments or deposition. ISC was designed for the EPA to evaluate the
effect of an industrial source of pollutants on nearby communities. It can
handle both short term and long term computations, and it appears that the
shor!. term model has received a fair amount of attention. Allowances have
been made for deposition, ground reflection, and inversions as a capping
layer, The theory for plume rise and building erfects is relatively
elaborate, probably more complex than is warranted. Both codes have the
ability to treat area sources as well as point sources. The latter features

may be useful in predicting accidents in which debris is spread over an area.

Both models account for the anisotropic structure of atmospheric
turbulence by allowing differing dispersion coefficients in the lateral and

vertical directions. The distribution is then given by Eq. 5.4.

Both models allow ay and o, to vary with distance, x. The functional
variation depends upon the local atmospheric stability criterion as given by
the Pasquill=Gifford=Turner stability clascsification. Somewhat different
pa~ameterization of these empirical functions are used in the two codes. The
standard deviation functions for ISC are given in Tables 5 and 6, while those

for TEM are given in Tables 7 and 8.

27



Pasquill
Stability
Category

Table 5

Parameters Used to Calculate Oy inl

oy = 465.11628 x(km) tan (TH)

SC

TH = 0.017453293 (¢ = d 1n[x(km)])

C
24,1670
18.3300
12.5000

8.3330
6.2500

L.1667
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2.5334
1.8096
1.0857
0.72382
0.54287

0.36191



Table 6

Parameters Used Tc Calculate 0y in 1SC

Pasquill 0, = ax(km)®
Stability
Category X, (km) a
0.10 - 0.15 158.080
0.16 - 0.20 170.220
0.21 0.25 179.520
A* 0.26 - 0.30 217.410 1.26440
0.31 - 0.40 258.890 1.L0540
0.41 = 0.50 346.750 1.72830
0:.51 = 3. 11 453.850 2.11660
> 3.11 " e
0.10 = 0.20 90.673 0.93198
B* 0.21 = 0.40 98.483 0.9€332
> 0.40 109.300 1.0970
Ct > 0.10 6.1 0.91465
0.10 - 0.30 34,459 0.86474
0.31 - 1.00 32.093 0.81C66
D* 1.01 = 3.00 32.093 0.6LuokL
3.01 = 10.00 33.504 0.60436
10.01 = 30.00 44,053 0.51179

®If the calculated value of 0, exceeds 5000 m, o, 1s set to 5000 m.

"oz is equal to 5000 m,

29



Table 6

Parameters Used To Calculate o0, in ISC

Cont inued

Pasquill
Stability
Category X, (km)
0.10 = €.30
0.3 = 1.00
1.00 = 2.00
E £:01 = §,00
4,01 - 10.00
10.01 = 20.00
20.01 - 40.00
> 40.00
0.10 = 0.20
0.21 = 0.70
0:7) = 1,00
1.01 - 2.00
F 2.01 = 3.00
3.0 = 7.00
7.01 = 15.00
15.01 = 30.00
30.01 - 60.00
> 60.00

30

0, = ax(km)b

z
a
23.331
21.628
21.628
22.534
24,703
26.970
35.420

u7.618
15.209

14,457
13.953
13.953
14,823
16.187
17.836
22.651
27.074

34.219

N
0.81956
0.75660
0.63077
0.57154
0.50527
0.46713
0.37615

0.29592

0.81558

0.78407
0.68465
0.63227
0.54503
0.46L90
0.41507
0.32681
0.27436

0.21716



Atmospheric
Stability Class

Al
B2
€3
DD&
DN5
E6

F7

Table 7

Parameters used to compute o, in TEM

0, * ax®
Downwind Distance, Downwind Distance, Downwind Distance,
meters meters meters
100 < x § 500 500 < x § 5000 5000 < x
a b a b a b
0.383 1.281 .0007539 2.089 .0002539 2.089
.1393 L9467 L0496 1.114 .04936 1.114
.1120 .9100 014 .926 L1154 .9109
.0856 .8650 .2591 .6869 .7368 5642
.0818 .8155 «2527 6341 1.297 L2
.1094 7657 2452 .6358 .9204 . 4805
05645 .8050 .1930 6072 1.505 . 3662
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Atmospheric
Stability Class

A
B2
€3
DDY
DN5
E6

F7

Parameters used to Compute o

b

Table 8

cXx

Downwind Distance,

meters

x < 10,000

¢ d
495 .873
.310 897
197 .908
122 916
22 916
0934 912
.0625 9N

y in TEM

Downwind Distance,

meters

x 2 10,002

c d
.606 .851
.523 .840
.285 .867
.193 .865
.193 .865
8 .868
.0800 .884

TEM includes an adjustment to Oy for differing averaging times.

values given in Table 8 are assumed to be valid for 10 minute averaging times
as indicated by Turner (1970).

in wind direction.

where R is given in Table 9.
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For longer time averaging pericds,
are increased in an attempt to represent the plume meander due to fluctuations
The adjustment is computed as

10 min

3
[¢] = 0 R —
Ytotal Yo ( )

0

y

values



Table 9

Stability Category R
B 0.675
B 0.55
C 0.425%
D 0.3
E 0.175
F 0.175

Both models account for reflections at the ground and the mixing layer
height, Hg. If o,/Hy 2 1.6, ISC assumes the material to be uniformly
distributed within the mixing layer, while TEM pegs the distance at which the
vertical distribution Dbecomes wuniform at twice the distance where
oz/Hm « 0.47. If the effective stack height exceeds the mixing layer heignt,
at least part of the plume remains elevated, and the ground level
concentration is appropriately reduced. When the mixing height elevates above
the stack height, it is unclear from the documentation whether all of the
material is deposited in the mixing layer, or just that fraction of the plume

below the mixing layer.

1SC includes some parameterization for dry and wet deposition. Dry
deposition rates are based upon surface concentrations, while wet deposition
rates depend on local centerline values. As material is depleted from the
plume, the concentration of the overall plume is reduced in either case. In
other words, the loss of material at the boundary is instantaneously felt
throughout the plume. This is not appropriate for dry deposition where the
material is deposited from the layer closest to the ground. This reduces the
driving potential for deposition, and so the program will tend to over predict
deposition rates. In practical situations this inaccuracy is probably masked
by the uncertainties in the deposition parameterization. Deposition is

analyzed in a separate companion report.
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The effects of building interference on the plume are accounted for in

the ISC model by increasing the initial plume dispersion.

The building wake

is assumed to contain a uniform dispersion of plume material, and so the

building dimensicn is used. The model accounts for the increased initial
dispersion by using a virtual distance to the source for computing a lateral

and vertical dispersion. The model first computes the plume height and
compares it to the building heights. If the plume height is greater than 2.5

building height, the building effects are neglected.

The model uses the

lesser of the two building dimensions, h, (height or width) and corrects the

variance as follows:

.7 him) + .067[x(m) = 3n(m)]

o
.

oy (x + xz)

«35 hi(m) + .067[x(m) = 3h(m)]
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3h < x < 10h

X 2.10h

3h < x < 10h

x > 10h

(5.8)

(5.9)

(5.10)

(5.11)



and the coefficients a, b, p, and q are given as a function of atmospheric
stability (Bowers, Bjorkland, and Chaney, 1979).

For very tall or very squat buildings, these equations are modified to
attempt to account for building shape factor. As the data base from which the
expressions are derived is sparse, it is questionable whether the complexity
of the expressions is justified. The authors state for a building that is 5
times as long as it is wide, the error can be -40% for winds parallel to the
long side, versus +60% for Qind parallel to that side for the plume height
within a distance of 1.2 building dimensions.

Since in both cases the concentration at the receptor location 1is
inversely proportional to the wind velocity, both models attempt to account
for the wind gradient through the atmospheric boundary layer and the initial
plume rise. In both models, a power law is assumed of the form

8
. » (.z.) (5.12)
Yo %o
where u, is the velocity measured at z,, and 8 is assigned a value for each

stability condition according to Table 10.

Table 10

kind Profile Exponents in ISC

stability Category g
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Both models wuse plume height computations that trace back to
Briggs' (1975) model to compute plume rise, and both models treat the plume as
a stabliljized layer once it reaches its final height. Terrain effects are
ignored in TEM, while a crude attempt is made to include some influence in ISC
Dy taking the height of the plume above ground as

h = h’ * &h = hy (5.13)

where

b= 4
L]

effective plume height

=2
L]

s stack height

4h = plume rise

o
L]

¢ local terrain elevation above elevation at base of stack

This can lead to some very unphysical results. For example, in ISC, if the
receptor is higher than the effective height, the program produces an error
and halts. Conversely, if the terrain is lower than the base of the stack,
the program sets it to the elevation of the stack base. This severely limits
the program's utility in hilly terrain.

The methods for computing plume rise are similar in both models. The
momentum flux from the stack is compared to buoyant terms to determine which
mechanism dominates. Both models for plume rise involve power law
formulations which account for local atmospheric stability. Plume rise varies
with distance downstream until a certain maximum allowed rise has been
reached. The physical basis of these models derives from arguments by Briggs
based on integral properties of the plume at any cross-section. The
properties at a given cross-section depend upon an "entrainment" rate. This
rate and other constants are adjusted to achieve a good fit between the
prediction of Briggs' plume rise model and experimental observations, The
authors of the ISC model note the paucity of data for verification of the
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nonbuoyant case.

Both models allow a correction for stack tip uownwash when the stack
velocity is less than 1.5 times wind velocity. A factor »f Ahgy 1s subtractec
from the effective plume height where

US
Ahs-r - .(1‘5 - ‘U_ (5.14)

where for 1SC a = 2D and for TEM, a = 3D.

Both models have provisions for an eaponential decay of the pollutant

material.

The most important difference between the two models appears to be the
adjustment in oy made for increased meander for averaging times greater than
10 minutes. In our comparisons between models and the INEL dispersion data,
we have also included a Gaussian plume model with oy determined from direct
measurements of o, as recommended by Pasquill (1976). For this GP model Oy is
computed from

0, ® oex/(no.ooax/i)”z (5.15)

y

with x in meters and u in m/sec. Irwin (1983) has shown that this type scheme
agrees with a number of experiments much better than the standard
Pasquill-Gifford scheme.

5.5 Validation Studies for GCaussian Plume Models

Neither of the volumes of documentation for TEM or ISC discussed model
validation or the levels of uncertainty associated with the model. However, a

number of accuracy estimates have been made for various Gaussian plume models
in the literature, It appears the more recent the verification study, the




more modest the accuracy claims,

An AMS position paper (AMS,1978) prcjected that a factor of 2 accuracy
could be expected for these models when compared to measurements in "ideal"
situations with steady homogenecus winds. For an elevated stack, the position
paper projected an accuracy of 20-40% for the ground level downwind maximum
predictions. The study did note, however, a number of situations that would
classify the local meteorology as exceptional and hence raise the expected
uncertainty in the model predictions, These factors included downwash,
tuoyant flow, surface conditions different from the surfaces used to collect
the baseline data, extremely stable or unstable conditions, and large dowrwind
distances. This qualification probably includes ‘=f of all cases of practical

interest and seriously restricts the utility of the ranel's findings.

An independent study (Londergan et al. (1980)) was performed for the
American Petroleum Institute to evalua.e plume models for Short Term Air
Quality. Although ISC was not included, CRSTER was tested. CRSTER is a
single source version of ISC with a large number of common subroutines. The
Study examined predictions for 5 models for 17 tracer release experiments.
The experiments were conducted in widely varying terrain, from flat rural to
urban or hilly. The study examined the data using statistical tests and
concluded that "the standard EPA dispersion models are not reliable within a
factor of 2 for predicting concentrations for characteristic dispersion
conditions at most locations", and ",..systematic departures from observed
dispersion behavior were found even for flat, rural conditions." The data were
mostly from ground releases, and so conclusions for releases from elevated
Stacks could not be made. In the study, no attempt was made to say to what
factor the models could be wused (10 or 100) or to try to explain the
"systematic" nature of the error. No pattern shift tests were run to
ascertain the contribution to wind shift in the uncertainty. The study did
conclude that the agreement between models was much better than the agreement
between the models and the data. Furthermore, the API study pointed out that
discrepancies between the model predictions and the meas red data for these
relatively straightforward cases amounted to more than a factor of 5 at the
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majority of monitoring stations.

A recent study (Weber and Buckner, 1982) has compared sixteen dispersion
models, including several Gaussian plume models, and found that the models
agreed with each other substantially better than they agreed with the data.
The data base was the Kr 85 released from the Savannah River Plant (SRP) over
a year. The study found a relatively high correlation for model predictions
averaged over long time periods (yearly or monthly). However, when the models
were used weekly or twice daily, the correlation becomes very weak, indicating
the model's inability to predict a specific situation. While the high
correlation for long time periods may give comfort to planners for air
pollution impact studies, it does not provide reassurance to emergency
planners who must know the resulting dispersion pattern for a specific event.

Another recent study of CRSTER performed for EPA (Mills, et al, 1981)
used So2
the relative performance of two different algorithms for determining oy and
2 One was the standard P-G-T relationships, while the other was an
algorithm attributed to Irwin designed to correct for some known deficiencies
of the P-G~-T method. In particular it attempted to incorporate other
influences such as wind shear, plume buoyancy, surface roughness, and mixed

data collected at several points in the Ohio river valley to evaluate

layer height to modify the dependence of Oy and o, on stability. The study
concluded that both versions of the model demonstrated a good correlation
between annual highest predicted and observed concentrations for 3 hour and 24
hour averaging times. In fact, these maximum concentrations were predicted
within a factor of 2. However, both models also demonstrated poor ability to
reliably reproduce observed concentrations for specific events. When the
models did predict the correct highest concentration, it did not occur at the
observed time and place. Often it was not even associated with the same type
of meteorological conditions. From their results, we conclude that this model
is much less satisfactory for the current application of emergency planning
during a specific event than it is for the EPA application for which it wis
designed; that is, predicting the frequency with which regulatory standaris
will be exceeded.
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An extensive air pollution data set currently available is the St. Louis
RAPS data set. Two studies using this data are of particular interest to the
evaluation of Gaussian plume models. Ruff et al. (1980) have used this set
to evaluate the EPA RAM model. They conclude that RAM performs fairly well
when comparing the frequency distribution of observed concentrations with the
frequency distribution of predicted concentrations, but performs poorly on a
case-by-case basis when comparing observations and predictions at the same

place and same time. The correlation coefficient for hourly concentrations
was typically below 0.25.

Hanna (1982) has made an interesting study of how much of the variability
in the 1976 RAPS data set are outside the range of predictability by a simple
Gaussian model which depends only on wind speed, wind direction, stability,
and source emissions. He termed this the natural variability of the observed
hourly concentrations. His conclusion was that a perfect model of this type
cannot hc,. to produce results that are better than within a factor of two
because of the observed factor of two "natural" variability. We believe this
is a very optimistic interpretation of his results. The same analysis could
be used to argue that such a "perfect" model based only on these variables

cannot make any statistically meaningful prediction of the hourly
concentrations.

Hanna's analysis rests on taking the data restricted to a wind direction
vetween 180° ana 200° and dividing it into 70 classes depending upon 10 wind
speed classes and 7 stability classes. About 30% of these joint classes
contain 10 or more hours of hourly data. Since this number is Judged to be
adequate for a statistical analysis, the mean and standard deviation of
In(C/Q), the log of the concentration normalized by the source emissions, are
calculated for each of these joint classes which contain more than 10 data
points, when these standard deviations were averaged over wind speed,
Sta.ility and monitoring station, the SO2 samples yielded an average standard
deviation of o[ln C/Q] = 0.96. This means that on average, 683 of the data in
any individual class are within a factor of 2.61 of the median value within
that class. Since the Gaussian model considered here cannot discriminate any
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finer than to place any desired hourly prediction within one of the classes,
this intra-class variation establishes a limit on the predictability which
Hanna terms natural variability. A factor of two as the natural variability
does not impose much added restriction on plume predictability since few
people would expect Gaussian mcdels to exceed a factor of 2 accuracy in any
case.

The data can be used to paint a considerably different picture by
recognizing that the sample cumulative distributions of hourly S0:
concentration observations given for statiors 1, 3 and 5 for the total year
1976 imply o(lnC) is approximately 1. Specifically, the distributions shown
indicate a ratio of approximately 20 to 50 Dbetween the median SO,
cor.. :ntration and the 99.9 percentile concentration. Assuming a log normal
distribution, which Hanna argues provides a reasonable fit to the data, this
distribution spread yields a o(lnC) of 0.97 to 1.27, only marginally larger
than the intra-class variability. Thus the total spread in the data only
appears to be marginally larger than the intra-class variability. It is not
apparent that this difference has any _tatistical significance. At least &
factors act to reduce further even this small difference. Hanna quotes a
value of source emission variability oq/Q = 0,17, which can contribute to the
total variance but should not contribute to the normalized intra-class
variance, Second, and probably more important, Hanna'us value of
TInC/GY = 0.96 is obtained by averaging the standard deviation rather than
more appropriately averaging the variance, 'oz. over all the sub classes.
Since (07) > (3)2. his average underestimates the true average variability to
some degree. Third, we have no way of knowing how representative the total
distribution shown for stations 1, 3 and 5 are of the remaining 22 stations.
The average total variance may be more or less than that represented by the 3
plots presented. Finally, it i{s noted that even a sample size as large as 20
permits the computed standard deviation of the sample to underestimate the
true standard deviation of the population by as much as 28% at the 90%
confidence level according to the chi-squared test. These factors all combine
to suggest that there is no firm evidence of a significant difference between
the total variance and the intra-class variance. From this, it is possible to
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argue that all of the variability observed in the RAPS SO, hourly
concentration samples is "natural" variation, with the assumed model able to
account for very little of the observed variations.

Ruff et. al.'s (1980) conclusion regarding RAM tends to support this
latter argument. A correlation coeffidient of less than 0.25 means that less
than 6% of the variance in the observations is accounted for by the RAM model
prediction. Of course, it is possible that the problem lies with the RAM
model. However, our interpretation of Hanna's results is that even a
"perfect" Gaussian, steady state model would not perform significantly better.
Expressed in a slightly different way, the fact that 68% of the intra-class
data are within a factor of 2.61 of their median value does not leave the
model providing much predictive capability when it is realized that 68% of the
total data appear to be within a factor of approximately 3 of the median
value. Rather than concluding that a perfect Gaussian model is only limited
to predicting the hourly concentration to within approximately a factor of 2,
we make essentially the opposite conclusion, that a Gaussian model based only
on wind speed, wind direction, stability, and source emissions has little or

no predictive capability for hourly concentrations on the regional scale of
the RAPS data.

EPRI is currently conducting an intensive plume model validation program
(Hilst, 1978). A network of 200 ground-level tracer samples, 30 air quality
Samplers, 2 aircraft, 3 remote plume sensing devices, and a full complement of
upper air and surface meteorological sensors are being used to acquire data on
plume behavior downwind of isolated power plants. Results from the most
homogeneous site located in the plains of central Illinois lead to the
conclusion that the gaussian plume models tested "showed no skill in
predicting hour-by-hour concentrations at fixed receptors and exhibited only
minimum skill in predicting the position and pattern of the plume foot=-print."”
(Bowne et al. 1981,1983). Some of the models did predict a value within 25
to 50% of the observed maximum of the ensemble of all concentrations; i.e.
the highest observed concentration versus the highest predicted concentration
not paired in time or space, but as demonstrated in figure 4.2 there is very
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for l-hour SF6 concentration averages, CEQM Ib.

43



little correlation when the predictions and observations were paired in time.

In summary, recent evaluation tests have not shown the standard gaussian
plume models in as favorable a light as did the earlier studies. Their most
noteable success has been in predicting maximum 1-hour, ground-level
concentration when specific time and location are not considered. It remains
to be seen how well they will perform with regard to the pattern test
described in Chapter 2.

5.6 Advantages and Disadvantages of Gaussian Plume Models

The advantages and disadvantages of the gaussian plume models are
summarized as follows:

ADVANTAGES

1. Can be programmed on small local computers for very faslL execuiion
times.

2. Can be used to run a number of possible scenarios to assist in
future planning immediately after an event.

3. Minimum amount of meterological data required,

4. Has demonstrated ability to predict maximum hourly concentration
over an extended time when time and space variation are ignored.

DISADVANTAGES

1. Existing evaluation tests have demonstrated that these models have
very little capability for predicting hourly observations at a
specific time and location beyond the immediate vicinity of the
release,

2. Unable to track changing meteorological conditions, such as those
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leading to fumigation effects.

Cannot treat spatial inhomogeneities such as those due to vertical
wind shear or terrain specific features.

As presently formulated, requires a completely empirical
specification of o's as a function of stability and distance
travelled.

Does not include any estimate of the expected variance from the
predicted value of the expected mean concentration.
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CHAPTER 6
GAUSSIAN PUFF MODEL

6.1 General Features

Caussian puff models are based upon a transient solution to diffusion in
a medium with constant diffusivity. If a mass Q of material is released

instantaneously at the origin at t = 0, then the solution to the diffusion
equation is given by

e 2 2
X - /Q ——eXp P <IN s . (6.1)
(::‘1!)3 "’a,‘oyuz 205 2c§ Zoi

where o, = Oy = 0 = /2Dt when D is equal to a constant.

Since the diffusion equation is linear, the solution to an arbitrary
source function can be constructed by superposition. The concentration field
at a timc t and position x,y,z is given by integratirg over the contribution
fror all earlier emissions that have moved into the domain of interest. The
gaussian puff models use this property to predict concentrations from
temporally and spatially varying sources. As the predictions are basec on
numerical modeling, summations of the contributions of a finite numbder of
"puffs" replace the integrals. In principal, it is straightforward to track

the movement of any individual puff in a wind field which varies in space and
time.

The evaluation of puff models can be divided inte considerations
of: (a) the number of individual puffs required to resolve a complete plume
to a given accuracy; (b) the accuracy with which the center of an individual

purf may be tracked; and (c) the accuracy of tae algorithms for determining
the spread of the individual puffs.

The three specific models considered herein are the mesoscale transport
and diffusion model written by Roland Draxler at NOAA's Air Resource
Laboratory, MESODIF written by Wendell and Start at INEL and MESOI written by
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the Pacific Northwest Laboratory. Even though the models are based upon the
same scientific concept, the implementations differ substantially. We also
introduce two new models, MESOJ and MESQOT as diagnostic models to see how much

performance may be improved by correcting certain deficiencies.

6.2 Compatible Wind Field Models

The wind field predictions use data from surface weather stations and
rawinsonde readings to compute wind velocity. The resulting velocity fields
are two-dimensional and represent the velocity at the level of the center of
mass of the puff, This horizontal wind field is used to compute the

Lagrangian trajectory of the center of mass of the puff,

The primary advantage of puff models over the plume mcdels considered in
the previous chapter is their ability to account for some wind variability in
space and time. In order to realize this advantage, it is necessary o
provide the puff mocel with a wind field which provides an approximately valid
space and time variation. Counterbalancing this is the fact that the puff
cannot account for any wind variations which are on a smaller scale than the
size of the puff. Thus, it is most efficient to match a compatible
description of the wind field with a given puff model. 1In general, these
models raquire the following variables specified as a function of x, y, and
t: (a) horizontal wind components u,v; (b) mixing layer depth; and
(¢) Pasquill=Gifford=Turner (PGT) stability class.

The wind model in the ARL transport and diffusion model uses the surface
and upper air wind data. The upper air data, are used to compute the average
velocity field of the mixing layer, and the surface wind data are used as
hourly correction factors., The wind data at each upper air data station are
averaged to obtain a average wind speed and direction in the transport layer,
The extent and location of the transport layer is determined by the dispersion
of the tracer species. It is the intent of the averaging to produce winds
that reflect the average value of the portion of the atmosphere that contains
the pollutant. This average is not weighted by the mass. The stations within
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a radius r of the segment start point are then averaged with a 1/5’7 weigh.ing
factor, where d is the distance from the upper air station to the hal fway
point on a trajectory segment that started at the start point and has the same
direction and velocity as the upper air station. The data is also weighted by
the factor 1 - 1/2Istnojl to give a station aligned with the local wind the
heaviest weighting where 45 is the angle between the wind vector and the line
connecting the data statiorn and segment origin.

The local surface winds are used to correct the winds interpolated from
the wupper air stations in the following manner. The spatially averaged
transport layer wind data i{s ratioed to the spatially averaged surface wind
data from the upper air stations. These ratios give directional and speed
changes between surface and transport layer data as computed from the upper
air data. A local surface wind direction and speed is computed by spatially
averaging the hourly surface data. This wind speed and direction are then
adjusted by the ratios computed to give a corrected transport layer wind speed
and direction. The intent of this type of averaging is to provide a better
interpolation between upper air data which are taken every 12 hours.

The ARL wind field is computed for each point on the trajectory instead
of for a grid. This results in fewer computations, and hence, a more
efficient code. The wind model makes no attempt to account for terrain
effects such as channeliag or thermally induced upslope/downslope winds,

MESOI is a descendent of Mesodif, developed by 3Start and Wendell, (1974).
Both are designed for use with a network of wind towers such as that in
existence at INEL. The mode’ is currently programmed to accomodate winds from
up to 30 surface locations. The winds, defined o1 a 16x16 grid that covers
the spatial domain of the model, are estimated by interpolation using weighted
averages of the winds at the three closest instrument locaticns. The weight
given to each wind included in the average is proportional to the inverse of
the square of the distance between the grid point and the instrument location,
Wind flelds are computed for hourly intervals and two fields aie retained in
MESOI at all times, The wind at the center of mass of each puff i{s determined
by inverse square spatial interpolation between the grid point and linear
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The ARL model puts much more emphasis on evaluating vertical diffusion
than on horizontal diffusion. It uses a constant growth rate for
oh.oh(o.Sm/scc)t. while using a finite difference treatment of the vertical
diffusion. At any point on the ground, the concentration is given by

2
c,.Q r
X = —2.2. exp = -—‘. (6_3)
Ztoh zoﬁ

where ¢, 1is a normalized concentration in the lowest vertical slab. This
model truncates the puff at Hoh. The finite difference vertical model is
based on a one~dimensional diffusion assumption which allows a variation in
diffusion coefficients with altitude and conditions. The net flux of material
into a layer is given by

TOP BOTTOM
K3 = Ky =5 (6.4)

F, = K
i * 32 3z

and the time rate of change in the box is given by

F
L) (6.5)
ot pybzy

The diffusion coefficients K, are computed by using constant values for 2z >
100 m as indicated in Table 11 from an analysis by Draxler (1979).

Table 11

Vertical Diffusivity

Stability Class A B L D E F h
Vertical Diffusivity 161 101 67 1.5 5 1.5 «13
(m®/sec)
a 1.4k "%y 1.26 920 ,695 LA 2l
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For z < 100 m, the values are scaled with a power law in 2z to the value at
100 m, so that

Ky = Kzuypo (2/100)° (6.6)

The horizontal and vertical diffusion parameters for MESODIF and MESOI
are both determined from the same empirical functions of distance and
atmospheric stability. The vertical parameter is also a function of the
atmospheric mixing layer. The growth of the vertical diffusion parameter is
governed by the following relationships:

ax” 0, /LDEPTH < 0.465
Y
o, = {0.465 + 0.335 LDEPTH 0.465 S 0,/LDEPTH < 0.800 (6.7)
L
0.8%LDEPTH 0,/LDEPTH 2 0.80

where X is the distance from the source, A and Y are constants that depend
upon atmospheric stability, LDEPTH is the thickness of the atmospheric mixing
léver, and XL. a function of stability, is the distance at which 0, reaches
O.u465%LDEPTH, i.e.,

X_ = (0.465 LDEPTH/A)'/Y (6.8)

The relationship between 0, and X in Equation (6.7) is an approximation
to curves originally developed by Markee (Yanskey, Markee and Richter, 1966).
Markee's curves are significantly different than the 0, curves developed by
Hilsmeier and Gifford (1962) which are presented in Appendix A of
Meteorology and Atomic Energy - 1968 (Slade, 1968) and in NRC
Regulatory Guide 1.145. The primary differences occur in extremely unstable
or stable atmospheric conditions. In unstable atmospheric conditions at

distances greater than 1 km, the growth of 0, predicted by Markee's curve is
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much less rapid than the growth predicted by the Hilsmeier and Gifforc curves.

Equation (6.19) gives even less rapid growth, In stable conditions, Markee's
curves again predict slcwer growth of L

Figure 6.1 demonstrates the 0, curves for MESOI and Mesodif. 1t also
Shows the mod.fication of the unrestricted growth caused by imposing lim.ts to
vertical mixing by assuming thicknesses of 100 and 1000 m.

The rela-ionships used to define the growth of the horizontal diffusion
parameter are:

px0-85 X § 20,000 m

OH - (5.9)

g'x0-50 X 2 20,000 m

where B anc¢ B' a«re again stability dependent. Curves showing these
relationships are given in Figure 6.2. ihese curves are based upon diffusion
data collected at NRTS and Hanforc, and are approximations to curves presented
by Yanskey, Markee and Richter (1966).

Table 12 gives the values for the constants required for Equations (6.3)
and (6.10). The values of A, B and B' presented in the table are dimensional;
if distances are given in units other than meters, appropriate corrections
must be applied. The units of A are m(1 0 7). those for B are m0-15 and those
for B' are m°'°,

The MESCI ciffusion parameter curves were initially meant to be used with
stability classes determined using a scheme based on sky cover, wind speed,
time-of-day and insclation. The scheme, developed by Markee for use in the
desert climate of INEL, is a mocification of the criginal scheme proposed by
Pasquill (1961). Markee's scheme is presented in Table 13.
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TABLE 12. Constan: Values for Evaluation of Diffusion Parameter

Equations

Stability

_Class oy A ks i ol B
1 0.100 1.033 0.718 23.0
2 n. 105 0.975 0.425 13.6
3 0.128 0.891 0.349 11.2
4 0.146 0.824 0.267 8.55
5 0.331 0.567 0.299 9.57
6 0.812 0.307 0.401 12.8
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Wind 1 peed Solar
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13 through ¢ 14 through 18 17 through 20 06 t.rowgh 09 « L throwgh D 0
L v 0 0
12 tarough 13 1 throuwgh 14 09 throwgh 11 « 8 ’ L] [ Noderate 3% throwgt &0
14 through 17 06 through 09 ] § through C 4
09 through 11 < < 0
N 4 0 0
11 through 14 « 9 * A through § L Strong » 80
09 through 11 ] § through € [
1 4 4 <
18 tharough 10 18 throuwgh B 20 wrough 06 « 3 . ¥ 1 none « 18
(night)
02 through 09 F 13 [ 4
09 throwgh 11 4 4
1 0 0 ]

A » Extremely Unstable €« Slightly Stadle

B » Moderately Umstable F o« Mogderately Stavle

C = Slightly unstable 6 * Datremely Statle
D » Neutral

TABLE 13, Stability Estimates Using Time of Day, Windspeed, and Cloud
Cover for INEL (Yansky, Markee, and Richter, 1966).
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The use of this scheme at locations other than INEL is open to question,
However, it might well be argued that its use at Hanford is reasonable because
Hanford diffusion data were used in the development of the scheme. Similarly,
the use of other atmospheric stability typing schemes with the curves
presented in Figures 6.1 and 6.2 will have an unknown effect on the accuracy
of the model. Intercomparisons (e.g. Gifford, 1976; Horst, Doran and
Nickola, 1979; Sedefian and Bennett, 1980) do not shos a great deal of
consistency between schemes, On the average most schemes tend to agree, but
in a relatively large number of individual cases there are significant

differences among predicted values of diffusion parameters and among
concentrations.

Equations (6.8) ana (6.10) are appropriate for use in estimating the
horizontal and vertical diffusion parameters when the atmospheric stability is
constant. When the stability is a function of time, nowever, the use of these
equations results in discontinuities in diffusion parameter magnitudes at the
time of the stability changes, and the puffs expand or contract unnaturally.
To avoid this problem, the diffusion parameters may be evaluated by numerical
integration of derivatives of Equations (6.7) and (6.9). At time increment n
following puff release, the diffusion parameters are given by: :

n

o(n) = 2(:%) 8X (6.10)
i=1 i

where the index i indicates the time increment, and 8X; is the distance moved
in the sampling interval corresponding to time increment :. The magnitude of
the diffusion parameter in the last sampling interva. and the current
atmospheric stability are used to define an effective puff travel distance for
use in evaluation of the derivative. This approach was used by Start and
Wendell in Mesodif for the vertical diffusion parameter; MESOI also extends
it to the evaluation of the horizontal spread.
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6.4 Validation Studies for Gaussian Puff Models

Puff codes are generally constructed so that the model reduces to the
gaussian plume model for steady meteorological conditions. With a high
spatial resolution and when the same coefficients for dispersion are used, the
accuracy expected should be similar to that discussed for the gaussian plume
model!s in Section 2.6. Under variable wind conditions it should be more
accurate, but this advantage has not often been quantified by comparisons with
actual data.

The ARL model was developed using experimental data and has undergone
several revisions as a result of further comparison with such data. Draxler
(1979) compared the model predictions to results of the 1972 INEL experiment
near Idaho Falls and the 1872 Savannah river project (SRP)near Aiken, South
Carolina. In general, the predictions for the SRP data showed a pattern
shift, but very good predictions of absolute levels and pattern. For the INEL
experiment, the results at 50 km anc 90 km arc were within a factor of two of
the measurement data when wind tower data was used in place of rawinsonde data
to get the vertical wind profile.

Tre only validation studies ircluded in the documentation of Mesodif
(Start and Wendell, 1974) and MESOI (Ramsdell and Atley, 1981) are comparison
with continuous plumes to investigate the sensitivity to puff release rate.
The potential advantage of these puff models over plume models has not been

demonstrated by statistical tests.

The inherent uncertainties due to the statistical nature of turbulence
discussed in Chapter 3 are still relevant for puff models. The greatest
difference is that time variations in the wind can now be more reacdily
followed so more of the wind variation may be treated as part of the transport
winds, rather than forced to be considered as part of the turbulent diffusion.
In practice, the minimum scale of either space or time variations included as
part of the transport of the puff is the scale of the puff itself and the
resolution of the available meteorological data. Whenever the resolution of
the meteorological data is finer than the scale of the puff, errors will be
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induced (because the puff algorithms do not include any influence of subgrid
variations in the transport winds) but it will not be a statistical error. On
the other hand, when the resolution of the meteorological data is coarser than
the scale of the puff, there will be a variance in the position of the puff
due to the inclusion of all of the wind variations, which must now be
considered as part of the turbulence since they cannot be included as part cf
the resolved wind field. Under such conditions, puff models should be

expected to yield uncertainties similar to those deduced from the analysis of
Appendix B.

6.5 Introduction of MESOJ, MESOT

In order to aid us in the analysis of how this class of models may be
improved, we have introduced two new variations. MESOJ varies only slightly
from MESCI in that we have modified MESOI to allow for elevated releases every
Six minutes. The first modification is important for surface receptors close
in during stable release periods of the INEL test series. The second
modification is introduced to see if attempting to follow the wind variations
closer will improve the results. This should make the results less dependent
on the assumptions regarding horizontal diffusivity.

MESOT is introduced to use the tetroon observations directly rather than
a wind transport model. The observed tetroon track should provide the best
estimates for a model puff track providing the tetroon is at the right height.
In this model emissions are divided and lumped at the time of the tetroon
releases. Diffusion during the subsequent evolution of the tetroon track is
assumed to follow the algorithms given for MESOI.
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6.6 Advanta!es and Disadvanta;es of Caussian Puff Models

ADVANTACGES

Can be implemented on local minicomputers with reasonable computing
requirements,

Can track changing wind and stability.
Accuracy principally limited only by the resolution of the
meterological data and the scale of the tracked puffs.,

DISADVANTACES

Requires significant amount of local wind data to represent the wind
field sufficiently accurately to realize the potential gain in
accuracy over steady plume models.

Available models cannot treat the dispersion augmentation due to the
wind shear with altitude.

As presently formulated, requires a completely empirical
specification of og as a function of stability and distance

travelled.

Does not include any estimate of the expected variance from the
predicted value of the expected mean concentration.
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CHAPTER 7
TRANSPORT AND DIFFUSION MODELS BASED ON MASS CONTINUITY

7.1 General Features

This class of models combines some objective analysis of available wind
data to form a wind field, together with a numerical solution of the diffusion
equation to estimate dispersion. The wind field analysis typically provides
some means of assuring that the resulting wind field satisfies air mass
contiruity. The diffusion equation assures continuity of the species of
interest. In a previous report (Lewellen, Sykes & Oliver, 1982) we examined
two of these models, the MATHEW/ADPIC model and PATRIC, in considerable
deta.l. Results of that study will be used herein without repeating the prior
analysis., Also, we consider two additional models of this class.

First we consider the potential advantages or disadvantages of NOABL, a
wind field model developed by Science Applications Inc., with respect to
MATHEW. The other model considered here is IMPACT, a proprietary model
developed by Form and Substance Inc. As noted in Table 3, there are a number
of other models which fit in this class. Inclusion of the present four should
be adequate to represent the relative potential of this type model for the
current application.

7.2 NOABL

7.2.1 Model Description

The coordinate system used in MATHEW is a rectangular Cartesian
coordinate system and has difficulties at the boundary for real terrain which
must be represented as a collection of rectangular blocks. The principle
difference in NOABL is the wuse of a terrain-following coordinate
transformation, whic' facilitates the specification of the lower boundary
condition. In NOABL, as in MATHEW, the wind field is
interpolated/extrapolated to produce a three-dimensional gridded field which
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is constrained to be divergence free. This condition is met by superimposing
a potential flow field on the interpolated field that 1is irrotational in the

(&) o (@)

horizontal plane. If we let u”, v° and w
interpolated field, then a field u, v, w is added such that

be the components of the

:. th —:&.7. Th -:’3 (7.1)

and
AR 7.2
Wt 3s (7.2)

where T and 1, are horizontal and vertical transmission coefficients and are
adjusted to represent deviations from neutral stability. Thus if we define

o = Uxv (7.3)
we see that
2
3
wy = (1p=1,) oy
2
- )
wy (1h Tv) -a—x-a';

w, =0 (7.4)

Thus the added terms introduce no vorticity in the horizontal plane.

With these definitions, the divergence free condition V.u0 is written in
a transformed coordinate system, The transformation is in the 2z coordinate

and z is replaced by o, where
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2e e (7.5)

and z, is the top of the grid and z2g 1s the surface elevation, The
transformed equation i{s then

¥ 4 (t-:-z*o(zs‘x-h) o ('%300(2

)
ax 90 oy

3)Y 30

9 Ty 2 2 2 19 30
. = (-T-;*o [(z“o(z,)y T |, 2

0 o =0
+ (z.) _3_2 - - L AL + anv + anw (7.6)
Y 3y L% ax 3y 9z

This equation is solved iteratively for ¢, subject to the following boundary
conditions:

.
30 0 (7.7)

at the top and lateral boundaries and

m® 2 .31)
- (— * (z2.) + (z.)
1 8°X 3x S°Y 3y
%} - - (7.8)
v 2 2
‘—h * (2g)5 * (za)y
on the lower boundary. In the above,
- I Sy P o) . ¥° (7.9)
-: (zsxu (zs)yv) T ;
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7.2.2 ldealized Flow Tests on NOABL

As noted in our earlier report on MATHEW, the solution to the
minimization problem for the adjusted velocities is simply potential flow if a
uniform velocity is specified as the interpolated field. This feature can be
used to investigate the numer’ al accuracy of the method used to solve the
differential problem.

In the MATHEW tests, the flow past a hemisphere was used as the analytic
solution, and numerical results were calculated with different grid
resolutions. The principle result for MATHEW was that there were always 0(1)
errors within one or two grid lengtis of the surface, due to the step
representation of the topography. The sanme tests were applied to NOABL, and
the results for éx = 0.3a are shown alongside the MATHEW result in Figure 7.1;
6x 1s the grid-spacing, and a is the hemisphere radius. The graph shows
r.m.,s., errors normalized by the mean flow speed as a function of radial
distance from the center of the hemisphere. Contrary to our expectation, it
appears that NOABL als. has large errors close to the surface, and in fact
runs with higher resclution did not reduce this error. The reason for the
0(1) errors in NOABL is that the coordinate transformation involves the
derivative of the surface height, which in the case of the hemisphere has a
strong singularity around the base. Thus our test is not appropriate for
NOABL. The inability to deal with discontinuous slopes or cliffs is not
likely to be a real drawback in the practical case, since the flow in the
vicinity of such features will be very locally controlled and will not be
described accurately by these simple mass-continuity adjustments. There will
be no real loss of accuracy in representing real topography with a smooth
function, indeed it is desirable, because sharp features will always depend on
the numerical resolution.

A second test for NOABL was devised using a smoothly varying lower
boundary. This was achieved by using one of the stream surfaces from the
hemisphere flow as the lower boundary. Thus the flow is still the same

potential flow, but the lower boundary was taken as the stream surface which
was 0.2a above the ground plane far upstream. The results for NOABL and
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FIGURE 7.1 - Relative Errors Obtained for MATHEW and NOABL for the
Ideal Test of Flow about a Hemisphere.
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MATHEW with éx = 0.3a are shown in Figure 7.2. 1In this plot, it is clear that
NOABL has a distinct advantage over MATHEW, with errors remaining small near
the boundary. The NOABL errors can now be made smaller by increasing the

resolution since there are no singularities in the problem.

Unfortunately, NOABL does not maintain its clear advantage over MATHEW
throughout the whole range of flow situations. Difficulties arise when we
consider strongly stratified cases. In both NOABL and MATHEW, the effects of
stability are modelled by using different weights on the vertical and
horizontal velocity components. As shown in our earlier report (LSO), this
procedure is equivalent to solving the unweighted potential problem, but with
a stretchec vertical coordinate. Thus if the stability parameter is a<<1, a
transfcrm from an object with height H, length L, to an object with height
Hu“, length L. This effectively forces the flow around the obstacle, and
causes no problem for MATHEW. However, the transformation increases the
effective slope of the obstacle, and this causes convergence problems for
NOABL. There is a "damping factor" in the numerical scheme which the authors
of NOABL recommend should be set to a non-zero value for runs with
stratification, i.e., a small. This was found to help a little, but even
using the damping factor it was not possible to obtain convergence when the
effective slope, Ha '/L, was greater than about 3.

In summary, NOABL is a terrain-following version of MATHEW which was
designed originally for the prediction of wind speed-up effects over
topography. It has definite advantages over MATHEW in these cases where the
flow goes over the topography; specifically, the errors near the boundary are
much reduced, and the coordinate transformation also allows increased
resolution near the ground. However, NOABL seems unreliable when comput ing
flows which go around obstacles, because the numerical scheme can diverge if
the stability parameter is pushed too far in the direction of no vertical

motion.

65




Error

A \lathew
*F © NOABL
b Smooth surfoce, 8x=0.3
= A —1
02
107" = A
C A
| o o
-
L
¥ AN
gt B " o
§ =
w N
§ | : :
x
JAN
4 (o] (o}
107 € 4= 0
il ’ o o ©
L
L
1 1 d s 1 li»
l |.2 | 4 | 6 | 8 2 r

Figure 7.2 = Same as Figure 7.1 Except for the Smooth Surface
Sketched.




7.3 IMPACT Description

The IMPACT code has five subprograms to compute: 1) wind field,
2) diffusivity fields, 3) pollution transport, 4) plume rise, and 5) plume
chemistry. The wind field prediction has the option of including the effects
of thermal drainage winds. Wind fields are calculated using a 1/r2
interpolation of existing data to provide the horizontal wind components.
Local stability is then used to compute vertical wind components that provide
a divergence free field. The stability at each grid point is computed using a
1/r” weighting of stability at the data points. The intent of including
stability is to allow the flow over terrain for unstable conditions, and
around terrain for stable condition. This feature is implemented through the
use of "Transparencies" which vary with stability as shown in Table 14,

Table 14
Stability A B C D E F G

Horizontal Transparency, Tx.Ty T, Ts , & : J9 200. 500. 1000.

Vertical Transparency, T 1.6 1.4 1.2 1.0 0.8 0.6 0.4

A

Terrain cells are assigned zero transparency.

The divergence is minimized by adjusting the velocities by a factor a, SO
that
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where Do is the divergence computed from first-order backward differencing,
and the a's are given by

o, . 2
. PR
ax ay Ay 9z A2
" lTy
oT oT T
S8R5
ax Ax ay 9z A2
s Tz (7.10)
& * .
ax Ax ay Ay 9z

where § is an overrelaxation parameter set equal to 1.25; 4x, 4y and Az are
the grid spacings, and the derivatives of the transparencies are computed
using first-order forward differencing.

The effect of this scheme {s to distribute the residue of the divergence
among the three wind components. For an equally spaced grid, the A stability
case results in a 50% larger correction for the vertical component than the
horizontal components, while for the G stability, the horizontal component is
weighted 1560 times the vertical. This latter condition effectively
eliminates the vertical component and forces the flow around terrain features.

The computation of the wind field for WEST is very similar to the
technique wused in MATHEW. The principal difference is the use of
transparencies which vary with position. The corresponding parameter in
MATHEW is fixed (see discussion in Lewellen, Sykes and Oliver, 19%2). The
codes are slightly different iterative schemes to solve the Poisson eguation
for the velocity perturbation potential. Comparisons of the two codes have

68



shown (Fabrick, et.al., 1977) that they produce very similar wind fields when

the transparencies are held constant throughout the flow field.

The treatment of thermal drainage winds adds a component to the vertical
velocity near the surface. This component is given by

.= T
ur = .00t L& Tal (7.11)

Tg

t here ‘l‘8 is the ground temperature and T, is the ambient temperature. The
nclusion of thermally generated winds appears to be attempted without regard
.0 the ground slope. There is no assurance of even getting the sign of the
term right.

IMPACT handles diffusion in one of two methods as selected by the user,
The simple DEPICT option which is recommended for most cases and a more
elaborate Myrup/Ranzies (M/R) model. The DEPICT model computes the vertical
diffusivity from the expression

Dy = 45U 0l (7.12)

where U is the wind speed at the point of interest, o, is the standard

e
deviation of the wind fluctuation, and £ is the turbulence length side. o,

and L vary with stability as shown in Table 15.
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Tadle 12

Stability 2y B c D E r
O .262 277 184 119 .056 .023
L @100 m 105 &5 74 64 59 54
L€10m 18 15 12 10 8 7

The computation of difrusivity for the M/R model depends on surface-layer
similarity. In this model, the surface wind speed and Monin-Obukhov length
scales are computed based on the surface stability and roughness scale. The

program assigns different diffusivities for positions below, within and above
local inversions.

The diffusivities are computed from expressions of the form

*
Do kutz

(7.13)
. 3

where k is Von Karman constant and is set egqual to .35. ¢ is the

Monin-Obukhov similarity function that varies with stability. For unstable
conditions

o= (1= 152/L)" /4 (7.14)

for -5 < T/ €0. For very unstable conditions, the function ¢ =
1.“6(2/L)°1/3. which corresponds to the free convection limit. For stable
conditions ¢ = 1 + 4,7Z/L is used. When an inversjion is present, the
diffusivity is multiplied by the factor

(1.1 . ) POr .1 € walime § 1,1 (1.15)
Zpase Zpase

70



This factor reduces the diffusivity near the inversion and reduces transport
into the stable layer; this tempers to some extent the error introduced by
computing vertical diffusivities strictly applicable only in the surface layer
and applying them throughcut the mixed layer. Within an elevated inversion
Eq. 7.14 is wused in a completely arbitrary way by setting L20m and
calculating z from the base of the inversion.

The calculation of the horizontal diffusivities is accomplished by
scaling the vertical diffusivity calculated by either approach (DEPICT or
M/R). The scale factors are shown in Table .o as a function of stability.

Table 16
Diffusivity Scale Factors

Stability A E c D E F
Dy/Dy .5 .75 1.05 1.35 1.70 2.0

There 1is 1little evidence to support this simplified approach to
horizontal diffusivity. The ratio of diffusivities certainly varies by more
than the factor of four indicated in this table. Close to the surface D, /Dy
should significantly exceed one for all stability categories and under highly
stable conditions may be orders of magnitude higher at any height.

In many simulations the intended horizontal diffusivity is overshadowed
by numerical diffusion introduced by an apparent upwind treatment of
transport. As long as the coordinate system can be directly aligned with a
straight line transporting wind this artificial numerical diffusion will only
diffuse the plume along the direction of the wind and cause little problems,
allowing this effect to be missed in simple tests. However, when the wind is
advecting diagonally across the grid the numerical diffusion, proportional to
Voy in the y direction and udx in the x direction, can easily be an order of
magnitude larger than the intended horizontal diffusion. A direct test of the
relative influence of numerical diffusion on IMPACT results was made for the
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Simulation of test case #6 of the July 1981 INEL data. Comparison of two
simulations with two orders of magnitude difference in the specified
horizontal diffusion resulted in an almost imperceptible change in the spread

of the plume, clearly demonstrating that for this case the plume spread was
dominated by numerical diffusion.

7.4 Model Verification Studies

/.4.1 Wind Field Comparisons

NOABL has received considerably more attention in the area of model
verification than many of the other models consicered in this study. The
intended application of NOABL was for wind field screening to select favorable
Sites for wind energy system location. This application requires the ability
to accurately predict the wind fields in high wind areas. High wind areas
usually occur in rugged terra.n. Consequently, the model verification studies
for NOABL have tended to concentrate in areas where wind energy may play an
important role. The documentation we have on NOABL (wind verification
Studies) covers Eugene, Springfield Oregon, White Sands Missile Range and
additional comparison to wind tunnel data taken at Colorado State University.

A comparison was made to the wind tunnel data recorded at the CSU in the
Environmental Wind Tunnel facility. In this study, the two-dimensional flow
over four triangular hills with aspect ratios of 1:20, 1:6, 1:4, and 1:2 were
recorded as well as a 1:4 sinusoidal hill., The initial flow over the hills
was characterized by a boundary layer produced in the tunnel to simulate an
inviscid shear layer. This boundary layer was much thicker than the naturally
occurring boundary layer on the tunnel walls. The model did a very good job
of predicting the flow over the 1:20 1:6, and 1:4 triangular ridges. The
Simulation included a prediction of a low jet at th2 summit of the ridge. For
the 1:2 ridge, the model predictec a very high speed jet at the summit,
whereas the actual experiment underwent separation. The authors indicate that
their model would do a better job if they had used downwind data as well as
upstream to predict the flow, but no attempt was made to verify this claim in
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the study. The model did not perform especially well on the 1:4 sinuscidal
ridge, failing to predict the shape of the low level jet at the ridge and
missing the boundary layer profile on the upwind side of the ridge
considerably.

The authors alsc compared data from the Eugene/Springfield Oregon area.
This area is at the southern end of a mountain valley formed on the east by
the Cascade and on the west by 'nhe Coast ranges. The model predicted wind
speed and direction on a daily and hourly basis. In general, the model
predictions were good to within a factor of two on wind speed, and to within
30 to 40 degrees in wind direction. For one particular location, the Creswell
airport, the model predicted wind directions which were 150° of f at 0600 hours

in the morning.

A model verification study was alsc conducted for data from the White
Sands Missile Range (WSMR). The authors selected a particular day to use from
a large database because of its near neutral conditions. Attempts Dby the
authors to average data over sequential days were ineffectual because the
weather at WSMR was so variable during the period under consideration. The
authors used data from eight locations at WMSR., Again the terrain was a
north=south running valley which lies to the southwest of the San Andreas
mountains, and east of the Sacramento mountains. The study utilized data from
eight meteorological stations, each of which included surface and upper air
data. Data were compiled during the PASS program. An extensive set of
calculations was conducted by SAl to determine the accuracy of NOABL
calculations. Again the results predicted the wind speed to within a factor
of two for most of the test conditions. The study showed a weak sensitivity
to the number of data stations used, with more stations yielding a slignhtly
improved wind prediction. The statistical data were compiled for wind speed
only, and no directional considerations were included. One interesting
conclusion of the study was that the presence of one data station could bias
the predictions substantially. In the case of the study, the particular data
station which was labeled "anomalous" was at the base of the southern tip of
the San Andreas mountains just on the lee side of a pass. This area

73



presumably has a very complex wind field, and the difficulties of using data
from it are understandable. The wind flow for the experiment considered was
from east to west through this particular pass down intc the valley, and the

experimental station was located roughly at the peak wind speed contour for
the experiment.

These model verification studies are consistent with the conclusions from
our numerical tests on NOABL and MATHEW. Namely, that when the data is
sufficient to define all of the features of interest, models of this type will
provide a creditable job of interpolating the wind field over the domain of
interest. They should appropriately be thought of as models for interpolating

available wind data and not as models for solving the wind field. This also
holds for the wind module of IMPACT.

T.4.2 Diffusion Verification Studies

None of the published studies contain a detailed statistical analysis
with multiple receptors, but rather they argue the models validity
Qualitatively on the basis of a few selected measurements., These type studies
for the MATHEW/ADPIC model have been discussed in our earlier report
(Lewellen, Sykes, Oliver, 1982) where we argued that it was yet to be
established that this model performed better under actual tests than the
simpler puff models considered in the last chapter.

There have been no published model verification studies of IMPACT to
date. IMPACT has been widely used, however, for air pollution studies. These
Studies differ from model verification studies in that the local
meteorological data generally comes from one or two stations. IMPACT studies
have been conducted for an Anaconda smelter near the continental divide at
Anaconda, Montana. The input meteorological data consisted of a single wind
profile, and the IMPACT Program predicted measured concentrations at 1.2 km
and 8.7 km downwind of 29 ppm SO, and 4.6 ppm 502. respectively. These
compare to the measured values of 38 ppm SO, and 15 ppm SO0,. Similar studies
have been published for Garfield, Utah, the Los Angeles basin, and Geyser, CA.
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Additional studies have been performed, but not published, for an area in the
Rocky Mountains and Vancouver, B.C. In an earlier study by Fabrick et.al.,
(1977) IMPACT predictions were compared to measurements taken in coastal
areas, The authors assert that the studies indicate that the IMPACT model is
accurate to a factor of 2 for both coastal and complex terrain situz*ions for
short-term averaging of 1-3 hours. However, these conclusions are reached for
only a very limited number of computations, and a detaliled statistical

analysis substantiating these figures was not included.

7.5 Introduction of SPLITPUFF

Our analysis indicates that the most important acvantage this transport
and diffusion class model has over the simpler puff models considered in
Chapter 6 is a better representation of wind shear. In order to test whether
this feature could be incorporated into a puff model rather than utilizing a
model with the complication of either a complete representation by particles
in a cell or finite differencing of the diffusion equaticn, we have
constructed a new model which we call SPLITPUFF. The most important new
feature introduced into this puff is the ability to either merge existing
puffs into a new combined puff or to split an existing puff which has grcwn
too large into a number of smaller puffs. The goal is to condense the
information contained in several thousand particles in ADPIC or IMPACT to a
few hundred puffs by continually checking to see that the puffs are
efficiently used.

The rules used for splitting or merging are designed to conserve the
first and second moment of the concentration distribution about the center of
mass of the puff being divided or the puffs being merged. As in the simpler
puff models, only the diagonal components of the second moment tensor are
calculated, {.e., oi. og and oi. Rate equations are used to advance oi. etc.
in time using the Gaussian model diffusivities. At each step, the size of the
puff is checked, and if Oy exceeds 24x, where Ax is the grid-spacing in the

x-direction, then the puff is split. Similar rules apply in the y- and
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z-directions, but the puff is only split in one direction per timestep; if
the puff requires splitting in more than one direction, then the direction
which most strongly satisfies the splitting criterion is chosen.

When the puff is split in the x-direction, say, we replace it by three
puffs of equal mass each with a new oy which is half the original 0g+ The
central puff remains in the same position as the original puff, while the
Oother two are symmetrically displaced in the x-direction so as to conserve the
Second moment in this direction; all other moments are trivially conserved.

Two methods are used to limit the exponential growth of the number of
puffs from the splitting process. Firstly, any puffs which can be within the
Same grid-box are merged together into a single puff with conservation of the

moments. Secondly, a minimum mass is specified, below which puffs are no
longer allowed to split.

In LSO it was demonstrated that more than 20,000 particles are required
to track three orders of magnitude dilution of a puff in a constant shear.
The same constant shear test applied to ADPIC in Figs. 13 and 14 of LSO are
applied to SPLITPUFF irn Fig. 7.3. Results with similar levels of accuracy as
that obtained by ADPIC with 5,000 particles may be obtained with SPLITPUFF
with less than 100 puffs. The calculation in Fig. 7.3 for ADPIC required
approximately 25 minutes on our VAX 11/780 computer in comparison to 2.2
minutes for the SPLITPUFF code on the same machine. Algorithms equivalent to
those used to parameterize the diffusion velocity of the particles caused by
atmospheric turbulence have been used to determine the spread of the puffs as
they are transported by the wind., This test is intended to show that it
should be possible to generate a puff model which can represent dispersion

more efficiently than relying on many particles to represent the dispersing
medium.
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SHEAR TEST - COARSE GRID
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Figure 7.3 - Concentration at the center of 3-D puff in
a uniform shear flow as a function of time.
---- analytic solution, ADPIC result
with 5,000 particles requiring 25 minutes
computing time, __ Splitpuff results
with from 1-80 puffs regquring 2.2 minutes.
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7.6 Advantages and Disadvantages of Transport and Diffusion Models

based on Mass Continuity

ADVANTAGES

They can be terrain specific and should provide for terrain steering
of the winds.

They are capable of handling the influence of wind shear much better
than avallable puff models.

DISADVANTAGES
Require substantial computing resources.

Require substantial input data to yield accurate transport results,
i.e., data must be adequate to define such features as thermal
drainage flow if the influence of such features is to be included.

Due to the long computation times necessary, they will be hard
pressed to provide timely information.

All turbulent diffusion parameters must be determined from empirical
scaling relationships which tend to Le extrapolated far beyond the
range of the original data.

Model evaluation tests have not yet demonstrated any scatistically
significant superiority of these models over the simpler models of
Chapter 6.

Do not include .ny estimate of the expected variance from the
predicted value of the expected mean concentration.
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CHAPTER 8
PRIMITIVE EQUATION MODELS

8.1 General Features

The wind-field models considered in Chapter 7 have been based almost
entirely on mass continuity. They apply continuity of the air mass to adjust
interpolations of the wind data. Models which attempt to go beyond this and
include some form of the conservation of momentum in the simulation of the
wind are often called primitive equation models. As we have seen in the
previous chapters, one of the most important variables determining the
concentrations reaching any particular point is the mean wind direction and
the spatial and temporal extent of the angular fluctuations about that mean.
The mass adjustment procedures followed by some of the wind models in the last
chapter allow some of the influence of terrain to be incorporated, but thermal
variations are often more important than terrain variation. Although some
attempt has been made to incorporate such influences within the mass
adjustment procedure of a model like MATHEW by including thermal vorticity
sources (Yocke and Liu, 1980); in general it requires appeal to the momentum

equation.

The difficulties with primitive equation models can be divided into three
classes. These are: 1) the numerical complexities of dealing with a fully
thres-dimensional, unsteady flow; 2) the adequate description of the
turbulent transport of momentum; and 3) the difficulty of providing adequate
initial and boundary conditions to properly constrain the model. Of these,
the last is likeiy to prove the most difficult. The numerical complexities
can be handled by using a sufficiently large computer, although it may be
difficult to provide a 15-minute response. Turbulent transport theory has
progressed to the point that it is no longer likely to be the limiting factor.
Thus, the problem of supplying boundary conditions with adequate resolution in

time and space to drive the model appears to be a key problem.




In models of laboratory flow, it is generally possible to rigidly

prescribe either the boundary values or gradient conditions for the velocity,
temperature, pressure, and any other variables of interest at the edges of the
model decmain. When dealing with a regional model, for a region on the order
of 100 km square, this is not often the case. It .s nearly impossible to have
a measurement network which would provide for the continuous prescription of
the flow parameters entering this domain. Further, even if this were
possible, it would not be possible to extrapolate these values into the future
to provide the boundary conditions necessary to use the model in a forecast
mode. For the forecast problem, it appears that the boundary conditions must
come from a larger mesoscale weather forecast. However, th.s larger scale
forecast necessarily includes little information on its subgrid scale which
would be needed to ~ompletely prescribe boundary conditions for the regional
model. This problem of nesting grids has been discussed by several authors
(e.g., Haltiner and Williams, 1980). It appears the solution can only be
partial, at best. When the regional scale flow features generated within the
domain are dominant over any similar scale features advected into the
computational region, such a nestec grid scheme should provide for a valid
forecast. This dictates a careful selection of the natural boundary
conditions to avoid situations where significant mesoscale features may be
convected into the computational domain.

These primitive equation meteor logical models fall into the range of
mesoscale forecast models., Mesoscale is a term applied to features varying
from a scale of 10 km to 2 scale of 2500 km. For the present purpose of
emergerncy advisory models of dispersion, we are only interested in the lower
end of this range, up to approximately 100 km. However, the difficulty with
properly prescribing boundary conditions means that a sharp cutoff in the
scale of the models of jinterest is not possible. Mesoscale modeling is an
active area of relatively intense current researcr for the purpose of improved
;ocal weather forecasts. We will only consider models which have beer run
with a grid mesh size of 10 km or smaller. This eliminates such models as the
National Weather Services' Limited-area Fine Mesh (LFM) Model; Ross and
Orlanski's (1982) model of a cold front; and Long and Shaffer's (1975)
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boundary~-layer model which uses a 100 km grid spacing.

1f one is willing to rely on persistence for short term forecast, the
variational approach of Sasaki (1970) could be used to extend a model like
MATHEW to incorporate the momentum equation as well as mass continuity.
Although this appears to be a quite reasonable approach, as far as we are
aware, no results of any attempt: to follow this approach have appeared in the
literature. The summary report from the SRL Dispersion Model Workshop
concluded that this was an area of much needed development.

In the following sections we consider the relative capabilities of three
of the available primitive equation models. It is our opinion that none of
these models should be considered as "off-the-shelf" candidates for use as a
real-time dispersion model at the present time. However, it is possible that
one of these or a similar model can be developed into a viable candidate for a
Class B model in the near future. In looking at the individual models herein,
we are attempting to assess this potential. In Section 8.6 we will also
consider the prospect of adding the momentum constraint to an objective

analysis model like MATHEW.

8.2 University of Virginia Mesoscale Model

This model is an outgrowth of the sea breeze modeling of Pielke (1974).
It is a fully three-dimensional, hydrostatic, primitive equation model which
incorporates the boundary layer parameterization of Deardorff (1974). Details
of the model are available in a number of different publications, e.g., Mahrer
and Pielke, 1975, 1977, 1978; Pielke and Mahrer, 1975, 1978; and a program

listing of the version of the program installed on the NCAR CRAY.1 computer is&

available in a report by McCumber, et al., 1978. 1In a typical application,

(Lyons, Schub and McCumber, 1979); it requires approximately 60 minutes of

CRAY-1 CPU to simulate <2 hours on a version with 40x30x11 grid points and a

horizontal grid spacing of 10 km. It is able to account for flow
modifications associated with complex terrain as well as those associated with

the air-water temperature interface.
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Published verification analyses have demonstrated that the model is, at least,
capable of producing correct qualitative features of the sea breeze
circulation and upslope-downslope valley conditions. Reasonable skill has
been claimed in a number of verification tests for surface meteorological
fields over Barbados (Mahrer and Pielke, 1976), over south Florida (Pielke and
Mahrer, 1978), over central Isracl (Mahrer and Segal, 1979), over Chesapeake
Bay (Segal, McNider, McDougal, and Pielke, 1980, and Segal and Pielke, 1981),
and over Lake Michigan (Lyons, Saub, and McCumber, 1979). What is meant by
"reasonable skill" is exemplified by the comparison in Figure 8.1 between
Observed and predicted surface winds at a number of different loca.ions at
four different times during the simulated day over Chesapeake Bay. The winds
tend to agree within approximately 30°. although at Langley at 1800 they show
almost a 180° discrepancy. All of the discrepancies in Figure 8.1 are not
necessarily caused by the model. Some of the difficulty may be attributed to
winds measured at a point being unrepresentative of the 10 km square area
simulated by the model grid point. Also, the wind anemometer threshold speed
at the synoptic stations may be too high to properly record relatively low
wind speeds. This study should provide a fair indication of the results which
may be anticipated from such & mesoscale model. It represented a scerario
where the meteorology was expected -0 be dominated by the local sea~breeze

circulation, so that uncertainties in the boundary conditions should not
dominate.

This model is designed to simulate features in the middle of the range.
Cn the small scale end, it is limited by the fact that it uses the hydrostatic
approximation, which is only appropriaze when the horizontal scale is much
larger than the vertical scale. The limits on the large scale end a-e
Somewhat more nebulous, depending upon the parameterization of the subgrid
processes. Three specific features which tend to limit the large-scale range
of the model are; the neglect of any dynamical influence of clouds, the
neglect of any tropopause dynamics, and the neglect of any subgrid scale
terrain forcing, the range of scales of most interest to the present
application i{s 1-100 km.
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At the lower end of the range of present interest, the hydrostatic
approximation is not rigorously valid, and may be expected to yield some under
estimation of the strength of vertical velocities in small scale features such
as the sea-breeze front, which may not exceed 1-2 km in width. As long as the
horizontal grid spacing is held at 5 km or greater, as it is designed to be in
this model, the hydrostatic approximation remains reasonzbly valid. However,
averaging a feature such as a sea-breeze front over a minimum of two grid
spaces results in poor resolution and a significant underestimate in vertical
velocity. In the Lyons, Shub, and McCumber (1979) study the 10 km grid
spacing resulted in a predicted maximum wupdraft velocity approaching
12 cm/sec, while estimates based on tetroon tracking suggested values as high
as 50 cm/sec (and even this is probably a low estimate ¢f the maximum updraft
velocity). This is just to emphasize that the model should not be expected to
accurately resolve any horizontal features on a scale less than 5 km, in spite
of some recent claims to the contrary. Based onrn comparisons between
hydrostatic and nonhydrostatic simulations of a 2-D sea breeze circulation,
Martin and Pielke, (1983) conclude that grid increments of 1.5 km or smaller
are appropriate for ‘ydrostatic atmospheric models. We believe that their
comparison inadvertently favored the hydrostatic model by not supplying
sufficient resolution in the region of the sea breeze front to accurately
simulate the nonhydrostatic result. Even if a horizontal grid increment as
low as 1.5 km is accepted the meteorological flow in many regions of complex
terrain cannot be simulated until some means of parameterizing subgrid terrain
forcing is derived. Subgrid scale terrain height variance is only small in
comparison with grid resolvable terrain variance if horizontal grid spacings
are no more than 100m in parts of Colorado (Young and Pielke, 1983) and no
more than 1 km in western Virginia (Pielke and Kennedy, 1980). Thus in such
complex terrain regions either the hydrostatic approximation should be
abandoned or subgrid terrain forcing should be parameterized.

McNider (1981) has added parameterization to the model to represent
dispersion from a point source. He attempts to predict turbulent dispersion
using the Langrangian-particle, Markov process suggested by Smith (1968) which
follows particle trajectories using velocities which have an exponential
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autocorrelation in time. In principal, this approach should allow a
description of the initial meander phase of the plume with a smooth transition
to the later diffusive growth of the plume. Although not attempted by
McNider, the method may also be extended to give a prediction of the
concentration variance discussed in Chapter 4 by releasing particle pairs and
specifying a spatial correlation between the two particles velocities (Durbin,
1980). This approach requires the specification of the turbulence intensities
and length scales which McNider parameterized in a manner similar to that used
in the boundary layer formulation of the basic model. Due to the critical
dependence on turbulent parameterization ard due to a nonphysical tendency of
particles to congregate in the presence of gradients of the turbulent energy
(McNider, 1983) this method requires a good deal of research before it can be

used with confidence in real flows.

There are several formidable problems which need to be overcome before
this model would appear to be a viable candidate for real-time emergency
advisory use. First, a convenient means of inputting boundary conditions and
initial value data is required so that results may be obtained in a timely
fashion, The question of accuracy with which this may be done will be
returned to in Section 8.5, when objective analysis is discussed. Second, the
model needs some reprogramming to make it more transportable to other
computers. Third, this model needs to address the issue of predictability
discussed in Chapter 3. Certainly if the extra time and expense to obtain the
data needed to drive this model is to be invested, then the user deserves some
indication of the expected variance in the predicted dispersion. Finally, and
perhaps most importantly, tests are needed to demonstrate that predictions
from such a model would be significantly more accurate than results from one
of the simpler models presented in previous Chapters. The additional physical
constraints which a primitive equation model can bring to bear on the problem
provides the potential for a significant improvement. However, it should be
recognized that since it is currently impossible for a transport and diffusion
model to represent the complete physical description, it is possible for a
more complete model to actually yield a poorer result because the more
complete physical description may not be adequately supported by either the
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input data or the remaining parameterization.

8.3 Penn State-NCAR Mesoscale Model

This model is an outgrowth of the Anthes (1972) model of a hurricane. It
is desigred to be a general, hydrostatic meteorological model for forecasting
flows with characteristic horizontal scales from approximately 10-2500 km. In
particular, it 1is designed to "model perturbations to the synoptic flow
induced by terrain variations, land-water contrasts, convective systems such
as squall lines and clusters of cumulonimbi, frontal systems, and propagating
upper level disturbances such as jet streaks." (Anthes and Warner, 1978).

Since this model is designed to extend to the sub-synoptic scale, it was
developed with map coordinates for the horizontal scale and a pressure
coordinate, ¢, for the vertical scale:

-

0'p

surface top

The model consists of the equations of conservation of momentum, energy, and
specific humidity programmed in these coordinates. The horizontal grid mesh
typically varies from 30 to 5C points in each direction and approximately 6-12
in the vertical. The execution time is listed as 5000 sec on a CDC 7600 for a
12 hour simulation of a 290 km square region using a 30x30x12 grid (Warner,
Anthes, McNab, 1978). The model provides for either a bulk type
parameterization of the vertical transport within the planetary boundary layer
(PBL), or the explicit resolution of the PBL, by including several
computational levels within the boundary layer (Bush, Chang and Anthes, 1976).
A number of different simulation experiments have been performed with the
model, and these have demonstrated that the model physics are sufficient to
allow the model, at least, to provide qualitative insight into a variety of
mesoscale processes. The model has been shown to be capable of providing air
parcel trajectories which compare favorably with observed tetroon data
(Warner, 1981), Seaman (1982) has used the model in a nested grid
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configuration with fine mesh grid increments as small as ! km. This permits a
detailed investigation of a small portion of the mesoscale domain. However,
none of these studies have been adequate to say that the model has been

quantitatively validated.

The difficulties with using this model as a viable candidate for
real-time emergency advisory use are similar to those just discussed for

Pielke's model.

8.4 Yamada's Mesoscale Model

Yamada's three~dimensional mesoscale atmospheric model is a descendent of
a one-dimensional, turbulent transport model for the planetary boundary layer
(Mellor and Yamada, 1974). The most substantial difference from the previous
two mesoscale models is that it involves a more sophisticated parameterization
of vertical turbulent transport. However, in spite of its use of horizontal
grid spacings as small as a few hundred meters, it still uses the hydrostatic
approximation (Yamada, 1983). This approximation undoubtedly results in
larger errors for the small scale features for which this model is designed

than it does in the previously discussed mesoscale models.

This model should provide a more accurate description of density driven
slope flows, since these flows depend critically upon turbulent transport of
heat, momentum and moisture from or to the surface. It uses a turbulent
parameterization based on a seccnd-order closure description of turbulent
transport. A turbulence kinetic energy equation and a turbulence length-scale
equation (Mellor and Yamada, 1977) are solved prognostically. The vertical
turbulent fluxes ;:. ;:. :3; and ;E: are then obtained from a set of
diagnostic equations agerived (Yamada, 1978a, b, and 1979) by assuming a local
equilibrium in the one-dimensional set of second-moment turbulence closure
equations. This one-dimensional approximation is compatible with the
hydrostatic approximation. That is, both are appropriate as long as the
horizontal length scales are much bigger than the vertical length scale.
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Since this model carries second-order turbulent correlations, it should
be possible to add an equation for the concentration variance in order to
obtain an estimate of variability following the procedure outlined in Appendix
B. As far as we are aware this has not yet been attempted by Yamada.

This model has not yet been released by its author for other people to
use., This would be a necessary step before the model could be a serious
candidate for the present application.

8.5 A.R.A.P. Second-Order Closure Model

At ARAP we have developed a model for the turbulent transport of mass,
momentum, and energy in the atmospheric boundary layer which has been applied
to a number of problems as reviewed by Lewellen (1981). This model is similar
to that discussed in the last section except in most applications we carry
equations for the full set of second-order correlations rather than the
reduced set used by Yamada. In return for the added pnhysics carried in the
model, ow numerical implementation of the model has been limited to
two-dimensional problems., Currently, it is strictly a research model and not
avallable as a viable candidate for a real-time dispersion model under general
Site conditions. We discuss it here because of its potential for the future,
and because of its connection with the variability predictions discussed in
Chapter 4,

The recent test of our second-order closure model as a part of the
Electric Power Research Institute's Plume Model Validation and Development
Project (Lewellen, et.al., 1983) did not demonstrate a clear superiority of
this type model over simpler models. A major problem with the exercise was
the model's limitation to two-dimensional, steady-state conditions which
restricted us to eiilher afternoon or nocturnal runs. The nocturnal runs have
little interaction with the ground so only limited remote sensor data was
available for comparison. On the other hand, the afternoon case, where there
are ample surface data to compare with, was the time the model predicts the
largest variance in the data close to the stack So that hourly means need not
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agree well with the ensemble mean (see Figure 5 Appendix B). Under such
conditions of large natural variability, it is difficult to discriminate
between model error and data scatter. However, there appeared to be a general
overprediction of the plume impact within a few kilometers of the stack,
caused by some combination of an underprediction in the initial plume rise and
an overprediction of the early downwind diffusicn of the plume. How much of
this error is attributable to the approximate nature of the integral model
use¢ for the initial plume rise phase of the plume dispersal and how much to
the model closure is not clear from these results.

The relatively disappointing performance of the second-order closure
model on this test has led to a complete review of the model formulation.
This review plus the acquisition of recent high quality laboratory data for
direct model comparisons has yielded some model modifications which we believe
should substantially improve the model's accuracy. These model developments
and comparison with the laboratory data are described in detail in Appendix C.

The principal model changes were a change in the modeling of the
turbulent diffusion of ul—cl_. the turbulent flux of a given species, and a
different formulation for the length scale in the dissipation of the species
variance. As may be seen in Appendix C, these modifications were adequate to
permit the model results to give a very good representation of both the mean
and the variance of the laboratory concentration data. We believe this forms

a solid foundation for further model devclopment.,

A significant advantage of the second-oruer closure model is that the
variance of the concentration fluctuations may be carried as a natural part of
the formulation. This predicted variance provides a logical basis for
estimating the natural turbulent variability in any time averaged sample of
the concentration, as detailed in Appendix B. We believe the simple
1ntegrated' form of the variance equation discussed there can supply an
important complement to even Gaussian plume models of the type discussed in

Chapter 5.
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8.6 Objective Analysis

A common problem for any mesoscale model is that of initial conditions
and Dboundary conditions. These conditions must be derived from some
combination of output from a larger synoptic scale model and relatively sparse
available cdata in the domain of interest. The input to the mesoscale model is
obtained by space and time interpolations of this "data", where the larger
scale model is included as part of the data if desired. In view of the
general arbitrariness in any such interpolation procedure, it would be
desirable to have the model be relatively insensitive to these input
conditions, by expanding the region to apply boundary conditions further away
from the region of interest and by starting the model earlier than the time of
interest, but this exercise is self-defeating to a2 certain extent. Except for
ideal problems where a locally generated mesoscale feature dominates the flow,
these input conditions are likely to have a strong influence on the resulting
model flow. Therefore, the success of a general mesoscale model in
forecasting meteorological conditions after any given emergency is likely to
be strongly influenced by the input data interpolation routines.

The two general procedures for accomplishing this interpclation are:
1) to use the model itself by including terms which tend to force the model
results towards the available data, or 2) to use an objective analysis
procedure on the data which incorporates some smoothness conditions and some
physical constraints into the interpolation procedure. We will consider the
second of these here because it is independent of the subsequent model, and
because any objective analysis routine, when combined with persistence as a
forecast, becomes a candidate model for the meteorological part of a real time
dispersion model. In fact, the windfield models considered in Chapter 7 are
all such models.

The variational analysis approach suggested by Sasaki (1970) *provides a
framework for applying general physical constraints while simultaneously
minimizing discrepancies between prescribed data values and analyzed values.
MATHEW,NOABL and IMPACT use this procedure to constrain the analyzed field to
satisfy mass continuity, A practical numerical algorithm for adding a
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momentum constraint to this procedure would appear highly desirable.

In the variational approach of Sasaki, a momentum constraint may be added
as either a strong or weak constraint. By a strong constraint we mean the
resulting field is required to exactly satisfy the prescribed momentum
equation within the applicable numerical accuracy. While a weak constraint
only requires the departures from the momentum equation to be included in the
integral which is minimized. Since all the body forces acting on the
atmosphere are unlikely to be precisely known, it appears more consistent to
apply momentum as a weak rather than a strong constraint. If the momentum
equation is symbolized as:

M (u) =0 (8.1)

then the integral which should be minimized in the variational calculation may
be written as

1 fG5,)2 av + " J@ av+ famn * T av (8.2)

where u, represents the given data field, A is a Lagrange multiplier to be
determined by the variational calculation, and “l(x) is a prescribed weighting
function which determiries the relative strength of the momentum constraint.
The integral I is a minimum with respect to u and A if the following equations
are satisfied.

.

&M
su(x)

-
2(8 - 8p) = WA =y M) - -0 (8.3)

Vel = 0 (8.4)
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When u,=0 this set of equations reduces to the set satisfied by MATHEW.
For ui#0 the set 1s considerably more difficult to solve with the difficulty
depending upon the terms included in the momentum operator M.

A similar result may be accomplished by defining a up which satisfies the
momentum constraint, i.e., M(uy)=0, and defining

I = f ;(u-'uo)2 + ul(u-um)2 + AVeu] dx (8.5)

The integral I is now a minimum with respect to u and A whenever

a‘u 5
- 212 Jlmieo (8.6)
1‘“1 2
and
Ved = 0 (8.7)

This appears to provide a relatively straightforward technique for
generalizing a model 1like MATHEW to incorporate a weak momentum constraint,
Any desired form of the momentum equation and numerical technique for solving
it may be used to determine ‘:m This momentum model velocity is then combined
with the available data to obtain the preliminary velocity flcwfield which is
adjusted by MATHEW to be fully consistent with continuity and the boundary
conditions. This is an attractive area for further research.
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8.7 Advantages and Disadvantages of Primitive Equation Models

ADVANTAGES

They can provide simulations of flows dominated by mesoscale forcing

even when little data is present.

They can be structured to use all of the available data in providing

a best-guess simulation.

DISADVANTAGES

Require very large computing resources.
Further development work will be required to reduce response time,

which must include time for set=-up, computation, and interpretation,
short enough to provide timely information.

With the exception of models which include some turbulent transport
theory, the diffusion parameterization used in these models tend to
be empirica. relationships extrapolated beyond the range of the

original data.
The data required to provide adequate boundary conditions and

initial conditions will be difficult to obtain.
No statistical evaluation tests have been carried out to demonstrate
a significant superiority of these models over the simpler models of

Chapter 6.
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CHAPTER 9
COMPARISON OF MODEL RESULTS WITH INEL 1977 TEST DATA

Most existing dispersion data have been aimed at examining diffusion
parameterization. Attempts have generally been made to keep transport as
simple as possible so as not to compound the complexities of turbulent
diffusion. A test of this type was carried out at INEL in April 1977.
Tracers were released at ground level during a persistent southwest wind and
sampled on arcs at 3.2, 50 and 90 km downwind of the source. Details of the
release and sampling techniques and of the meteorological measurements ar-z
given by Clements (1979). This data has not been used in the parameterization
of any of the models discussed in this report, and thus should represent an
unbiased data set for wuse in evaluating these models. As will be
demonsitrated, this is not wholly true since the straightline persistent winds
tend to show the simplest models in a more favorable light than would be the
case for more typical meteoroclogical conditions. Nevertheless, we believe
this is a useful baseline test of the models. Any model must necessarily
perform reasconably in this simple test to be considered as a viable candidate
for emergency response use. But this is only a necessary condition, not a
sufficient condition for its consideration as a viable candidate.

The results of the pattern test co arisons between four of the
individual model calculations representing the range of model types and the
data observations on the 50 and 90 km arcs are given in Figures 9.1 to 9.4.
As expected, all the models do reasonably well in this simple test.

Even the simplest gaussian plume model does Quite well as demonstrated in
Figure 9.1. Approximately 563 of the data points are predicted within a
factor of 2 before any shift of the pattern calculated by the EPA model and
all of the data points are covered within a factor of 2 by the model
calculations when a shift of + 16° is permitted.
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Results for the ARL puff model pattern tests are given in Figures 9.2;
this model also does well. The fact that this model does not show
significantly better results than the steady state plume model is a reflection
of how steady the meteoroclogy was for this test. In the limiting case of
steady flow, the puff models are designed to reprocduce the steady plume
results.

The results of two transport and diffusion class models are given in
Figures 9.3 and 9.4. As expected, these models alsc do well. A summary plot
comparing the results of the different models is given in Figure 9.5. The
largest error factor is plotted as a function of tne angular shift of each
model. This is a cross plot of the angular shifts at which the factor lines
reach 1.0 on the individual model plots of Figures 9.1-9.4, This may be
interpreted as a plot of concentration uncertainty as a function of position
uncertainty. That 1is, the concentration is predicted within an order of
magnitude within a band of position uncertainty of approximately 10° to 15°
for all of the models. A closer estimate of concentration entails a larger
Sspread in position or a tighter restriction on position leads to some sample
points being missed by a iarger factor.

Another comparison of the model results which gives less weight to
largest error sample points is given in Figure 9.6. This is a cross plot of
the previous individual model results at the fixec angular uncertainty of 10°.
This shows somewhat larger variations between the models than does Figure 9.5.
However, if a choice of models were to be made from this test alone, the
favorites would be the simplest models, since the more complex models do not
show sufficient {mprovement in accuracy to Jjustify the added data
requirements. The more appropriate conclusion is that the simple meteorology
of this test case is unable to provide a meaningful discrimination between the
various candidates. The crucial question which still must be answered is
whether the added data requirements will prove warranted under more typical
meteorclogical conditions. This is not likely to be answered by the existing
data banks of observations taken to characterize diffusion under straightline
transport conditions. Only those data bases which span a more representative

96



L6

ARL INEL77

1.00 Trrrrie T rifr
2— 1 :

- \0/ / ;-

0.90 r

-t

™ 1

o.w -:

~ -y

3

w 0.70 B
m =
8 3
o 0.60 3
. 5
< 0.50 U :
= -
- =
t50.40 3
L -
m B
W 0.30 .
-

-

0.20 -

o. lo —

0.00 llllllllllllll.LlllllJlllljllLllLJllJllllJllllllL
-

L1 0l

0. S. 10. 1S. 20. 25. 30. 35. 40. 45.
DELTA THETA (DEG)

Figure 9.2 - Fraction of Data Points Covered Within the Indicated Factor

by the Calculated Pattern for the ARL Model [xpanded Through
an Angle AO.

50.



86

PATRIC INEL77
1.00 e " siog

0.90 07

0.0 /.

0.20

0. ‘o —

0.00 sasadaseabaaaatasaatasaadanealanananlaanalann
o S5 10 15 8 B %N B W 6 W
DELTA THETA (DEG)
figure 9.3 - Fraction of Data Points Covered Within the Indicated Factor by

the Calculated Pattern for the PATRIC Model Fxpanded Through
an Angle AO.



66

ADPIC INEL77

1.00 |
=
0.90 .
| n
0.80 3
> -
w 0.70 b
o a
8 -
o 0.60 E
- 3
Al ~
e -
5 0.40 3
2. 1
m 4
L 0.30 -
0.20 :
0.10 =
om,nlnlleLLLnLllllnLJljlnlllnjnllJlllellInllnljnn"‘
0. 5. lo. 15. m. 5. w. 5. 40. ‘S. m.

DELTA THETR (DEG)

Figure 9.4 - Fraction of Data Points Covered Within the Indicated Factor by the

Calculated Pattern for the ADPIC Model Expanded Through an
Angle AO.



Bondwidth, n

IITUI

T

T

o
17T

L

O AaDpPIC

L PATRIC
D arL

® PGT

1

| 1
0 10 20

40

—— BL

Figure 9.5 - Summary of Pattern Test Results for Various Models

with 1977 Inel Data.

Angle Required to Cover Data

Within Given Bandwidth for the Different Models.

100

€622 -£8



Bondwidth, n

102 — lf Of
# O apPiC
q A PATRIC
P O arL
™ ® PGT
—

o
|
|~
-
—

.-

—

—
l L 1 ul oL J
0 02 04 06 08 1.0

Froctiona! Score

Figure 9.6 - Fraction of Data Points Covered Within the Indicated
Factor by the Different Models when a 10 Degree Shift
is Permitted.

101

»622 - €8



sample of the meteorological conditions at a given site are likely to provide
the information needed for a definitive discrimination between models.
Results taken at INEL over a three week period in July 1981 are used to test
the models in a companion report. The data collect.on for this series of
tests was specifically designed to obtain surface patterns out to S0 km for
whatever meteorological conditions happen to occur during the test period.
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CHAPTER 10
CONCLUSIONS

The scientific analysis of the different types of dispersion mdoels
available as advisory models for emergency response show that it is possible
to incorporate more physical constraints as the complexity of the model
increases. But it is not clear at which point the incremental improvement in
accuracy is insufficient to Jjustify the added expense required for the
additional 1input data and the additional computer requirements. Detailed
field testing of the different types of models discussed herein is desirable
to aid in answering this qu2stion. Results of a test program designed for

this purpose are provided in a companion report.

The randomness innerent in atmospheric turbulence imposes a natural limit
on plume predictability which provides an upper bound on model accuracy as a
function of available data. This variability is not simply a function of the
model chosen, but is rather a complicated function of the meteorclogical
conditions and the nature of the emissions. Under certain strongly convective
conditions, even a perfect simulation of the mean concentration distribution
can provide a poor estimate of the hourly concentration distributions
observed. The usefulness of a real-time dispersion mcdel is thus dependent on
a complementary estimate of the variability expected about the mean
dispersion. We recommend that any model adapted for real-time emergency use
be supplemented by, at least, a simple model of the concentration variance
expected under the conditions at that time. A relatively simple model of the
mean concentration together with a compatible model of its variance should be
more useful than a sophisticated model which even provides a better estimate
of the mean if the latter includes no estimate of the variability expected.

Based on our analysis of the different models, we believe that some
version of a puff model is likely to prove most efficient for this
application., Such a model can be used as either a Class A or Class B model.
It can be run with no more input requirements than that required for the

simplest gaussian plume models, but permits the accuracy to be improved when
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additional data on the temporal and spatial variation of the wind and
stability is available. We believe that a number of modifica.Lions to the
standard puff models can be made to strengthen this apparent advantage. If

MESOI 1s taken as a reference model, we believe it can be substantially
improved by:

1. Complementing it with a compatible estimate of the concentration
variance over the time period of most interest.

¢. Permitting an elevated release for the source.

3. Substituting diffusion algorithms which depend on direct
measurements of wind variance rather than depending on stability
categories,

4. Allowing puffs to split when they are spread out sufficiently for
wind shear to be an important cispersion mechanism,

5. Incorperating wet and dry deposition into the model. Deposition
models are discussed in a companion report.

Such an upgraded puff model would remain simpler than the transport and
diffusion class models, while sacrificing little accuracy at the level of data
input likely to be available for most applications.

The truth of the preceeding paragraph must be established by detailed
fleld testing of the models. Such tests are currently being carried out using
the field data collected at INEL last July by an NRC sponsored group (Dickson
and Start, 1981).
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Appendix A
THE INFLUENCE OF MESOSCALE WIND FLUCTUATIONS

ON ATMOSPHERIC DISPERSION

I. Introduction

Most existing models of atmosphere dispersion implicitly assume that
transport by some mean wind can be clearly separated from diffusion by
turbulence. This is based on an assumed spectral gap between high frequency
wind fluctuations which induce diffusion and the low frequency variations of
the transporting wind. Although there is evidence of reduced wind energy in
the frequency range of a few cycles per hour, exhibited by Van der Hoven
(1957), there seldom is a complete absence of energy in this mesoscale range.
In fact, in the presence of mesoscale forcing such as convective cloud
activity or specific terrain features this range may be expected to be quite
active. Under certain conditions wind fluctuations in this midrange may
cor{tribute to either diffusion or transport, but often they will contribute
more to an unpredictability of plume dispersion. In this Appendix we will
discuss qualitatively the different interactions wind fluctuations may have
with a plume. By reference to actual wind spectra we will demonstrate that
the uncertainty introduced into concentration samples over time periods as
long as an hour may be quite significant. This provides an upper bound on the
accuracy which may be achieved by real-time dispersion models.

We first discuss the difference between an ensemble average and a time
average because of the key role this distinction has in determining
predictability. We can then make the distinction between diffusion in
ensemble space and diffusion in real space. These ideas are then used to
superimpose different plume interaction boundaries on a real wind spectrum.
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II. The Distinction between Ensemble Average and Time Average

The atmospheric fluxes of mass, momentum and energy are at least
partially composed of motions that are too small to ever hope to be resolved
in urban or mesoscale models. These turbulent fluxes control the interaction
of the atmosphere with the surface and the dispersal of anything released
within the atmosphere. Such mesoscale phenomena as the sea-breeze
circulation, mountain-valley circulations, and the moisture build-up in the
boundary layer necessary to drive convective clouds are all dominated by
turbulent interactions with the surface., This is perhaps most evident in the
simulations of the dispersal of passive tracers in the atmosphere where almost

all the motions responsible for dispersion are unresolvable in any
meteorological model of the region of interest.

In addition to the question of what scale of motion can be resolved by a
feasible grid system, there is the quzs!ion of how much of the motion we wish
to resclve. Flow in the atmospheric boundary layer inherently contair;s a
turbulent stochastic component. Even 1f one were able to accurately simulate
all of the scales of motion in time and space for one particular realization,
this would not provide a precise predict.on of the motion in time and space
for any other particular realization. In general, what we would like to
Simulate is th> ensemble mean flow distribution in time and space. We would
also like to gain some information about the variability of particular
realizations from this mean. Model simulations either involve ensemble
averaging of the equations or averaging of the simulations realized. For
nonhomogeneous, nonstationary problems the choice of scales to average over is
an important part of the problem. The larger the scales over which the
equations are averaged the more uncertainty introduced by the closure
approximations, but the smaller the scales the larger the computational
requirements and the more averaging which must be done after the simulation to
provide proper interpretation of the results.



The ensemble of flows of interest are all the possible flows which satisfy the
prescribed input data. In ideal problems this input data may be sufficient to
relatively tightly constrain this ensemble of flows, but in attempts to
simulate dispersion in local meteorological flows which occur at a specific
time and place the input data is unlikely to provide tight constraints. Such
simulations must be able to deal with relatively large variances from the

resulting ensemble mean solution.

The standard ensemble average concentration may be defined as
<C(x,t)> -f Calx,tiplalda (A1)
Q

where 1 is the set of all fields which satisfy the prescribed input conditions
and p(a) is the probability density function of any particular field indicated

by a.

We can also define a time average as

. t+T/2

et

Calx,t) -;/ Calx,t)dt (A.2)
t-T/2

which can be different for each realization. The expected deviation o,

between <C> and E’r can be written as
t+T/2 >
°c2 - (lf C_ (x,t)dt -(C(x.t)>) p(a)da @Aa.3)
a\T o -
t=T/2

The time average of the ensemble average is

t+T/2
ST - 7;.-[ f Colx,t)p(a)dadt (A.4)
t=T/27Q



which is alsc equal to the ensemble average of the time average since these
twu operations commute.

As discussed by Venkatram (1979) the ratio of oc/@)'r provides a good
measure of the predictability of any particular timeraveraged sample.
Venkatram attempted to estimate this measure under conditions for which the
mesoscale gap in the spectral distribution of wind fluctuations remains valid.
His estimate under these ideal conditions is

O T uT

where I' is the ratio of the ensemble average instantaneous peak concentration
of <-C'>T, L is the dominant turbulent eddy scale in the stream-wise direction,
and 1 is the mean wind speed at some appropriate height. His subseguent
numerical estimates were based on Gifford's (1959, 1970) observations of T.
Even under his ideal conditions, he estimates that less than half of the
hourly averaged concentrations resulting from a tall stack emitting into a
convective boundary layer may be expected to lie within a factor-of=-two of the
ensemble mean value. The assumed 5 minute time scale of the turbulence is not
sufficiently smaller than the ! hour sampling time to average out the
randomness of the flow. This problem is compounded when wind fluctuations of

a lower frequency exists which cannot be incorporated in the transporting
winds.

I11. The Range of Interactions between a Plume
and Wind Fluctuations

The velocity variance determines the dispersion of a passive tracer in
the flow. It is generally recognized that the high freguency velocity motions
are responsible for the diffusion of a tracer as a puff of tracer material is
transported by the low frequency velocity motions. What is not so well
recognized is that intermediate range motions may either 4iffuse the puff or
introduce an uncertainty in the transport of the puff. All of the variance
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and the atmospheric motions. These interactions are discussed in the
text.
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At the high frequency end of the spectrum, line E represents the lower
bound of motions which contribute directly to the diffusion of the
instantaneous plume. Line F represents the upper bound on motions which
contribute to the total ensemble variance of the concentration. Higher
frequencies contribute to the dissipation of the variance rather than its
production. The larger the spatial spread of the instantaneous plume, the
lower the frequency which can contribute either to the diffusion of this
instantaneous plume or the dissipation of the concentration variance. Thus,
lines E and F will move to the left to lower frequencies as the plume spreads
downstream. The turbulent kinetic energy between B and E is responsible for
the meander of the instantaneous plume. If the plume is tracked sufficiently
far downwind of the stack then E may move to the left of B. If the additional
spatial information is available so that the A-B boundary still correctly
represents the transition from transport to turbulence, then when E crosses to
the left of B it means that part of the resolvable transpcrt motion is now
contributing to the "diffusion" of the instantaneocus plume.

The meander of the plume driven by the energy between boundaries B and E
can contribute to either the time-averaged diffusion of the plume or to the
uncertainty in the position of the time-averaged plume. The location of these
boundaries C and D on Figure A.1 are determined by the sampling time period.
The position of C and D sketched is arbitrarily set at a sampling frequency of
twice per hour. Line C represents the bound on energy affecting the
concentration level of the time-averaged sample. Motions represented by
energy to the left of boundary C move the time-averaged plume around as a
coherent entity rather thgn contributing to its diffusion. Boundary D
represents the boundary between the motions which contribute to the time-
averaged variance of the concentration and that which contribute to the
time-averaged diffusion. Energy to the right of D contributes only to the
time-averaged diffusion of the plume. W¢ expect the contribution of energy in
frequencies greater than rs to the time-averaged variance to fall off as
(r,/r) approximately; this determines the shape of D. The shape C i{s harder
to set but s determined by the enhanced diffusion resulting from the
interaction of the small scale inner plume turbulence with the distortions of



the plume forced by the large scale motion. As sampling time is reduced lines
C and D approach lines E and F, respectively,.

Iv., Concludingﬁﬁemarks

Our purpose here is not to precisely define the shape of all the
boundaries on fig. A.1, but to argue that such boundaries exist and
Qualitatively note the type of influence the energy bounded by the different
lines has on the plume. This breakdown of the interactions of different
scales of motions illustrates that some level of uncertainty is an inherent
part of any plume dispersion model. Improved models will not be able to
eliminate this uncertainty but should be able to provide an estimate of
variability along with their predictions of the mean concentration
distributions., A framework for such a model is given in Appendix B.
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APPENDIX B

ON THE USE OF CONCENTRATION VARIANCE PREDICTIONS AS A MEASURE

OF NATURAL UNCERTAINTY IN OBSERVED CONCENTRATION SAMPLES

*

W.S. Lewellen and R.1. Sykes
Aeronautical Research Associates of Princeton, Inc.
Princeton, New Jersey

1. INTRODUCTION

In the wearly stages of plume
dispersal by the atmosphere, the spresd of the
plume is often less than the length scale of the
turbulence 1in the atmosphere. The resultant
plume weander accounts for much of the plume
dispersal during this stage of evolution. This
meander not only contributes to the time
integrated plume spresd, but also produces a
large statistical uncertainty in the value of a
time-averaged saople, unless the sampling time
is wmuch longer than the turbulent time scale
producing the mesnder. Since wind spectra often
contain significant kinetic energy on tipe
scales in excess of 10 minutes, we believe that
surface observations sampled on the basis of
hourly or shorter asverages should consequently
be subject to considerable scatter. This 1is
particularly dirportant for wmodel evalustion
studiec since this phenomencn will establish a
lower bound on the errors expected from any
prediction of wmeasured concentration. Under
such conditions, even » model with s perfect
predjction of the expected mear concentration
will exhibit scetter on a plot of predicted
Versu: measured concentrations.

We approach this question of
predictability by ettempting to predict the
ensenble variance of the concentration, c¢c'*, 8«
well as the ensemble wmean concentration, C.
This approsch involves three steps: 1) the
interpretation of the time-averaged variance as
& measure of the expected uncertsinty in sample
observations, 2) the determination of the
relationship between the ensemble variance and
the variance in @ particular time-averaged
:snh; and 3) the ensemble prediction of
€ 2/T°. This paper will deal with all three of
yg above steps. Some sample predictions of
€7/ are given both for laboratory conditions
and for some meteorological conditione
simulating conditions found during EPRI's Plume
Model Validstion Program at the Kincaid Power
Plant in 1980 and '98]. BEmphasis here will be
placed on the actual predictions rather than on

the development of the second-order closure
mode] .
2. INTERPRETATIONS OF THE TIME-AVERAGED
VARIANCE AS A MEASURE OF NATURAL
UNCERTAINTY
Atpospheric wmotions cover a range of
scales from small dissipative eddies on the

order of 107" wmeters, to the large syncptic
weather features of the order of 10° meters. It
is somevhat arbitrary where the break befween
resolved wind features and unresolved turbulent

motion is placed. It 4s essential to average
over, at least, the lower end of this spectrum
of scales, particularly since the smallest scale
motions tend to be random in character, and thus
post susceptible to statistical snalyses. These
unresolved turbulent motions will induce some
essentially randon variation in the plume. That
is, even if 1t were possible to introduce two
separate plumes into the same resclved wind
field, there would be some variance in the
dynamics of the two plumes due to the unresolved
turbulence. It is dntuitively recognized that
the stronger the ratio of turbulence to mean
vind, the more uncertainty will be involved in
predicting plume dispersal. This sometimes
shows up in wmodels as & lower bound on wind
speed below wnich the model should not be used.

In order to make the estimate of the
uncertainty more quantitative, it is necessary
to ssume some form for the concentration
probability distribution function (pdf). We
consider two d.fferent distriburions, & clipped
normal distribution and & log normal.
Csanady (1973) asrgues persuasively that within a
continucus plume, 1.e,, ignoring intermittency,
the log of the concentration should follow a
normal distribution. Hanna (1982) reported that
most of the hourly concentration sasples in the
RAPS St. Louis data appeared to follow such a
log normal distribution. The other distribution
considered here 4is that for which the
concentration itself is normally distributed,
but with all of the potentially negative values
replaced by a gero. This form permits a highly
intermittent plume. It appears to provide a
reasonable fit to the measurements by Fackrell

snd Robins (1982b) of the pdf obtained for
concentration fluctuations in a laboratory
turbulent boundary layer. These two

concentration probability distributions are used
to plot Figures ] and 2, where the probability
of an individual messured concentration being
within & factor F of the mean value {s plotted
as a function of the ratio of the standard
deviation of the distribution to the mean for
different values of From Figure 1, it may be
seen that if (79)/2/C = 0c/C = 1, then there
is only a 252 chance of finding an individually
measured C within s factor of 1.5 of the modeled
T, even if the model is perfect. For the same
conditions, the chance of being within a factor
of 2 is spproximstely 502 and the chance of
being within & factor of 5 is greater than 951.
Figure 2 shows that these probabilities are
smaller for the sase value of o./C when the
clipped normal distribution 41s wused. The
difference 1is largest when the variance in the
concentration is larger and when a larger factor
of sgreement {is considered. This appears to be

To be presented at the AMS 6th Sywposium on Turbulence and Diffusion, Boston, MA,
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& vesult of the intermittency permitted in the
distribution used to obtain Figure 2.

Lo

o . —y AJ_L A e A
(' ' g/t 10 w0*

Figure 1. Probability P of finding »
concentration sample within a factor F of its
true mean value as & function of o./T for & log
noroal probability distribution function.

o 1 5 |
107 I g/t 1 o
Figure 2. Probability P of finding [

concentration sample within & factor F of its

true mean value as & function of o./C for a
clipped normal probability distribution
function.

3. RELATIONSHIP BETWEEN TIME-AVERAGED

VARIANCE AND ENSEMBLE VARIANCE

The two averaging times important to

the problem are the sampling time for the
concentration and the sampling time for the
meteorology. These two need not be the same,

and have opposing effects on the concentration
variance. Increasing the meteorological
averaging time incorporstes wore of the
atmospheric motion into the turbulent motion by
reducing the time resclution of the “"mean” wind,
On the other hand, increasing the concentration
sampling time allowe more of the concentration
fluctuations to be sveraged over, thus reducing
tie concentration variance for the same level of
turbulence. The quantitative analysis of either
effect depends wupon the spectrum of the
turbulent velocity fluctuations,

If we make the ideal assumption of
~rrelation function which wvaries
with time, then

an  aut-
exponent.

T T
@ /et n-2a="") W

with v the sampling time and Ty the integral
time scale of the turbulence. Under the saxme
assumptions

-1/'!1)

270 3 5
e"/ov_ -] - T (l~-e (2)

This ideal assumption does not cover the full
range of wvelocity epectra expected in the
atmospheric boundary layer, but {: does provide
a rough guide for the influence >f sampling
time. For small sampling times the
concentration variance approaches its ensemble
value while the velocity wvariance increases
linearly with 1. At large saxpling tices the
concentration variance is inversely proportional
to 1 while the velocity variance approaches its
ensemble value., We will assume a sufficiently
long aeversging time for the meteorological
measurements so that the velocity variances are
essentially equal to their ensemble values and
(1) can be used to relate the time-averaged
concentration variance to the ensenble
concentration variance.

4. AN APPROXIMATE EQUATION FOR
CONCENTRATION FLUCTUATION VARIANCE

The _#u.blc variance of the
concentration, c¢'°, 4s @ varisble included
naturally as part of any second-order closure
calculation of plume dispersal. The equation
for the fluctustion wvariance is obtained from
the diffusion equation as

R, PR N R N 3
mc . =2 y4c h‘ h‘ (u‘c) tc()

where ul is the velocity fluctuation, nnd_tﬁ-zx
(ac'/axg) = «V4c'Z 15 the dissipation of ¢ (x
is the molecular diffusivity for C).

The second-order closure model for
plume dispersal presented by Lewellen and Teske
(1976) combines (3) with the mean concentration
equation

pc § =yp=p

— o ——y'c

(&)
Dt h‘

and equations for ujc' to close the system. In
such a system it is necessary to model the las:
2 terms in Eq. (3) as well as some of the terms
in the equation for wujc'. We will not present
the full set of modeled equations here, but
refer to Lewellen (198]1) for a recent review of
these equations and some of the alternative
wodeling choices. Instead, we present a
relatively simple integral version of (3) which
can be used in conjunction with a standard
Gaussian plume soluiion to (4) to estimate the
variance.

We assume & steady-state plume, and
employ the parabolic equations which neglect
streanvise gradients except in the mean
sdvection term. We then combine (3) and (4) and
integrate in the plane transverse to the plume
to obtain

3
- ' c? -
Ugy (€7 ¢ @) e = <t (s



wvhere angular brackets denote the cross-plane
integral., 1f we now assume that c'? and C both
have a GCaussian profile in crose-section with
spread o in the  horizontal and vertical
directions, we obtain

2 <e > >

2 = ¢ c?

) e 2 g — wnd S

L?l fo¥ (e 2” R te
(6)

where ¢2 and G, are the maximum values of ¢'7
and C asnd the dirsipation 1is wmodeled as
inversely proportional to 1., the dissipstion
time scale for ©'Z. For this integral model, we
will wuse the recent laboratory study of
concentration fluctuations by Fackrell and
Robins (1982 a,b) to aid in estimating t..

Fackrell and Robins (1982a) (FR)
show that the early stages of plume growth from
# szall source are dominated by the meandering
of the plume. Using the fluctuating plume model
of GCifford (1959), FR obtain good predictions of
concentration variance in comparison with data.
Giffords' model requires prediction of inner and
outer scales for the plume; these are the
instantaneous and time-averaged plume width, and
FR use the velocity spectrum integral
formulations of Hay and Pasquill (1959) and
Smith and Hay (196]1) for the outer and inner
scales, respectively.

The outer plume escale can be
identified with ¢ in the foregoing analysis, and
ve will assume that ¢ is determined from an
independent equation such as Hay and
Pasquill (19%59) or, in the results presented
below, from a second-order closure approximation
(Lewellen, Sykes, Varma & Parker (1982)). We
stil]l need to calculate 04y, since ¢ occurs on
this inner tcale and therefore the dissipation
time scale should be obtained from 0y in the
early stages. In keeping with our attempts to
devise a simple equation for c¢'“, we replace the
Swith and Hay equation for o4 by

Ay

wvhere q: is the total tu bulent energy, A, is
the length scale of the turbulence, and o is &
constant. Essentially, qi is & wmeasure of the
turbulent velocity fluctuations on the scale o4,
and the one third power law scaling arises from
the eassumption that oy lies in the inertial
range of the turbulent energy spectrum. This
equation gives the same qualitative features as
the spectral integral, {.e., linear 1initial
growth followed by a range proportional to x /2,
Thus, oy will be smaller than ¢ in the early
stages, then will grow more quickly and finally
exceed 0. When gy exceeds o, the inner scale is
set equal to the outer scale, and the plume
meander phase is ended.

wﬂ‘ G‘

T (-;; (7

The dissipation time scale 7. is set
equal to Boy/qq where £ is a constant to be
determined, but q; 1s limited to be less than
Qo+ Figure 3 shows that the choice of o=0.28
and 8=0,39 permits the present mo. 1 to compare
favorably with the experimental observations of
FR for difierent initial plume sizes introduced

into their turbulent boundary layer.

wh
»
o

(+] | 2
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Figure 3. Comparison of model predictions with
the observations of Fackrell and Robins (1982b)
for the relative intensity of concentration
fluctustions for an elevated source of various
diameters, dg, within a laborstory turbulent
boundary layer as a function of normalized
downstrean distance.

5. SAMPLE PREDICTION OF THE NATURAL
VARIABILITY FOUND DURING EPR1'S
PLUME MODEL VALIDATION PROGRAM

As a8 part of EPRI's Plume Model
Validation Program (Hilst (1978)), we have
sioulated plumes dispersed by a number of

different meteorological conditions found at the

Kincaid Power Plant in 1980 and ]98] using our

full 9second-order closure wodel. Complete

results of this study will be discussed

elsevhere (Lewellen et al. 1982)., Here we wish

to discuss only one case, a case of light winds

and unstable convective conditions, using the

simple model developed in the last section.
|
|
|
|
|
\

o il i A
By Oue® X B
Figure 4. Predictior of surface contours of the

ensenble value of ©./C downwind of the Kincaid
Power Plant on 7/24/80 (1000-1400).
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Figure & presents the surface
contours of o./C obtained from this model when
it 1s used to sisulate a quasi-steady 4 hour
period of the plume from 1000 to 1400 on July
24, 1980, lLarge values of o./C are predicted.
This is particularly true close to the stack and
in the edges of the plume, Even with a
relatively large reduction due to time averaging
over a period significantly larger than the time
scale of the fluctuations, this still suggests
Tegions of large natural veriability.

T AP T s Ry Y  a w e e g B d
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Comparison
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Figure 5.
observations
number of surface
1000-1400, 7/24/80.

of prediction

and
of the average value of SFg at a

sasplers for the period
Bars attached to the datas
represent the spread between the Jlowest and
highest hour observations during this period.
Prediciions are taken from Lewellen et al. 1982.

Figure 5 1is @& wecatter plot of
predictions versus observaticns for | hour
samples of a tracer, SFé, released from the

stack during this period. The surface samplers
are scattered out to aspproximately 20 km from
the stack with the observed maximum occurring
7 km from the stack. The spread bars on the
observations represent the spread between the
highest hourly value and the lowest hourly value
during that period. Samples without spread bars
represent stations where only one hourly reading
vas available for the 4 hour period.

There 1is qualits:ive agreement
between the data scatter observed in Figure S
and the natural veriability {splied by Figure 4.
A more quantitative comparison requires both an
estimate of the correlation time to be used in
Equation ] and an estimate of the appropriate
probability distribution function. The simplest
estimate of Ty 1s to take it as equal to the
longitudinal integral time wcale of the
horizontal wvelocity fluctuations which for this
time should be approximately S wminutes.
According to Figure 3, this should result in the
hour averaged o, being approximstely 152 of the
ensenble value predicted by ¥igure 4. This
still leaves values of ©./C sufficiently large
that either of the pdfs represerted by Figure |
or 2 should produce scatter approaching that
given in Figure 5. However, the spread bars in

£

Figure 5 which extend from zero to values of 100
or more are hard to explain in terms of & 5
sinute time scale. There appear to be more of
these than could be expected on the basis of
each 5 minute average being independent of the
other. There 1is the strong suggestion of
significant contributions to the spectrum of
concentration fluctusticons from a longer time
scale such as would occur 4f the large scale
convective eddies are aligned with the wind to
form longitudinal vortices as often occurs.

6. CONCLUDING REMARKS

We have presented an analytical
framework for estimating expected natural
uncertainty for plume dispersal. Although

considerable work will be involved in improving
the quantitative precision of the 3 separate
steps involved, even the present crude estimates
should provide a valuable irput into current
model validation programs.
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A turbulent-transport model for concentration
fluctuations and fluxes
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A second-order closure model describing the diffusion of a passive scalar from a small
source is presented. The model improves upon the eatlier work of Lewellen & Teske
(1976) by ensuring the early stage of the release, the so-called meander phase. is
accurately described. In addition to the mean concentration and scalar fluxes, a model
equation for the evolution of the scalar variance is proposed. The latter introduces
a new lengthscale which represents the scale of the concentration fluctuations. The
model predictions are compared with the recent experimental data of Fackrell &
Robins (1982a, b).

1. Introduction

The problem of predicting the dispersal of a pollutant in a turbulent flow is of
enormous importance. ard has received considerable attention from researchers
Although there is an extensi- e literature on the subject. practical prediction methods
have not progressed m % beyond the Gaussian plume formulae or the eddy-
diffusivity models. There 1n. however. a broad basis of more fundamental research
on turbulent diffusion of a calar field. both experimental and theoretical. which can
be used to provide the n cossary insight to develop an improved prediction method
Most of the more fundanental theoretical methods present very severe problems in
their extension to non homogeneous or time-dependent turbulent fields. so that some
intermediate level is required. The second-order closure framework provides such a
level. in that more of the physical processes are contained within the equations than
with eddy-diffusivity models. but the equations are still considerably simpler than
a spectral closure (see e.g Leslie 1973).

A further advantage of closure at second order is the inclusion of fluctuating scalar
concentration variance, since this is a second-order correlation. Given the scalar
variance, and an integral timescale for the concentration fluctuations. it is possible
to estimate the uncertainty in likely measured values for different averaging times.
This natural variability, which should be considered for proper evaluation of
atmospheric dispersion models. may be important for sampling times as long as one
hour under some conditions. Knowledge of the higher-order moments of the
probability density functicn for the scalar field can be particularly valuable in
situations where instan*anus or very short time averages are important. for
example in the dispersion of toxic or flammable gases. or in assessing the problem
of detectable odours. In these cases, the ensemble-mean concentration may be well
below the threshold value. but the locally measured value can still exceed the himit
for short times and cause problems

The apphication of second-order closure models to the diffusion of a scalai has
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received less attention than that of the transport of momentum and heat (e g
Lewellen 1977 Launder. Reece & Rodi. 1975, Lumley & Khajeh-Nouri 1974). The
development of such a model for dispersion in the atmosphere was first given by
Donaldson (1973). Lewellen & Teske (1976) presented the results of a simple
second-order closure model for dispersion in the atmospheric boundary layer. Their
model was able to describe the two stages of diffusion from a small source. namely
the initial or meander plume where the plume dimensions grow linearly and the late
phase where the plume spreads with a constant diffusivity: this behaviour is
consistent with Taylor's (1921) diffusion theory. Lewellen & Teske (LT) showed how
the transition between the two stages was accomplished in the model by a change
in balance in the scalar lux equation. Deardorff (1978) elucidated the model dynamies
by presenting an exact solution for an exponential autocorrelation in homogeneous
turbulence and showing that the second-order closure model could reproduce the
result. The study of El Tahry. Go. man & Launder (1981) also demonstrates the
ability of second-order closure to describe scalar dispersion, but is limited in its
application. since it uses an algebraic model for the fluxes, which cannot describe the
early evolution from a small Source.

The objective of this paper is to improve the LT second-order closure model for
the mean concentration and to develop a model for the concentration variance in a
non-homogeneous flow. We shall use analytical and experimental results in designing
the modelled terms wherever possible. and our principa. comparison with laboratory
dats will be the recent experiment by Fackrell & Robins (1982a). who measured
tu. vulent correlations in a plume diffusing in a wind-tunnel boundary layver. We shall
first discuss diffusion in homogeneous turbulence to help clarify the basic timescales
of the problem Recent experimental work by Warhaft & Lumley (1978) on the
decay of homogeneous scalar variance, has shown that the scalar field introduces
its own lengthscale into the dynamics. The presence of more than one timescale
is also emphasized in the theoretical descriptions using spectral closure (Newman &
Herring 1979). large-eddy simulation (Antonopoulcs-Domis 1981). second-order
closure (Newman. Launder & Lumley 1981) and random-walk simulation (Durbin
1982) Having determined the appropriate timescales and turbulence model. we shall
then proceed to the non-homogeneous boundary -layer studies by Fackrell & Robins
(1982a).

2. Diffusion in homogeneous turbulence
2.1. Mean concentration

We consider the di usion of a passive scalar in a homogeneous turbulent field in the
limit of large Péclet and Reynolds numbers. Let ¢/x 1) denote the scalar field. and
let the overbar represent an ensemble average Then

oD %1

Dt o (1)
where

H el

-t —.
Dt o i,

and a prime denotes a fluctuating quantity e g ¢ = —¢, u, is the velocity component
in the coordinate direction z,.
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Deardorff (1978
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where A has to take a certain time-dependent form to ensure a Gaussian profils

In fact, the re "1!'!"!.“4"15»< stated mo clearlyv when one notes that the Gaussial
profile is a self -similar profile, so that all moments and correlations are diffusing a
the same rat | thus preserve the shape. This means that, when we close the
equations and n wlel a diffusive term en pin allyv. we must ensure that all the
correlations are diffusing at the same rate to obtaimn a self-similar solution. For clo
at second order, (2.4) is thus the appropriate closure with K, obtained fr
diffusion of the mean concentration. In order to kee ;v'}:- model as s mpie
bearing in mind our desire to extend it to more complex lows, we choose

K, as
K, u ¢ )dyd

This will correspond exactly to Deardorfl’'s value in the f homogene«
turbulence at short time, and will pre vide a robust estimate f e Con

situations. Using this closure model it follows from Deardorff s analvsis that

equations do predict a Gaussian mean profile with the correct spread rate This m«

is also different from LT, so that the latter does not predict Gaussian profiles

At late times, LT show that the balance in equation (2.2) is between produd

i

and pressure scrambling, 1.¢

0 that we have gradient diffusion with an effective viseosity A - i
this late-time limit the diffusivities caleulated from (2.5) will vield this

I

Our model for the mean concentration and its Huxes 18 theretor

L)
I

W here

and (o );r,'wi/,-x

Deardorfl eriticizes the LT model on the grounds that K, is a function of time
since release. We have renr oved the explicit dependence on time in K., . and replaced
it with a value that depends on the local state of the plume this permits individual
plumes t¢ be treated ~n"-;|l¢'o’\ Thus the second-order closure 1L I po CUCEE
several advantages over first-order closure. First, the diffusion process is described
in terms of the more fundamental turbulence quantities rather than an empirical
eddy diffusivity. Note that we have avoided the necessity to specify such an eddy
diffusivity for the second-order quantities by using (2.5). which 18 the effective
diffusivity predicted by the closure model itself. Secondly. the second-order closure
provides a definite framework for extending the model to non-homogeneous or
buovancy-driven flows. Finally, a prediction of scalar variance 1s a natural part of
the second-order closure model. so that we obtain significantly more information
about the concentration distribution. As we shall demonstrate, modelling the scalar
variance introduces a new lengthscale which represents the scale of the concent
fluctuations . this scale grows as the ;~iv;nn grows. so that the time sinoe

dyvnamically signmfhcant
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2.2 Concentraiion-fluctuation variance

There have been a number of studies, both theoretical and experimental, of the
variance of concentration fluctuations. Gifford (1959) proposed a relatively simple
phenomenological model for the early or meander stage of a plume in terms of two
plume lengthscales but did not prescribe a method for predicting the scales them
selves. Chatwin & Sullivan (19794, b, 1980) investigated theoretically the relative
diffusion of a cloud of marked particles and demonstrated that the variance
depends on source size, so that it is meaningless to consider a point source. They did
not include molecular dissipative effects rigorously, however, and comparison with
any second-order closure result is further precluded by their examination of the
relative diffusion as opposed to the ensemble average. Unfortunately, the latter is
also true of their measured data, and also the data of Murthy & Csanady (1971)

Durbin (1980) used a two-particle random walk model to predict the concentratior
variance. His model includes the effect of small molecular diffusivity by averaging
the fluctuations over a small volume. Functional forms tor the one- and two-particle
time and space correlations are chosen to be consistent with an inertial range at small
separation, and exponential in time. Several predictions are made by homogeneous
turbulence, but there is no quantitative comparison with data

There have been a number of studies of the decay of homogeneous scalar variance
as mentioned in the introduction, but we shall concentrate on the diffusion from a
smal! source since our main interest lies in this direction

Fackrell & Robins (1982b) have recently completed Gifford’s fluctuating plume
model and used it to predict concentration variance ¢'*, which is compared with
laboratory data for an elevated source in a wind-tunnel boundary layer. Gifford's
model requires prediction of “he outer scale of the plume, i.e. the scale over which
the plume meanders, and the inner or instantaneous plume scale, i.e. the relative
spread of the plume. Fackrell & Robins used the statistical formulations of Hay &
Pasquill (1959) and Smith & Hay (1961) to predict these scales in terms of the
measured Eulerian velocity spectra. The Smith-Hay model has been criticized by
Sawford (1982) for slow growth during part of the range for a very small source, but
the formulation is consistent with other approximations over most of the range
Fackrell & Robins demonstrate reasonable agreement with the observations using
this simple model, indicating that the model probably contains the correct basic
physics. We wish to include these processes within a second-order closure framework
and we shall therefore draw on this model to assist in the determination of closure
assumptions

The Reynolds-averaged equations for the concentration variance is

D
- 2 - ..,'l r
Dt Sl

where ¢, represents the dissipation of ¢'? by molecular diffusion. Since ¢’ should diffuse
with the turbulent correlations, we model the triple-correlation term as in the flux
equations. Thus we set

where K, is given by (2.5

In earlier work (LT, Lewellen 1977), €. has been modelled as 0.45 ¢ %/7.. where 7
1s & dissipation timescale, calculated from the turbulence timescale in the region of

the ambient turbulent spectrum defined by the plume scales ¢, and o. This
I " :

formulation is not correct, because o, and o, are the outer or meander scales, which
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Fackrell & Robins show become rapidly independent of the source, while the total
c'*is largely a result of the disparity between the inner and outer scales, and the inner
scale remembers its initial condition for much longer. We therefore requice an inner
scale. A.. which we shall then use to determine 7

he basis of the Smith-Hay model for the inner scale is a selective filter on the
velocity spectrum, which states in effect that the inner scale will grow at a rate
[~"‘["'Y"v'rmi ‘o the scale of the \vl'va‘\ fluctuations in the part of the spectrum
corresponding to the inner scale itself. We can derive a much simpler equation for
1. by assuming that the turbulent energy decavs in a manner consistent with an
inertial range for scales much less than the turbulent lengthscale 4. In practical
situations. some such assumption will be necessary, since turbulent spectra will not
generally be available. We therefore set

where 2. 1s an O(1) constant, to be determined from comparison with data. Note that
2.8)and (2.9) give the expected initially linear growth with t, followed by a region
with A, o #f (see e.g Sawford 1982). The dissipation timescale 7, 1s then construete d

from g, and A., so that our model for ¢, is

where a, 18 a second constant

Note *hat our dissipation model depends entirely upon inertia! properties of the
velocity field, i.e. explicit molecular-diffusivity effects are absent. This m~ans that
our model is only applicable for high-Péclet-number flows, i.e. flows in which 4, » 7,

where 7, 18 the dissipation scale A!,' i «x.

18 the molecular diffusivity of the scalar
and ¢ 1s the turbuient energy dissipation rate. 4, must also be much larger than the
Kolmogorov scale ve~t, where v is the kinematic viscosity. In the experiment of
Fackrell & Robins (19581), the dissipation scales are roughly 0.1 mm, while the
smallest source diameter i1s 3 mm

An analvtic solution for the early-time behaviour is obtained in Appendix A, and
we summarize the results here. We denote by 4 the source-scale to turbulence-scale
ratio, i.e. o,/A = 8, and define A4/q as the unit time. Then, the production of ¢ is
important onlv for ¢ < O(8); the maximum value of é¢/C is O(8°1), and occurs at
t O(8Y). Here é and (

T
m are the maximum values of fluctuation variance and mean
concentration respectively in the plane transverse to the mean flow. These results are
in good agreement with the data of Fackrell & Robins for their elevated release | they
suggest that ¢'? is a maximum at { = ((8), while the maximum é/C,, i8 O(87°4) at
t = (8" 7). Thus our model for the dissipation of ¢'? contains the correct timescales
and we shall fix a, and a, to optimize quantitative agreement with the laboratory
data of Fackrell & Robins. We emphasize that in this section we are treating the
elevated relesses as t:l‘l“}wg' neous turbulence this 18 a ;’H'Ni Approx imation for the
early part of the release. and we shall show in §3 that a more complete treatment

of the effect of the wall does not significantly alter the predictions of é/C,

Before attempting to fix 2, and a,. we should recognize that eventually A, will grow
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to be as large as A4, so that (2.8)-(2.10) will be mappropriate. A, will continue to grow
since different paris of the plume will continue to separate. 4, is related to Durbin's

1980) particle separation 4, which grows like f at late times, so a simple model which

gives the correct esymptotic behaviour is

d4, 1
= f.q (A, » A) 211

dt 1.

Our philosophy here is to establish various asymptotic limits for modelled terms
and then match smoothly with the simplest type of function. In view of the
complexity introduced by the presence of multiple scales, some firm idea of the
behaviour in different limits is vital to the development of a physically realistic model
We now reed to determine the dissipation timescale for ¢’* when A,%» A4 The

timescale in (2 10) for A, € A can be derived by an inertial-range argument on the

basis of Péclet-number independence, so that the spectral transfer of ¢* towards large
wavenumber depends orly on the local values in wavenumber space. A similar
argument for A, » A would require the knowledge of energy-spectrum decay at small

wavenumbers, but it appears that local wavenumber interactions are not the

principal mechanism for transfer down the spectrum when 4, » A. Rigorous analysis
-t 18, of course, virtually impossible at present, but the Test Field Model of Newman

& Herring (1979) is a spectral closure giving some insight into the dvnamies. The TFM
predicts that in the imit 4, » A the dominant interactions removing ¢'? stuff from
the A, scale involve the energy-containing eddies on the scale 4. Thus the timescale
for the decay of ¢'* as obtained from the TFM is O(A, g). 1.e. the large scale of the
concentration fluctuations with the full turbulence energyv. We therefore model the

dissipation as q
€. = f, 1. A) (2.12

At this stage we Lave fixed asymptotic behaviour at both extremes of 4., and

- »
introduced four empiricel constants. This is somewhat misleading because A, has not
beer precisely except in terms of the dissipation ¢,. so that there are actually

onl , constants. To make this clearer, end also to fix one of the constants. we
consider the dispersion of a plume from a point source in decaying homogeneous

turbulence. Gad-el-Hak & Morton (1979) performed such an experiment and obtained
a self-similar profile of (¢'*)!/¢ across the plume well downstream of the source. W
are unable to model the initial development of the plume, since the scalar was
introduced in a jet which causes the initial phase to be non-homogeneous turbu
lence. However, it is claimed that the jet decays very quickly and we can consider 4
their measured profiles to represent the late stages of dispersion in homogeneous
turbulence

The second -order closure mode) predicts power-law decay of the turbulence energy
(Lewellen 1977) and growth of the lengthscale A with exponents — {and § respectively
If we substitute these quantities into the plume equations, it is possible to obtain a
self-similar form for ¢'*. We note that the mean concentration will spread as a Gauss
ian at the same rate as A, with the fluxes proportional to the mean-concentration
gradient. The mean concentration has the similart  form

ér.t) = “v\pl } (2.13
ol T

where r is the radial distance from the centre of the plume, @, is a constant
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proportional to the mass flux in the plume, and o is the spread of the plume, so that
o o« A If we postulate a similarity form for ¢*, namely

crt) = %‘ﬂe). (2.14)

where £ = r/o. we can obtain an equation for f as
j'+(§+i;)]'+(4-l‘)]-=-2£‘e‘“‘, 2.15)

where I' is a constant which depends on the A, equatior.. If we use the large-A,
equations for A, and ¢,, then o
re p,(——.-) : (2.16)
3£

this choiee will be justified a posteriori. This siriilarity equation has precisely the same
form as that proposed by Csanady (1967), except that Csanady chose his form for
¢, so that he obtained the similarity equat on for non-decaying turbulence. Our
specification predicts no simiiarity for that case, but the experimental details
furnished by Csanady are not sufficient to determine whether there is any real
inconsistency with observations. However, the data of (.ad-el-Hak & Morton do
suggest similarity, and we choose the constant I to fit their data. Figure 1 shows the
predicted form for (¢*)/¢ using I'= 46 and I' = 52 together with the data of
Gad-el-Hak & Morton We choose touse I' = 4.6, implying 8,/8{ = 1.26; this provides
a reasonably good fit for the range of the data with largest errors at the origin.

As we noted earlier, this large- A4, formu'ation only involves one constant, namely
A:/A. which we have now fixed at 1.26. The small-A4, formulation similarly involves
only one constant. There remains the problem of joining the two asymprotic regimes,
and we accomplisn this by making the sim ple postulate that the two regimes match
at a certain point, say A, = ¢, A. Then, from (2.8)-(2.12),

Bi=acd (2.17)
B = ;‘ct, (2.18)

80 that we have three relations between the five constants ., a,, #,. #, and ¢, in total.
There is still an arbitrary factor in the definition of 4., but this is removed by setting
the initial value of A, equal to the initial o, of the plume. There are thus two more
constants with which to optimize model performance ; we fix x, and a,, then the above
relations will determine ¢,. #,. A,

The elevated release data of Fuckrell & Robins (1982¢) provides the evolution of
¢'* and ¢ for a range of source sizes. The latter part of the measurements are affected
by the presence of the wall, but the first ha f is near-homogeneous flow conditions.
In order to fix a, and a,. we set the background turbulence values to the observed
values at the source height, and solve the pa-abolic problem marching in the
streamwise direction with the observed mean spead. The plume was initialized as a
Gaussian shape o, = o, = jd,, where d is the diarieter of the source, and ¢ was set
to zero imtially. A, is also set at 4, initislly, ancd the background turbulence scale
A is obtained from the empirical formula

and

] 1 1

A~ 065s 020 1%

C-8
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Fiorie 1. Relative intensity of concentration fluctuations (¢ #)1/¢ as a function of dimensionless
distance £ from plume centre, for plume in decaying. isotropic turbulence. Similarity solutions for
I = 4.6 (solid line) and I = 5 2 (dashed line) are shown. Shaded region indicates data of Gad-el-Hak
& Morton (1979)

where z, is the height of the source, and H is the depth of the boundary layer.
The specification of the turbulence scale is discussed more fully in §3. but it should
b noted that the constants a,, a, ete. do have a weak dependence on the value of 4.
TL - initial value for o, is somewhat arbitrary, because the initial development of the
plume is affected by such factors as turbulence in the source jet. and jet exit velocity
profiles, which are ignored in the model. We are therefore beginning the integration
at some effective downstream distance where the plume has grown slightly. and
setting o, = jd, allows an acceptably accurate fit to the data points. as we shall show
below. \\e have not varied this parameter in the optimization procedure. so it is
possible that there is a better effective source size for this experiment.

The integrations were made on a finite-difference grid that expands with the plume
to maintain similar resolution at all times. Spatial differences were second-order-
centred, and the time-differencing scheme utilized the AD] method. Fields were
inte ‘polated linearly onto the new grid after expansion, and different grids and
expansion rates were tested to ensure that numerical errors were insignificant. The
principal comparison was with £/, where # is the maximum value of 2, and (),
is the maximum ¢ at any z-station. Various combinations of a,. 2, were tes(ed nnd
a good fit to the measurements was obtained with a, = 0.34. a, = 0.54. The results
for this combination are shown in figure 2. together with the observations of Fackrell
& Robins. The model gives a good fit to all the data points: in particular. the variation
with source size is accurately described. confirming the correctness of the form for
A, and ¢, These values of a, and a, imply ¢, = 0.41, £, = 0.10 and g, = 0 40.

Wilson, Robins & Fackrell (1982) and Wilson, Fackrell & Robins (1982) obtained
good fits to this laboratory data also, using a largely empirical model for c? and
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Fiovre 2. Dimensionless fluctuation intensity ¢/C,, for the elevated releases of Fackrell & Robins
(1982a). Model predictions shown as solid lines for different source sizes Symbols represent
observed data as follows: x . d,=3mm. A . 9mm; [, 15mm; &. 25 mm. O. 35 mm
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Fiovre 4. Transverse profiles of ¢’¥/#* at various downstream locations for d,/A4 = 0.01

suitably chosen constants. The objective of using a more complicated model here 1s
to increase the generality by including more fundamental physics, so that a wider
range of flow conditions and source sizes can be simulated.

In order to provide clearer justification of our assumption that the ¢# profile is
Gaussian in the early stages, the results from an integration with d,/A = 0.01 are
presented here in detail. The development of (c/igx)}/¢max (Where max denotes the
maximum at a downstream location) is shown in figure 3 as a function of dimension-
less downstream distance rg/A!". The dimensionless profiles of ¢”* across the plume
are shown in figure 4. It is clear that the early profiles all have the same shape. which
is actually Gaussian, but this eventually changes to a profile with a minimum in the
centre. Comparison with figure 3 shows that the Gaussian shape begins to change
where (¢, 2, /¢max talls below about 1. This behaviour is consistent with our earlier
ideas about the development of ¢? where we assumed that ¢ would be Gaussian
whenever the production could be neglected. The one-Falf term on the left-hand side
of (A 4) in the Appendix represents the production term in the ¢ equation, so this
should be compared to (¢ )V/¢max to determine its importance, and a value of 1 is
a reasonable estimate of the point where production is significant. At late times
A, o th, 8o the dissipation timescale is also proportional to #f. A balance of production
and dissipation at late times gives ¢'*/¢* ~ 1, and also gives a profile shaped like
the gradient of ¢ ie. zero in the centre and maxima away from the centre. The
predicted behaviour of (¢ }/émax ~ {1 is & very slow decay, and is consistent with
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the numerical solutions which show both s ow decay of the relative intensity of the
fluctuations and also a very slow transition toward the asymptotic profile shape.

As a final justification for our model for the late-time behaviours (2.11) and (2.12).
Durbin's (1980) random-walk solution for a mnstant mean scalar gradient in
homogeneous non-decaying turbulence gives ¢'® x # at late times. Our model pre-
dicts the same dependence since A, will grow like . giving a dissipation timescale
proportional to #, the scalar flux \ull be a constant in the presence of a constant
gradient. so the production of ¢ r ¢ is constant. The resulting balance between
production and dissipation gives ¢ ? o« 1. |n contrast. the second-order closure mode)
of Newman ef al. (1981) gives ¢? x t and ¢, » 0.

3. Diffusion in non-homogeneous turbulence

Since all practical cases of interest iny olve non-homogeneous turbulence fields. we
must consider the extension of our model to cover such cases. In air-pollution studies.
the situation is generally a release withiii a boundary layer, so that we must deal with
vanations in mean velocity. turbulence »nergy and also turbulence lengthscales. since
the latter tend to zero on the rigid boundary. The laboratory data of Fackrell &
Robins (1982a.b) is very relevant to these studies and extensive comparison with
our model predictions will be made. Fiuckrell & Robins made detailed measurements
of turbulent correlations for elevated # nd ground releases in a wind-tunnel boundary
layer, so that the performance of the model can be directly assessed from such
comparisons,

In non-homogeneous turbulence. we need to account for spatial variation of
vanables such as K, . which were independent of position in the homogeneous case.
When the backgrouns turbulence is not constant. the global integral of (2.5) needs
to be replaced with a local integral o that we use only local similarity to relate the
triple moments to the second mom:nts. The appropriate range for such an integral
would be the turbulence lengthseale A. which represents the s ze of the energy-
containing eddies. Thus a more general definition of the diffusivity is

“’ .r,)u,,.r +(:,-z,,,)u 'dy’ d’

o
(x;=x;) ==-dy d2’
-‘.'(Dm ’ x

where the domain D(x) = {x": x'~x| < A(x)]. Note that the integral in the de-
nominator has been written ir. a form that makes a constant background value
immaterial

Unfortunately it is computationally expensive to calculate a local integral of this
form at every spatial positicn at each timestep. and we have therefore used a
simpler approximation in our calculations. The major effec of the local average
in the boundary-layer flow i« to limit K, near the 4l where the lengthscale is
small. and the fluxes are in local equilibrium. We have therefore retained the global
integral in the defimtion «f K,,. but applied a local limit of the equilibrium
value, K, € w,u,, A/Aq.

The concentration-Huctuation lengthscale A, should also be treated as a spatial
variable in non-homogenecus flow, and values of turbulence energy and lengthscale
appearing in the equation: for 4, and ¢, should probably be approximated by local
integrals of the form sugyested for K, (x). However. in view of the computational

C-12
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expense, we shall represent A, as a constant for the entire plume. We calculate it
exactly as in the homogeneous case, but whenever a value is required from the
background field we use a plume average defined by

¢e¢>
P =76

where ¢ is the field to be averaged. Thus (2.8) becomes

AN
qc-(q’)L(A—:) (A, € A,),

for example.

A similar philosophy also les behind our neglect of mean strain and surface-
reflection terms in the pressu-e-gradient correlations appearing in the scalar flux
equations. Complicated model: exist which claim to model these effects (e.g. Gibson
& Launder 1978). but their sccuracy and generality have not been proven: we
therefore prefer to retain the ssmplest model until the need for a better representa-
tion is demonstrated. We note that the scalar variance equation does not contain
any pressure terms, and is thus unaffected by this modelling choice.

There is one further extension which we found necessary but less obvious. This
involves the horizontal concentration flux »’¢’ and its behaviour near the boundary
wall. If we simply use the local scales for gand A in the v'¢’ equation, then the damping
timescale will vanish near the wall because A ~ 0.65z (Lewellen 1977). and therefore
v’¢’ will be O(z) because the production term

e
—vi—

dy

remains finite. Measurements by Fackrell & Robins (1982a) show that v v'e =0(nz)
near the wall, as can be seen from their figure 18, which shows v'c v'e’ /U(z) remaining
constant as z »0. F‘nckmli & Robins’ interpretation of this measurement is that the
damping timescale for ¢’ is proportional to '(z) near the wall, since they also show
that there is a balance between production and damping in this region. They note
that the hehaviour of v’c’ is precisely that required to ensure that the plume spreuls
laterally at the same rate at all heights, the rate being measured as a function of
distance r downstream from the source. There seems to be no rationale for a turbulent
timescale that varies like { . ), and we therefore propose a different physical model
for the oLserved behaviour. Our hypothesis is based on our view of the plume as a
coherent entity, so that concentration fluctuations occur on the same lengthscale
throughout the plume. We suggest that there are therefore contributions to v'r’ on
the scale Ay, i.e. the average turbulence scale over the plume. Note that this is not
the fluctuation scale A,. but is ti.. scale of the average turbulent eddies that are
diffusing the plume. This scale will be considerably larger than the local scale near
the wall if the plume extends significantly upward from the boundary. Such a scale
is prohibited in the vertical flux w’c’, since the proximity of the wall prevents any
large scales in the vertical direction. Assuming that there are contributions to ¢ ve
on the A, scale. we can then explain the observations by pointing out that the
produotlon term .

~ fond

A

y

occurs on the local scale A, because that is the scale of +'%. Thus small-scale
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contributions to v'c” are produced locally. and also removed locally on the short local
timescale. giving the observed balance between production and damping There is.
however, very little energy in this small-scale contribution ; the main part of '’ near
the wall is in the A scale which is damped on the much slower

A

O
timescale. and reaches the ground via diffusion from above Thus vertical coupling
of r'¢"ix the factor that ensures that the plume diffuses at the same rate at all heights.
and hence produces the observed r'c’ profiles. We must determine the partition of
v ¢ between the two scales A, and A within the model. because the assumption that
v'c"isall on the A, scale would give r'c’ tending to a constant value at the wall rather
than proportional to ['(z). We propose a crude but simple estimate based on the loca)
production rate of r'c’, namely

73
. _.lA

veg = r %

B

(3.1)

where 1'c, is the small-scale contribution to r'c’, with the restriction that
0€=d <1
re

Equation (3.1) postulates a balance between small-scale production and dissipation
whenever possible. but does not_allow the small-scale dissipation to exceed the
sma'l-scale production. Defining F’?; = v'¢’ =v'c,, we write the damping term in the
'’ equation as

.49% A(q') 7 ’
—7[‘(‘.- Ap '—'7; (3 2)

This model implies that when "arger values of v'¢” are presen: near the ground than
could be produced by the locai .arbulence, presumably by diffusion from aloft. then
the additional +'c” is dissipated on the longer average plume timescale. We show model
results below which indicate that this crude parametrization gives reasonably good
predictions of the ¢’ profiles.

Finally, in accord with the above philosophy. we calculate the horizontal diffus-
ivities in the modelled triple correlation terms using plume-average quantities rather
than local values. This is not strictly justified since we have postulated only part of
the correlations on the A, scale. but the differences from calculating each part
separately do not justify the extra complexity, since diffusion s usually unimportant
when the small-scale contribution is dominant.

We are now in a positior. to compare our model predictions with the data obtained
by Fackrell & Robins. In order to ensure that we are evaluating the predictions of
the scalar transport equations. we use the measured profiles for the dynamical
quantities rather than a model prediction. Unfortunately. the turbulence lengthscale
A is not easily specified from the measurements. A is used to determine several dif-
ferent timescales in the mode,. with coefficients which have been determined to he
consistent with other model predictions. We lose this consistency by using measured
values for the Reynolds stress. so that 4 becomes somewhat arbitrary. Rather than
us: the measured dissipation rate to set A. we chose a simple algebraic form which
is consistent with earlier model integrations for boundary-layer flows (Lewellen 1977).
namely
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A 065z 02H
where H is the boundary-layer thickness. The linear relation is appropriate near the
wall. while the constant value 1s a typical value in the outer part of the boundary
layer: the latter value is also roughly consistent with the dissipation measurements

of Fackrell & Robins forz/H = 0.5. We may note that the integrations reported below
were also run *vith a different scale profile between the two limits. namely

A = min (0.65z, 0.2H). (3.4)

and produced results which were in most cases within 15°; of those presented. in
making these runs, a, and a, were se* to 0.30 and 0.56 to optimize the fit with the
elevated release data using the different value for A implied by (3 4).

We have also used 447 in place of ¢? in all the modelled terms, because the observed
¢* implies inconsistent behaviour of the effective diffusivity in the surface layer. This
wns one of the means for determining model constants (Lewellen 1977). so that
consistency here is quite important. We note that the observed profile of u? is very
close to the model predictions. and the model surface-layer relationship ¢* = 4u?
allows us to make a consistent estimate of ¢* from the observations

Having defined all the background turbulence fields. and the evolution equations
for the scalar quantities. the parabolic equations were integrated in a two-dimensional
domain, marching in the streamwise direction. ie.

(3.3)

!3-=fu)§n
cr

Dt

At the lower boundary z= 0 we specify the appropriate conditions for an
impenetrable wall. ie

A e _
—=cuw =—ct'=—c"=0. (3.5)
C2 cz Cz

All scalar quantities are set to zero on the outer boundaries z = Z_ and y = ).
and we use a plane-of symmetry condition at y = 0 so that only half the domain needs
to be considered. The outer boundaries Y. Z, are adjusted during the integration

to mamtamn Ym‘”"r |0ﬂ',]. Zy €54 140, 54 200,).

where 2 is the he‘ght of the plume centroid. and o, and o, are the plume spreads

Integrations wore made for all the cases reported by Fackrell & Robins. these
constitute five elevated releases and three ground releases. Detailed profiles for the
9 mm elevated release and the 15 mm ground release are reported. while the ratio
of concentration fluctuation standard deviation to mean concentration are given for
all the releases. We first compare the mo lel predictions for the latter quantities. giving
some overall companson of the model perfcrmance on the range of data. =

Figure 5 shows the model predictions for the ratio o” the maximum value of (¢'%)}
(= ¢) to the maximum value of ¢. denoted by (. as a function of r/H. The data
of Fackrell & Robins are also displayed in the figure. The elevated releases are little
different from the homogeneous results shown in ngure 1, as anticipated in §2. The
ground releases show reasonable agreement with the measurements also. although
they hie somewhat below the virtually constant observed value of 0.6 over the range
of release diameters and over the downstream range of the data Figure 5 demonstrates
the ability of the model to predict the independence of the ratio of standard deviation
to mean for a wide range of releases
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Fiorre 5. Full model predictions for ¢/, in elevated and ground releases. Symbols as in figure
2 for elevated releases. Ground-release predictions are shown as dasted lines, data symbols are A,
3mm, V. 9mm,. O, 15mm.

It is true that two empirical constants were chosen to optimize the fit for the
elevated releases, but the agreemert with measurements on th- shape and magnitude
of the range of data values strongly suggests that the dominant physical processes
and timescales have been incorporated into the model. Further support for this view
comes from examination of the detailed measurements of the plumes.

Figure 6 shows the evolution of several plume quantities, namely (', 8, and 8,
for the elevated (9 mm) and ground (15 mm) relcases. 8, and 4, are the plume scales,
defined by Fackrell & Robins as the distance over which the concentration falls to
half its maximum value. "'n the y-direction, the piume shapes are very close to
Gaussian, so we have plotted 8, = 1.177,, which is the appropriate value. For the
ground release the vertical profiles are nearly self-similar as we shall see below, so
that 4, is defined from the profile at y = 0. For the elevated releise. however, Fackrell
& Robins obtained 8, by fitting a reflected Gaussian to the measured profile and
relating 4, to the Gaussian spread. Since a Gaussian doe: not provide a good fit at
late times, we have simply plottec 8, = 1.170,, where o, is the standard deviation of
the entire plume, i.e. no reflectiors considered. This should ag-ee with the measure-
ments at early times, but is a d/fferent measure after the plume has touched the
ground, so that the comparison is not useful after r/;f = in figure 6(b). The
maximum concentration on the g-ound is alsc shown in figure 6(b). The predictions
of the spread rates and maximum ‘oncentrations are generally good for both releases.
There is a tendency to underpredi t the horizontal spread rate ‘or the ground release
by about 20 %, with a consequent 209, overprediction of th- masimum concentration.
The elevated release is predicted accurately until it reaclies the ground. where the
diffusion is too slow The latter point will be discussed fur her vhen we examine the
profile shapes

Comparisons of 'he shape of the concentration prcfiles (normalized by the

C-16



A turbulent-transport model for concert+ition fluctuations and fluxes

e o

i e o

10?

vy — - w
-

°|g
o

S S N N W W S—

F—

"

10!

p—
o
v e . vy

i

-Jlo*

I
107! i 10

ey 10
k) 1

o

- aasad OO0

0

x/H

Frovre 6 Predictions and observations of plume spread and maxim am concentrations Predictions
shown as solid lines. (a) Ground release. data: (], Cp,,: 4.4, x, :L(b) Elevated releane , dats

0.Cp: B Cy. ©.8,: A8, (Cy in the maximum concentration on

C-17

surface).



210 K. I Sykes. W.S. Lewellen and S. F. Parker

3

rt
¥
[ Y @
.
i, |
3 LY
2 - N*
r L
o
b \
1 »
- S 4
I+ \
"
i b
' ol
b 2
t \\';:
: N
L‘—J;A 1 e TS WY -LJ-L-‘—‘—)
o 0s 10
E/Ce
i Y e
1 l ’ (b)
| |
| i
| {
06+ ; | \
L l \\ \
\ \O \
- N
— Y b
H 04 \\ ~ (o)
. ~
e <

-
-

7
Vd *
R e J(._A..__A_;._.L_.; b
0! 1

Cy

Fiovne 7 Vertical profiles of ¢/C,, at plume centre. (a) Ground release (b) Elevated release . data
symbols: 4, x/H =096, x, 192, O, 288 (], 383 O, 479 A. 652 Note *hat origins of
consecutive profiles are offset to the right.



A turbulent-transport model for concentration fluctuations and flures 211

3y
g\ -

Wy ———
»*
”~
P 4

-
—— e Y Py

Fioure 8. Vertical profiles of c3/6* Symbols as figure 7. (a) Ground
release (1)) Elevated release

c-19



212 R. I Sykes, W. 8. Lewellen and S. F. Parker

maximum concentration) in the vertical direction are shown in figure 7. The
ground-level release profiles collapsed onto a single non-dimensional curve when
plotted against z/8, Fackrell & Robins report the same results from their measure-
ments, and the model prediction for the shape of the profile is in excellent agreement
with the observations. Good results are also obtained for the elevated release, with
profiles closely matching the data, except for the latest station which indicates the
model prediction progressing toward the final ground - release shape more quickly than
the observations. The discrepancies are only significant very close to the ground, as
the dashed lines in figure 7 (b) demonstrate. These profiles were obtained by rescaling
¢ 8o that the actual maximum is predicted co. .ctly; those curves are different
because the observed maximum is elevated whilst the model predicts the maximum
on the ground. It is evident that the upper region of the profile is more accurately
predicted. The errors below z/H = 0.1 are probably cue to underprediction of the
horizontal fluxes near the ground, as we shall see later. We note however, that there
seems to be some inconsistency in the data near the ground also; figure 6(b) shows
the observed maximum to be on the ground at the last station, while figure 7 (b) shows
the ground value to be significantly lower than the maximum.

The model profiles are the most sensitive to changing the specification of A use
of (3.4) causes the elevated release to diffuse downward and develop the features of
the ground release more quickly, although the difference:s are still less than about 259,

We also compare the vertical profiles of ¢, again normalized by the maximum
value in the profile; the results are shown in figure 8. The ground release profiles
collapse onto a aelf similar curve when plotted against &, this curve shows a
maximum value of ¢’¥ at about 0.758,, with reduction to about half the maximum
value at the surface. The model prediction is very close to the measurements again.

For the elevated releue (figure 8b) there is also good agreement with observation.
At early times the ¢? profile is close to Gaussian, as discussed in §2 for homogeneous
turbulence. As the Gaussian spreads, it eventually reaches the ground plane and
ceases to mirror the mean concentration profile. Instead, * remains small near the
ground, and the elevated maximum begins to move upward, following the region of
maximum production where gradients of ¢ are significant.

The second -order closure model predicts the observed reduction in ¢’ near the wall,
which Fackrell & Robins suggest arises through increased dissipation by the small
eddies in that region. The model, however, does not include such a mechanism because
we have assumed that the concentration fluctuations occur principally on the A, scale.
There is a slight increase in the dissipation rate near the wall due to the increm in
turbulence energy, but this is only a small effect. The main cause of the small ¢? seems
to be the absence of production terms; wgzlotted the profile on the centreline, y = 0,
8o that v'e’ = 0 at all Il heights, and also w’¢’ = 0 on the lower boundary. Thus there
is no production of ¢ at the ground, and the value there is determined by the rate
of diffusion. The diffusion rate in the vertical is small near the ground, since the scale
of the eddies with significant energy in the vertical component must tend linearly
to zero at the wall and we limit the diffusivity using the local equilibrium rate ; there
is therefore a low value of ¢ in this region, the value being determined by the
horizontal diffusion rate. The difference between the point on the ground and the
point of maximum ¢ in the e.l_'!% elevated plume is in the diffusion rate only, both
points have no production of ¢*, but the elevated point has a larger scale for the
vertical eddies, and connequentl\ diffuses ¢’ much faster to fill in the region of low
production.

Lateral cross-sections of ¢’? illustrate the roles of diffusion and production, figure
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Fiovre 9 Transverse profiles of ¢! (a) Groond release . solid data symbols are at 2 'g,

open symbols at 2/8, = 1.5 (b) Eievated release; all profiles are at the height of maximun

9(a) shows cross-sections through the ground release at three different heights. The

curves are the same at all 2-stations when normalized by 5' and the centreline value

We may note that the mean-concentration profiies are all close to Gaussian in the
y-direction. in accord with observations, and the spread measured at various heights
is generally within 109 of the mean value obtained for the .ntire plume. Figure 9(a)
shows the model predicting a very slight minimum on the centreline at z = 0, but
a maximumon y = O at : = §4, and z = §4,. The measured profiles at the two elevated
positions show & relatively lower value at y = 0, i.e. more tendency toward a
minitaum on the centreline ; the measured profile at : = §4, is closer to the predicted
profile at z = 0. The model has the correct quantitative behaviour, but details of the
profile shapes are not precise. We believe that the discrepancies here are due to errors
in v'¢ near the ground, and consequent errors in the production rate for ¢'*; the flux
profiles will be discussed in detail below. The profiles for the elevated release at the
height of the maximum ¢* are shown in figure 9(b); these also agree quite well with
the observations, but show the same tendency as the ground release to be closer to
(iaussian than the observation

Normalized vertical profiles of the vertical concentration flux w'e” are shown in
figures 10 and 11. Figure 10 shows ground-release results for two downstream
stations, and various positions across the plume. The centreline profile and the inner
profile at roughly y = §4, from the model prediction collapse together very well. but
the outer profile at y 2 4, is slightly larger in magnitude, with a sharper maximum
The measured profiles do not really confirm this change in profile, but there are
generally higher values in the outer profile. The overall agreement in profile shape
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is very good. The same is true of the centreline profiles for the elevated release, shown
in figure 11; predicted and observed values agree very well.

Vertical profiles of the normalized lateral flux v’c” are shown in figure 12 for ground
and elevated releases. The graphs are a composite of all the profiles at the positions
plotted by Fackrell & Robins, which covers the range of downstream stations and
also lateral position within the plume. The normalization includes the mean velocity
ii(z), and is the appropriate scaling (as shown by Fackrell & Robins) if the plume is
diffusing laterally at the same rate at all heights. The measurements show a scatter
of points within about 20 % of unity, and no evident trend with height or downstreara
or lateral portion. The model predictions do not show any significant trend with
downstreain or lateral position, but there is a reduction to a value of 0.5 at the surface,
which takes the model results out of the band of the measurement below about 0.44,
for the ground release and below z = 0.07H for the elevated release.

The behaviour of v'¢’ near the ground was discussed at the bogmmng of this section,
and used as the basis of a ‘two-scale’ model, i.e. we considered v'¢’ to be composed
of fluctuations on two distinct scales near che ground mmely A, and 4. Our estimate
of the fraction in the small scale A is denoted by v'c, and ngen in (3.1) We accept
that this is a very crude description of the dyn.mlcc. but pomt out that the
assumption that all the lateral flux is on one scale, i.e. v'e; = 0 or v'c; = v'¢’, resulta
in significantly worse predictions of the vertical profile, and als. zives a plume which
diffuses at a very different rate near the ground. The two-scale description of v'¢” does
introduce considerable potential for complexity, but seems to be necessary to
understand the behaviour of the plume Having accepted the impouibility of
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modelling the flow with a single scale, we feel justified in choosing the simplest
conceptual model in order to investigate its consequences and possibilities. Althouy.
the prediction of v'¢” is in error close to the ground, the discrepancies are much smaller
than the one-scale model, and we have gone some way tow.~d an accurate description
of these processes.

As noted earlier, the reduced value of v'c’ near the surface is probably responsible
for the lateral ¢® profiles being closer to Gaussian, in that larger values of v'¢’ would
give higher production off the centreline. and tend to increase ¢ in that region.

4. Summary and conclusions

A second-order closure model for the dispersion of a passive scalar has been
presented and tested against laboratory data. The model improves upon the earlier
work of Lewellen & Teske (1976) in that attention has been paid to the early stages
of the release to ensure that correct behaviour is modelled. Our final model predicts
the linear and parabolic regimes of the mean-concentration profile growth without
any new empirical constraints, and compares well with experimental data. The main
restriction is that each release must be treated separately; this seems to be a
fundamental problem with any closure scheme, as shown by Deardorff (1978).
However, we have removed any requirement from the specification of time-dependent
diffusivities, by allowing all the turbulence correlations to diffuse at the same rate
as the mean concentration in the early stages. This closes the system of equations,
allowing the closure model to completely determine the solution in terms of the
background turbulence parameters.

The new model also includes a prediction of the concentration variance ¢'*: this
quantity is known to be dependent on source size. and introduces a new lengthscale
into the problem, namely the concentration fuctuation scale A, A simple equation
for A, has been prepared which is based on the behaviour in the limits of very small
or very large A,. These limits are obtained by .dentifying A, with the two-particle
separation as discussed by Durbin (1980). Having determined these asymptotic
behaviours, empirical coefficients were then chosen to optimize the agreement with
the data of Fackrell & Robins (1982a). It should be noted that the shape of the ¢*
evolution, as well as its variation with source size, is predicted, so that agreement
does imply that the dynamics are being described correctly.

In conclusion, it has been demonstrated that the dispersion of a passive scalar can
be modelled using second-order closure techniques under the idealized laboratory
conditions considered in this paper. The main advantage of the closure scheme is that
it provides a foundation for considering more complex situations, as well as a
frarsework within which simpler parametrizations can be developed.

This work was partially supported by EPRI with G. R. Hilst as project manager
and by NRC with R. F. Abbey as project manager.

Appendix

We examine here the early -stage model predictions for the concentration variance.
Recalling that we denote the integral over the plume «» angular brackets, we can
combine the ¢* equation with the ¢ equation to obtain

DB'<<7i>+<f'>>-—<c,>, (A1)
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We know from §2 1 that ¢ has a Gaussian profile, wich standard deviations o, and
o, giver. by (7,4 (11)it) and (o, + (w?)i1) respectively, where o, is the initial (circular)
spread of the plume. If we assume that ¢'* has the same profile shape as ¢, then (A 1)
will become an equation for the centreline value of ¢’ This assumption is justified
by numerical solution of the full equations (see figure 2.4), but we note here that ¢t
does mirror the ¢-distribution for some time, because the production of ¢'# occurs very
early during the release from a small source. Once the production phase is passed,
¢’* diffuses at the same rate as ¢, by construction, and therefore will adopt the same

Gaussian profile. ot
If #* and C,, are the centreline values of ¢? and ¢ respectively, then (A 1) can be
rewritten as D
ﬁ(a,a‘[ﬂ+n])-—a—i—zfa'a,¢". (A2)
Equations (2 8) and (2.9) can be solved to give

A, = (o} +fa, qA P, (A3)

where we set 4,(0) = o,. We have the freedom to set this initial condition since we
allowed two empirical constants in the earlier equations.

Subatituting for o, and o,. and using the fact that the total flux €y 0,0, is
conserved, (A 2) becomes

D &9 a &

nl o (o)) - - o
where the equation has been written in terms of the variable ¢/C,,, which measures
the relative intensity of the coneentration fluctuations. For a small source (/4 € 1)
#/C,, will be large, 8o the term in square brackets on the left-hand side of (A 4) is
approximately /(% However, the one-half cannot be neglected in the very early
stages, since it represents the production terms. The production can be seen to be
important only for < o,/q, by which time /C,, is O(1); this is a very short time
and justifies our Gaussian assumption. Hence for !> O(o,/q) (A 4) predicts a
relatively straightforward decay of (o, o,) ' & /(T,.

The solution is

L. =y

(Tm-éa,o,[lﬁ»k,;f%]] ‘ (A 5)
where y = 3a,/2a,, and A, is an O(1) constant related to the maximum value of #
attained at the end of the production phase.

Several features can be noted from (A 5). First, £/, will only maximize within
this early-time solution if y > 2, since o, and o, grow linearly with ¢ for t much smaller
than the turbulence time A4/q: this imposes a constraint on the empirical constants
a, and a,. Secondly, if y > 2 the maximum ¢/C, occurs at ! = O(of A1/q) and takes a
value O(A/a}).

REFERENCES

AxtonopourLos-Domis, M. 1981 Large-eddy simulation of a passive scalar in isotiopic turbulence
J. Flusd Mech 104, 55-79

Cuarwin, P C & Svreivas, PoJ. 1978a The relative diffusion of a cloud of passive contaminant
in incompressible turbulent flow J. Fluid Mech. 91, 337-355

Cuarwin, P C. & Svptavan, P.J. 10795 Measurements of concentration fluctuations in relative
turbulent diffusion. J Fluid Mech. 94, 83-101

C-25



218 R. 1. Sykes, W.S. Lewellen and S. F. Parker

Cuarwin, P C. & Svruivas, P.J. 1980 Some turbulent diffusion invariants. J. Fluid Mech 97,
405416

Csaxapy, G T. 1967 Concentration fluctuations in turbulent diffusion J Atmos Sci. 24, 21-28.

Dearvorrr. J W. 1978 Closure of second- and third-moment rate equations for diffusion in
homogeneous turbulence. Phys. Fluids 21, 525-530.

Donavpsox, C. puP. 1973 Atmospheric turbulence and the dispersal of atmospheric poliutants.
In Proc. AMS Workshop on Micrometeorology (ed. D. A. Haugen). Science Press, Boston.

Dummin, P. A 1980 A stochastic model of two particle dispersion and concentration fluctuations
in homogeneous turbulence. J. Fluid Mech. 100, 279-302.

Durein, P. A 1982 Analysis of the decay of temperature fluctuations in isotropic turbulence.
Phys. Fluids 25, 1328-1332.

EvTaury 8, Gosmax. A D & Lavsper, B E. 1981 The two- and three-dimensional dispersal
of a passive scalar in a turbulent boundary layer. Intl J. Heat Mass Transfer 24, 3546

Fackreri, J E & Romins, A G. 1982a Concentration fluctuations and fluxes in plumes from
point sources in a turbuient boundary layer. J. Fluid Mech 117, 1-26.

Fackrerr, J. E & Romins, A. G. 1982b The effecta of source size on concentration flustuations
in plumes. Boundary-Layer Met 22, 335-350.

Gap-xu-Hak, M. & Morrox, J B. 1979 Experiments on the diffusion of smoke in isotropic
turbulent flow 4744 J. 17, 558-562.

Ginsox. M. & Lavspes, B E. 1978 Ground effects on pressure fluctuations in the atmospheric
boundary layer. J. Fluid Mech 67, 569-581.

Girrorn, F. 1950 Statistical properties of a fluctuating plume dispersal model. Adv. Geophys. 6.
117-137.

Hay, J. 8 & PasquiLe, F. 1959 Diffusion from a continuous source in relation to the spectrum
and scale of turbulence. Adv. Geophys. 6, 345-365.

Lavskr, B E. Rexce, G J & Roo', W. 1975 Progress in the development of a Reynolds-stress
turbulence closure. J. Fluid Mech. 67, 537-566.

Lesuie, D.C. 1973 Developments in the Theory of Turbulence. Gxford University Press.

LeweLies, W.8 1977 Use of invariant modelling. In Handbook of Turbulence (ed. W. Frost &
T .M Moulden). Plenum

Lewsiies, V' 8. 1981 Modelling the lowest | km of the atmosphere. AGARD-AG-267.

LewzLies, W. 8. & Teske, M. E 1976 Second-order closure modelling of diffusion in the
atmospheric boundary layer. Boundary-Layer Met. 10, 69-90.

Lumiey. J. L & Kunasen-Novei, B. 1974 Computational modelling of turbulent transport. In
Proc. 2nd iUGG-IMIAM Symp on Atmospheric Diffusion in Environmental Pollution.
Academic.

Murtiy. € R & Csanany G. T. 1971 Experimental studies of relative diffusion in Lake Huron
J. Phys. Oceanogr 1, 17-24.

Newman, G. R & Herwing, J. R, 1979 A test field model study of passive scalar in isotropic
turbulence. J. Fluid Mech. 94, 183-104.

Newman G R, Lavsoes, BE & Lumiey, J. L. 1981 Modelling the behaviour of homogeneous
scauar turbulence. J. Flusd Mech 111, 217-232.

Sawroan, B L 182 Comparison of some different approximations in the statistical theory of
relaiive dispersion. @ J. R Met Soc. 108, 191-208

Swith, F B & Hav. J. 8. 1981 The expansion of clusters of particles in the atmo= .ore @ J.
R Met Soc. 87, 89-91

Tavion, G 1 1921 Diffusion by continuous movements. Proc. Lond. Math. Soc (Ser 2).20. 196-211

Wanmarr, Z & Lumiey, J L 1978 An experimental study of the decay of temperature
flu tuations in grid-generated turbulence J. Fluid Mech 88, 650-684

Witsor, D.J . Romins, A G & Facxkneee, J E 1982 Predicting the spatial distribution oi
concentration fluctuations from a ground level source. Atmos. Env 16, 407504

Wisor D J ., Fackrerr. J. E. & Rosins, A G 1982 Concentration fluctuations in an elevated
pluine  a diffusion-dissipation approximation. Atmos Environ 16, 2581-2589

C-26



APPENDIX D

Armospheric Envronment Vol 18 No | pp 121123 1984
Printed in Grest Broam

D004 698 M4 3100 « 00
£ 1984 Pergamon Press Lid

THE VARIANCE IN TIME-AVERAGED SAMPLES FROM AN
INTERMITTENT PLUME

R. I Svyxes

Acronautical Research Associates of Princeton, Inc, 50 Washington Road, PO Box 2229, Princeton,
NJ 08540, US A

(First receved 31 May 1983 and in final form § July 1983)

Abstract—Gifford’s (1959) fluctuating plume model 1s extended to obtain an expression for the
autocorrelation function for concentration fluctuations. This is then used to derive results for the reduction in
sample vaniance as the averaging time is increased. A simple exponential shape assumption for the
autocorrelation function is shown to give reasonable results, but the integral unie scale for the concentration
field i1s very much shorter than the Eulenian integral time scale of the velocity field for highly intermittent
plumes. A simple expression for the time scale in terms of the ensemble mean and vanance of the

concentration is proposed.

INTRODUCTION

Any measured value of scalar concentration in a
turbulent flow field is a uime-averaged sample from a
stochastic field There is consequently a random
component to the measurement which depends on the
statistical vanation of the instantaneous concentration
field. As the averaging time is increased (in a stationary
flow) the measured value approaches the ensembie
average, and the random component diminishes. In
practice, averaging times are often too short to make
the random component negligible, therefore it is useful
to have an estimate of the expected variation in the
sample.

The vanance in a time-averaged concentration 1s
expressible in terms of the ensemble fluctuation varn-
ance, (¢'? ), and the fluctuation autocorrelation func-
tion, given by

e+ 1))
) = ‘71—)“‘- A

where angular brackets denote ensemble averages and
¢ is the instantaneous concentration fluctuation about
the mean, (c) If we define a time average concen-
trat:on for an averaging time, 7, by

o7 2
{0 -J c(rydr,

-T2
then

T) = (c),

26 (77,
P3N — i
) T J» (I T)pmd:. (1)

where &' = ¢ - <¢). For a derwvation of these results,
see Tennekes and Lumley (1972)

Equation (1) 1s a useful starting point because there
are methods available for predicting the ensembie
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variance, (¢'?), e.g the particle-pair dispersion model
of Durbin (1980), or second-order closure methods
(Lewellen and Sykes, 1983). Given (¢’ ), we still need
the autocorrelation function to calculate (&%)
Venkatram (1979) has considered this problem, and
postulated an exponential form for p(r), using an
integral timescale obtained from the fluctuating
Eulerian velocity field; this was also the form used by
Lewellen and Sykes (1953). The exponential is justified
by the observation that the results from (1) are
insensitive to the shape of p(r) (provided that p tends
to zero reasonably quickly as r — oc), but we shall
show hereir, that the velocity imescale is inappropriate
for a highly fluctuating plume which has
)y » (o)

THEORETICAL MODEL

The basis of our theor :tical model for estimating the
autocorrelation functior is Gifford's (1959) fluctuating
plume model. This simp ¢ idealization has been shown
10 be capable of describi 1g the early meander phase of
a plume (Fackrell and Robins, 1982), and this 1s
precisely the regime where (<) » (c)? and the
concentration fluctuation umescale i1s quite different
from the velocity imescile The model does assume a
significant mean wind, to that the pollutant s trans-
ported downstream, and our results will be valid in the
neighborhood of the mean transport direction.

We can readily see ' (¢? ) > (¢ )? together with
the restriction ¢ > 0, imolies an intermittent vanable,
so that there 1s 1 stroag possibility that there are
multiple scales involved. Gifford incorporates this idea
n a two-scale model waere he expresses the instan-
taneous concentri tion as

Q =Y +@-2)7
et~ 7 Lo Setamnany - anamnl o
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where x is the streamwise coordinate, y, : are lateral
coordinates, Q 1s the release rate, U is the mean
velocity, o, 1s the instantaneous width of the plume and
(Y. Z) 1s the instantancous location of the plume
centroid. ¥ and Z are random vanables which are
normally (and independently) distributed with zero
mean, and variance o] and o7, respectively. We, there-
fore, have a simple model of a meandering plume, in
which the width of the instantaneous plume, o, and the
range of the meander are functions of downstream
distance, x. For our purposes, we do not need to know
the downstream development since we want to predict
the autocorrelation for an Eulerian measurement; we
therefore ignore the x-dependence and work only with
the local description. We shall also assume transverse
isotropy, so that e} = ¢, since this makes the algebra
less cumbersome without any fundamental loss of
generahity.

Gifford shows that the fluctuating plume model

gives
B agr i sl -2 T o
7% mUie’ s al) P 2(a’+a})
elP( s *_“z’) )
2 b . o
(e’ - Q (2" » ) ) L 2 .
\(' ) (ZRU)’ 03‘2”[# 0") <('> < (4,

To calculate p(t), we need the correlations (c,c;)
where ¢, = c(1,), 1.e. ime-displaced correlations. From
(2), we may write

2
anit ot

GC; =

R 1 Svkss

the calculation of ensemble vanance, but we shall
propose that ¥, and Y, are joint normally distributed,
with a correlation coefficient r, so that (¥} ) = (¥3})
=oland (%)) = ro}.

We shall assume the autocorrelation function of the
plume position, r(t; —1,), to be exponential, and since
variations in Y arise from the meander component of
the turbulence, the integral timescale should be the
Eulerian integra! timescale of the velocity fluctuations,
Ty Thus

r=exp(—=|t,—1,|/Tg)

andTg = A/U, where /4 is an integral length scale of the
turbulert eddies.
Our supposed distribution for Y,, ¥, implhes

1
PhK) = iy
y

(Yi-2Y, Y, + ¥}
Kﬂp[—_za;fﬁ_’ ) b (8’

Substituting (%) into (7) and performing the inte-
grations gives, after some algebraic manipulation,

o! v
e [(ei+ o}y ~riaf] s [ T el (140} ]
Hence

2
eitkelt +1)) = e

an*UN(el + 0]y -ria?)

Vet ]
R . | 9
np[ el +(l+re! "

20

where (Y,,Z,) = (Yt,), Z(1,)) and similarly for t,
Thus

b s 2 . 2 e 2 -7 3
"‘p[_QL_Yﬂ +i2-2,) +0 Yl +(z-2,) ]

(_l',(‘z )= J'j.."jfl(‘i P()’..Z..Y,,Z;ld)’. dZ,dhdZ;.

(6)

where LY s giver b’ (5), and P‘Y|.Z|.Y:.l" is
the joint probability distribution of Yand Z at times
t, and 1, Since Y and Z are assumed independent,
P(Y..Z,. YI,Zg) - P'Yh Yg' ’(21.23,; and ilO(ropy
allows us to write

Q 2
(663 = (m;‘,) Fy) F(2),

where

- _,"l__ ,_y,)
,U'_J‘“p[ (1] .wo ,]

P(Y,, Y;)dY, dY;. (N

In order to solve (7, we must postulate a form for
the joint pdf. P(Y,.Y;) This was not included in
Gifford's original model since it was not required for

D=2

(5)

where r = exp (—1t/Tg ).
Using the relationship

et +1)) = {eltelt + 1)) — (e)?,

it is easy *o verify that (c'(tk'(t 4 1)) = (c?)ast =0
and vanishes as t — o, consistent with Gifford’s
results (3) and (4).

We now have a closed form for the concentration
autocorrelation function which we can substitute in (1)
1o obtain time-averaged sample variances. The func-
tion is quite complicated in general, but 1s simpler on
the plume axis, y = z = 0, where

o}lo’+ 2al) e Ty
2o witd - 4
[(o'+ o)) —e Tk 0]

plr) = (10)

This expression can be used to give the concen-
tration integral timescale,

- al(o4 203) (ei+val )
= = b sy h sl W
A .L pltydr =T 2’: In [a,‘+2~:fa.,‘ !

(1)
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