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1. INTRODUCTION (93800)

The NRC has established and imp, .mented a comprehensive program to provide for
the timely, thorough, and systematic inspection cf significant operational
events at nuclear power plants. This program includes the use of an Augmented
Inspection Team (AIT) to determine the causes, conditions, and circumstances
related to an event and to communicate the findings, safety concerns, and
recommendations to NRC managemeat and the licensee, In accordance with NRC
Inspection Manual Chapter 0325, “"Augmented Inspection Team," and Inspection
Procedure 93800, "Augmented lr.pection Team Implemerting Procedure,” an Al
was sent to the fort Calhoun Station (FCS) to review the loss-of-coolant event
that occurred on July 3 and 4, 1992.

Region 1V, in consultation with the Office of Nuclear Reactor Regulation and
the Office of Analysis and Evaluation of Operational Data, formed an AIT on
July 4, 1992. The wIT was dispatched to the FCS to gather the facts related
to the cause of the Joss-of-coolant event and to review the licensee’s
response to the event. The AIT arrived at the FCS on July 4, 1992.

The tasks of the AIT were defined in a letter, dated July 4, 1992, from

J. Milhoan, Administrato-, Region IV, to P. Harrell, AIT Team Leader. The
letter defining the tasks of the AIT is provided as Attachment A to this
report.

2. EVENT DESCRIPTION

The event descriptions provided below were derived from the available
operational data and from interviews with various licensee personnel. The
first section provides a general overview of the event. The second section
provides a detailed sequence of events,.

2.1 General Description of the Event

On July 2, 1992, the ‘icensee experienced problems with Inverte: 2 on three
separate cccasions. Inverter 2 is a nonsafety-related inverter that supplies
120 Vac power to various instrumentation and components in the plant. When
repairs had been completed, after the third time the inverter experienced
probiems, Inverter 2 was placed back in service, at 11:36 p.m. on July 3, by
connecting the inverter to the loads on the instrument bus. When connected to
the bus, the inverter output voltage oscillated between 0 and 120 Vac and
caused an electrical supply breaker, which provides power to Electrical

Panel AI-50, to trip open on a high-current condition.

flectrical Panel Al-50 supplies various instrumentation and components in the
plant, including the control circuitry for the main turbine. Whan power was
lost, the circuitry caused the main _urbine control valves to shut because a
loss of power to the circuitry is an indication of zero pressure in the
turbine steam supply line,

When the turbine control valves shut, the heat sink for the primary coolant
system was lost, resulting in a pressure increase in the reactor coolant
systam. When pressure increased tc approximately 2400 psia, a reactor and a
subsequent turbine trip occurred. As pressure continued to rise, the
power-operated relief valves, main steam safety valves, and a pressurizer code
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safety valve opened to reduce reactor coolant system pressure, The
power-operated relief valves shut at 2350 psia. When pressure was reduced to
approximateiy 1745 psia, @ pressuvizer code safety valve shut and reactor
coolant system pressure increased to approximately 1925 psia, At this point,
pressure began to drop rapidly. The operator shut the power-operated relief
valve block valves when 1t was noted that the pressurizer quench tank level
started to rise. The pressure drop continued and initiated safety injection,
containment isolation, and ventilation isolation actuation signals. Al
systems functioned as designed in response to the actuation signals, except
for Pressurizer Code Safety Valuve RC-142, which reopened because internal
damage reduced the setpoint of the safety valve, and remained open until
pressure decreased to approximately 1000 psia, at which time Pressurizer Code
Safety Valve RC-142 shut, but not completely. As a result, 4 loss-of-coolant
event occurred because there was an uncontrolled loss of coolant from the
reactor coolant system throuah Pressurizer Code Safety Valve RC-142.

The operators implemented ine requirements itated in the emergency operating
procedures and secured the four reactor coolant pumps. The plant was then
cooled down, using natural circulation, to shutdown cocling entry conditions.
Once the entry conditions were met, the shutdown cooling system was placed n
service and the plant was further cooled down to approximately 120°F and
depressurized.

2.¢ Detailed Sequence of Events

The following Tisting provides a detailed sequence of events. The ever
sequence was reconstructed by review of documentiation and by interviews with
operations and cther personnel.

uly 3, 1

“ 4:3% a.m, The first trouble alarm was received on Inverter 2, which
indicated an electrical problem with the inverter.
Engineering and maintenance personnel were called to the
site to assist in determining the cause of the alarm.
Troubleshooting activities were pe~formed; however, the
specific cause of the trouble was not identified,

. 6:36 a.m. Inverter 2 was returned to service and appeared to function
normally.

. 3:16 p.m. A second trouble alarm was received on Inverter 2. [lhe
inverter exhibited the same symptoms that were present when
the first trouble alarm was received.

. 3:27 p.m. COperations personnel returned Inverter 2 to service when the
trouble alarm cleared. The inverter appeared to function
normally.



7:21 p.m.

11:35 p.m.

11:36 p.m.

11:37 p.m,

11:43 p.m.
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A third trouhle alarm was received or. Inverter 2.
Engineering and maintenance personnel were again called to
the site to assist in diagnosing the reason for the alarm.
Two circuit boards in the inverter indicated signs of
overheating and were replaced.

Inverter 2 was returned to norma, service. When the
inverter was placed in service, the voltage output
oscillated between 0 and 120 Vac. The elecirical supply
breaker to Electrical Panel Al-50 tripned open, causing a
loss of power to the main turbine cont ol circuitry.

A reactor trip occurred at approximatel + 2400 psia, because
of high pressure in the reactor coolant system, System
pressure increased to approximately 2430 psia. The reactor
‘rip was followed by a main turbine trip, 1ifting uf the
m'n steam cafety valves, opening of the power-operated
relief valves, and 1ifting of a pressurizer code safety
valve, Alarms were received indicating a high pressurizer
guench tank prassure and level. The steam dump and bypass
valves opened to reduce reactor coolant system temperatu e.
Because of problems with the inverter, miscellaneous alarms
were received throughout the control room. Charging

Pumps CH-)B and -1C started to suppiy water to the reactor
coolant system. The operators iritiated the actions
required by Procedure EOP-00, "Standard Post Trip Actions.”

The power-operated relief valves autowatically shut when
reactor coolant system pressure dropped to approximately
2350 psia. Reactor coolant system pressare continued to
decrease to approximately 1745 psia and then pressuve
started to increase.

Reactor coolant syste= pressure increased to approximately
1925 psia and then started to rapidly decrease. The
pressure and level in the quench tank increased again. The
tail pipe temperature for Pressurizer Code Safety

Valve RC-142 increased. The operator shut the block valves
for the power-operated relief valves because of the
increasing level and pressure in the quench tank and because
of the continued pressure drop in the reactor coolant
system. Emergency boratior automatically initiat<<. The
pressurizer pressiure iow signal autcmatice’ly actusted the
safety injection, contzinment isolation, and ventilation
isolation actuation signals, resulting in the automatic
initiation of the associated equipment and components. The
containment isolation actuation signal automatically shut
the component cooling water isolation valves for the reactor



| . 11:44 p.m,
| e  11:46 p.m.
9 11:49 p.m.
. 11:52 p.m.
: . 11:55 p.m.
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| - 12:04 a.m,
. 12:06 a.m.
. 12:07 a.m.

coolant pumps and control rod drive mechanisms. The
component cooling water valves were manually reopened by the
operators.

As directed by the emergency operiting procedure, Reictor
Coolant Pumps RC-3B and -3D were secured when reactor
coolant system pressure dropped to approximately 1350 psia.

One channel of prassurizer level indicated level was at

100 percent an¢ the other channel indicated lavel was at

0 percent. High Pressure Safety Injection Pumps $1-28 and
-2C were manuallv shut down by the operators. High Pressure
Safety Injection Pump SI1-2A continued to operate.

Reactor Coo’ant Pumps RC-3A and -3C were secured, as
requircd by the emergency operatin? procedure, when reactor
coolant system pressura dropped below 1350 psia.

The shift supervisor declared ar ALERT becaus.- ocne fission
product barrier (i.e., the reactor coolant sysiem pressure
boundary) had ‘ailed. Charging Pumps CH-1B and -1C were
stapped by the operators because pressurizer level indicated
100 percent, Charging Pump CH-1A continued to operate.

The disk on the pressurizer quench tark ruptured and the
tank depressurized to containment pressure.

Alarms were received that indicated a high containment sump
level. Charging Pumps CH-1B and -1C were restarted to
ensure that emergency boration criteria were met,

The emergency response organization was notified to report
to the site.

Subcooling was verified to be greater than 20°F,

The operations crew verified that natural circulation flow
was established and initiated a plant cocldowii. Reactor
coolant system pressure stabilized at approximately 1000
psia.

Containment Cooling Fans VA-7A and -70 were started to
minim .e containment pressure. Containment prassure reached
a maxin of approximately 2.5 psig during the event.

Charging Pump CH-1C was manually secured by the operator.
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Notification was made to the statcs of lowa and Nebraska.
Charging Pump CH-1C was nanually started by the operator.
The NRC senior resident inspector was notified of the ALERT,
Containment hydrogen analyzers were placed in service.

NRC Headquarters duty officer was notified of the ALERT.

The Group N nontrippable rods were fully inserted.

Charging Pumps CH-1B and -1C were manually secured by the
operator.

Emergency boration of the reactor coolant system was
terminated.

Verificat‘on of adequate shutdcwn margin was completed.
Charging ko 9 CH-1A was manually secured by the operator.

Low Pressure Safety Injection Pumps SI-1A and -1B, which
started automaticaliy on a safety injection actuation
signal, were manually secured by the operator.

Site director responsibilities were transferred from the
shift supervisor in the control room to the plant manager in
the technical support center.

The NRC entered the standby mode of emergency response and
manned the incident response centers.

Plant cooldown continued with natural circulation flow. The
motor-driven auxiliary feedwater pump, which started
automatically on a safety injection actuation signal,
supplied feedwater to the steam generators and the main
condenser was used as the heat sink.

Charging Pump CH-1C was manually started by the operator to
establish harging and letdown flow.

The steam generators were sampled for activity. No activity
was detected.

A reactor coolant system sample was obtained. The results
indicated all isotope activities were normal.

SN DRSS



o

G P — P i G ——— T - — . I —————— - — L BRSNS LTS,

. 2:33 a.m. Emergency Diesel Generator 1, which automatically started in
idle speed on the reactor trip, was secured.

. 2:39 a.m. Emergency Diesel Generator 2, which automatically started in
idle speed on the reactor trip, was secured,

- 3:14 a.m. Steam generator blowdown system was returned to service,.

. 4:20 a.m, High Pressure Safety Injection Pump <1-2A was manually
secured by the operator,

- 6:20 a.m. The speraticns crew confirmed that reactor coolant systom
leak rate was less than 5 gallons per minute,

. 6:3C a.m. The emergency classification was downgraded from an ALERT to
a Notice of Unusual Event. Plant cooldown continued.

. 6:35 a.m. The NRC secured from the standby mode of emergency response.

. 10:24 a.m. The operators manually started Reactor Coolant Pump RC-3C to

“2¢%st with plant cooldown,

- 6:40 p.m. The licensee exited the Notice of Unusuai Event when the
reactor coolant system was piaced on shutdown cooling.
Temperature wes reduced to approximately 120°F and the
reactor coolu it system was deprersurized.

3. PLANT SYSTEMS AND COMPONENTS

This section of the report discusses the respont. of the plant systems and
components to the event. A detailed discussion is provided for the components
that were identified as being contributors to the event,

3.1 Inverter 2

Inverter 2 is a nonsafety-related inverter that supplies various
nonsafety-related instrumentation and components in the plant. The inverter
normally functions to convert 125 Vdc, from Battery Bus 2, to 10 Vac to power
instrumentation and components. The inverter is equipped with a bypass
transformer, which converts 480 Vac to 120 Vac, that serves as a backup power
supply to the normal mode of the inverter, thus providing assurance that the
instrumentation and components supplied by the inverter will continually be
powered. The inverter control circuitry contains provisions to automatically
transfer the output to the backup ac power source when a problem is detected
with either the dc power source or the dc-to-ac conversion (inverter)
circuitry. This transfer is accomplished by a solid-state switching circuit,
referred to as the static switch. When the backup transformer is in service,
the inverter is in the bypass mode of operation.



3.1.1 lnverter 2 Failure

The 1i_ansee began experiancing problems with Inverter 2 at 4:33 a.m. on
July 3, 1992, when inverter trouble and fan failure alarms were received.
When the alarms were received, the inverter automatically switched from the
normal to tne bypass mode of operation, as designed.

Mainterance Work Order 927167 was initiated to allow crafts personnel to
evaluate the cause of the inverter alarms and the electrical hot smell that
had been detected by operations personnel. The crafts personnel performed an
1nsp:ction of the inverter and found no evidence of overheating or other
problems.

The inverter was returned to the normal mode of operation at 6:36 a.m. on
July 3 and appcared to function properly. The work order was left open for
possible further troubleshooting.

At 3:10 p.m., inverter trouble and fan failure alarms were again received and
the ‘nverter again automatically switched to the bypass mode of operation.
Onerations personnel checked the inverter and did not identify any problems,
The inverter was returned to the normal mode of operation at 3:27 p.m. At
7:21 p.m., inverter trouble and fan failure alarms were received and the
inverter automatically transferred to the bypass mode of operation for the
third time,

A thorou?h internal inspection of the inverter was conducted by crafts
personnel. No problems were identified during the inspection; however,
evidence of possible overheatiny was observed on two of the inverter’'s printed
circuit boards, as noted by a small section on each board being discolored.
These two boards, the inverter drive and static switch drive boards were
replaced by crafts personnel,

At 11:35 p.m., following the completion of the replacement of the circuit
bnards, the licensee attempted to return Inverter 2 to the inverter mode of
operation. In accordance ~ith vendor and facility instructions, the manual
transfer switch was moved from the bypass to the normal static switch
position. The inverter should have remained in the bypass mode of operation
until the local transfer pushbutton was depressed. Crafts personnel noted
that the inverter output began oscillating between 0 and 120 Va as soon as
the manual transfer switch was moved to its normal static switch position,
These voltage oscillations and resultant current surges caused a number of
problems, including the trip of Circrit Breaker AI-42B-CB2 for Electrical
Panel AT-50, which > ovides electrical power to the control circuitry for the
main turbine. A loss of electrical powe= to the circuitry resulted in the
closure of the main turbine control valves and a subsequent reactor trip on
high reactor coolant system pressure.



3.1.2 Inverter 2 History

An AlT member reviewed the operational history of Inverter 2 and joted that
two nonsafety-related inverters were installed in 1986 to reduce the loading
on the four safety-related inverters. The new devices were Elgar Corporation
Inverter/Static Bypass Assemblies, Model 103-1-102. These nonsafety-related
inverters are rated for 10 kVA and are designed to operate at an input voltage
of 105 to 140 Vdc. Numerous nonsafety-related loads were disconnected frum
the safaty-related inverters and connected to nonsafety-related Inverters )
and 2, in accordance with Modification Request FU-56-049.

A plant event, simil r to this event, occurred on July 2, 1986. In that
instance, the init,.ting condition was the same as was experienced in (his
event. Electrical power was lost to the pressure transmitters, which provide
signals to the control circuitry for the main turbine, and resulted in the
turbine control valves closing.

A the 1986 event, a reactor trip occurred, because of a low level in Steam
Generator B, followed by a turbine trip. The low steam generator level was
because of operator error when controlling the level in the manual mode. The
pressurizer power-operated relief and main steam safety valves lifted, but the
pressurizer code safety valves remained closed. Peak reactor coolant system
pressure was determined to be approximately 2400 psia.

In 1986 the control circuitry for the main turbine was powered by
safety-related Inverter A, which, at that time, did not have fast transfer
capability to a bypass transformer. In the 1986 event, the steam dump and
bypass valves were unable to be opened and the feedwater control valves failed
to automatically shut to a preset position. This resulted in a temporary
overcooling event and water being lost through the main steam safety valves.
The steam dump and feedwater anomalier occurred because the control circuitry
?ecessaryafor proper operation of these components was also powered by

nverter A,

As corrective action to the 1986 event, the licensee transferred the power
supply for the main turbine control circuitry from Inverter A to Inverter 2.
Part of the logic behind the power supply trénsfer was:

. Inverter 2 had a fast transfe~ capability to the bypass transformer.
Accordingly, the risk of losing power to the main turbine control
circuitry would be reduced.

B 1f the event were to be initiated by failure of Inverter 2 and the
associated bypass transformer supply, the resultant effects would be
minimized since electrical power for feedwater rampdown and steam dump
capability would remain available from Inverter A,
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At that time, the licensee’s corrective actions did not specifically focus on
directly providing backup power to the main turbine control circuitry.
Instead, the modification focused on  “oviding redundant power to the entire
control circuitry via the fast transfer capability of Inverter 2. Based on
the NRC review performed at the tire of *he occurrence, the licensee’s
approach appeared to be satisfactory.

3.1.3 Licensee Response to the Inverter Failure

An AlT member reviewed the licensee's actions in response to the inverter
alarms that occurred on July 3, 1992, and found them to be reasonable. The
Licensee stated that the inverter parameters were not routinely recorded;
therefore no trending information was available. An AIT member visually
observad the condition of the printed circuit boards that were removed from
Inverter ? and determined that the licensee's replacement of those two boards
was advisable. The inside of Inverter 2 was inspected by an AIT member on
July 6 and no apparent problems or damage were noted.

The licensee developed an action plan to investigate the improper operation of
Inverter 2 and began troubleshooting activities or. July 8. The licinsee
waited for the assistance of vendor repre-.ntatives from Elgar before starting
any inverter t-~sting or component checks.

The licensee's plan for troubleshooting Inverter 2 was documented in
Maintenance Work Order 922930. An AIT member reviewed the work order and
found that it contained the appropriate precautions and checks, including
quality control oversight and double verification of all lifted and landed
leads. The troubleshooting activities were separated into two phases. The
first phase was designed to identify and correct the malfunction of the
inverter and the second phase was designed to verify proper inverter operation
under loaded conditions.

The Elgar representatives examined the printed circuit boards that had been
replaced in Inverter 2 and notec that the area around Resistor R-102, on the
static switch drive board, was discolored and the solder connections were
loose. The representatives stated that a bad connection at Resistor R-102
would explaia why the inverter had automatically transferred to the bypass
mode on July 3. Since the voltage from the inverter section is :nsed across
Resistor R-102, an intermittent poor connection would cause an apparent low
inverted voltage and cause the assembly to switch to the bypass mode. When
the circuit was allowed to conl, while the inverter was in the bypass mode,
the solder joint wou'd again make contact. This allowed the inverter assembly
to be returned to operation and function normaily.

The Elgar representatives also noted that a small metallic jumper, installed
between Terminals 6 and 7 on the stat switch drive board, had not been
disconnected from the circuit board t had been removed from 'he inverter
and installed on th~ replacement circ... board. The representative exp’ained
that the jumper provided the completion path for the voltage available and
switch position circuit., Without the jumper installed, the static sw'tch
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The malfunction of Inverier 2 resulted in a loss-of-load condition, by closure
of the contro) valves, which resulted in a loss of tha heat sink. The lnss of
the heat s.nk resulted in an increase in reacior covlant system pressure and a
subsaquent reacter trip.

3.2.2 Licensee Response to the Electrohydrauiic Coptrol System Design

In reviewing the power supply failure for the pressure transmitters, the AlT
determined that the loss of power to or the failure of a single pressure
transmitter could result in a loss-of-load condition, To address this
vulnerability, the licensee stated that, as part of the recovery action plan,
the electrohydraulic control system would be modified to remove the
vilnerability by providing backup power to all the pressure transmitters,
providing a turbine trip coincident with closure of the turbine control
valves, or providing a turbine trip coincident with the loss of power to
Electrical Panel Al-50.

Although the electrohydraulic control system is a nonsafety-related system
(1.e., not required for safe shutdowr of the plant,, the AIT concluded that
the actions taken by the licensee to upgrade the electrohydraulic control
svstem is appropriate to minimize safety system challenges.

The AlT noted that all systems associated with operation and protection of the
main turbine functioned as designed. It was also noted that the absence of a
backup power source to the main turbine pressure transmitters, which is a part
of the electrohydraulic control system, was an initiator of the event. It
appeared, based on the review performed by the AIT, tnat the actions proposed
by the licensee to prevent a loss-of-load condition without a turbine trip
wili adequately address the vulnerability of the electrohydraulic control
system.

3.2 Pressurizer Code Safety Valves

Pressurizer Code Safety Valves RC-14] and -142 are 3-inch, nozzle-type safety
valves, Size 3Ké, Style HB-86-BP, Type £, manufactured by the Crosby Valve and
Gage Company. These valves are designed to operate at 2500 psia at 700°F,
with hot water loop seals. Pressurizer Code Safety Valves RC-141 and -142
have setpoints of 2545 and 2500 (+ 25) psia, respectively.

The pressurizer code safety valves are installed to limit reactor coolant
system pressure to 110 percent of design pressure (2750 psia) following a
loss-of-load condition on the main turbine, without a simultaneous reactor
trip, while operating at 100 percent power. To accomplish this design
objective, Pressurizer Code Safety Valve RC-142 relieves pressure at a rate to
ensure that design pressure of the reactor coolant system is not exceeded and
then shuts, with a blowdown of approximately 20 percent (i.e., shuts when
pressure is reduced to approximately 2000 psia). Pressurizer Code Safety
Valve RC-141 is installed, as required by the ASME Code, as « backup in the
event that Pressurizer Code Safety Valve RC-142 fails to open during an
increasing pressure transient.
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procedural inadequacy, the licensee, in consultation with Crosby, established
that the adjusting bolt nut should be tightened to a torque value of
400 foot-pounds.

Valve chattering is a phenomena that occurs when a safety valve rapidly
oscillates off 1ts seat (i.e., cpens and closes very rapidly). Chattering is
caused by the valve disc striking the nozzle (seat) on each successive Tift.

A number of factors are related to chattering for a safety valve. Primarily,
the reduction in flow to the safety valve can result in chattering. Piping
geometry (i.e., the size and lenqgth of the inlet piping) can affect inlet
piping losses. In addition, there is an acoustic factor during chattering
that reduces steam flow to the safety valve, The internal ring setting (1.e.,
the adjusting and nozzle rings) can have a direct effect on valve stability
and improper settings can result in valve chattering. The back pressure on
the discharge side, because of the power-operated relief valves being open,
may have had some affect, in particular, when the bellows on Pressurizer Code
Safety Valve RC-142 failed. Transition from a steam to a water flow through a
safety valve would also result in chattering.

During Electric Power Research Institite testing of Crosby safety valves in
early 1980, in response to TMI (NUREG-0737) Action Item I1.D.1, similar Crosby
safety valves with loop seals and back pressure, which is considered to
envelope the FCS plant conditions, were tested. Review of the testing
performed is documented in a technical evaluation report, issued in June 1989,
prepared for the NRC by the ldaho National Engineering Laboratory. During
testing with loop seals, it was noted that the safety valve flutter and/or
chatter, at partial 1ift positions, occurred during three of the loop seal
discharges and was stable during the fourth. During the period when the loop
seal was being discharged, the valve flutter and/or chatter eccurred through
partial 1ift positions at frequencies of approximately 170 to 260 Hertz. The
valve oscillatiuns caused water hammer type pressure oscillations in the valve
inlet piping. Pressure oscillations, measured by the pressure transducer
immediately upstream of the valve inlet, ranged from O psia to a pressure that
exceeded the range of the transducer (3600 psia). There was also one
transition test in which a filled loop seal, with a steam to water discharge,
was performed. The valve exhibited partial 1ift/flutter during the loop seal
discharge. The valve popped open when steam passed through the valve and the
valve remained stable. When the transition from steam to water occurred, the
valve began to flutter and subsequently chattered. The test was terminated
after the valve was manually opened to stop the chattering.

Based on the test results provided by the Electric Power Research Institute,
the FCS modified the loop seal for the pressurizer code safety valves in 1984

to minimize chattering. The volume of water in the loc.. al was reduced from

5 gallons to about 1.2 gallons and the loop seal temper...re was increased by
the addition of insulation around the loop seal piping. In 1990, the FCS
safety valve ring settings were changed, based on testing performed by the
Electric Power Research Institute, to provide the most stability with the
least chatter. The adjustment of the ring settings provided an 18 to

20 percent blowdown, as versus the previous 5 percent blowdown.






G e e e e R e e e P . — erERee T - - - s e

~18-

The AIT was informed that the licensee was performing a manual search of
maintenance documents prior to 1980 to identify any earlier maintenarice on the
code safety valves. Based on the review performed by the AIT, it did not
appear that any prior maintenance performed on Pressurizer Code Safe'y
Va}vengciltl and -142 contributed to tne failure of Pressurizer Code Safety
Valve RC-142.

3.3.4 Industry Experience and Generic Communications for Press: 1zer Code
Safety Valves

Industry experience and generic communications are documented in

Report AEOD/S92-02, “"Special Study Safety and Safety/Relief Valve
Reliability," dated April 1992. This event was related to other events, as
discussed in Report AEOD/S32-02, only because a pressurizar code safety valve
was involved. The AIT found no information to indicate that Crosby
pressurizer ccde safety valves with loop seals have lifted for cause. The
setpoint change was determined to be the result of severe vibration caused v,
valve chattering, not because of setpoint drift. Pressurizer Code Safety
Valve RC-142 also failed to reseat properly ifter 1ifting because chattering
caused a signiticant amount of damage to the valve internals. Additionally,
the initiating event was unlike any other initiating event identified in
Report AEOD/S92-02, Lecause of the rapid transient, not as a result of a .oss
of the loop seal over a pericd of time.

3.4 Response by Other Systems to the Event
3.4.1 3Safety Systems Response

As discussed above, when reactor coolant system pressure increased, a reactor
trip occurred and the power-operated relief valves opened. The loss of the
turbine load, without a steam dump capability, caused steam generator pressure
to increase and resulted in 1ifting of the main steam safety valves when stea.
L 'essure increased to approximately 1033 psia. Pressurizer Code Safety

Valve RC-142 1ifted, in response to high reactor coolant system pressure at
the veginning of the avent. After the reactor trip, a turbine trip
automatically initiav.d. which eiabled the steam dump valves and established
heat removal capabilities. Reactor coolant system pressure was rapidly
reduced as a result of the opening of power-operated relief valves and
Pressurizer Code Safety Valve RC-142 and system coo!“own by the : :am dump
system. Charging Pumps CH-1A and -1B automatically started by the pressurizer
level control system to provide water to the reactor coolant system.

After the power-operated relef alves and Pressurizer Code Safety

Valve RC-142 shut, the reactor coolan® system pressure began to increase At
approximately 1925 psia, pressure started to decrease rapidly. The operator
closed the power-operated relief valve block alves when pressure in the
reactor cooiant system started decreasing. .ne operator secured two reactor
coolant pumps, as required Dy an emergency operating procedure, when system
pressure dropped to approximately 1350 psia. In response to low reactor
coolant system pressure, the safety injection, ventilation isolation, and
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containment isolation actuation signals initiated. The auxiliary feedwater
sy.tem automatically actuated to supply water to both steam generators. The
component cooling water supply valves to the rcaccor coolant pump seals shut
because of i“e containment isolation actuation signal, concurrent with low
component cooling water pressure, when the component cooling water supply
valves for the containment coolers opened. A)ll three component cooliny water
pumps started autom:tically and reactor coolant pump seal cool was quickly
reestablished by the operators manual’y reopening .he supply va,

The operator shut down the remaining two reactor coolant pumps when reactor
coolant system pyv :ssure dropped below 1350 psia in accordance with the
emergency procedure. When the quench tank fillea up and pressurized due to
leakage past Precsurizer Code Safety Valve RC-142, the quench tank disk
ruptured and reactor coolant began dumpiiiz zito tne containment floor and then
flowed into tie containment sump. At this time, the reactor coolant system
was being maintained at stabilized conditions of approximately 1000 psia with
natural circu'ation estiblished. In anticipation of high containment
pressu~e, the operator started Containment Fan Coolers VA-7C and -7D, which
Jimit. . conta . nment pressure to 2.5 psig (design pressure is 60 psig). This
preveited the containment spray system from actuating at 5 psig.

The operator started plant cooldown at a rate of approximately 60°F per hour
to reduce system leakage. Group N rods were fully inserted to increase
shutdown margin. Emergency boration was secured by shutiywn of Boric Acid
Pumps "H-4A and -4B, which startcd automatically on a safety ir)2ction
actuation sinrnal. The tur“i~z-driven auxiliary feedwater pump was secureu,
since the motor-driven auxiliary feedvater pump was sufficient for decay 'eat
removal and reactor coolant system co)ldown, Normal pressurizer level contyol
was reestablished by placing tF cF.rging and letdown systems in operation.

Containment Isolation Valves HCV-250€A, -25068, -2507A, and -2507B and Valve
HCV-2504 were opered to allow samplina of the steam generators and the reactor
coclant system. Tne valves were subsequently closed after a reactor coolar®
system sample was obtained. The operator shut down both diesel generator .
wiich had started automatic.lly at idle speed as a result of the reactor

The operator opened the power-operated relief valve bBlock valves. Comporent
Cooling Water Pump AC-3C and Raw Watar Pumps AC-10C and -100, which had
automatically started in response to the event, were shut down since they were
not needed for mitigation of the event.

When reactor coolan® system pressure and reactor coolant system cold leg
temperature were reduced to approximately 400 psia and 329°F, respectively,
the safety injection tanks were isolated to 2llow further reactor coolant
system cooidown without the discharge of safety injection tanks. The operator
started a reactor coolant pump to provide forced circulation for cooldown and
depressurization. Low Pressure Safety Injection Pump SI-1A, which also serves
as a shutdown cooling system pump, was started in preparation for shutdown
cooling process. The shutdown cooling system was warmed up hy alternately
opening and closing the shutdown cooling system isolatirn valves (HCV-347 and
-348). When the shutdown cooling system was warmed up, « th reactor coolant
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system pressure at approximately 265 psia and reactor coolant system
temperature below 300°F, shutdown cooling was established. The operator
periodically verified all safety functions, as required by the emergency
operating procedure. Ouring the event, all safety functions,

including reactivity control, were satisfied. At this time, the operator
exited the emergency operating procedure and entered the system operating
procedures for normal plant cooldown.

The AIT reviewed the sequence of events discussed above to verify that all
systems actuated, as designed. The AIT noted that ail plant safety-related
equipment, except for Pressurizer Code Satety Valve RC-142, functioned as
designed in that the equipment operated when it ceceived an actuation signai

3.4.2 Equipment Anomalies Identified During the Event

The electr.cal transient initiated by problems with Taverter Z resulted in the
malfunction of equipment and instrumentation powered ‘rom Bus Al-42H, as noted
below. In each case, the loss of equipment or instrumentation did not effect
the capability of the operators to assess plant status or take actions te
mitigate the consequences of an accident.

L] Pressuri.er Level Controller LRC-101Y operated erraticaily. The
operators used the redundant controller to monitor and control
pressurizer level.

L] Power for Annunciator Panels AI-65B, AI-66B, and AI-1068 was lost due to
blown fuses. The operators used redundant Annunicator Panels Al-65A,
Al-66A, and A" -]106A tu monitor the status of plant alarms.

. Loss of power to the toxic gas moniters caused the control room
ventilation system to switch to the ru'l-racirculation mode of
operation, which isolated the control room from the outside environment.

. A blown fuse caused Shutdown Cooling Flow Contrel Valve FIC-326 to fail
to open when the operator attempted to open the valve from the control
room. The fuse was replaced and the valve operated with no problems.
The blown fuse was caused by voltage oscillations on Inverter 2.

® Various parameters (safety injection flow, containment spray flow,
subcooling margin, and containment temperature), monitored on the plant
computer, provided incorrect information during the event. The
operators immediately realized the incorrect data ard used alternate
indications.

Although some equipment and instrumentation failed to function properly during
the event, redundant equipment and instrumintation were available to the
operations crew for assessment and monitoring of plant parameters. The
licensee stated, to ensure that all t.e necessary equipment and
instrurentation was available during any postulated event. a review of the
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electrical components supplied by nonsafety-related Inverters 1 and 2 would be
performed. If the review identified equipment or instrumentation that was
required for the mitigation of the consequences of an event, the power supply
for the instrumentation or equipment would be transferred to a safety-related
inverter, In addition, the licensee stated that all the instrumentation that
failed during this event would be tested, to verify proper operation, prior to
plant startup,

4. OPERATOR AND MANAGEMENT RESPONSE

4.1 Response by Operations Personnel

The AIT reviewed documentation and conducted interviews with personnel
involved with the response to and recovery from the event. Personnel
interviewed included the shift supervisor, licensed senior operator, licensed
operators (primary and secondary), shift technical advisor, and two
individuals on the emergency response organization,

Multiple systems were affected by *he loss of the inverter, resulting in a
wide range of symptoms. The symptoms were quickly assessed by operations
personne)l and the operators determined that a 1nss-of-load event had occurred,
which resulted in a reactor trip and a "oss-of-coolant event. These events
were complicated by the loss of various equipment and instrumentation caused
by the voltage oscillations on Inverter 2.

When the reactor tripped, the operators followed Procedure EOP-00, "Standard
Pest Trip Actions." However, the operators immediately determined that a
loss-of-coolant event was in progress and eguipment and instrumentation
problems occurred because of failure of Inverter 2; therefore, the operators
opted to follow the requirements of Procedure £OP-20, "Functional Recovery
Procedure," instead of using Procedure EOP-03, “"Loss of Coulant Accident.”
The use of Procedure EOP-20 /as appropriate more thar one event was in
progress simultanscusly.

Based on interviews with personnel and analysis of available data, the AIT
identified positive factors that contributed to the successful response to the
event by the operations crew. These factors included the following:

L] This event (loss of coolant fror the reactor coolant sy .tem) was
included in the simulator training program.

» Upgrade of the emergency operating procedures resulted in .~tter
guidance to the operators, 5 compared to the procedures th.t were
available during the 1986 loss-of-inverter event.

® The site specific simulator has provided operators with increased
training time and procedure confidence.

Nemmaimecas s
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* Emergency planning acticns are practiced weekly by operators in
simulator training sessions.

. No failure of any major engineered safety features equipment occurred.

. Staffing, including a dedicated communic ter, and the defined division

of responsibility, allowed key control ruom personnel to perform their
direction and/or oversight functions in a timely and efficient manner.

. When trouble alarms were initially received on Inverter 2, the
operations crew reviewed the abnormal procedure that provided
instructions on what actions to take if the inverter was lost.

The event revealed three areas where the technical content of the emergency
operating procedures could be improved. The AIT noted that the content of the
procedures, as written, did not ninder the response by the operators to the
event, The procedure improvements are discussed below:

. A modification was installed during the last refueling outage to the
safety injection actuation system logic, which trips Condensate Pumps A
and C. Procedure FCP-00 directs the operators to ensure that a
condensate pump is running. Unless the Condensate Pump B is selected by
the operators to continue operating, a subsequent safety injection
actuation signal may lead to a loss of all operating condensate pumps.

L] At the point 1n the recovery where the emercency operatinyg procedures
directed that low temperature, overpressure protection be established,
only resetting the pressurizer pressure low signal was addressed.
Verifying that the power-operated relief valve block valves were opened
was not addressed. Since the oower-operated relief valves also provide
low temperature overpressure protection, the block valves must be
opened.

. One of the floating steps in Procedure EOP-20 allows the restart of a
reactor coolant pump. When this evolution was discissed, the control
room coordinator raised concerns that starting a reactor coolant pump,
without establishing backfeed from the 345-kV system, could result in a
electrical distribution system voltage dip and could cause an offsite
power low signal. Subsequent discussions with the licensee established
that this was a valid concern and wa: addressed in the original
emergency operating procedure development by the sequence of steps.
When this ac ion statement was converted to a floating step, procedural
step sequencing no longer ensured that a reactor coolant pump could be
started without an unnecassary offsite power low signal.

In addition to the above, the AIT noted that operator action was required to
rastore the component cooling water system .. operation. A pressurizer
pressure low signal results in a containment isolation actuation signal, which

L L e e e e e i e e
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maximizes component cooling water flow to the containment fan cooler units,
and results in a momentary lowering of component cooling water system
pressure, [f component cooling water pressure drops to 60 psig, concurrent
with a containment isolation actuation signal, component cooling water to the
reactor coolant pumps and control element drive mechanisms is automatically
isolated. Reliance on operator action to restore flow to the reactor coolant
pumps and control element drive mechanisins could be eliminated by a design
change to the system logic (e.g., a time delay) such that a momentary pressure
drop would not initiate isolation of the component cooling water containment
isolation valves.

Overall, the response by the operations staff was considered to be very good.
Even though the event was complicated by the loss of some indication and
equipment supplied by Inverter 2, operations personne! quickly diagnosed the
plant status and took the appropriate actions in a timely manner. In
addition, the operations staff appropriately imnlemented all emergency plan
requirement<, which - 'uded items such as the declaration of an ALERT,
notificati.. of -tate and local officials and the NRC, and notification of the
licensee's emergency response personnel.

4.2 Response by Management

Upon notification of the declaration of an ALERT, the licensze's emergency
response organization staffed the technical support center, operational
support center, and emergency offsite facility in a timely manner. Within

1 hour and 28 minutes after declaration of the ALERT, the technical support
center was fully staffed and command/control responsibilities were transferred
from the control room to the technical support center, Accountability of all
onsite personnel was completed in 18 minutes and site access control
established ‘-~ 23 minutes.

Th. oughout the event, the licensee maintained telephone contact with the NRC
response centers and provided timely update of the status of the plant event.
The t:mely updates enabled the NRC staff to independently assess the status o.
the plant.

Overall, the licensee effectively implemented the requirements of the
emergency plan.

5. COMPARISON OF THE ACTUAL TO THE ANALYZED EVENT

Section 14.9.1 of the Updated Safety Analysis Report documents the design
basis event for a loss-of-load condition to both stezam generators. The
acceptance criteria for this event state that the peak reactor coolant system
pressure must remain below 110 percent of the design pressure (2750 psia) and
that a sufficient thermal margin must be maintained in the hot fuel assembly
to ensure that depar.ure from nucleate boiling does not occur throughout the
event. In the analy.is, the event is initiated by a loss-of-load (i.e.,
tesmination of the main steam flow to the turbine) condition. Conservative
assumptions are made in the analysis that the anticipatory reactor trip on
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turbine trip is not credited and the reactor trips on high reactor coolant
system pressure Also, the steam dump system is assumed to be unavailable

The results of wne analysis indicates that the peak reactor coolant system
pressure is 2576 psia, the peak main steam pressure is 1047 psia, and
d;parture from nucleate boiling never decreases below the initial value during
the event.

The event that occurred on July 3, 1992, at the FCS was essentially identical
to the design basis loss-of-load event up to the time that a pressurizer code
safety valve failed to properly function. The actual event started with the
closure of turbine control valves, which produced the same effect as a loss-
of-load condition to both steam generators. The reactor trip was initiated on
high reactor coolant system pressure and the steam dump system did not open
unti]l a turbine trip was initiated by a reactor trip, which occurre” atte, »
time delay, causing the reactor coolant system to heatup. As a result, the
pressurizer code safety and main steam safety valves and the pre-surizer
power-onerated relief valves 1ifted. During the actual event, r~ior to the
time the pressurizer code safety valve failed to Fully shut, the plant
responses were similar to the design basis loss-of-load event. The actual
peak reactor coolant system pressure was 2430 psia and .eak main steam
pressure was 1033 psia. Thesc peak primary and secondary pressures arc below
the values calculated in the safety analysis. The results of the licensee’s
pregliminary assessment on the fuel performance during the event indicated that
there was no departure from nucleate boiling throughout the event. Therafore,
the AIT concluded that the results of the event, prior to the occurrence of
the stuck open pressurizer code safety valve, are bounded by the design basis
less-of-load event, as documented in the Updated Safety Analysis Report.

6. LICENSEE EVALUATION OF THE EFFECTS OF THE EVENT ON THE EQUIPMENT IN
CONTAINMENT

The AIT reviewed containment temperature, pressure, and radiation data to
establish the environmental conditions that resulted from the event. The AIT
was concerned that the rasultant environment could have adversely effected the
equipment located inside containment. The data indicated that the highest
recorded containment pressure was approximately 2.5 psig, temperature was
approximately 130°F, and radiation readings remained at their normal values.

The licensee conducted containment entries, on July 5, 1992, to assess and
document the effects of the event. The initial containment entry was made to
evaluate the steam generator bay, reactor coolant drain tank, pressu i1zer
quench tank, and containment sump areas. Ar additional entry was mave to
evaluate the areas around the pressurizer safety vaives and power-operated
relief valves. The condition of the pertinent equipment was videotaped during
both entries. The AIT viewed a copy of the videotape, on July 6, and did not
observe any unexpected conditions.
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On July 7 the NRC resident inspectors performed an extensive inspection tour
of the containment. The inspectors reported that no problems were noticed
with any equipment, except for the rupture of the disk on the pressurizer
quench tink.

The licensee initiated a series - =~tions, as part of the recovery plan, to

identify potential equipment g rside containment. The licensee’s plan

included:

. Inspecting electrical and mechanical components for moisture damage.

B Inspecting the reactor coolant purp motor windings and oil systems for
moisture intrusion.

. Inspecting the condition of equipment insulation.

» Completing an evaluation to verify that the environmental! conditions had

not exceeded the electrical equipments qualification provicions.

Based on the above observations, the AIT determined that reasonable ascurance
existed to conclude that, based on the initial inspections performed, the
equipment required to maintain the plant shut down and to provide continued

f cooling of the core had not been degraded. The licensee stated that

' additional inspections of the equipment in containment would be performed to

‘ verify the results of the initial inspections.

| 7. PLANT RESTART

On July 4, 1992, the NRC issued a Confirmatory Action Letter to the Omaha
Public Power District to describe the actions that would be required to be
taken by the licensee prior to returning the plant to power operations. The
Confirmatory Action Letter is provided in Attachment D. The letter contains
: the following requirements:

& An NRC inspection will be performed at the FCS to determine the causes
| of the reactor trip and apparent failure of Pressurizer Code Safety
| Valve RC-132. The AIT will perform an onsite inspection of the valve,
I
: ® NRC review of the licensee's response to and short-term corrective
5 actions taken for the event.
|
]

. Conduct of a meeting in the Region IV office to provide the licensee’s
results of the investigation of the causes of the event.

: On July 8, 1992, the Confirmatory Action Letter was amended to allow the

licensee to ship Pressurizer Code Safety Valves RC-141 and -142 to the Wyle

: Laboratory. The amendment was )ssued becausc the licensee did rot have the
facilities on site to disassemble the valves. The amendment to the
Confirmatory Action Letter is provided in Attachment D.

§ et T i g
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A restart plan was formulated by the licensee to identify all the short-term
actions that would be taken prior to requesting permission from the NRC to
return the plant to power operation. During the scheduled meeting with the
NRC in the Region IV office, the licensee will previde the status of all the
items on the restart plan.

The AIT reviewed the items on the restart plan and verified that the plan
contained the items necessary to address all areas that should be reviewed.
No problems were identified with the restart plan. Prior to returning the
plant to operation, the NRC will independently verify that the licensee has
adequately addressed all the restart plan items, The independent review wili
be documented in NRC Inspection Report 50-285/92-14.

8. FINDINGS AND CONCLUSIONS

The AIT made the following findings and reached the indicated ccnclusions
during the oerformance of the inspection:

» The design of the electrical power distribution systen did no' provide
the capability to verify the proper operation of the static switch
assembly priar to returning the inverter to normal operation. The
design also precluded perfarming a load test on the inverter power
output without the prio~ installation of an alternate power supply to
the distribution system. The inavility to conduct therough inverter
testing prior to connecting the mechanism to its distribution system was
found te be an contributing factor of the event.

» The lack of clear instructions for the installation of a jumper on the
replacement printed circuit board was also found to be an initiating
factor for the event.

& The instructions provided for inspection and testing of the pressurizer
code safety valves did not specify a torque value for the adjusting bolt
nut. The lack of instructions was identified as a contributing factor
for the failure of Pressurizer Code Safety Valve RC-142.

L] Chattering in Pressurizer Code Safety Valve RC-14Z, which resulted in
damage to the valve, was also ident.fi.ed as a contributing factor to
this event.

£ The design of the electrohydraulic control system was vulnerable in that

the loss of power to or the malfunction of a single pressure transmitter
could initiate a c~=' .nge to safety-related systems. This was alsc
identified as a c.» .outor to Lhis event,

il A1l safety-related systems and components fun~tioned as designed, except
for Pressurizer Code Safety Valve RC-142.
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The operations crew quickly diagnosed the loss-of-coolant event which
was complicated by a coincident loss of an inverter, and took *imely and
appropriate corrective actions. The response of the operation: crew was
found to lessen the severity of the event and was crnsidered to be a
strength,

The training received by the operations crew on the simulator was a
significant factor in the mitigation of this event.

The operating crew that performed the natural circulation cooldown
during the event should observe a natural circulation cooldown on the
simulator to compare the behavior of the simulator with whot actually
happened in the plant.

Response to this event by management and emergency response personnel,
in manning the technical support center and in rotification of and
communications with the NRC, was considered a strength.
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ATTACHMENT A
UNITED STATES

NUCLEAR REGULATORY COMMISSION
REGION IV

611 RYAN YLAZA DRIVE SUITE 400
ARLINGTON TEXAS 76011.8064

JUL ¢ B

MEMORANDUM FOR: Phillip H. Harrell, Chief, Reactor Projects Section C
FROM: James L. Milhoan, Regional Administrator
SUBJECT: AUGMENTED INSPECTION TEAM AT FORT CALHOUN STATION

On July 3, 1992, at approximately 11:55 p.r (CDT), there was a loss of an
electrical inverter. This raesulted in the ,o0ss of the main turbine and a
reactor trip and 4 RC> pressure spike. A code-safety valve opered on the
pressure transient and failed to reseat fully, resulting in loss-of-coolant to
the containment sump.

In order for the NRC to better understand the initiating event and the
resulting transient, the safety significince cf these, and the potential
genaric 15sues, an augmented inspection team (AIT) will te utilized. The
team’'s charter i1s to:

1. Ascertain and document the plart conditions and the sequence of events
during this occurrence. Specifically, assess the causes for:

& the loss of electrical inverter and the reasons for the subsequent
reactor trip;

9 the premature l1ifting of the safety relie” valve (RCS-142);

the failure of the code-safety vaive to close fully after it had
opened in respo.se to the pressure transient.

2. Review and document the oerformance of plant systems, components, and
structures during this event, including reactivity parameters thail were
impacted by the safety relief valve malfunction. In addition, review
the licensee's svaluaticn of the effects of the conditions inside the
containment on plant equ' ment.

: Review and document the operational and maintenance history of the two
Crosby safety-relief valves.

4. Review and document ]icensee operator and management response to this
event, ‘-~luding activation of the Fort Calhoun emergency plan and
implemer. .ion of Emergency Operating Procedures.

This memurandu. Jesignates you as the AlT team leader. The team compos®“ion
will be discussed with you. A1l designated AIT members will be detach = frow
thei» normal duties and will report to you for the duration of the te
operation. The AIT will be conducted in accordance with the NRC Ins, . ..on
Manual Chapter 93800, "Augmented Inspection Team Implementing Procedure.”
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Phillip H. Harrell -2~

The team ‘s to emphasize fact finding {4 its review of this event and the
related circumstances. The AIT is to determine the facts surrcunding this
event, it should concentrate on what happened, alway: being alert to identify
safety issues. The AIT is not charged with responsipility for other
regulatory matters that might result from this event.

The AI7 should ssembie in Blair, Net-aska, at the Fort Calhoun site on
July 4, 1992. The onsite inspertion should be completed no later than

July 10, 1992. You should provide Region IV management with updates on the
team’'s progress, including a daily "~‘efing at 3:00 p.m. CDT for Region [V,
NRR, an” any other interested statr members.

i ] . "(‘?"? .
o _M Lan //~—r"‘ "".#2'_'
James L. Milhoar ’a
Regional Administrator

Beach
Collins
Callan
Rossi, NRR
Viigilc, NRR
IT members
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' DISPOSITION OF THE INTERNAL PARTS OF PRESSURIZER COOE SAFETY VALVE RC-142

SETIIm LTSI SR D T

. Part COMPONENTS EVALUATION DISPOSITION

it No.*

Nozzle

No damage but met yeplacement
criteria

Replace

Noczle Ring

Impressions of disc ring on top
surface

Machine

Nozzle Ring Set
Screw

None

Disc Ring

Marks due to impact with nozzie
ring on top surface

Replace

Disc Inse.t

Disc insert wos mushroomed into
the disc holder. 3eating surface
of disc insert was approximately
0.002 inch below the top surface
o d4isc ring., The disc insert

{ strusion should have been 0.010
*9 0.023 inch above the top
surface of the disc ring. Impact
-arks were visible on the seating
surface of the disc insert,

Replace

12

Adjusting Ring

A 1/2-inch cirrumferential band
of minor inder cations was
observed on the inner vertical
surface of the adjusting ring.
No affect on valve operation.

Use in the
'las "Sﬂ
condition.
No
machining
required.

13

Adjusting Ring
Set Screw

None

10

Disc Insert Pin

Although this pin should be
contained within the disc holder
(5), 1t was protruding from the
disc holder by approximately 1/4
inch.

Replace

Disc Holder

Disc insert could not be removed
from the disc holder. The

| eductor guiding surfaces of the

disc holder displayed significant
wear.

Replace

Disc Busning

Uneven wear on the top spherical
concave surface.

Replace

B-1



I» 8 | Bellows The bellows assembly (Part Replece l
' Nos. 5, 6, anrd 8) was found q
biecken iuto three pieces. The
fractures occurred near the upper
mounting plate <nd the top of the
disc holder.

11 | Educator Minor wear on the disc holder Replace
| guiding surface of tha eductyr,
14 | Spindle Chatte, indications of the lover | Replace

spring wesher bearing surfaces of
the spindle. Uneven wear of the
bottom spherical surface of the
spindle. This surface is a ball
which is pressed into the bottom
end of the spindle. The ball had
rolled within the cavity.

40 | Piston Chatter indications on outer Replace
cuiding surface of piston.

15 | Bonnet Adaptor | Excessive wear on piston guiding | Replace
surface of bonnet aaaptor.

20 | Spring Washers Chatter indication on pressure Replace
bearing surfaces of both upper with new
and lower washers, spriny

I assembly

29 | Adjusting Bolt | Galling on bearing surface Repiace

19 | Spring Nene (part of spring assembly Replace

with washers)

30 | Adjusting Bolt | Nut was found backed off of the Replace and
Nut buonnet surface approximately 1/4 aud locking
1inch of bonnet bearing surface. uevice

S'opEy tit with adjustment bolt.

*  See \ttachment C
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ATTACHMENT D

UNITED STATES
NUCLEAR REGULATORY COMMISSION
RESION IV

§11 PYAN PLAZA DRIVE SUITE 400
ARLINGTON TEXAS 76011.8084

JUL & B8R

In Reply Refer To.
Docket No: 50-285
CAL 52-08

Cmaha Pubi.c Power District

ATTN: W. G. Gates, Division Manager
Nucl2ar Operations

444 S 16th St Mall

Omana. Nebraska 58]02-2247

Gentiemen:
SUBJECT: CONFIRMATORY ACTION LETTER

The purnose of this letter is tu con”irm Omaha Public Power District's
commitments to take certain actions as described below. These commitments
were made during a telephone conversation between Mr. James L. Milhoan of NRC
Region IV, and Mr. Terry Patterson ang Mr. Jim Chase of your staff. Basea on
this conversation, we undosstang that Fort Calhoun will not return the reactor
to a critical condition until the NRC has conf‘rmed your actiocns for assuring
that adequate safety exists for cower operation. This assurance will be
established by completing the following actions:

e NRC inspection at vour facility nf the causes for the July 3, 1992
reactor trip anA apparent failure of the safety reiief valve (RCS-142)
to fully reseat. The safety relief valve will be essentialiy left 1n
the current condition untii the Augmented [nspection Team completes 1t:
onsite inspection of the vaive.

i NRC tnspection of your response to and the short tarm corrective actions
taken for the July 3, 1992 svent.

3. Conduct of a meeting in Region [V offices petween the NRC and your staff
regarding the results of vour ‘nvertigation of the July 3. .992 eveit.

CFRTIFIED MAIL - RETURN RECF JT 3IEQUESTED

-
-
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Omaha Public Power District -2- JuL 4 1R

If your understancing of these commitments differs from the foregoing
description, or if you decide for any reason to modify these corrective
actions, please contact Mr. B. Beach of the kegion IV staff immediatel; at
(817)860-8223. Piease inform Mr. Beach when you are prepared for the meeting
indicated in [tem 3 above.

Sincerely,

-

’/"—’?77""
lovtd b 7[NSt
Jhmes L. Milhoan
Regicnal Administrator

gt

leBt 'uf, Lamb, Leiby & McRae
ATTN: Harry H. Voight, Esq.
1875 Connecticut Ave,, NW
Washington, D.C. 20009-5728

Washington County Board

of Supervisors
ATTN: Jack Jensen, Chairman
Blair, Nebraska 68008

Combustion Engineering, Inc.
ATTN: C. B. Brinkman, Mgr.,

Washington Nuclear Ops.
12300 Twinbrook Pkwy., Suite 330
Rockvilie, MD 20852

Nebraska Department of Health

ATIN: Harold Borchert, Diractor
Diviston of Radiological Health

P.0. Box 95007

Lincoln, Nebraksa 68509

Fort Calhoun Station

ATTN: T. L. Patterson, Manager
P.0. Box 399

Fort Calnoun, Nebraska 68023

Nuclear Regulatory Commission
ATTN: Resident [nspector

P.0. Box 309

Fort Calhoun, Nebraska 68023
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UNITED STATES
NUCLEAR REGULATORY COMMISSION
AEGION IV

511 HYAN PLAZA DRIVE SUIE 400
ARLINGTON TEXAS 780118064

il -8 992

In Reply Refer To:
Docket No: 50-28%
CAL 92-08

Omaha Public Power District

ATTN: W. G. Gates, Division Marager
Nuclear Operations

444 S 16th St Mail

Omaha, Nebraska ©8102-2247

Gentlemen:
SUBJECT: REVISICON TO JULY 4, 1692, _ONFIRMATORY ACTION (c77¢R

The purpose of this ietter 1s 10 document 3 revision to our Confirmatary
Action Letter of July 4, 1992, that conrirmed Omara Public Power District’s
commitments to take certain actions as a result of the July 3. 1992. reactor
{.ip/turbine trip and subsequent loss of coolant accident at Fort Calhoun
Station. These comm,.tments were mage aduring & telephone conversation Detween
Mr. James L. Milhoan of NRC Region [V, and Mr. Tarry Patterson and Mr. Cim
Chase of your staff. Ga the basis of this conversatior, w2 understang that
Fort Calhoun Station will not return *he reactor %o a critical condition unti!
the NRC has confirmed your actions for assuring that adequate sarety &x1sts
for power operation.

Commitment No. | of our July 4, 1392. 'atter confirmed., in part. that sarety
relief Valve RC-142 would be left in the congition that existed on July ¢,
1992, until the NRC Augme ted [nspecticr Team completed its onsite inspection
of the valve. This action was completea on July 7. 1992. On the basis of a
discussion petween you and Mr. Phil Harrell of my staff, Commitmen™ No. 1 has
beer revised.

Specifically, Commitment No. | has been revised so that Valve RC-142 can be
removed from the reactor coolant system (RCS) for shipment to a vencor's
facility, Wylie Laboratories, fcr inspection and testing. Valve RT-.'_ was
removed from the RCS on July 7. 1992, We understand that no inspection cr
testing of Valve RC-142 shail commence until an NRC inspector 15 present to
observe these activities, which are currently scheduled to commence on July 2,
1992. Ffurther, a copy of the testing plan for Valve RC-142 shall be submitteq
to NRC for review prior to commencing testing ang ‘nspection at Wylie
Laboratorias.

CERTIFIED MAIL - RETURN RECEIPT REQUESTED




r'—'-.——————' T g B Ll T Tt Pt Bl | ARGl RSO g N S Ty
5

Cmaha Public Power District ~2~

A

We understand that all other commitments referanced in our July %, 1992,
letter remain unchanged. [f your understandina of this change of commitment
differs from the foregoing description, ~r 17 you decide for any reason to
modify these corrective actions, please contact Mr. J. M. Montgomery
immediately at 817/860-8226,

Sincer.ly,

3 Lo,
‘7\2 ,':. s / |
James L. Mil

" Reyional Administyator

s

LeBoeuf, Lamb, Leiby & McRae
ATTN: Harry H. Voight, Esq.
1275 fonnecticut Ave., NW
washington, D.C. 20009-5728

Washington County Board

of Supervisors
ATTN:  Jack Jensen, Chairman
Blair, Nebraska 658008

Comcustion Engineering, Inc.
ATTN: C. B. Brinkman, Mgr.,

wasnington Nuclear Ops.
12300 Twinbrook Pkwy., Suite 330
Rockvilla, MD 23852

Nebraska Departm nt of Health

ATTN: Harold Borchert, Director
O'visi~n of Radiological Health

?.0. Box $5007

Lincoln, Nebraksa 68509

Fort Calhoun Station

ATTN: T. L. Patterson, hanager
P.0. Box 399

Fort Calhoun, Nebraska 680z2

Nuclear Regulatory Commission
ATTN: Resident Inspector

P.0. Box 309

Fort Calhoun, Nebraska 68022
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ATTACHMENT E

L1ST OF ACRONYMS
ac -~ alternating current
AIT - Augmented ?nspection Team
ASME -~ American Suciety of Mechanical Engineers
dc < direct current
EOP - emergency operating procedure
FCS - Fort Calhoun Station
kVA - kilovolt-amps
NRC - Nuclear Regulatory Commission
paia - pounds per square inch, absolute
psig - pounds per square inch, gage
Vac - voltage, alternating current
Vdc - voltage, direct currant
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W. Greenlaw, Vice Presi.ent, Engineering
R. Wright, Manager, Technical Services
S. Morse, Service Represertative

Wyle Laboratories

P. Turrentine, Engineering Superviscr, Steam Test Services
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Manuals
Number
01-EE-4
™ E209

NA
NA

FC-886-86
LER 86-001

£E0P-00
EOP-20
EPIP-0SC-1
EPIP-0SC-2
AOP-16

Drawings
Number
531-227-61
628-135-61
631-101-61
631-260-60
631-264-60

643-105-40
643-105-60

643-125-40

Revision

9
2

NA

NA

20
25
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DOCUMENTS REY™“WED

Title
Operating Instruction for 120-Vac System

Technical Manual for Elgar Inverters and
Associated Equipment

Systems Training Manual - Main Turbine and
Turbine Auxiliaries

Systems Training Manual - Reactor Protection
System

Cause and Effects of Unit Trip on July 2, 1986

Reactor Trip Caused by Instrument Inverter
Failure

Standard Posttrip Actions

Functional Recovery Procedure
Emergency Classification

Emergency Plan Implementing Procedure

Loss of Instrument Bus Power

Revision Title

B Overall Schematic

1 Schematic, DC-DC Converter

C Schematic, Alarm Board

B Master Schematic

L Schematic, Static Switch Sense
Board

B Assembly, Static Switch Orive

Board

A Schematic, Static Switch Drive
Board

C Inverter Drive Board
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