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EXECUTIVE SUMMARY
Pilgrim Inspection Report 50-293/92-04

Plant Operations: Excellent command and control skills were exhibited by control room
operators during the March 26 reactor shutdown. Operations Section Management provided clear
guidance to e operators tegarding reactor core isoiation cooling system valve repair and
potential emergency action level entry conditions.

Outage activities were well coordinated. However, operator error, with the reactor shutdown
and all control rods fully inserted, caused an unplanned reactor protection system actuation.

Operators demonstrated excuilent communications and interdepartmental coordination during
reactor vessel level instrumentation post modification testing. Of particular note was the
outstanding oversight of reactivity manipulations. Restoration of the augmented offgas system
following reactor startup was well controlled.

Radiological Controls: Radiation Protection (RP) personnel response to a worker contamination
event was timely and apprepriate.  Additional testing to verify that no internal overexposure had
occurred was conducted and licensee actions to evaluate this event fc- RP lessons learned and
improved work controls were properly oriented,

Maintenance and Surveivance: Inspection and repair of motor operated valve MO-1301-16 were
timely. The associated failure analysis team effectively identified the cause of the valve operator
malfunction and initiated well focused corrective actions.

Emergency Preparedaess: Followup on the communication of backup meteorological data from
the Ecensee emergency operational facility to the Commonwealth of Massachusetts emergency
operations center during the December 1991 emergency exercise supported the identification of
this area as an are~ for improvement. A practice emergency preparedness drill was conducted
on April 9, 1992, The licensee drill critique was an effective self assessment tool. In addition,
use of the simulator provided a more realistic environment in which to initiate and evaluate the
effectiveness of ope: O response to an event,

Security: Security personnel continued to perform assigned duties in an effective manner.

Safety Assessment and Quality Verification: The licensee performed several inspections ot moior

operated valve (MOV) torque switches in response to a 10 CFR 21 notification. our problem
torque switches were iuentified and promptly repleced. Direction of inspection effort was well
focused toward those safety-related MOVs with the highest likelihood of containing problem
torque switches
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(EXECUTIVE SUMMARY CONTINUED)
Engineering and_Technical Support: Thrust testing of several safety-related MOVs was

conducted in response to safety concerns identified by a recent NRC team inspection. Testing
was conducted in a highly professional manner and was timely with respect to the identified
concerns.  Investigation and causal analysis of the continuing reactor vesscl water level
instrumentation spiking, experienced during reactor depressurization, was generally well
controlled and reflected sound safety perspectives. Appropriate resources and technical expertise
were provided to the roo( cause analysis team. The request for waiver of compliance ana
associated safety evaluation were effectively supported by design bases documentation.
Subsequent post modification testing was conducted in a deliberate mamnt 1. Notwithstanding,
inac'equate reviews of a deficient temporary procedure caused an unplanned actuation of portions
of the emergency core cooling system logic.
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DETAILS
1.0 SUMMARY OF FACILITY ACTIVITIES

At the beginning of the report period, Pilgrim Nuclear Power Station (PNPS) was operating at
approximately 100% of rated power,

On March 18, 1992 the control room full core display experienced full in and full out light
indications for several control rods on the right side of the display. Licensee evaluation
concluded the most likely cause for the observed light indications was the presence of moisture
under the reactor vessel.

On March 23, the reactor core isolation cooling system (RCIC) was declared inoperable in order
to replace the turbine control LG-R, to overhaul the RCIC full flow test valve (RCIC-53) motor
actuator, and to perform miscellaneous maintenance activities. On March 25 during post
maintenance testing, inside containment isolation valve RCIC-16 (steam supply line) failed to
stroke full closed.

In accordance with Technical Specifications, outside containment isolation velve RCIC-17 was
maintained closed which precluded further RCIC testing. Later on March 25, 2 controlled
reactor shutdown was initiated for the purpose of entering into an eight day maintenance outage
during which period the RCIC-16 valve malfunction would be investigated.

On March 26-27, during reactor vessel depressurization, three Group | primary containment
isolation system (PCIS) actuations occurred due to reactor vessel water level instrumentation
spiking. A licensee root cause analysis team (RCAT) was chartered to investigale these
actuations (Section 8.2).

In addition to repair of the RCIC-16 valve and evaluation of the reactor vessel water level
instrumentation spiking events, significant outage activities included repair of a body to bonnet
leak on the RCIC-17 valve, replacement of seals on two control rod drives, testing of NRC
Generic Letter 89-10 applicable motor operated valves, and repair of a main turt ¢ control valve
and the main turbine thrust bearing.

On April 9, reactor startup was initiated for the purpose of conducting "B" reference leg post
modification testing. The startup and testing were conducted in accordance with the conditions
of a Regional Waiver of Compliance that had been granted on April 8. The testing, which
included reactor startup to approximately 12% of rated power, reactor vessel metal temperature
soak to equilibrium, and subsequent reactor shutdown, depressurization, and entry into shutdown
cooling was completed satisfactorily on April 11,

On April 12, reactor startup was commenced. The main generator was synchronized to the
offsite distribution system at 9:07 am on April 13 and 100% of rated power was achieved on
April 16.

At the conciusion of the inspection penod, the station was cperating at 100% of rated power,
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Inspector review concluded licensee response to this event was appropriate. The cause of the
isolation was identified and understood before being reset. Subsequent procedure revisions were
prompt y & .mpleted. The inspector had no further questions regarding this event.

2.4 Augmented Offgas (AOG) System Pressure Transient

On April 14 with the reactor at power and 1000 psig pressure, operator inspection of the
condenser bay area <etected a small steam leak from an AOG pressure instrumentation sensing
line isolation valve (1-HO-16). The AOG system was isolated and the valve was repacked.
iso™¢ n for the repair included closure of pressure control valves (PCV) 9238 and 9239 which
prov.ue a regulated steam supriy to the AOG steam jet compressor. Several hours later on April
14, following repair of 1-HO-16, operations personnel commenced restoration and startup of the
AOG system in accordance with procedure 2.2.106, "Augmented Offgas System".

As PCV-9239 was placed in service the valve appeared to operate erratically, quickly positioning
to the full open position. A resultant momentary pressure pulse was sensed at the inlet to the
offgas holdup line which caused the four maiu condenser vapor valves to shut upon sensing
pressure in excess of 35 psig. Closure of the vapor valves isolated the path by which
noncondensable gases are extracted from the main condenser, treated by the AOG system and
subsequently released through the main stack. Control room operators quickly determined the
cause of the vapor valve isolation, verified AOG system parameters, and reopened the vapor
va.ves. Their prompt response demonstrated a high level of alertness to plant conditions.

The activity level of the main stack gaseous effluent peaked immediately after the vapor valves
were reopened, The peak effluent value of approximately 2400 counts per second lasted for ‘ess
than a minute. Utilizing the guidance of NUREG-0133, "Preparation of Radiologicai Effluent
Technical Specifications for Nuclear Power Plants,” the licensee determined the peak release rate
to be less than 20 percent of that permitted by Technical Specifications. The thirty minute delay
line and offgas filters were returned to service upon reopening of the vapor valves. Main stack
gaseous effluent activity remained less than one percent of Technical Specification limits for the
remainder of the dav. The AOG portion of the offgas system remained isolated for engineering
evaluation until late in the day. The licensee maintained reactor power level below 50 percent,
as required by Technical Specifications, until after the AOG was restored to operation. Reactor
building and main stack effluent activity levels were monitored closely and remained well below
Technical Specification limits throughout the day. The total combined reactor building and main
stack effluent activity released on April 14, 1992, resulted in a site boundary dose equivalent of
approximately two percent of that permitted by Technical Specifications. The inspector reviewed
licensee calculations of the peak instantaneous, marimum hourly, and daily effluent activity
release for April 14, 1992, Calculations were conservative and verified that effluent activity
remained well below Technical Specification limits.

Offgas system piping included a rupture disk initially intended to rupture at 40 psig to minimize
system damage from pressure transients. The licensee conducted a valve lineup and a system
walkdown, The rupture disk was found breached which resulted in a small amount of
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4.0  MAINTENANCE AND SURVEILLANCE (37828, 61726, 62703, 93702)

4.1 Repair of the Reactor Core Isolation Cooling (RCIC) Steam Supply Valve

On March 25, 1991, the RCIC steam supply valve (MO-1301-16) failed to close duning system
restoration following unrelated system maintenance. Position indication in the control room
showed the valve to be closed, F it steam supply line pressure indicated that the valve was not
fully seated. Following de-iner. "g of the drywell, the inspector accompanied maintenance
personnel to perform a visual inspection of MO-12"1-16, The motor operator was to have found
separated from the yoke and had travelled up the valve stem. The four capscrews which attach
the yoke to the operator had backed out of the sockets allowing the stem nut to drive the motor
operator up the stem. Brass filings from a damaged stem nut were present. However, no further
visible damage was apparent. The maintenance engineer promptly informed uperations personnel
of apparent valve condition and estimated repair time. This information supported determination
that valve repair and system restoration could be completed within the period specified by
Technical Specifications. Repairs were completed during a subsequent plant shutdown during
v.hich the licensee performed several planned maintenance activities. Initial inplace inspection
and assessment of MO-1301-16 damage was timely and provided excellent information important
to plant operation.

The motor operator for MO-1301-16 was removed, inspected, and overhauled. The stem nut
was verified to be the only d.  ge to the operator and was replaced. The motor operator was
reinstalled in accordance with procedure 3.M.3-24.1, "Limitorque Valve Operator Removal and
Reinstallation." The inspection of the operator was thorough and provided valuable information
for subsequent root cause analysis. As a design enhancement, the original | inch long capscrews
were replaced with 1.5 inch long capscrews (The | inch capscrews had provided only 1/8 inch
engagement into the operator) and were torqued to 30 foot pounds as specified in the vendor
manual. Diagnosti. and local leak rate tesiing were performed to verify valve operability and
integrity of the valve internals. Testing was properly conducted with satisfactory results prior
to returning the RCIC system to service.

The licensee established a failure analysis team 1o evaluate the cause of the MO-1301-16
malfunction. The team determined that the motor operator separated from the vaive yoke
because the four capscrews had been insufficiently torqued. The capscrews had been torqued to
8 foot pounds during the previous refucling outage vice 30 foot pounds as specified in the vendor
manual. The root cause of the incorrect torque value was attributed to errors in procedure
3IM.3-24.]1 and drawing MI37A-1. The licensee implemented corrective revisions to the
procedure and the drawing to addres: the noted errors. In addition, a separate problem report
was initiaied 1o address the generic issue of potential inadequate torquing of yoke to operator
fasteners. A verification capscrew torque check was performed on several additional
safety-related motor uperated valves (MOVs) prior to reactor startup. The torque chxcks were
completed satisfactorily with no operability concerns identified. The root cause evaluation was
detailed. Corrective actions were thorough and appropriate to address both operabiiity of MO-
1301-16 and the generic impact on ¢.her MOVs within the plant.

L e e e e e e A e e
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S0 EMERGENCY PREPAREDNESS (40500)

5.1 Practice Emergency Preparedness Drill

A practice eme:gency preparedness (EP) drill was conducted on April 9, 1992, The following
emergency response facilities were activated to participate in drill response: Technical Support
Center, Operations Support Center, Emergency Offsite Facility (EOF), and the Plymouth and
corporate media centers. The EP drill utilized the control room simulator for drill initiation and
response. The inspector observed portions of the drill at both the control room simulator and
the EOF. Use of the simulator provided an increased level of realism to control room personnel
by which their actions could be evaluated. Emergency plan implementing procedures weis
effectively utilized for emergency action classification. The nuclear operations supervisor
demonstrated excellent command and control throughout implementation of emergency operating
procedure actions. Status briefings conducted at the EOF were clear and contained an
appropriate level of detail.

The inspector reviewed the licensee critique of drill performance. Drnill evaluator comments
rega-ding areas of superior performance as well as areas for improvement were detailed and
consiructive. The breadth of comment scope demonstrated the licensee capability to perform
effective seif assessment.

5.2  Emergency Operations Facility (EOF) Information

During the December 1991 emergency exercise, the licensee form documenting an exercise
General Emergency condition, as sent from the licensee Emergency Operations Facility (EOF)
to the Commonwea'th of Massachusetts Emergency Operations Center (EOC), noted that the
meteorological tower was out of service. The backup meteorological tower data (scenario wind
speed and direction) were available in the EOF, but were not included on the notification form
transmitted to the EOC.

NRC followup found no specific transmission of scenario weather information from the licensee
to the State. It was indicated that the State was provided the scenario weather by an exercise
controller incident to initiation of a Commonwealth effort to obtain backup weather data.
However, since the lead federal agency for review of off-site emergency preparedness
performance is the Federal Emergency Management Agency (FEMA), pending 1ssuance of the
FEMA exercise report, the NRC's assessment of this aspect was limited to on-site licensee
performaace. Related information received by the NRC was provide to FEMA for
consideration as appropriate.

In this case, and as is typical, the exercise plant operators were not the actual on-shift operators
and the scenario weather was different from the actual weather. These factors necessitated an
artificiality in the provision of backup weather information. NRC discussions with licensee
emergency preparedness personnel confirmed the availability of backup (scenario) weather
information to the EOF and its inclusion on data sheets for entry onto EOF status boards.
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However, no racord or specific recollection of posting of that information on the status boards
or of communication of that information to Commonwealth responders was provided, The
licensee expressed the following intentions.

. To include backup meteorological data on the notification forms when primary
meteorological tower data is not available.

. To further discuss EOF information sources with 1esponders, and to provide a written
description of those sources for the responder information folders.

The communication of weather data during emergency conditions was classified as an emergency
exercise area for improvement (i.e , a matter for licensee review to determine whether corrective
action i1s appropriate). Licensee actions will be reviewed during routine inspection, and
effectiveness of the licensee's measures will be assessed during the next emergency exer¢is?

6.0 SECURITY (71707)

Selected aspects of plant physical security were reviewed during regular and backshift hours to
verify that controls were in accordance with the security plan and approved procedures. This
review included the following security measures; security force staffing, vital and protected area
barrier integrity, maintenance of 1solation zones, behavioral observation, and implementation of
access control including access authorization and badge issue, searches of personnel, packages
and vehi les, and escorting of visitors. No discrepancies were noted.

7.0 SAFETY ASSESSMENT AND QUALITY VERIFICATION (92701)
7.1 Limitorque Torque Switch Fiber Spacer, 10 CFR 21 Review

In September of 1989, Limitorque Corporation issued a 10 CFR 21 notification regarding SMB-
00 and SMB-000 cam-type torque switches with fiber spacers under the electrical contact bridge.
The fiber spacer represented a potential common mode failure which could adversely effect the
balance of the torque switch and resultant performance characteristics. Torque switch design had
been modified in 1976 (SMB-00) and 1980 (SMB-000) to correct the problem by replacing the
fiber spacers with a metallic contact bridge. The 10 CFK 21 notification recommended
replacement of older SMB-00 and SMB-000 containing fiber spacers with the newer design
during the next available maintenance period. The licensee initiated a review (PCAQ 89-127)
to evaluate e impact of this concern with regard to torgue switches installed or maintained as
spare parts at Pilgrim Station, This review narrowed the scope of applicability, but did not
complete an evaluation of all installed SMB-00 and SMB-000 torque switches throughou: the
plant.

The licensee utilized the March 26, 1992 mainienance outage as an opportunity to perform Part
21 inspections of several safety-related MOV torque switches. A maintenance .istory review and
safety function assessment was performed to prioritize those MOVs which remained to be
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signal occurred when the reactor mode select switch (RMSS) was moved from the shutdown
position to the startup position with the scram discharge instrument volume (SDIV) level switches
in a tripped condition,

Previous to the event, a planned reactor scram signal h, 1 been inserted to support undervessel
maintenance. After completion of this vork, the scram *~d been reset and SDIV had been
drained, however the SDIV instruments, which are resistang » temperature detectors (RTDs), had
not rebeated 10 normal temperatures and the SDIV high le ¢l scram signal remained present.
Upon repositioning the RMSS from the shutdown position, vhere the SDIV high level scram is
bypassed, to the startup position, the SDIV high level sc.am was unblocked and the RPS
actuation occurred.

The cause of the event was the failure of licensed operators 1) ensure that the SDIV high level
scram signal was cleared before repositioning the RMSS to a position where the scram signal is
unblocked. The event was of no safety significance as the reactor was shutdown with all rods
previously inserted. The LER effectively identified similar events and properly addressed the
reporting ¢t ..ena.

8.0  ENGINEERING AND TEC.INICAL SUPPORT (71707)
8.1 Thrust Testing of Motor Operited Valve (MOV) 1301-53

The adequacy of torque switch settings and developed thrust for several safety-related MOVs was
questioned during a recent NRC team inspection (50-293/92-80). The licensee performed
diagnostic testing and reevaluated design thrust calculations for several valves, including RCIC
full flow test valve MO-1301-53, in response to this concern,

The inspector observed valve operation test and evaluation system (VOTES) testing of MO-1301-
53. Initial test setup requiied the valve to be manually placed off of the shut seat to reniove
pressure from the torque switch while a VOTES sensor was attached to the valve yoke. The
licensee appropriately declared RCi inoperable and notified the NRC, Although the system was
inoperable, RCIC remained available for service if called upon to cperate. 7lesting was
conducted in accordance with procedure 8.Q.3-8, revision 12, "Limitorgne Type SB/SMB Valve
Operator Maintenance” and VOTES Users Manual (V-1152). During the initial open/closed
cycle of the valve, recorded thrust shifted from compression to tension during the test. This
"reversal” invalidated the test data and was attributed to VOTES sensor placement on the yoke.
Orientation of the valve made proper sensor placemeni difficult to achieve. Following
consultation with the vendor the licensee successfully relocated the sensor and obtained an "as-
found” thrust value of 13,356 pounds. Engineering evaluation subsequently determined the
minimum required design thrust to be 13,296 pounds. The valve was promptly returned to the
fully closed position and the RCIC system was declared operable. Coordination of the evolution
effectively maximized availability of the RCIC system. Communications and implementation _f
the test evolution were well controlled by the test supervisor. Test personnel demonstrated an
excellent understanding of VOTES testing processes.
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evaluate this potential, the licensee developed Tempoi, Procedure, TP 92-20, “Reactor Level
Instrument Line Test and Investigation on Rack 2206 (Constant Level, Decreasing Pressure).”
The procedure was intended to be a test which simulated a reactor shutdown by decreasing a
static pressure applied to the level instrumentation.

On April 3, TP 92-20 was initiated. Procedure step 1C 0.2 direcved the removal of analog trip
system (ATS) master trip uniis for reacter level and i essure which inpu. into the emergency
core cooling system (ECCS) log.c. However, the sequence established by the procedure created
a configuration .1 which “B" log'c circuitry slave trip units LS-263-72D-1 and 1.8-263-72B-1
concurrently received low-iow reactor v~ssel water Jevel trip signals when their respective master
trip units were removed. The concrrient signals satisfied ECCS initiation logic which resulted
in the automatic start of potl emergency diesel generators, automatic start of the "A" train of
RHR with associated valve repositioning, repositioning of associated valves ir. the "B" train of
RHR (which was in the shutdown cooling mode of operation), and the automatic opening of
HPCI steam supnly and injectio valves. Because the rcactor was shutdown, the HPCI system
did not initiate. Additionally, because the LPCI cross-tie line was isolated during the outage and
because we LPCI loop select logic was selected to the "B loop, the "A" train RHR pumps
operated in minimum flow recirculation. All affected equipment responded to the ECCS
initiation signal as designed.

The test was immediately terminated, the master trip umits were reinstalled and the ATS logic
was resel, «nd normil safety system status . i restored. Technically, the event had minimal
safety significance. Decay heat removal was inaintained throughout the event and all systems
and components performed as designed.

The licensee promptly conducted a thorough review of this event. Proper system responses were
verified and a causal analvsis was initiated. The cause of this event was determined to be
inadequate procedure development and review. As a result, Temporary Proced. ¢ 92-20 did not
establish appropriate actions to preclude the actuation. Additionally, subsequent reviews of the
procedure by a procedure validator and the Onsite Review Committee failed to identify the
procedure deficiency Specifically, the reviewers did not identify that removal of master trip
units with the respective slave trip units that have low reactor water level or low reactor pressure
functions in service, would cause the associated trip relays to be energized.

The individuals involved in the development and issuance of T 92-20 were counselled to ensure
their responsibilites were understood. Subsequently, the 'censee retired the faulted procedure
and generated a new procedure (TP 92-22) to test for the presence of air in the sensing lines.
This procedure required the individual slave trip unit to be removed before its associated master
trip unit. Procedure TP 92-22 was performed without further incident on April 5-7,

Technical Specification (TS) 6.8, A requires that written procedures shall be established and
implemented that meet or exceed the requirements of Sections 5.1 and 5.3 of ANSI N18.7-1972
and Appendix "A" of USNRC Regulatory Guide 1.33. Additionally, TS 6.8.8 requires that such
procedurcs be reviewed by the ORC and approved by the responsible department manager,
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Contrary o these requirements, TP 92-20 was established and implemented with deficiencies that
caused a partial ECOS actuation, Further, the ORC review failed 1o question the deficiencies.
Notwithstanding, the Licensee effectively identified the cause of this event, initiated prompt
corrective actions, and properly reported the event in Licensee Event Report 92-08 (Section
7.2 5). Therefore, the licensee-identified violation 15 not being cited because the criteria
specified in Section VILB of the NRC's Enforcement Policy were satisfied.

822 Temporary Waiver of Compliar "¢ and Post Modification Testing

The RCAT concluded the most probable cause for the level instrumentation spiking was
unsatisfactory "B" reference log condensing chamber thermadynamic performance. Additionally,
the team concluded with reasonable assurance that removal of the condensing chamber an” <lrain
line insulation would be the appropriate corrective action to the spiking. By letter dai. . April
7, the licensc: requested a Temporary Waiver of Compliance (TWOC) from TS limiting
conditions for operations requirements associated with the affected r=actor vessel water level
instrumentation. The purpose of the waiver request was 10 pe: mil reactor startup to not me r¢
than 15% of rated power to conduct post modification (i.¢. insulation removal) testing of the "B"
reference leg instrumentation. The licensee concluded the waiver request was necessary to
comply with the post modification testing requirements as stated in the Boston Edison Quality
Assurance Manual, The waiver request included a detailed bounding safety evaluation. After
comprehensive staff review, a Regional Waiver of Complianc® was granted consistent with NRC
letter dated April 8.

On April 9 at B:59 am, the lic asee commenced reactor restart. Reactor power was increased
to approximaiely 12% wiere it was maintained for approximately ten hours to allow equilibrium
temperatures to be achieved. On April 10 at 6:18 pm, reactor shutdown was initiated and the
reactor entered cold shutdown on April 11 at 3:35 am.  Reactor vessel level and condensing
chamber performance data was recorded throughout the reactor power evolution in accordance
with post modification test TP 92-21.  The results of the test evolution identified all
instrumentation level spikes to be one inch or less in magnitude. Based on these results, the
licensee declared the affected instrumentation operable and prepared the station for reactor restart
to full power operations,

The post modification testing was extremely well controlled. Control room operators maintained
excellent awareness of all test related activities, including outstanding control of a!l reactivity
manipulations. Test coordinators ensured complete data acquisition and analysis. Although the
test was effective in evaluating most aspects of condensing chamber thermodynamic performance,
a test limitation was the inability to establish potential effects of the buildup of non-condensihle
gasses. Extended level instrument performance with respect to potential non-condensible gas
buildup effects 1s identified as an unresolved item (UNR 50 793/92-04-02).

The licensee investigation of the continuing level instrumentation spiking was very well
controlled with the noted exception of the unplanned partial ECCS actuation, Licensee
management provided the RCAT with necessary support and techmcal expertise. The RCA%
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evaluations were comprehensive and reflecied safety conscious perspectives. The TWOC and
associated safety evaluation were effectively supported by design 4 licensing bases
documentation, Post modification testing was performed in a deliberate and conservative
manner.

9.0 NRC MANAGEMENT MEETINGS AND OTHER ACTIVITIES (20702)
9.1 Routine Meetings

At periodic intervals during this inspection, meetings were held with senior plant management
to discuss licensee activities and areas of concern to the inspectors. At the conclusion of the
reporting period, the resident inspector staff conducted an exit meeting with licensee management
summarizing inspection activity and findings for this report period.  No proprietary information
was identified as being included in the report.

9.2 Management Meetings

On April 7, a conference call was conducted between representatives of NRC: Region |, NRR,
and the licensee to discuss operability of certain reactor vessel water level instrumentation and
a related Temperary Waiver of Compliance request. This subject is discussed further in Section
8.2.2 of this report.

9.3 Other NRC Activities

On March 18, Mr, Thomas Martin, the Regional Administrator, NRC:Region | toured PNPS and
met with licensee management to discuss current licensee performance.

On May 1, NRC Chairman Ivan Selin, Executive Director for Operations Ja 1es Taylor, and
Region 1 Administrator Thom « Martin oured PNPS and me! with Poston Edison Company
corporate officers to discuss varrent performance and future licensee initiatives. A press
conference was conducted at the corclusion of the site visit,

On May 3, Mr. John Rogge, NRC Region | Chief, Reactor Projects Section 3A responsible for
inspection program mana ment at PNPS was reassigned to become Chief, Reactor Projects
Section 4B. Mr, Euger XAelly, previously Region | Chief, Reactor Projects Section 4A, has
succeeded Mr. J. Rogge.




