" MEMORANDUM FOR: Tom Rehm, Assistant to the

UNITED‘STATES : Action: Denton, NRF
NUCLEAR REGULATORY COMMISSION Suspense: 8-3-84

s Q's 1, 2, 2 and 6 corresponc -
O's in Udall's 7-26-84 letter
noted in margin. 0N's 4 & 5 (-
numbered 16 & 17)should be
answered as part of the Udal’
letter.

July 25, 1984

TRehm
Cvs: Dircks
Roe
Renm
Stellce
DeYounc
cutive Director for 0'Reil’.

" GCunnir:

Operations

FROM: Carlton Kammerer, Directyr
Office of Congressional j#TRirs
SUBJECT: . . REQUEST FOR INFORMATION ON GRAND GULF

The majority staff of the Committee on Interior and Insular Affairs
(Chairman Udall) nas requested that we respond to the following
questions concerning the NRC's review of Grand Gulf,

#-/¥2 1.
#3 2
#0 3

Has NRC reviewed past inspection reports and/or LERs to detect
patterns of errors and subsequent corrective actions and to
determine if utility management only addressed symptoms or took
more exhaustive actions to determine the cause of problems
discovered at Grand Gulf?

Has NRC staff compiled a list of material false statements made
by representatives of MP&L?

Is a new SALP report on MP&L's performance being prepared?

HAS NRC staff prepared a report describing how NRC determined
that Grand Gulf operators were adequately trained?

Does NRC staff have a 1isting of current MP&L managers

describing their qualifications and the date of employment at
MP&L?

What inspections and/or assessments have been performed by
MP&L teo fulfill criteria 18 of Appendix B of Part 507
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Mississippi Power and Light Company
ATTN: Mr. J. B. Richard
Sernior Vice Pros1dent, Nuclear

P. 0. Box 1640
Jackson, MS 39205

Gentlemen:
SUBJECT: REPORT NOS. 50-416/83-55 AND 50-417/83-0%

The NRC Systematic Assessment of Licensee Performance (SALP) Board has completed
its periodic evaluation of the performance of the subject facility, The Grand
Gulf facility was evaluated for the period September 1, 1982 through
September 30, 1983. The results of the evaluation are documented 1in the enclosed
SALP Board Assessment . This evaluation will be discussed with you at your
offices in Jackson, M1551551991 on January 19, 1984.

tional areas of plant operations, radiological controls, maintenance, surveil-
lance and preoperatignal testing, fipe Frotection, emergency Preparedness,
security and safeguards, licensing activities, ang the quality dssurance program.
The SALP Board's evaluation of your performance in these functional areas is
contained in the SALP Board Assessment which ig enclosed with this letter.
Several significant weaknesses were identified Dy the SALP Board during the
evaluation Process. It is the opinion of the Board that these concerns require
concerted management attention to correct. The Boarg recognizes that major
resource commitments Nave been made by you in the imglementation of the
Operational Enhancement‘Program and the Operator Recertification Program. [t
dppears that these programs wil) result in significant performance improvements
if they continue to receive proper management attention ang the necessary resources.

The SALP Board evaluation process consists of Categorizing performance in each
functional area. The categories which we have used to evaluate the performance

of vour facility should be submitted to this office wichin twenty days following
the date of oyur meeting in Jackson, Mississippi.

Your comments, 1f any, and the SALP Board Assessment, wil] both appear as encio-
Sures to the Region I Administrator's letter which Tssues the SALP Board Assess-
ment as an NRC Report. 1In addition to the Issuance of the dssessment, this
letter will, if appropriate, state the NRC position on matters relating to the
status of your safety programs.

In accordance with 10 CFR 2.790 (4), a copy of tnis letter, the enclosure and
your response, {f any, will be placed in the NRC's Public Cocument Room uniess
you notify this office, by telephone, within ten days following the date of our
meeting in Jackson, Mississippi and submit written applicagion ag withhold
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Mississippi Power and Light Company

[

information contained therein within twenty days following the date of our
meeting. Such application must be consistent with ¢t requirements of 10 CFR ,
2.790 (b)(1)

Should you have any questions concerning this letter, we will be glad to discuss
them with you.

Sincerely,

~

Richard C. Lewis, Director

Division of Project and
Resident Programs

SALP Board Chairman

and TR
“ ¢

CC w/enc
Raiph Lally, Manager of Quality
Middle South Services ne
E. Cross, Plant Manager

bce w/enc
NRC Resident [nspector
IRR Project Manager, NRR
~ ~ -~ry
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I1.

INTRODUCT 1ON

A formal licensee performance assessment program has been implemented in
acrordance with the procedures discussed in the Federal Register Notice of
March 22, 1982. This program, the Systematic Assessment of Licensee Perfor-
rmance (SALP), 1s applicable to each operator of a power reactor or holder
of a construction permit (hereinafter referred to as licensee). The SALP
program is an integrated NRC staff effort to collect available observations
of licensee performance on a periodic basis and evaluate performance based
on these observations. Positive and negative attributes of licensee perfor-
mance are considered with emphasis placed on understanding the reasons for a
licensee's performance in important functional areas, and sharing this
understanding with the licensee. The SALP process is oriented toward
furthering NRC's understanding of th: manner in which: (1) the licensee
directs, guides, and provides resources for assuring plant safety; and (2)
such resources are used and applied. The integrated SALP assessment is
intended to De sufficiently diagnostic to provide meaningful guidance to the
licensee. The SALP program supplements the ncrmal regulatory processes used
to ensure compliance with NRC rules and regulations.

CRITERIA

Licensee performance fs assessed in certain functional areas depending on
whether the facility has been in the construction, preoperational, or
operating phase during the SALP review pericd. These functional areas
encompass a wide spectrum of regulatory programs and represent significant
nuclear safety and environmental activities. Functional areas may nct be
assessed because of little or no licensee activities in these areas, or lack
of meaningful NRC observation.

One or more of the following evaluation criteria were used to assess each
functional area:

Management involvement in assuring quality

Approach to the resolution of technical issues from a safety standpoint
Responsiveness to NRC initiatives

Enforcement history

Reporting and analysis of reportable events

Staffing (including management)

Training effectiveness and qualification

The SALP Board has categorized functional area performance at one of three
performance levels. These levels are defined a2s follows:

Category 1: Reduced NRC attention may De appropriate. Licensee
management attention and involvement are aggressive aud
oriented toward nuclear safety; licensee resources are
ample and effectively used such that a high level of
performance with r2spact ,to operational safety or
construction is being achieved.
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Category 2: NRC attention should be maintained at normal levels.
Licensee management attention anc involvement are
evident and are concerned with nuclear safety; licensee
resources are adequate and are reasonably effective such
that satisfactory performance with respect to
operational safety or construction is being achieved.

Category 3: Botn NRC and licensee attention should be increased.
Licensee management attention or involvement is accept-
able and considers nuclear safety, but weaknesses are
evident; licensee resources appear to be strained or not
effectively used such that minimally satisfactory
performance with respect to operational safety or
construction is Leing achieved.

IIT. SUMMARY OF RESULTS -

A.

Overall Utility Evaluation

Ouring this assessment period, the licensee has undertaken significant
improvement programs to enhance communications and technical exchange
between the plant and the corporate offices. During the previous SALP
period significant problems were identified with management control
systems and the timeliness of corrective actions. The overal]l assess-
ment for this SALP period, therefore, reflects an implementation period
during which comprehensive improvement programs were instituted. These
proygrams, targeted to correct the root causes of the identified
problems, have slcwly resulted in improvements in management control
and the timeliness of corrective artions. Management control, as it
relates to adherence to procedures and indepth analysis of plant
problems, needs improvement. The licensee's management presence at
the site has improved, and top level management now participates to a
greater degree in day-to-day activities and the resolution of problems
and *echnical concerns.

Overall Facility Evaluation (Unit 1)

An analysis of facility activities during the SALP period shows that
corrective actions have slowly resulted in improvements in many
programs. However, some areas previously identified as being problem
areas continue to exhibit major weiknesses Areas exhibiting
weaknesses include plant operations (including rperator licensing),
maintenance, surveillance, and the quality assurance program. By the
end of the SALP evaluation period the root causes of these weaknesses
appeared to include the failure to comply with established plant
procedures; a failure by plant personnel to completely understand and
comply with the regulations governing the evaluation of the potential
safety significance of modifications which were made to systems and
activities which are described in the Final Safety Analysis Report
(FSAR); a frilure to evaluate problems in sufficient depth to affect
adequate corrective actions; and the failure to provide adequate
training to facility personnel. A major strength was identified in the
area of emergency preparedness.
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In general, the licensee has cevoted significant resources to solve the
fdentifigd problen areas. These efforts have not yet been completely
successfUl, resulting in the need for continued increased licensee
attention in certain areas. NRC believes that, at tne time of this
report, the licensee has recognized these problems and has proposed
corrective actions sufficient to solve them.

Facility Performance
Tabulation of ratings for each functional area:
Unit 1

Plant Operations - Category 3
Radiological Controls - Category 2
Maintenance - Category 3
Surveiilance and Preoperational Testing - Category 3
Fire Protection - Category 2

Emergency Preparedness - Category 1

Security and Safeguards - Category 2

Refueling - Not Rated

Licensing Activities - Category 3

Quality Assurance Program - Category 3

QWO NOU & WM -

—

Unit 2
11. Construction Activities - Not Rated

SALP Board Members:

J. A. Olshinski, Director, Division of Engineering and Operational
Programs (DEOP), (Acting Chairman), Region II (RII)

J. P. Stohr, Director, Division of Emergency Preparedness and Materials
Safety Programs (DEPMSP), RII

D. M. Verrelli, Chief, Project Branch 1, Division of Project and
Resident Programs (DPRP), RII

SALP Board Attendees:

. A. Julian, Chief, Project Section 1A, DPRP, RI!

. V. Sinkule, Chief, Operational Support Section (0SS), DPRP, RII
. J. Blake, Chief, Materials and Mechanical Section, DEOP, RII

. Jape, Chief, Test Programs Section, DEOP, RII

- Upright, Chief, Management Programs Section, DEOP, RII

R. McGuire, Chief, Physical Security Section, DEPMSP, RII

R. Jenkins, Chief, Emergency Preparedness Section, DEPMSP, RII
P. Barr, Chief, Facilities Radiation Protection Section, DEOP, RII
H. Miller, Reactor Engineer, Plant Systems Section, DEOP, RII
G. Wagner, fenior Resident Inspector, Grand Gulf, RII

E. Carroll, Reactor Engineer, Project Section 1A, DPRP, RII

L
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. Caldwell, Resident Inspector, Grand Gulf, RII

. Price, Reactor Inspector, 0SS, CPRP, RII

. Houston, Licensing Project Manager, Licensing Branch 2,
Division of Licensing, Office of Nuclear Reacto- Regulation

XTOLDODIPEXOOOMLITO



IV. PERFORMANCE ANALYSIS FOR GRAND GULF UNITS 1 AND 2



Functional Area Evaluations
v
Licensee Activities

Unit 1 was shut down after initial criticality on August 18, 1982, and
entered an extended outage period that lasted until September 25, 1983.
The outage period was needed to correct an inadequate drywell cooling
system design and to complete other modification and maintenance
activities. During hot functional testing, it was observed that
cooling capacity was not adequate to maintain drywell temperatures
below those assumed in the accident analysis. A closed cooling water
system was installed with additional air recirculation capability in
the drywvell.

Safety related air accumulators for the automatic depressurization
system within the drywell were found to have deteridrated interior
coatings. The tanks and associated piping were inspected, cleaned, and
thefr coatings restored. Additional plant reliability improvements
were made to the plant service water system, instrument air system, and
reactor protection system power supplies. AdJitionally, corrections as
identified during the preoperational test program were performed.

On September 4, 1983, a fuel 1line rupture caused a fire in the
Division I diesel generator. The diesel generator was demonstrated to
be reliable after required repairs were completed.

Oue to NRC concerns regarding the adequacy of the Surveillance Testing

Program, the licensee agreed tu perform a review of all surveillance

procedures to verify technical adequacy of the procedures; establish
an effective program to incorporate, control, and implement regulatory
requirements; submit license amendments to correct administrative and
technical deficiencies in the unit technical specifications: conduct
formal training on the proper implementation of technical specification
requirements; and establish a formal Quality Assurance audit program
to assure proper completion of the above items. These commitments were
confirmed by NRC in 2 Confirmation of Action letter dated October 20,

1982. Concerns in regard to surveillance testing, technical specifi-
cation adequacy, staffing, and management control were identified by

NRC during inspections in late 1982. In response to these concerns,

the licensee committed to an Operational Enhancement Program (OEP).

Major revisions were made by the licensee as a part of the OEP in the
following areas: 1) total review and rewrite of the surveiilance
program; 2) enhancements in long term planning for operator training,
and improvement of training programs; 3) development of new programs to
control plant modifications; 4) establishment of a plant compliance
section and new programs to assure compliance with regulatory require-
ments; S5) development of programs to enhance management skills and
effectiveness at all levels; 6) development of a program to assure
procedure awareness and compliance; and 7) development of programs to
attract operations personnel and improve effectiveness of the plant
staff.
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The licensee has devoted significant resources to correct problems
related the NRC concerns regarding the adequacy of the Surveillance
Testing Program, strengthen control of plant activities, and enhance
plant operatfons. The major portion of the SALP period has been
devoted to modifying the plant and restructuring many of the basic
plant procedures and programs to correct identified design and admin-
istrative problems.

The licensee completed corrective actions required by the October 20,

1982 Confirmation of Action letter, and the reactor was taken critical

on September 25, 1983. The licensee subsequently started the low power
startup testing program.

Inspection Activities

The routine inspection program was performed during thi% review period.
The inspection program was augmented by additional inspections to
assure operational readiness. In addition, a special assessment of
training was conducted during February 1983. Numerous areas were
fdentified where improvements were needed in the training program.

A team inspection was conducted dur: = August 1983 to evaluate the
readiness for recriticality. Numerous areas were identified where

steps were planned or should be taken to enhance smooth operations and
ensure conformance to technical specifications. It was concluded that
the plant was ready to undertake recriticality and begin Tow power

testing at less than 5% power.

1. Plant Operations
a. Analysis
Plant QOperations

Ouring the assessment period, the area of plant operations
and cperational preparations was routinely inspected by the
resident and regional inspection staffs.

The 1licensee nas had problems involving procedural
compliance, control of temporary alterations, failure to
perform independent verifications, and failure to perform
safety evaluations which have resulted in several violations
(some of which have multiple examples), as evidenced by
violations 1, 2, and 3, below. An enforcement conference w~as
heid in Region II on January 17, 1983, regarding these
multiple examples of violations for failive to follow
procedures. The problems were attributable to inadequate
training of operations personnel; inadequate attention to
management control systems by supervisors; and lack of
sensitivity by operations and maintenance personnel to comply
with regulatory requirements and commitments. On March 11,
1983, the licensee submitted tr Region II, as corrective
action to the concerns discussed at the January 1983
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enforcement conference, a comprekensive Operations
Enhancement Program. The program included short term and
long t2/m tasks to improve safety, relfability, and operating
effectiveness of the Grand Gulf facility. Additional
violations and deviations (5, 11, 12, and 13, below) resulted
in another enforcement conference in Region II on April 20,
1983, to discuss the continued failure to control temporary
alterations and failures to follow procedures. The NRC
expressed concern with the apparent inadequacy in control of
modifications and maintenance, and failure to take effective
corrective actions in the area of tempocary alterations. The
lTicensee outlined additional actions that would be taken to
improve these problems. The actions incluced disciplinary
action, realignment of administrative responsibilities,
additional training, and perfodic meetings by management
with plant personnel. In addition, an incentive program
for Ticensed operators was established.

The lTicensee experienced difficulty in assuring that commit-
ments to the NRC were met. This is evidenced by revetitive
deviations 11 and 13 below (in regards to the commitment
to lock and control access to control room cabinets), and
subsequent violation 10 below, for failure to take adequate
corrective actions. This breakdown in the tracking of
regulatory commitments, committed to in the Operational
Enhancement Program, indicates insufficient management
follow=up to assure that commitments were actually
accomplished and that tracking system information was
accurate.

The number of outstanding NRC concerns that have been iden-
tified in inspection reports has been reduced significantly.
The licensee has established a plant compliance section
responsible for the tracking and coordination of NRC
concerns. The previous SALP assessment had noted that the
licensee lacked an effective program for the resolution of
these "'RC concerns. The formation of the new plant compli-
ance section represents a significant improvement in the
licensee's handling of these items. There were, however,
a number of Jlongstanding items which continued to be
uncorrected, and the system for escalating problems to
management's attention, when the problems could not be
resolved in a timely manner, has been ineffective and
continues to require management attention.

Due to a high turnover rate of operations qualified personnel,
the staffing level, though meeting technical specification
requirements, was marginal during the entire evaluation
period. The licensee has taken considerable actions to
assure adequate licensed operator staffing in the future.



Operator Licensing

"Durinq the assessment period the inspection effort in the
area of operator training and licensing consisted of one
specfal trafning assessment, one special operational readi-
ness assessment, and the aaministering of 21 license exam-
fnations and portions of seven requalification examinations.

The licensee initiated several quality deficiency reports
associated with training records for licensed operators and
senfor licensed operators. These deficiencies involved
submittal of incorrect information on applications for NRC
licenses, and failure to provide training as discussed in the
Final Safety Analysis Report and on license applications.
Both the NRC and the licensee were in the process of
evaluating the extent of the deficiencies at the end of the
SALP period. This matter was also being reviewec by the NRC
Office of Investigation. The licensee had developed
corrective action and was in the process of implementing the
actions at the time of the SALP report. These deficiencies
are being considered for escalated enforcement actions by the
NRC.

Ouring the current SALP assessment perica, nine senior
reactor operator examinations, including one retest, were
administered. Two of the new license candidates faiied the
examination. Twelve reactor operator examinations, four of
which were retests, were administered. Four individuals
failed the examination; three were new license candidates and
one was a retest. In a total of 21 license examirations
administered, six resulted in failure.

The NRC participated in the administration of written
requalification examinations to two reactor operators and one
senior reactor operator. One of the reactor operators failed
the NRC portion as well as the overall examination. Two
reactor operators and two senior reactor operators were given
simulator requalification examinations; all four individuals
passed.

Since the end of the SALP period, poor performance by
licensed operators on NRC conducted walkthrough type
evaluations, and other NRC concerns in operator training and
certification, resulted in a meeting at Region Il on
November 18, 1983. In this meeting the licensee's program to
recertify the operating staff at Grand Gulf was discussed. A
Confirmation of Action letter dated December 5, 1983, was
issued to confirm the commitments made in regard to the
Recertification Program and other matters which were to be
completed. NRC is conducting ‘periodic reviews of this
ongoing Recertification Program.



Reporting

'Early in the SALP asses<ment period, a number of problems
were experienced with the identification of technical speci-
fication required reportability of plant events to management
and to the NRC. These problems were attributed to weak proce-
dures and a lack of experience by operations personnel. The
licensee had revised the procedures providing better guidance
to the operators on reportability. The licensee's performance
vn this reportability issue has improved significantly since
the start of the review period.

In general, the licensee event reports (LERs) submitted by
the licensee typically provided clear descriptions of the
cause and nature of the events as well as adequate
explanations of the affects on both system function and
public safety. In most cases the described corrective actions
were considered to be commensurate with the nature,
sericusness, and frequency of the problems identified.
Although not a regulatory requirement, the licensee does not
participate in the Nuclear Plant Reliability Data System.

Ten violations and four deviations were identified as
follows:

(1) Severity Level IV violation for failure to use the
system operating instruction fcr operation of a safety
related system.

(2) Severity Level IV violation for failure to perform
independent verification for safety related component
tagging.

(3) Severity Level IV violation for failure to per’orm
independent verification of safety related system .witch
positions, failure to have safety related valves locked
or positioned as required by the system operating
instruction, and failure to contr:i-safety related
system information tags.

(4) Severity Level IV violation for failure to keep the
station licensed operators and senior operators advised
of installed station design changes.

(5) Severity Level IV violation for vailure to control
temporary alterations and jumpers.

(6) Severity Level IV violatior for failure to provide the
basis for a safety evaluation.

(7) Soverity Level V violation for failure to make one hour
reports for an emergency safeguards feature system
challenge and a manual reactor scram.
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(8) Severity Level V violation for failure to have safety
related system hand switches positioned as required by
the system operating instruction.

(9) Severity Level V violation for failure of the operators
to read the night orders as requirec by procedures.

(10) Severity Level V violation for failure to take adequate
corrective action.

(11) Deviation for failure to lock and control access to
control room cabinets.

(12) Deviation for failure to provide administrative controls
training for shift technical advisors.

(13) Deviation (repeat) for failure to lock _.ad control
access to control room cabinets.

(14) veviz*ion for failure to issue an administrative
procedure “hich included the definition of safety
related equipment and components, by the date committed
to.

Conclusion
Category 3
Board Comments

Performance in this area was evaluated as Category 3 during
the previous SALP assessment. Minimally satisfactory
performance with respect to operational safety was be‘ng
achieved. Subsequent to the evaluation period, significant
questions and concerns relating to the operator licensing
process, were identified.

Although the overall rating in this area was Category 3,

there was a period when performance was unsatisfactory.

Corrective actions were taken to bring performance up tc the
present level. It is noted that weaknesses related to

operator qualifications are being evaluated and will be

corrected prior to facility operation.

Management attention should be focu.ed on the problems
associated with operator license applications and the
facility's personnel qualification program. The licensee's
recertification program is ‘a strong management move to
correct weaknesses in this area. During the program's
implementation, an increased level of management attention
should continue. Increased NRC inspection activity should
also be performed in this area.



Rad;olog1cal Controls

4.

Analysis

Ouring the evaluation period, routine inspectior- were
performed by the resident and reqional inspection staffs.

NRC inspection effort in this area was primarily directed
towards preoperatioral and startup procedures; tests of the
radwaste systems: training and qualifications of personnel;
and licensee responze to LERs, Inspection and Enforcement
Information Notices, and NRC inspector identified concerns.
The licensee was responsive to the inspection effort. No

major weaknesses were identified in the radiation protection
program.

The licensee has maintained a training prograi. for the health
physics technicians and nhas established a qualification,
testing, and acceptance program for zontract technicians.
These programs have been instrumental in upgrading the
technica’ competence of the health physics staff. The actual
experience of the health physics and chemistry technicians in
nuclear power plant operations was low. However, the
qualifications of the health physics staff were acceptable
and met regulatory requirements.

The effectiveness of the radiological control program has not
been tested, as the plant has not operated above the five
percent power level. Considerable work remained to make the
radioactive waste handling systems fully operable. However,
Lthe licensee had the capability to dewater radiocactive resin
wastes, anc sulidification capabilities were available through
contract services. Modifications of the radwaste facilities
were underway to provide additional storage capabilities of
11quid wastes, to provide better sampling capabilities, and
to achieve ALARA goals. It was not apparent, however, that
significant progress was being made on these radicactive
waste handling systems. Therefore, increased management
attention should be given to this area to assure that
adequate capabilities are available prior to full power
operation,

The violations identified during the evaluation period were
not findicative of a programmatic breakdown in the radio-
logical safety program. The two violations were:

(1) Severity Level V violation for failure to collect
samples at the required frequency to make up the monthly
composite sample of the liquid waste discharge basin in
accordance with the technicil specifications.

Severity Level V violition for failure to post an area
where radicactive materials were stored.
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Conclusion
Category 2
Board Comments

Performance in this area was evaluated as Category 2 during
the previous SALP assessment. Continued management attention
should be devoted to this area to ensure the successful
completion and operation of the waste management system.
Implementation of the radiclogical controls program, during
power operations, will be closely monitored by NRC to
determine performance tre s. No decrease in licensee
management attention, in this area, is recommended.

3. Maintenance s

3.

Analysis

Ouring the evaluation period, the area of maintenance was
routinely inspected by the resident and regional inspection
staffs.

A large portion of this SALP review period was spent in

4 maintenance outage. During the outage, modifications
necessary to improve plant performance and reliability,
and correct design deficiencies were installed. Management
involvement with the actua! conduct of maintenance in the
plant was minimal. There .ppeared to be a need for licensee
management to review the manner in which the maintenance
department conducted safety-related activities, and to ensure
that a clear line of authority, direction, and responsibility
existed.

Licensee schedules, generally, were overly optimisitic,
which required them to be frequently reviewed, revised,
and reissued. Being overly optimistic imposed an apparent
schedule pressure on the plant maintenance technicians.
However, there appears to b: an adequate staff to perform
the required tasks, if adequate time has been provided for
accomplishment of the tasks.

Administrative procedure training was completed during the

evalulation period just prior to the repair effort of tLhe

fire damaged diesel generator. This maintenance training was
not totally effective to assure that the maintenance staff

would meticulously adhere to procedures.

Minimal maragement involvement, unrealistic schedules, and
the Tack of effective training were the major contrioutors to
the short-cuts of technical and procedural requirements taken
by maintenance personnel which resulted in the significant
number of violatfons identified below. These problem areas
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were readily apparent during the repairs to the fire damaged
diesel for which violation 3, below, was issued, as well as
the proposed assessment of a civil penalty for repetitive
violations for failure to follow procedures, and control

temporary alterations.

fhe licensee's performance in some areas of maintenance did
indicate management involvement and responsiveness. For
example, when the generic aspects of seven Hydraulic Control
Unit (HCU) solenoid failures were questioned, management
involvement and followup resulted in the complete overhaul
and cleaning of the entire HCU system.

Six violations and one deviation were identified as follows:

(1)

(2)

(3)

(4)

(3)

(6)

(7)

Severity Level IV violation for failure to follew
procedures for the control of maintenance work.

Severity Level IV violation for failure to provide a
procedure for smoke testing of the control room, and for
failure to provide cleanliness controls during
maintenance on safety related systems.

Severity Level IV violation for failurz to obtain proper
authorization for safety related equipment repairs,
failure to perform a safety evaluation, and failure
to properly authorize a temporary alteration.

Severity Level IV violation for failure to provide
adequate justification for determining that no

unreviewed safety question existed on temporary

alterations to the Uivision III diese) generator.

Severity Level V violation for failure to control
measuring and test equipment used on safety related
systems, and for failure to properly mark restricted use
equipment.

Severity Level V violation for failure to complete
masonry wall modifications in accordance with drawing
requirements.

Deviation for failure to provide maintenance personr-]
training.



Surveillance and Preoperational Testing

a.

14
Cenclusion
Category 3
Board Comments

Lack of sufficient licensee management invoivement in
maintenance 1s evident. The use of overly optimistic
schedules has, at times, been a contributor to poor
maintenance practices. This schaduling problem was discussed
in the previous SALP assessment and continues to be an area
of concern. Increased management attention should be devoted
to this area by the licensee. Increased NRC 1inspection
activity should also be performed in this area.

Analysis

Ouring the evaluation period, the area of surveillance
including preoperational testing, was inspected by the
resident and regional finspection staff at a level greater
than normal, based on the weaknesses identified in this area
during the previous SALP assessment.

Surveillance

A special team inspection was conducted in this area from
September 27, 1982 to October 8, 1982. This 1inspection
ravealed that the procedures in use failed to properly
impiement all technical specification requirements; several
required surveillances were not being performed; significant
weaknesses existed in the administrative controls for
surveillance procedures 2nd changes; and there was no formal
quality assurance audit program in this area. The licensee
me* with the NRC staff on October 14, 1982, to discuss the
actions necessary to correct these deficiencies.

As discussed above under Licensee Activities, NRC issued a
Confirmation of Action Letter on October 20, 1982 documenting
that the licensee had committed to revise the surveillance
program, revise technical specifications, retrain operations
personnel in technical specifications, and perform a quality
assurance audit of these corrective actions. The licensee
completed the corrective actions as documented in their
letters to NRC of August 29, 1983, September 1, 1983, and
September 13, 1983. The NRC staff inspected the corrective
actions which were required to be completed prior to reactor
restart. Additional actions remain to be completed during
power escalation and/or 1in actcordance with long term
comm’ tments.
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To distinguish revised procedures resulting from this effor:,
all newly approved surveillances were designated as kevision
20. A massive licensee effort was put forth in this under-
taking. Procedures were prioritized as tc their {mpact
on plant restart and those required for recriticality and
low power testing were reviewed first. Some surveillance
procedures which would not be needed for some time, such as
refueling, remained to be reviewed and revised. NRC has
inspected samples of the revision 20 surveillance procedures
and found them acceptable prior to restart.

The containment isolation valve local leak rate test
surveillance program was one area of concern. During NRC
inspections the procedure for local leak rate testing was
determined to be inadequate because valve alignments were
not included to provide objective evidence &n how the local
testing was performed. Ouring preoperational testing,
containment penetration drawings were marked to {indicate
the proper valve alignment for testing. At that time the
licensee stated that these drawings would be used to develop
valve alignments for the future surveillance procedures. The
approved procedure did not, however, include this information
which had been developed from the preoperational testing
effort. A violation, item 6 below, was issued. The licensee
conducted a thorouygh review of the previous containment leak
rate tests prior to recriticality. Retests were performed
wnere appropriate.

Preoperational Testing

Ouring the licensee's performance of the Loss of Coolant
Accident simulation, coincident with a Loss of Offsite Power
(LOP/LOCA), a design defect was discovured by the licensee
in 1ts custom load shedding and sequencing (LSS) panels.
The Ticensee promptly modified the equipment to correct the
desfan problem. The licensee's program for modifications
and tests of the LSS panels was found, during routine NRC
inspections, to be effective and performed in accordance
with appropriate administrative controls and procedures.

Ouring this same LOP/LOCA test sequence, the licensec
uncovered a number of problems with improper operation of
Emergency Safety Feature (ESF) valves and with the per=-
formance of the Division I diese) engine. These problems,
most of which were not related to each other, were corrected
and the equ‘pment was tested in an orderly manner. During
testing a fuel Tine rupture caused a fire in the Division I
diesel generator. A valve in the fire protection deluge
system fnitially failed to function. After recovery from the
fire and completion of repairs, 'the diesel gensrator was run
continuously for seven days to demonstrate reliability.
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During the evaiuation perfod the conduct of preoperational
testing and the test results were reviewed and analyzed by
the resident and regional 1inspection staffs. OUne such test
was the thermal expansion test performed subsequent to
issuance of the low power license, during non-nuclear heat
up. The test procedures were technically adequate and the
licensee's performance of the thermal expansion test program
fndicated adequate prior planning, assignment of respons-
ibilities, decision making at appropriate levels, involvement
of appropriate personnel, and understanding of the issues.
Test results were reviewed and discrepancies evaluated and/or
corrected prior to continuing heat up.

In addition, the licensee performed the drywell bypass
leakage test. The test initiaily failed to meet the
acceptarce criterfa because construction personnel had opened
two previously sealed electrical conduits penetrating the
drywell and had not resealed these leakage paths. This
fndicated a failure to monitor changing plant conditions and
review these conditions relative to pre nerational test
requirements.

Nine viclations, involving multiple examples, were identified
as follows:

(1) Severity Level IV violation for failure to perform relay
calibrations within the required frequency.

(2) Severity Level! IV violation, with nine examples, for
failure to provide adequate acceptance criteria for
tests.

(3) Severity Level IV violation for failure to perform a
required surveillance procedure.

(4) Severity Level IV violation for failure of the
containment and drywell ventilation exhaust radiation
monitoring system to meet the technica) specification
trip logic requirement.

(5) Severity Level IV violation for failurs to maintain
service water valves locked closed as required by
technical specifications.

(6) Severity Level IV violation for an inadequate test
procedure for performing Type C containment leak rate
tests.

(7) Severity Level IV violation, with three examples, for
failure to provide a nrocedure to implement technical
specification requirements for safety related valves.
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(8) Severity Level IV violation for failure to perform an
fndependent verification of a hardware modification.

(9) Severity Level IV violation for failure to perform a
safety evaluation for test equipment installed in
ooerable safety related systems.

Conclusion
Category 3
Board Comments

Performance in thic 2rea was evaluated as Category 3 during
the previous SALP assessment. Licensee resources appear to
be strained. Significant problems were identified in this
area early in (“e evaluation perind. A major program was
implemented to correc. the problems which should result in
improved performance during the next SALP assessment.
Increased licensee management attention should b directed to
the area. Although the overall rating in this area is a
Category 3, there was a period of time when performance was
unsatisfactory. Ccrrective action were taken to bring
performance up to the present level. NRC inspection effort
should be increased in this area.

Protection

Analysis

During this assessment period, limited inspections were
performed by the regional inspection staff to review the
licensee's i1mplementation of the operational fire protection
and prevention program.

The licensee's fire protection program adhered to the NRC
guidelines during the SALP period except for the violations
listed below, which have been corrected. The administrative
procedures for control of the fire protection program appear
adequate and meet NRC requirements. Adherence to these
procedures, based on limited inspections, appeared to be
satisfactory considering that the plant was in transition
from the construction to the operational phase. However,
several temporary construction structures remained within
safety related areas of the plant. These structures
obstructed the permanent plant fire protection systems
provided in the area but were scheduled to be removed or
provided with appropriate fire protection features prior to
plant operation.

Maintenance and tests of the fire protection systems were
satisfactory with the exception of the control room Halon
extinguishing system, battery penetration seals, and several
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fire detection systems, as noted below. Also, one of the

pre-action sprinkler system control valves for the-diesel

generator building did not cperate properly during a diesel
generator fire on September 4, 1983. An investigation was in
progress, at the end of the evaluation period, to determine
the cause of the problem.

The plant fire brigade appeared to be well organized and
adequately trained, as evidenced by their response to, and
performance during, the diesel generator fire discussed above.
A review of the plant fire brigade training and drill records
indicated that each reviewed brigade member had participated
in the required training sessions and drills during the
assessment period. Sufficient fire fighting equipment was
available to equip the brigade. Maintenance and care of this
equipment was satisfactory. o

Reporting of fire protection discrepancies, for the most
part, has been time'y and very comprehensive. A large number
of fire protection related discrepancies and items for which
construction had rot been properly completed were identified
by the licensee aid promply reported to the NRC as required.
For these self identified discrepancies, the licensee
responded to the correct 1imiting condition for operation as
specified in the technical specifications.

Staffing for the fire protection program appeared marginal.
Although the fire protection coordinator appeared to be well
qualified for his position, sufficient personnel are not

permanently assigned to this area to assure that' the program
will continue to be adequately administered. Important fire
protection tasks were assigred as collateral duties to a

number of different personnel who were not under the contro)
of the fire protection coordinator.

The following four violations and one deviation were
fdentified:

(1) Severity Level V viclation for failure to implement the
technical specification requirements to submit a special
report to the NRC on {noperative fire rated assemblies,
and failure to assign a designated fire watch for a
removed fire rated hatch cover and several blocked open
fire doors.

(2) Severity Level V violation for failure to implement the
fire protection program in that maintenance and test
procedures had not been estatlished for the battery
power emergency lighting units, fire detection zores
Z-15 and Z-18, and fire barrier penetration seals.

(3) Severity Level V violation for failure to conduct the
semiannual weight and pressure verification of the
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Halon fire suppression system ‘or the control building
complex as required by the-technical specifications.

Severity Level V violation for failure to implement the
technical specification requirements to post a fire
watch for two blocked cpen and inoperable fire doors.

(5) Deviation for failure to provide skid mounted portable
air compressors for breathing afr applications as
committed to in the FSAR.

Conclusion
Category 2

Board Comments

Performance in this area was evaluated as Category 2 in the
previous SALP assessment. C(Concerns were rafsed by the SALP
Board, in the previous assessment, regarding the use of
temporary struci.res, and the minimal staffing level 1n this
area. These issues continue to be concerns during this
assessment. Management attention should be directed to this
area to assure adequate fire protection staffing.

Emergency Preparedness

a.

Analysis

Ouring this evaluation period, a full scale emergency
exercise was monitored, and a routine inspection was
conducted. No violations, deviations or deficiencies were
notecd during the exercise or inspection. Minor problems were
identified during the exercise for followup action.

Ihe licensee has generally shown timely response to NRC
fdentified initiatives. A1l deficiencies identified during
the emergency preparedness implementation appraisal were
reso'ved, and there were few other concerns identified by NRC
inspectors which required action by the licensee

There appeared to be continued management commitment to the
emergency preparedness program. Senfcr corporate management
representatives were personnally involved in the annual
emergency exercise. Management commitment was also evidenced
by the prompt manner in which the licensee filled the plant
Emergency Preparedness Coordinator (EPC) position when the
former EPC was transferred. A reorganization of the
corporate office resulted in increased visibility and manage~
ment access to the emergency preparedness program. At the
end of the appraisal period, key positions in the emergency
preparedness program were filled. Staffing levels appeared
to be adequate to handle the emergency preparedness workload.
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A training program had been established and implemented. The
training . program for key personne! in the emergency
organization appeared to le effective as demonstrated by
participant performance during the 1983 annual emergency
exercise. However, during this exercise, offsite monitoring
teams appeared to lack experfence in radifological surveil-
lance metnods. The licensee committed to provide additional
training to monitoring team members.

As a result of the licensee's efforts, the emergency
preparedness program has been shown to function effectively
during the exercise and during an actual event. During the
exercise the licensee properly asstessed accident conditions,
correctly classified the accident, took proper remedial
action, and recommended appropriate offsite protective
actions. The licensee's ability to evaldate accident
conditions and take action was also demonstrated during the
assessment perfod when a diesel generator fire occurred.
Licensee assessment actions, mitigating actions, and accident
classification appeared to be consistent with approved
emergency plan procedures. The incident was properly
reported to NRC.

Conclusion
Category 1
Board Comments

Performance 1n this area was evaluated as Category 2 in the
previous SALP assessment. Licensee management attention and
invoivement 1in this area are aggressive. No decrease in
licensee management attention {s recommended.

Security and Safeguards

Analysis

Routine inspections were performed in this area by the
resident and regional inspection staffs. During this
evaluation perfod, the licensee's physical security program
was implemented 1in accordance with approved regulatory
requirements. However, some weaknesses were noted during the
assessment period with regard to electronic security system
failures, and personnel adherence to security procedures.
With regard to the electronic security system, the removal of
the anti-passback features from the computerized access
control system has resulted in a significant improvement in
the performance of the system.

Regarding the implementation of security procedures, tie
majority of the violations and reportable events reflected
below were caused or contributed to by the faflure of
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structure, from the Vice President down to Plant
Superintendents. In regard to the submittals for equipment
qualification, a comparison of the May 20, 1983 submittal to
the corrected version of August 25, 1983, showed that the
earlier version had 366 deficiencies for 1,160 pfeces of
equipment. The overall decline in quality is attributed to
the extensive scope of these fssues, and to a perceived
limitation of resources in attempting to meet unrealistic
schedules set by the licensee.

In response to NRC inftiatives, the licensee provided timely
responses for those issues which were believed to impact full
power licensing. Specifically, the licensee provided
extensive reports within a short time span for the 1ssues
involving hydrogen control, diesel generator reliability, and
electrical relay performance. In regard to " staff requests
for prototype details on this, the first Mark III plant, the
licensee was very cooperative and made available the
resources of their architect-engineer, Bechtel-Gaithersburg.
Ouring meetings with the NRC, the licensee provided appro-
priate technical and management level personnel to make the
mcetings productive. On the other hand, a number of
responses for significant issues were provided months later
than the date specified by the icensee, or the licensing
action was not completed as anticipated. In the matter of
Safety Relief Valve Test Results, a submittal required by a
license condition, the licensee provided the response 1in
May 1983, some seven-and-one-half months after t e report's
known availability. Other responses, such as 1ssues under
review for closure by the first refueling outage (e.g., sofl
structure interaction), and some requests in generic 1etters.
were provided three to five months later than expected and
only then after NRC prodding of the licensee. In regard to
late responses to generic letters, the licensee appeared to
nave an internal problem of routing the generic letters to
the appropriate group for timely response.

Conclusion
Category 3

Board Comments

Performance in this area was evaluated as Category 2 in the
previous SALP assessment. The magnitude of the licensing
activities during the appraisal period appears to have

contributed largely to the degradation in rating since the
previous SALP appraisal. Increased licensee management

attention should be devoted to this area.
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10.  Quality Assurance Program

.
Analysis

During this inspection period, routine and special inspec-
tions were performed by the resident and regional inspection
staffs,

One special inspection was performed to review Quality
Assurance audits relative to a Confirmation of Action letter
fssued by Region II on October 20, 1982. The reviews
performed during both the special and routine inspections
indicated that the licensee's Quality Assurance (QA) audits
were complete, timely, and thorough. Corrective acticns for
audit findings have improved The Plant Manager, Onerations
QA Manager, and applicable plant personnel freely communicate
to reach mutual agreement on audit finding corrective
actions. This open communication has fimproved the
identification of audit problem root causes; consequently,
corrective action is more meaningful.

Procurement activities were generally well control1§d and
documented. The licensee's responsiveness and corrective

actions on previously identified NRC concerns improved in
some areas.

A special design control inspection was conducted during this
assessment period. Oue to the large backlog of design
changes, the licensee established a design change task force
to specifically identify the status of approximately 2000
outstanding design changes. Management controls were
considered adequate to assure proper completion of
significant design changes prior to plant restart. The NRC
conducted extensive interviews with design change task force
personnel. Drawing control, procedure updating, and “raining
in selected design changes was ongoing.

Improvements have been made ir the control of plant drawings,
and the licensee was devoting significant resources to this
task. At the end of the appraisal period, however, a
problem still existed with the inability to provide legible
copies of control drawings for use in the control room and
other important work stations. The delay in solving this
problem was stated by the licensee as a logistical difficulty
fn obtaining legible drawings from vendors. This matter was
identified for future followup during operational readiness
inspections by NRC. .
Although the audit program performed by the Quality Assurance
staff appeared complete, NRC was” concerned about the overal)
effectiveness of the operational Quality Assurance program.
An unusually large number of significant problems were
fdentified by the NRC and licensee in the surveillance
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testing program and in the operator training program during
the appraisal perfod. These problems had either not been

’ {dentified by the Quality Assurance program or they had not
been pursued in the manner necessary to result in satis-
factory corrective actions. Criterion XVIII of 10 CFR 50
Appendix B, and the topical quality assurance program require
planned and periodic audits to verify compliance with all
aspects of the Quality Assurance program and to determine the
effectiveness of the program. Surveillance testing and
operator training are important aspects of the overall
quality assurance program, but audits by the quality
assurance staff did not reveal the lack of compliance with
NRC requirements in these areas. A precise cause for this
lack of effectiveness was not ‘dentified. However, licensee
management attention is needed to reevaluate the scepe and
depth of quality assurance audits to assure a more meaningful
overview of NRC requirements.

Another apparent weakness in the implementation of the
operational Quality Assurance program involved the line
organization's direct responsibility for quality. The Plant -
Quality section was responsible for the quality ‘control
function and reported to the Plant Manager. They performed
most of the direct observations of plant activities and
therefore played an important role in the overall quality
program. Quality Assurance, in turn, audited the Plant
Quality section but Quality Assurance did not routinely
observe the performance of licensed activities in the field.
Viclations 1 and 7, described below, were cited against
performance of Plant Quality section personnel. Violation 1
was caused by repeated time extensions granted by the Plant
Quality section for the completion of corrective actions for
identified problems. An example of a documented deficient
area which was given repeated extensions, invoived training
discrepancies and, in particular, incorrect statements
submitted to the NRC on operator licensing examination
applications. These problems were documented in January 1983
and, as of August 1983, month-by-month extensions of correc-
tive action deadlines were granted by the Plant Quality
section to the training departrent. Had plant and corporate
management been responsive to the problems identified by the
Plant Quality section, these training deficiencies could have
been promptly corrected and may not have resulted in the
critical path delay to plant startup.

A further NRC concern relates to the frequent uscage ir plant
procedures of the words "shquld" and "must" as substitutes
for "shall". These permissive verbs are often used inappro-
priately in procedures such that plant personnel are not
provided with sufficient guidarfce as to the conservative
action which should be taken. Violatioen 7, below, was issued
as a result of a failure to implement regulatory requirements
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fnvolving the use of these verbs. Licensee management
attention should continue to be applied to this area tn
resolve this concern.

Seven violations were identified as follows:

(1) Severity Level IV viclation for failure to correct
conditions adverse to quality in a timely manner.

(2) Severity Level V violation for failure to issue an audit
within the technical specification required time frame.

(3) Severity Level V violation for faiiure to store recoras
properly.

(4) Severity Level V violation for failure of responsible
personnel to initiate an incident report to management
as required by procedure.

(5) Severity Level V violation for failure to have proce-
dures in place prescriting the methods and duration of
the appointment of alternates to the Safety Review
Committee as specified in the technical specifications.

(6) Severity Level V violation for failure to provide prompt
and adequate documentation of quality related deficiencies.

(7) Severity Level V violation for failure to implement
regulatory requirements in accordance with the Quality
Assurance program.

Conclusion
Category 3
Board Comments

Performance in this area was evaluated as Category 2 in the
previous SALP assessment. It appears, on the surface, from a
review of the QA program and its implementation at the Grand
Gulf facility, that the program is effective. However, when
an overall evaluation of the facility's history for this
period is conducted, it becomes readily apparent that the
implementation of the QA program at Grand Gulf {s inadequate
to identify problems and/or ineffective in bringing about
adequate corrective actions. Increased licensee management
attention is required in this area to assure th't licensee
personnel are effective in performing the QA functions as
required by NRC regulations. Increased NRC inspection effort
should be directed to this area.
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Construction Activities (Unit 2)

a. 'Analysis

During the assessment period, the licensee has continued the
construction of Unit 2, utilizing a work force of
approximately 900 personnel. The decision to continue
construction was based on an investment protection study
which showed that extended storage of the equipment already
on site could best be accomplished by finishing the major
buildings, and by storing the equipment in place.

Inspection effor: during the assessment period has been
minimal because of the announced extension and possible
deferral of the project. There have been eight inspections
of constructicn activities during this period. Three of the
inspactions were primarily involved with piping and
structural installation, and welding activities; and three of
the inspections were primarily involved with follow-up of
licensee-identified items. The instaliatien of equipment and
construction of the buildings appearec to be progressing very
smoothly. The licensee has reported that construction work
was ahead of schedule and below budget. The use of a small
crew and an extended schedule appeared to have eliminated
many of the bottlenecks and other problems which normally
occur during a large construction project. There appeared to
be a positive attitude displayed by those involved with
construction activities.

There was one violation identified during this inspection
period involving improper curing of concrete. The problem
was resolved by retraining of the personnel involved, and did
not appear to be indicative of a QA breakdown.

Oce violation was identified:

Severity Level V violation for improper concrete curing.
Conclusion
Nct rated
Board Comments
An assessment of a licensee's performance in the overall
categories of operation and/or construction is achieved by
appraising their performance in the numerous functional areas
that make up the associated overall category. Since the
Iicensee and NRC activity in the construction functional

areas was minimal, insufficient data existed tc properly
evaluate performance in this area.
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Supporting Data
o

1.

Reports Data

Licensee Event Reports (LERs)

During the assessment period, there were 254 LERs submitted.
The distribution by Licensee Cause Code and SALP “unctional
Area is as follows:

Cause Code No. of LERs
Personnel 52
Design 19
External 17
Procedure 16
Component 4]
Other 109
TOTAL 254
SALP
Functionai Area No. of LERs
Operations ' 59
Radiological Control 1
Maintenance 37
Surveiliance 61
Fire Protection 70
Quality Assurance 17
Other 9
TOTAL 254

Twenty percent of the events were attributed to personnel
error, sixteen percent were due to component failure, and
forty-three percent of the events were classified as "other”.
Of the personnel error LERs, fifty percent were caused by
1icensed or unlicensed operators, twenty-one percent were
caused by maintenance personnel, and twenty-eight percent
were caused by personnel from other organizations. Of the
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events classified as "other", fifty-six percent were reported

® because the licensee was in an Action Statement caused by the
propping open of fire doors for the purpose of construction
activities.

Overall, the re’atively large number of LERs was due, in
part, to the faciiity having standard technical specification
reporting requirements which {involved a high level of
required reports. Additionally, the ongoing construction
activities at the plant resulted in many reports that would
not have been required had the construction activity been
compliete.

b.  Construction Deficiency Reports (CDRs)
Twelve Unit 1 CORs, and thirteen Unit 2 CDRS were reported

for this assessment period. The distribution of these
reports into cause related categories is as follows:

Category Unit 1 Unit 2
Mechanical 2 2
Electrical 2 1
Design 5 5
Quality Assurance 2 2
Supports and Anchors 1 2
Welding 0 1
Total 12 13

c. Part 21 Reports

Unit 1 - 11
Unit 2 - 0

Investigation and Allegation Review

One allegation concerning an emergency preparedness issue was
closed during the SALP assessment period. Additionally, one
allegation concerning diesel repair maintenance was ongoing at the
end of the SALP period; and two investigations, one concerning
missing rebar and one concerning operator 11censing applications,
were in progress.



Enforcement Actions
iV

Violations
Unit 1 Unit 2
Severity Level III - 1 violation
Severity Level IV - 24 violaiiuns
Severity Level V -~ 19 violations 1 violation

Deviations 6 deviations

Civil Penalties

There was one civil penalty assessed for the failure to
provide positive access control to a vital area.

Subsequent to the evaluation period, one civil pensity
was proposed for repetitivs viclations for failures to
follow procedures and control of modifications that
occurred during the evaluation period.

Orders
None
Administrative Actions - Confirmation of Action Letters

There was one Confirmation of Action Letter dated October 20,
1982, concerning surveillance procedures, technical
specifications, training on technical specification require-
ments, and quality assurance reviews of regulatory require-
ments.

Management Conferences

October 14, 1982, Enforcement Conference concerning surveil-
lance procedures, technical specifications, and training on
technical specifications whizh led to the issuance of a
Confirmation of Action Letter dated October 20, 1982.

November 2, 1982, Management Meeting concerning staff
attrition, qualification of staff, use of consultants, and
overtime.

December 2, 1982, Enforcement Ccnference concerning a
security violation.

January 17, 1983, Enforcement Conference concerning failure
to follow procedures.

April 8, 1983, Management Meeting to discuss the Operations
Enhancement Program.
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April 20, 1983, Enforcement Conference concerning control of
f modifications and maintenanc2, and failure to take effective
corrective actions in the area of temporary alterations.

May 11, 1983, Management Meeting to discuss changes to
technical specifications required prior to startup of Unit 1.

May 11, 1983, Enforcement Conference concerning a security
violation.

June 2, 1983, Management Meeting related to proposed Physical
Security Plan modifications at Grand Gulf.

July 15, 1983, Management Meeting to discuss problems
encountered with scram solenoid valves in unit 1.

July 29, 1983, Management Meeting relioted to the licensee's
investigation on rebar in the standby u2rvice water basin.

August 12, 1983, Management Meeting to discuss the licensee's
actions to satisfy matters of a Confirmation of Action letter
dated October 20, 1982.

September 3, 1983, Management Meeting related to changes in
the Physical Security Plan.

September 23, 1983, Management Meeting to discuss Agastat
Relay failures, proposed corrective actions, and other topics
of current interest.
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MEMORANDUM FOR: Karl V. Seyfrit, Chief AEQD/T323

Reactor Operations Analysis Branch
Office for Analysis and Evaluation
of Operational Data

THRU: Stuart D. Rubin, Lead Engineer
Reactor Systems 4
Reactor Operations Analysis Branch, AEOD

FROM: Sagid Salah
Reactor Systems 4
Reactor Operations Analysis Branch, AEQD

SUBJECT: TECHNICAL REPORT FOR GRAND GULF UNIT 1

Forwarded herewith is the subject Technical Report for your information.
As a result of this investigation, no further evaluation of this problem is
considered necessary. Therefore, this technical review is complete.

"%F“Q Je b

Reactor Systems 4
Reactor Operations Analysis Branch, AEOD

Enclosure:
As stated

cc w/enclosure:
CHeltenes



AEOD TECHNICAL REVIEW REPORT

UNIT: Grand Gelf Unit 1 TR Report No. AEOD/T323
DOCKET NO.: 50-416 DATE: June 17, 1983
LICENSEE: Mississippi Power & Light Company EVALUATOR/CONTACT: S. Salah

NSSS/AE: GE/Bechtel

SUBJECT: TURBINE TRIP BYPASS DELAY
EVENT DATE: November 24, 1982

SUMMARY

Mississippi Power and Light Company has reviewed the Architect Engineer's
request which recommended a design change to initiate a direct turbine trip
upon loss of the main circulating water pumps. According to the request, °
incorporation of the proposed change would satisfy a GE criterion which
requires that the steam line bypass be ppen for at least 5 seconds following
a turbine trip during a loss of condenser vacuum transient.

After a detailed review of this issue, the 1icensee concluded that the
proposed design change is not necessary. The 5 second bypass operation was
not a GE €Eriterion but rather a pressurization transient response based
upon an assumption of 2 inches of Hg/second vacuum decay rate, considered
to be conservative at the time the FSAR was implemented.

DISCUSSION

Technical Specification 6.9.1.1.2.h requires prompt notification of errors
discovered in the transient or accident analysis or in the methods used
for such analyses as described in the safety analysis report, or in the
basis for the technical specification that have or could have permitted
reactor operation in a manner less conservative than that assumed in the
analyses.

The licensee reviewed Bechtel's request to Allis-Chalmers Power Systems, Inc. for
design change to initiate a direct turbine trip upon loss of main circulating
water pumps. In the process of review it was discovered that General

Electric in their FSAR accident analysis used a plant condition which is

less conservative than the design change requested by Bechtel. In the analysis
General Electric assumed five seconds of steam bypass operation after a

turbine trip. Such a requirement is not explicitly stated in the system

design specification.

After a further review of this issue, the licensee concluded that the
proposed design change is not necessary. The 5 second bypass operation

was not a GE assumption but rather a pressurization transient response
based upon an assumption of 2 inches HMg/second vacuum decay rate, considered
to be conservative at the time the FSAR was implemented.

B RGETT T PON
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The loss of condenser vacuum transient is categorized as a reactor pressure
increase event. For the loss of -ondenser vacuum transient, based on a
FSAR assumption of 2 inches Hg/second vacuum decay rate, the steam bypass
would be availalle for 5 seconds provided that the bypass is signaled to
close at a vacuum of 10 inches Hg less than the stop valve closure. The
results (maximum vessel pressure of 1179 psig and MCPR greater than 1.13)
are expected to be less severe than the limiting transient of this category.

The Architect-Engineer determined by analysis that the present Grand Gulf
Nuclear Station ?GGNS) Togic will not allow the steam bypass valve to
remain open for 5 seconds beceuse the vacuum decay rate was estimated

to be about 10 inches Hg/secord. Therefore, the actual bypass operation
perioa is only about one second. With one second bypass operation, a new
analysis for loss of condenser vacuum transient would result °n the maximum
vessel pressure greater than 1175 psig quoted for 5 second bypass, but
still less than the limiting 1234 psig of the load rejection without

bypass transient.

FINDINGS

Actual steam bypass operation following,Loss of Condenser Vacuum transient
is approximately 1 second rather than 5 seconds due to vacuum decay rate
of about 10 inches Hg/second instead of 2 inches Hg/second.

CONCLUSIONS

Technical Specification 6.9.1.1.2.h requirements were fulfilled by the
licensee by immediately issuing an LER comparing the differences between

the actual design logic with GE's FSAR analyses. To narrow this difference
the Architect-Engineer has requested a direct turbine trip upon a loss of
main circulating water pump. In addition licensee has pointaed out in their
follow up report that FSAR assumes a vacuum decay rate of 2 inches Hg/second
compared to real value of around 10 inches Hg/second. This difference in
vacuum decay rate results in one second for the steam bypass valves to remain
open instead of 5 seconds. Since the proposed design change would merely
improve the system behavior for a less limiting transient, it is not necessary
to implement the change from the viewpoint of improving overall safety and
operating margins.

Loss of condenser vacuum transient is categorized as an increase in reactor
pressure event and since there are other more severe limiting pressurization
transients, such as, load reject without bypass, consequences of loss of
condenser vacuum does not 1imit the GGNS component design. Therefore this
technical review is complete.

REFERENCES:
1. LER 82-105/017-0

2 LER 82-105/01X-1 (Supplementary information)
3. Grand Gulf Nuclear Station Unit 1 FSAR Chapter 15.
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MEMORANDUM FOR: Karl V. Seyfrit, Chief AEQD/T334
Reactor Operations Analysis Branch
Office for Analysis and Evaluation
of Operational Data

THRU: Stuart D. Rubin, Lead Engineer
Reactor Systems 4
Reactor Operations Analysis Branch

FROM: Sagid Salah
Reactor Systems 4
REACTOR Operations Analysis Branch

SUBJECT: TECHNICAL REPORT FOR GRAND GULF UNIT 1

Forwarded herewith is the subject Technical Report for your information.
As a result of this investigation, no further evaluation of this problem is
considered necessary. Tnerefore, this technical review is complete.

id Salah
Reactor Systems 4

Reactor Operations Analysis Branch, AEQD
Enclosure:
As stated

¢c w/enclosure:
C. Heltemes, AEOD



AEOD TECHNICAL REVIEW REPORT*

UNIT: Grand Gulf Unit 1 TR REPORT NO. AEQD/T334
DOCKET NO.: 50-416 DATE: November 15, 1983
LICENSEE: MisSissippi ower & Light Company EVALUATOR/CONTACT: S. Salah

NSSS/AE: GE/Bechtel

SUBJECT: REACTOR VESSEL DRAINAGE
EVENT DATE: April 3, 1983
SUMMARY

When the RHR mode of operation was changed from Low Pressure Coolant Injection
(LPCI) to shutdown cooling, a drainage path was created from the reactor
vessel to the supprescion pool. This caused 10,000 gallons of vessel water

to be drained into the suppression pool before action was taken to stop the
flow. The consequences of this event were within tolerable limits because
drain:ng was stopped before reactor vessel level reached the low level alarm
setpoint.

DISCUSSION

On April 3, 1983, around 9:45 a.m. approximately 10,000 gallons of water
drained from the reactor vessel to the suppression pool through the RHR
system. This drainage was caused by two RHR valves (FO04 and FOO6) being
open simultaneously. At the time, the reactor was at atmospheric pressure,
with vessel water temperature approximately 100°F.

Prior to this incident, loop "A" of the RHR system was 1ined up for the LPCI
mode and loop "B" was lined up for the Shutdown (SD) cooling mode. Figure

1 shows this lineup of the RHR system. In order to change the lineup of
loop "A" from LPCI to SD cooling mode the operator went to close valve FOO4,
Full closure of the valve would normally result in the red valve position
indicating 1ight bulb (on the control panel) being extinguished. The
operator observed that the 1ight bulb was not illuminated and assumed that
the valve was fully closed. However, unknown to the operator at the time,
the indicatirg 1ight bulb was burnedout which resulted in a faulty indication
of ful! valve closure. The operator, not realizing this, assumed FOO4 was
fully closed when it was in fact stil) partially open. Then the operator
opened the valve FOO6 to put loop "A" in the SD cooling mode.

Opening valve FOO6 resulted in an unintended open f1ow path from the

reactor vessel to the suppression pool which drained 10,000 gallons of water
out of the reactor vessel. Water drained out because of the higher reactor
vessel elevation. The control room operator noticed the indicated reactor
vessel water level going down, and took immediate action to stop the flow
of reactor vessel water before reactor vessel level reached the low )evel
alarm setpoint. The water drain rate from the reactor vessel to the sup-
pression pool was approximately 18,000 gpm. Since the LPCI system dis-
charges into the reactor vessel above the top of the active core, there

was no danger of core uncovery at any time. E &

*This report supports ongoing AEOD and NRC activities and does not represent
the position or requirements of the responsible NRC program office.



o2e

There was a similar incident at LaSalle on September 15, 1983. Water drained
from the reactor vessel to the suppression pool when an operator opened the
LPCI B s ‘o valve in accordance with the approved surveillance procedure.
The static head of water in the reactor vessel caused water to drain through
the check valve. The check valve failed to seat properly. This caused the
draining of 5,000 to 10,000 gallons of water from the reactor vessel to

the suppression pool in approximately three minutes. The control room
operator noticed indicated reactor vessel water level going down and ter-
minated the drainage manually while the automatic system isolated the

primary containment.

FINDINGS

For the event at Grand Gulf a burned out indicating 1ight bulb caused a
misleadingposition status for the RHR pump suppression pool suction valve
which resulted in a brief drainage path from the reactor vessel to the
suppression pool.

CONCLUSIONS

When the operator changed the modc of operation of the "A" RHR train from
LPCI to SD cooling, a flow path was created from the reactor vessel to the
suppression pool. This caused reactor vessel water to flow into the sup-
pression pool. The main cause of the problem was created by the burned
out 1ight bulb which erroneously indicated that the FO04 valve was closed.

As a result of this incident, there were no significant consequences except
that 10,000 gallons of reactor vessel water was drained into the suppression
pool. The operator took immediate action to stop the flow of reactor vessi)
water before reaching the automatic initiation setpoint for the standby low
pressure core cooling system.

There was no danger of core uncovery at any time. This {< due to the
fact that the LPCI Tine comes into the reactor vessel above the top
of the active core.
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‘EMORANDUM FOR: -, Thomas Movak, Assistant Nirector
for Licensing
‘Division of Licensine .
FROM: Frank J. Miraglia, Assistant Director
for Safetv Assessment
Division of Licensing

SUBJECT: GRAND GULF OPERATTNG EXPERIENCE

In response tc vour request (memorandum of October 6, 1983) the Operating
Rezcters Assessment Branch (ORAB) has reviewed operating experience during
the past vear at the Grand Gul¢ facility 2nd preparec the z2ttachec report.

The CRAR review included a survey of reported events 2t Grand Gu)< during

the pest 15 months (i.e. the low power license period) and 2 comparison of
the event reports with reports from twon cther recentlv licensed RWBs

(L2S21le and Suscuehanra) filed during their low pewer license perince. The “-
sources of evert repnris included prompt (telephone) notificztinne “iled per
10 CFR 50.72 2¢ well as Licensee Event Reports (LER) recuired hv the

Technical Specifications. Operzting resctor events oriefing sur=zries were
alse exzmined te identify the more sionificant even-c. ~I0C pravided us with
substentia) support in obtaining event repnrts, :

In generz)l the review revealed that hich number ¢¢ prompt reporiable events
10 CFR 50.72) neve occurred at Grand Gul¥ in the pest vear. The rate of
cccurrence of these events has been at least three rimss grezter than that of
the two other recently licensed BHRs used for cemparison. The larce number of
prompt reports are concerned for the most part with inzdvertent actuatiers of
engineered safety features. According to the 50.72 reports, equz) rumders of
these events hzve been caused by equiprment failure and errars on the part of
operators 2nd technicians. y

"sienificant” events have heen reported for Grang fiyl< durine the vear, They
inciude & low terserature vesse) pressurizstinn incigent, sectrieal gustem
“:1functicn czusing imacverient RPS *rips, » cicsel cenerzccr eeam fire incident,
simultarecus melfunction of both Transemerica Nelave) ciese] aererztors, and
2n’operztor error which resulted in 10,000 0allons of wailer beire Frained from
ihe rerctor vessel to the suporession prol. The nurher of stonificant events
At Grand Gulf during the Tow pewer licemse pering ic Picher thar t*24% for the
twa cther recently licensed BlRs cnnsicered in the review, Lal21%e¢ Rad only
cre evert sierificant encugh *n be rerarted a 2 brie‘ine prd frccusharrs Pad
nese. 1% cheuld 21sc be noted thet the perince of tow prus=-1igerse ‘or
Lefelle anc Susouvehzrrz vere much shorter than R=znc wlf,

.Review of operzting reactnr event briefing surmaries indicztes that Five
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Thomas M, Movak 2. iy

B2sed on our review we have concluded that operating experience 2t frand Gulf
durine the past fYear hes been atvpical. Comparison of Grand fAulf experience
“ith thet of other SWRs indicates that the period of operation with the Yow
power license at Grand Gulf has been abnormally Tong (greater then 12 months
versus 4 months for Susouehanna and LaSalle) anc that the rate of prompt
reportzble events has been much greater then expected. Basec on discussions
with Region 11 we believe that the high rate of reported everts is at least in

part related to the large amount of construction and testing activities which

have gone on during the past vear. This consiruction and testing activity is
the result of design changes being implemented 2t the piant. The “act that
manv events which have occurred are relatec to personne’l errors mayv -indiczte
@ lack of experience, on the part of plant personnel.

The rate at which events have occurred at Grand Gulf has rot cecreased steadilv
over the lono term as the plant has moved closer tn cormercial operation.
rcwever, a sudden sharp decrezse in the rate did occur in MNovermber 1883 which
may be attributed to site inzctivity following comoletion of Tow power testing
in October. On this basis it would be rezsonzble to expect the incident rate
to continue this cdecrezsine trend as the plant roves closer %c commercial
cperation, and testine ard constructinn adctivities are comsieted.

-

nave informec us that our conclusions are censistert with their mnset recent
SALP review. Region 1] wil) continue tn monitor plane cerforrance :nd.take
eppropriate actions should problems continue L0 occur &t & high rate.

l'e have discussed the results of our review with If Penicr 11, ane they

) Wpegle.

I’ 4 ..
Frank ), NiC%gT:vg F€&sistent Nirecor
for Safety Assessment
Division of Licensing

Enclocure:
s Steted



OPERATING EXPERIENCE REVIEW

AT GRAND GULF UNIT £

INTRODUCTION

~ The stzff review of operating experience included 3 survey of reported events

at Grand Culf during the past 15 months (i.e. the Jow pover license period) and
2 comparison of the event reports with reports from two other recently licensed
8WRs (LaSalle and Susquehanna) filed durino their low power 1icense periods.
The sources of event reports include prompt (telephone) notifications filed per
10 CFR 50.72 as well as Licensee Event Reports \LER) reouired hv the Technical 1
Specifications. Operatinc reactor events briefing surraries were 21so examined |
to icentify the more significant everts. These briefings are recularly scheduled !
meetings among NRC management to discuss recent evenis 2t operating reactors. |

SURVEY OF EVENT REPQRTS

In the period between mid-Aucust 1982 and September 1, 1983 167 incidents
requiring prompt notificztion were reported as reguired by 10 CFR part 50.72
One hundred and twenty-two of these events involved plant svetems. The
remaining 38 events involved the plant physical security svste~. This review
has focused on the non-security related events. The security relzted evens
were not considered significant and were expectec bzsed on the testing and
consiruction occurring 2t the plant. Thirtv-five percent (35%) &f the non-’
security related events have root ceuses relzted 1o operztor &ncd technician
activities (e.g. testing, troubleshoorting). Ecuiprent probiers (mostly
electrical) account for thirty-two (32%) of the events. The sirect causes of
the remzining one-third of the events zre unknown or not gpparent “rem the
brief 5C.72 reparts. Most of the events involve irzdvertent zctuztions of
sevety svstems with the plant shutdown {e.g.,standby 02s ireatment svstem,
centrol room fresh air svstem, reactor trip, diesel cenerztor st2rz). The
everzoe monthly rzte 2t which these events have been reparted is epproximetely
10 events/month. This rate is compered with retes for LzSalle anc Suscuehenra
in Teble 1 and zppears to be 2brormaliy high. Region 11 inspectors attribute
the high rate ta the large amount of testing and construction geirc on 2t the
piant. A review of the data by month does not reveai env prriiculer trend in

- the incident rate. Datz for the past three months shows 2 rete nf occurrence
close to the zverage in September and Octuber with & shzrp cecrezse in loves=ber
t0 I events/month. The sharp decrezse is ziribuced *r cit f=ngsivity
Tolicwing completion of Yow power tes=s. £ sterCy relucticr ir **s epte of
occurrence is expecied as the plant nears commercizl creratior, since cesicn
chences end essncizted tests zre expected to be corma'etnrd,

In the period beginning August 1, 1982 znc¢ ending Julv-l, 1C8Z a2 tet2) of 22
LERs were issued frem Grand Culf. The zverace mAsthlyv r2%e at whieh LIZRe have
ceen issued ¢ shown in tebie 1 2lono vith comparedie vites “re L2f21%e and
Susouehennz, The CGrend Gulf rate is cimilar 10 the rises fre 123210 2nc
Suscuenennz. This is in sherp contraet wi=h the 10 C73 part E0.77 reports

ihe

nther two plents. Review of the Grzrd CGulf LERs irficates that rhru
ef the reports relzte to prohlems with fire orotection cvstems. The
incluce mery instances of smnke detecinr elerms czusec by gt fre-
grc, rereve. of “ire Sarriers for coretructicn feliv ns

2

€
Ciscussed edove where the Grand Gulf rate ves significirtly hicher <hen t

t

s

c

R T




C TABLE 1

S ———

RATE OF REPORTED EVENTS AT

THREE BKR- PLANTS

DURING LOW PONER LICENSE PERIOD

Period of Low Rate of Reportéd Events

Power License (Ave. Me. reports/month)
Facility (months . . - 80,72 LER
Grand Gulf i2* 10 21
LaS2lle ] B 1 19
Susauehznna 1 < 3 -

* The stucy period consists of the first 12 months of the low power licerce
period. The actuz] period of the low power license will be Tencer than
12 months.
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.deficiencies. Other causes of reported events include ecuipment problems and - ‘
planned entry of jechndical specification action statements for purposes of
testing or construction. :

REVIEW OF SIGNIFICANT EVENTS

Significant events which have occurred at Grand Gulf durino the past vear have
been identified through a review of issues raised et the regularly scheduled
briefings of NRR manacement on operating reactor experiencs. The review
consisted of a2 review of the Operating Reactor Event Briefing meeting minutes.
For purposes of comparison a similar review has been performed for LaSalle and
Susquehanna for the periods they held low nawer licenses. CEvents which are
discussed at operating reactor event briefings have been subjected to e
screzning process in which five or six significant events are selected every
two weeks for discussion based on the review of 100 to 150 events reports
during the two week period. The purpese of icentifying those events here is

to provide a2 measure of the severity and extent of significant operationa)
problems. '

Curing Che Grend Gulf low power license period, five significart problems at
Grand Gulf were reported. Our review indicates that only one significant event
was reported for LaSelle during the period of ite low power Ticense. No events
were reported for Suscuehanna. The Grand Gulf events are surmarized below,

Viglation of RTND? Heatine Limits Durine ECCS iniection October 5. 1882

LAY

Ouring surveillance testing with the plant in cold shutdown 2 high NC voltage
spike occurred which initiated an ECCS iniection. Low pressure cocre spray
injected and czused the reactor vessel o become witer solid (extenaing to

the MSIVs). The resulting pressure transient violeted the Techn cal Specification
on nil-cuctility reference temperature, RTNDT. - .

- Rezcter Protection Svsiem (RPS) MG-Set Outout Rrezker Trips. Mav 10, 1683

irgcvartent trigoirg of the RPS If-get Cutput L e2le=s r2s meryrree repetitively
resulting in isolation of the instrument air sysiem and & reacior scram siomal,

The causes cf the trips have been icertified as therra) overlcad due tn insufficier
cebinet vertilation, end Tow voltace due to vhitage swirge while the PPS Syt

‘s fed frem the alternzte power supply. To recuce “he nunter cf cutput hreaner
trips the licensee incrersed cebinet ventiletion, ‘nesglled voliace reoulators

10 sTeOth cut volteage fluctuations, arc installec 2 rew statire ciectrice)
irengmissicn line from off-site. In acciticon Snstrumre= 24p svetem fsolation
relavs heve been re-&ligned to an interruniable oewes supply, This prodlem




- ‘ -

re-occurred in January 1984. Upward voltage spikes remeining above the
setpoint longer than .1 second have caused the protective MG-set output
brezker to trip, resulting in de-energization of containment isolation svstem
logic circuits followed by isolation of the RHR system. The licensee has been
unable to identify the source of the voltage spikes. To correct the problem,
the licensee has increased the output brezker delav time from .1 second to

1.4 seconds. The new delay time is based on measurements of spil.e durztion
and consultation with suppliers of the electrical ecuipment., The modification
assures that spikes lasting less than 1.4 seconcs will not result in a trip of
the protective breaker., Additiona) corrective actions are also under discussion
~ between the licensee and Recion 11, .

Inadvertent Reactor Vesse) Drainace Durine Shutdown Apri) 3, 1883

On April 3, 1983, 2pproximately 10,000 gallons of water drained from the
reactor vessel to the suppression poel through the resicual hezt remova) (RHR)
svstem. This drairage was caused by two PHR valves (FOO4 and FQOS) being open
simultzneously. At the time of the event, the reactor wes 2t ztmospheric
pressure with vessel water temperzture approximetely 100°F (cold shutdown'
conditions). The vessel water level continued tc decre2se unti) the Jew

leve) isolatien signal was received and shutdown cooline isolation valves
closed to terminate the Teakace,

Diese! Generztor Room Fire September 4, 1083

A diece]l generator engine fire was caused by a runtured fuel oi) supply line
which sprayed oil on the hot exhaust manifold of the diese), The ciese)
which caught fire was running at 25 percert lozd “or testing at the time,
Two other diesel cenerztors were nnt affectec by the fire, The water deluce
system failed to function dutomatically, but was manually setivated to .
extincuish the fire, The diesel oenerator governor &nd turbo chargers were
demeced. In 2ddition some electrical equipment in the room suffered water
damaoe,

Incperebility of Delava) Diese) Generatars Nctober 78, 19053

(n Qctcder 28, 1883, 2 Terhrica) Specificatinm fction Seprgmnns Wi At apad
nen twe nf the three diesel generators becer ‘renerab’c. The Jivisior ]
Giesel cenerator was inoperable due to gesket feilure on 2 Tube ¢4 Yine.
The Division 1] diece! cenerator becime increreble cue to 2 Yocse S2se pliate
RUT On the turbuckarcrar which roruited Sr 3 trip #4 the vibratinn sensor
which trippec the diesel. Corrective actinn wes *zken tn resdir bath diese)
gererators. Coth of the ciesel generators we=e =2 u‘aciired bv Trarearerics
Peieval Inc. (T01). 70! ciere) ceneraters heve “grentlv cr~e yuncer close
SCFL7"l' ! *fr pmst® .’{",‘ .,.,:. . :'..‘.4:"!.-.'5 ,’_.;'.‘,.I. ‘v 3 “‘; (.p“_'. "-f"C'F}.‘('f
At the Shareham plant, Staff review of the Trersererice Jelava) cfesel
generater sredlem &t Grand Gulf ¢ 51111 arerine,




ZONCLUSJONS .

Based on our review, we have concluded that operating exmerience at Grand Gulf
- during the low power license period has.been stypical. Comparison of Grand
Gulf experience with that of other SWRs indicztes that the period of cperation
with the low power license at Grand Gul# has been ebnorme1ly lone (12 months
- versus & months for Susquchanna and LaSalle) and that the rate of prompt
reportable events has been much greater than expected. Based on discussions
with Region JT we believe that the high rate of reported events is related, at
le2st in part, to the large amount of testing and construction activities which
have gone on during the past year. This construction and testing activity is
the result of design changes being implemerted at the plant. The fact that
many of the events are related to personnel errors'mav indicate a lack of
experience on the part of plant personnel. The rate at which events have
occurred at Grand Gulf has not decreased steadily over the lono term 25 the
plant has moved closer to commerical operation. However, 2 sudden sharp
decrease in the rate did occur in November 1083 which may be attributed to site
fnactivity following completion of the low piwer testing in October. On this
basis, we believe it is reasonadble to Rxpect the incident rate to continue
this decreasinc trend 2s the plant moves closer to commercial coeration, and
testing and construction activities cease. Should an abnormallv high rate of
frcidents re-zppear, appropriate actinss such 2s initiatinc 2 review nf
personnel training programs an¢ plant procefures should be initizted %o fdentify
the root cause of the continuing problem so that necessary corrective reasures
measures can be taken. '



. Rig {
o't Yo

a \ Enclosure 3
b, N UNITED STATES e
R i NUCLEAR REGULATORY COMMISSION
-8 ), % : VWASHINGTON, D, €. 20888
s €3N $
:a:*::giﬂc;p .
*rex* ‘ i FEB 2 4 1984
'

MEMORANDUM FOR: Chairman Palladino -
Commissioner Gilinsky
Commissioner Roberts
Commissioner Asselstine
Commissioner Berntha)

FROM: ¥illiem J. Dircks
Executive Director for Operations

SUBJECT: ' PERSONNEL ERRORS AT SELECTED OPERATING PLAQTS

The Office of Inspection and Enforcement and the Office for Anzlysis and
Evaluation of Operationa) Dztz were requested by Commissioner Gilinsky's
staff to provide information on the frequency of personnel errors st selected -
operating plants (i.e., Grand Guif, Sequoyeh. and Quad Cities). The
Cemmission should understand that the informetion presented here is
strictly a steff effort based on informetion eveilable to the steff and
his not been verified with the individua) Ticensees.

The N Drerztions Center cdate bzse contains information ¢n events thas
é°€ TeCuirec 1o De reported under the provisions of 10 CF% 80.72. lany
Ciffersnt types of svents are reported, i~clucing 211 plent trips end

Sevety tystem zctuations.

ihe following characteristics of the 1E cata bese should be kept in mind
when using the informetion presented here:

i) The informztion is c2lled in to the NAC sherily &fter the evert, znd 2t
thet time &n &ccurzte cdetermination of the cause ey not Se &veiledle.

2) Cerrections to origing) reports 2re net reutingly mece if leter infor=a.
ticn wouls incicete & different event cause.

3] Zecause the search capedility of the systen relys partially cn ¢ text
seerch routine, some events which involve Crereicr error mey te missed,

This search used "operztiona) fzilure” &nd “perscnne) errer.” e Selieve
ihese 1o be the most frequertly used citessriss for leseling cperaticrad
errcrs.

F. J. Hebdon, AECD

§82-.4420

G. Lenik, JE
‘SZIg‘.'ﬁ



The Commissioners 2

Teble 1 provides a summary of our findings.
reported as operajor errors, personnel

The tabulated events were

errors, or procedural errors. Some
events were judged to affect the combined units. These are counted separately
&nd net included 2s Unit 1 or Unit 2 events,

Teble 1

rersonnel Errors Reported to the
NRC Operations Center 1983+

Personnel
Errors Site Total

Quad Cities, Unit 1 4

Quad Cities, Unit 2 - 1

Quad Cities (both) 4 9
Grand Gulf, Unit 1 27 27
Sequoyzh, Unit 1 6 s
Sequoyah, Unit 2 3.’

Sequoyzh (both) 1 10

-

These reports are from cedendar year 1983,

In 2z¢dition, ATOD searched the Sequence Coding and Search System (SCSS) for
LERs from Grand Gu)f, Guad Cities, and Sequoyzh the: steted or implied ‘thet 2
personnel zction was inveived in the event.

tecause of the extensive amount of informetion from 22ch LER that is ccced in

the S38S, YT wes ot necesséry to rely on text sezrcnes far garticular worgds
2.%., "rersoanel &rror”) or to rely on the cete coced by the licensee on the LIk
ferm., Thus, if the LER text expressly stited that 2

“cersonnel error” occurred,
or if the LER implied thet a personnel error occurred (e.9., "Inzdvertently he

Opereted an incorrect valve"), the informetion was coced into SCSS and wes
Cépturec Dy the subsequent sezrch,

The results of this sezrch were menuelly reviewed to identify personne) errors
~inat could be zttributed to plant personne) (e.g., Cesign errors 2nd febricetion/

renufecturing errors were excluded). A reither Sro:s cefinition of "persorne)
errir” wis used wnich included both errors of ¢r=missies (=.¢
cperetion of the wreng velve) and errors of omission (
‘requirements).

.y inEcvertent
€.6., missed surveillance

The results of this eznalysis ere sumrerized in Teble 2.




. The Comaissioners w9

Table 2
' Personnel Errors Reported in LERs

. ‘ Pcrson;ol . LERs
Plant/Unit Period "~ Errors Received
Qued Cities, Unit 1} 1983* il 36
Quad Cities, Unit 2 1983+ < 20
Grand Gulf, Unit ) 1983+ 58 162
Grand Gulf, uUnit 2 1683~ 0 0
Sequoyah, Unit } 1983+ - 18 85
Sequoyzh, Unit 2 1983~ 9 64
Sequoyah, Unit ) June 1, 1882- 7 90

June 1, 1883%»

Sequoyah, Unit 2 August 1, 1981- 18 61

August 1, 1982++

* Some LERs for 1983 have not yet been received and 2dded to the data
bese. However, the period is essentially the same for al) units.

** First year of commercial operation.

wer Many of the personnel errors reporied to the Cperations Center were
21so reported in LERs. Therefore; the nursers in Tebles 1 and 2
should not be added. '

Clearly from Tebles 1 and 2, Grand GuIf has reportsd rare personnel errors then
the ciher units enelyzed. However, care shoulc Ce teken in reaching conclusicns
from tnis dete. £s the ACRS ciscussed in rppengix £ 19 KURIG.0372 (ercleses)
there 2re meny reasons for nen-rendomaess (e.0., outliers) in operztiona) gate,
including differences in reporting requirenents, c¢ifferences in reporting
philosophies, etc. 1t should be noted that meny of thece ¢ifferences have been
recuced by the receat publication of 10 CFR 50.73, "Licensee Event Systea";

end 10 CFR 50.72, "Immediate Notification Requirement for Cperating Nuclear
reeciors,” wnich became effective on Januery 1, 1524, In 2cditicn, a review of
¢ count of personnel errors does not consicer the severity of the error or its
consequences. fFor exzmple, meny of the errors reporiec by Grand Gu)f were
missed surveillance requirements thet did net ciregctly effect plent coerstion.
Finglly, because of the time availatle to prepare this &nelysis and the size of
-the corputer printout, we were not éble to meke copies ¢f the printout. Conseguent)
ihe printouts have been proviced (separately) only to Commissioner Cilinsky's
office and have not been proviced to cther interested sarties and heve not been



The Cemmissioners e |

retained by the staff, If other intereste
from the enclosed original, or the
additional printouts produced.

L

d parties want a COPy, copies can be made
search strategy can be Ferun on the computer 2nd

pmsd) Wt L bucag

William J. Dircks
Executive Director for Operations

Enclosures:
As stated

cc w/enclosures:
0GC
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SECY
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introduction

Approximately 8700 L§Rs vere submitted by +he |icensees of U.S. commercial
nuclear power plants during the years 1976, 1977, and 1978,
rezsons, the numder of LERs varies from unit to unit. Thesa variations are
important, because, rightly or wrongly, they are ‘often viewed by government
egencies and the pudblic es indications of relztive satety., Wnile such
varistions may be indicative of actual ditferences in safety among

nuclear power units, they mey have otnher explanations. I+t is theretfore

- important to understand all possible explanations and their centributions
to veriations in the numbers of LERs from unit to unit, s

For several

Certain differences in the frequency of submission of LERs frem unit

to unit will occur 2s a result of the apparent randoem nature of the events
deing reported. Beczuse of this "randomness", it is possidle~~in fact,
prebedle-~that, even among identical nuclear power plant facilities with
identicel falluie prodabilities, there will be variations In the reporting
reate for LERs. In reality, however, variations beycnd theose due to

"rendomness" will frequentiy be ocbserved. The rezsons for Such non-random
verigtions include the facts that: i

(1) Technical Specifications and license provisions very among nuclear
power plant facilities, because of cifferences in reactor suppliers,
. erchitect/engineers, and constructors, and changes in designs over
- The years. These variations cause Cifferences in the reserting
reguirements encng fecilities,

(2) There mey be 2 tencency at scme facilities to rezort events mors
reacily Than a* cthers in ceses cf marginal regortedility, Tals
tnsidereticn perteing to evants other then eSvicus "rezorteslae
cccurrences” (ADs), which 211 licensees must ragart'*. This
Tencancy can 2alsd changs with time,

(3) The cccurrence of an event mey atfect. the predexility of future
events., Repeir cf @ facility compenent orf irmzrovenent of o ceficient
prececure meay significently recduce the likelinhced of an asscciated
tvent, Cn the cther Nand, ineffective correctiva acticn felleving an
evenT may resvit in its repedted occurrence,

(d) The mgce cf coeraticen (0.5., on=ling or shyutcc n. aftects tha ‘recvency
‘ cf varicus kincs of inspections end the susceptedility ¢f systams to
- rencem failures, The smount of reacter cowr-time, for exgnple, may
gifect the frecuency with which LERS are suimitteg,

*Sea raference list fellowing Chapter &,

£-1



(3) Misinterpretations by licensee or NRC personnel
preparation

reperting ¢

invelved in the
’ submission, ang processing of LERs can affect relative
equencies amnong reactor systems,

(6) At some multieynit power stations, such
events which involve plant systems or components common to all
ualfl._oueh 2s swing diesels and electrical svitchyards, are filed
in fpg NRC data bank unéo( tﬁg docket number of the first unit.

es Oconee and Srowns Ferry,

(7)  The actua! presence cf‘qoro safety-related ceficiencies in a system at
en individual facility should result in more frequent submission of

LERs. Differences in the number of LERs due o this cause would be @
measure of relative safety,

Although the adove factors affect the frequency with which LZRs are
repcrted, their effects are often relatively small. Frequently the
varistions produced by these effects are too small to be distinguished
from these occurring »n a random basis, For example, the Point Beach
Nuclear Staticn In 1976 hag 1) repcrtadle occyrrence LERs for Unit | end
16 fer Unit 2. Does this Necessarily Iindicate that one o~ » combination of )
the causes |isted edove procduced this difference, or is it possible that a
Ceviation of this magnitude could have deen expected if both units had the
same average prodadility of occurrence of reportadble events? Statistical
anelysis indicates that || and 16 in one.year are Loth consistent with
dverege cccurrence rates In the range of cre per 20 cays *o one per 37

ceys (10-18 per year). In fact, the pair of numders, 11l and 16, Is the
mest prededle one-year outcome for *we units with an gverage rate of one
Per 27 cays (13.95 per year), Ir 1978, the Zien NuCleer Steticn had 85
Fezertatle occcurrence LERs for Unit | ang 39 fer Unit 2. In this cese,

the ceviation in the numder of LERS Bet.san the two units is 100 large to
te atTrituted sclely 1o random effects. |If rendemness elone e e invelved,
Unit | presatly could net have had @ reporting rate less than cne per 5.2
ceys (70 sar yeeor), while Unit 2 prodadly could not have had 2 rate greatar
than one per 7.2 days (51 per year). In fact, it Soth Ziea units hed
icentica! predadilities of repertadle events, ‘hare is no mate Then one
charce in cne millien that 2 deviaticn this lerge could eozcur by chance,

Nature!lly, there ere gifferences detvaen the Folrt Zeach units, Usit |
IS 1.2 coars olcar than Unit 2. During 1976, Unit 2 srecuzec |14 more
slectricel energy Than Unit |, The results In This exaszle incicate

that cne should not necessarily conclude that ¢ifferences In *he rates of
LER sutmission Sateaen the two units are signiticant, 4t Zien, heeavar,
€Ne SrSuld espect To find that the twe units reported at significently
giffarant retes for rasscns otrar than rancotress,



et |

Methods from proba¥iiity theory can be used o calchlate the impact of
randonness on the distridution of the number of LIRs gnong Identical nuclear
power units. Often, probebility tadles from reflerence textbooks a-e

sufficient to perform the analyses. Computer simylations are necessary for
the more complicated anulysos;

In Interpreting the resulting date, It is important to note seversl basic
facts:

(1) The numerical size of expected rendom variations in event rates
increases as the sverage event rate increases. Deviations of
10 or more are re2dily expected on @ random bagis for an average
yeerly rate of 100, but are unlikely for an average yesrly rate of

« The relative size or percentage variation, howaver, decresses as
The eaveresge rate increzses.

(2) The chance of large random variations enong units increases as the
- number of units being compared increases. For two units with an
essumed average annual LER submission rate of 100, there Is enly @
snell chance that one rate will daviate by more than 20 froem the
‘everage because of rendomness. For a comperison smeng 30 units,
hewever, there is 8 good chance that ot least one will deviete by
more than 20 from the annual aversge reate of 100 beceuse of rendorness.

A selected set of LERs wes used here o demonstrete the epplicetion of this
methedelegy. The sources of the LERs were the, 22 BwAs That echieved conmers
cial eperaticon pricr 0 1578, Records show 1hat this §rouD SudmiTied 2 tote! of
47 LE%s fer 30-Cey reportadle occurrences in auxiliary process fystens during
1976, 1977, anc 1678, Thus, for inis group of units, the verege was oyt cne
LER of this type for the three-year pericc, It is first assumed trat ol vaits
In the group ~ere identical with respect 10 their chences of generating LERs

cf this type, Further, it is essumed thet (f & n.clesr poser plant experiances
8 reportatie oscurrence in an guxiliary process system, the chance of srother
eecurreance is vnatftected. Throughout This study 2 Poisson gistridetion ef
tveants i3 assumed. Protability theory indicates *hat, «hile the evarage

is cre, 1t Is very unlikely that each Ingividual unit wauls exzariance

Ex2CTly €ne.  In fect, the presadility that el 22 units woul@ asch ressrt
This numSer is lass tThan cne in ten Billien, The mosT likely resyit is

THAT ad0ut elight units will have no LERS, edout elight will heve one LER,

aScut feur will have *wo LERSs, end sdeut tvo will Nave Three LERs,

Further, it is unlikely (85 chance) that any one wni® will heve six or

wsre LERs., Corparisen %0 actua! LER cata showvs nine units with no LERS,

seven with cne LER, two with two LERs, one with trree LERS, teg «ith four

£-3
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LERs, 2n¢ cne with five LERs. The distribution of LERs for the 22 BwRs is
censistent with the 2ssumptions stated zbove r
: v - 58 » o b s y
This example, does not prove, however, tnat the 22 SkRs are identiczl to
€3Ch other wiTh regard To the czuses of zuxiliary process systens

feilures. It simply indicates that ore should nct expect %o find
significant differences anong These units, even though some submitied as
‘e~ 2s zero 2nd others 2s many as five LERs. The value of this enzlysis

is thet it provides 2 methodology through which signiticantly high

Ceviations can te re2cily identified among 2 pepulatien cf expected
rancom deviaticens,

Anal yses

rfor purposes of +*his sTudy, fhe LERs from 67 nuclear power plznts were

reviewed., Ffor purpcses cf 2nzlyses, these were civided into FaRs (total = 42)

end SwRs (total = Z5) and each of these oroups wes further separzted into
"older" and “newer" power plants. In this czse, "olcer" was arbitrarily
cefined 2s those power plants that went into operztion prior to 1875 (see
Tedle £-1). Fur this group, 2!l LERs submitted Curing calencar yezars 1875
throuch 1878 represent events thet occurred during commerciz! ecoeration.

D2tz uvsed in these znzlyses were besed on The NRC computer bank and included
reporiedle occurrences only. The R0s were separeted into those requireg
t0 De submitted on & prempt or two-week basis 2n¢ Those submistted on a
Tnirty-cey tesis. These were znzlyzed seperzvely since there ¢id not 2apear

ree

T
“0 Ze 2ny cerrelzticn in the relzvive numhers of ezch Type 2s reportad by
licenszes 2t the £7 power plants. Lestly, the LiRs were fur+tssr sgpereted
gzcerding o the sysiam 1o whish They perteined. A listing cf these sysTaTs
i§ ehewn in Tebleg £-Z.

The primery goel in tns znezlyses wee 4o icentify significant ceviztions

€r verigticens in the number of LERs regeried ‘rom plant %o plznt and
sys¥em To system. A Ceviaticn wes consicersd ic be signiticant it there
=3 & 3% chance or less *het it could have resulted irom rencem verizticns,

The frecuencies of reporied!e occurrence LIRS g7ong The varicus nucls:
pCwar units were significantly gifferent. There vere =o 1cenvidiedle
grevps of rezcter units whose memders genmerzied The same gzverzge nuthe
Ci reperteble cscurrence LIRS Curing eaczh cf e +hree ygars in the st
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S

a
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(&)

consistent with an average

Consicering the ihree-year period 2s 2 whole, 5 units 2mong the 29
older ?NRs de:la*ed significantly from the others ir terms of “he
tot2l number of two-week ROs. The numbers of LERs from Calvert
Clitfs-1, Palisadss, Rancho Seco, and Three Mile Island-] were high;
Mzine Yankee w2s low. The remaining 24 PwRs reported numbers of LERs

ot 2bout 20 per unit for the pericd frem
IS76 through 1878. - - =~ ~ :

for the same 23 older PWRs, considered year by year, the data showed
that the fotzl number of .two-week ROs steadily decreased in each
successive year. The averzges were ten per unit in 1976, six in 1977,
and four in 1978. Significant deviations from these occurred at Calvert
Cliffs-1 in 1977, Palisades in 1977 and 1978, Point Bezch-! in 1978,
Rencho Seco in 1977, and Three Mile Island-1 in 1978. All had higher
than normal reporting rates. Maine Yankee had 2 rate in 1976 signi-
ficenvly lower than normal. These results indicate that the high
“hree-year Totels for the four units listed in paragr2ph 2 zbove were
basiczlly duve'to high reporting rates in just one of the three years,

while the rztes for the other two years 2ppear to be normal,

Further zn2lysis of the dzta showed +hat the high totals of *wo-week
ROs in four of the older PWRs were attributable to 2bnormzlly high

" numders of LERs ccncerning specitic systems. Calvert Cliffs-1 had

significantly high three-yesar totals for eleciric power systems and
for rezcior systems. Palisafes reperted high tctals fcr the szme. two
systems, in 2cddiTion f0 engineered szfety feztures. Rzncho Seco
repcried 3 high totzl for eleciric power systems. Tiree Mile Isienc-|
red high totels fer racieticn protecticn systsms 2nd fcr events
clezssed 2s "systens ccoe nct 2pplicable.™ Mzny cf The eleciric power
S?Sfem L;
ciesel ¢
%

most of

= were relaved 7o cif-site power systems 2nd enargency
ergtcrs. Reactivity centrel sysiems were the scurce cf
e rezcter system LERs from Faliszces.

e
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olcer Fuls with nermzl yearly ictels fer Twe-weex ROs, some
ss reporied significently higher ihan normel tetels ef LE
ic systems. The number of LERs in reacicr systems wes
ncrmal &t Arkenses Nuclear Cne-1, Cccnes-2 2nd - &nd
~ingecn=2. The numder fer Zien-| ~gs Nigher “hen norn

gticn pretection systems. LEIRs ior eleciric poeer sy
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& ins 2CT &7 sy
r +han normel &t fFert Celhecun, Occres~-| ang -3, Frei
, eng Turkey Point-3, The systems menticred here, he

ceniridute signiticantly to the fcizl numbder of |

since LIRs from enginsered safety feztures and rezcicr ¢
s cominzted 1he twc-week ROs from oller FiRs

icne from rnermel in The léss oifen re +
significent imjezcT cn the tctel nuss
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The 42t2 shew that newer PWRs, atter They achieved commercial

operztien, hgd significantiy higher LER sulmission rztes for Two=week
ROs than did olcer PwRs. The exception w2s Indian Point=3, 4s with

The older plants, engineered safety feztures and reactor cooiant
systems were responsible for a large fraction of"the LZRs.

With regard to 30-day ROs, there were no identifizble units among
“he 29 older PwRs +hat cevizted significantly frem the averige
votals for the three-year peridd. 1+ is possible, however, t¢
icentify three separate subgroups znong the units in this category.

A first subgroup includes seven.units with an everage reporting rate
of 2bout twenty 50-day ROs for the +hree years. These were Oconee-2,
Point Beach-! znd -2,.Rancho Seco, San Oncfre~!, ang Turkey Point=3
end -4. Another group had an average of zbout forty-five 30-day ROs
for the three years. The 10 units in this group were H.S. Robinson=-2
Hadcam Neck, Indian Point=2, Maine Yankee, Oconee-| and =3, Preirie
Island-1 2ng -2, R.E. Ginna, and Three Mile Islenc-1, A +hird group
of 5 units with 2 normal reperting rate of zbout 70 for ine Three-year
perict included Arxanszs Nuclear One-1, Kewanee, Palisades, and

Surry-1 and -2. Significant ceviations from these groups cccurred in

7 units with high reporting rates. “These were Calvert Clifts-1, D.C.
Cook-1, Ffort Calhoun, Millstone-2, Yancee Rowe, 2nd Zien-| eng -2.

1% is interesting to note thzt three of The five cperzting Cendustion

Engineering rezciors are in his cetegory. These zre Calver+ Clitfs=1,
.ert Celhecun, zad Millstone-2. In gddition, This catezery includes

gll three cif the clcer ®wRs having & sower level of (000 Mve or mOre.
These are D.C. Cock-1 and Zion-1 and -2.

The czta show that the cne-year tctels for thirty-cav R0s in olcer
FxZs were similer <¢ the Three-year ictels ia that cetinite sulgroups
cen bte icentified. In cenerzl, a unit thaet wvas in 2 low oF higher
2 sv3groud in one year remzined in 4he szte subgrouvp in later
yeers. The excepiicns were Yznkee Rewe, w~hich was in & higher re-
€ subgroup in 1277, but in lower reserting sudbgroups in 4he
‘&F Tw0 yeurs, and Surry-l znd -2, which were in 2 l¢c
rev curing the first two years but in +=e higher s
Severzl significant correlztions we »
¢ ‘o rezzin in Tne lce2st reperving s
&C Thsir raperting retes iz TRirTy=¢
um ef tTheir ihirty-czy and fwe-week =
Tiglly ceastznt in time, since ihe twe
$€0 (uring the Three-yezr perisd. Ler
£F
£

i I ¢
-1
ap-

om0
I T

m
™ Y O

-
Us irom yesr
Nowever, rem

M <l 6y b -~
th o )
th
(7 T T
M
A
“+ O
-

"

o,

Cr7ed hicher numlers of 30-cday R0¢,
"Or Tre vear ~gs lcw (less thnen cmz-<

™m0 O~

m
'
o



-(8)

(10)
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Engineering units (not including Maine Yankee) 2iso submit

numbers of LERs for thirty-day ROs, except when the plant availsbility
tector was Iow (less *han one-half). .

ted higher

Newer PWRs reported thirty-day ROs at rates consistent with the higher
reporting subgroups amcng older PwRs,

The systems most responsible for the higher LER submission.rztes for
thirty-day ROs in Combustion Engineering units were 2uxiliary process
systems, electric power systems, instrumentation systems, 2nd stean
end power conversion systems, These units usually devizted: from

The normal reporting rate for these systems. In large units the
systems involving 2 higher than normal number of thirty-cay ROs were
2uxiliary process systems, engincered safety features, instrumentation
systems, and radiztion protection systems. '

With regard to fwo-week ROs among the 22 older BWRs, eight units
devizted from The normal reporting rate during the Three-year period.
These were Cresden-2, Duene Arnold, E.1. Hate=-i, Fitzpatrick, and
Peach Sottem-2 2nd -3, with higher rztes than normal 2nd Dresden-|

and L2Crosse with lower rates than normal. The remzining units
reported 2n 2verage rezte cf a2bout twenty-four two-weex ROs for the
three-yesr period. The rite remained constant at adout eicht per year.
£.1. Hatch-1 reperted twe-week ROs 27 2 ccmparetively high rzte for
each of tne three years. The number of reperts pertzining to nearly
every sysiem cevigied irom normal reperting rates for those sysiems.

Ouzne Arnold resorted iwe-wesk ROs 2t 2 ccmperetively high rate in
I€76 &nd 1277. The systems with higher than normz!| numbders cf
reperts were relztzd 7o electric pewer., rfeor Fitzpeirick, the number
of twec-week RCs for 1676 was high.. This unit 2lso had & high =aumber
of ROs in instrumentation systems. - For Feach Estiem=-2 anc -3, the
nuncer cf twe-week R0s for 1976 2nd 1977 wzs high, Unit 2 had en
snaormelly high number ¢f RDs ifer rezcicr cecolent systems and steam
gn¢ pocwer cenversion systems. Unit 3 reperted 2 high nyumbter in
ngineered seievy ‘eatures and fcr cther

guxiliary systeTs. Drescen-3
crtel & higher-then-normel number cf LS
<

ALt
]

s in 1§77, Ffyurther, ihig
R0s in eleciric power
tems. Nine Mile Poin*-| repcrted higher-than-ncrmal totels of

s concerning instrumentztion systems. Quec Cities-| reportec 2

h incicence cf Twec-week A0S in stezmn zn¢ pecwer ceonversicn svstems.

T reportec &n ednormelly high numder ¢



(14) Amony the three newer BWRs, only Browns Ferry-3 reported abnore

high numbers of two-week ROs In reactor systems 2iter the uni
commercizl cperation.

elly
T began

(13) Two 3WR units, Fitzpatrick and Brunswick=1, repsrted ednormally high
wmbers of thirty-cay ROs In nearly every systen.

As zn extensicn 4o the ab0ve,'LERq_pcr?aining_?of;e? point dritt were
2nalyzed using as 2 dat2 source the computer,_bank _at the Nuclcar:Safc?y'

. Information Center (see Appendix D-111). “These anzlyses showed that there
¥&s no significant deviation in the total annual LER submittzl rate for
sefpoint crift among older BwWRs or anong older PvRs. The 2versge rate for
BWRs, however, was gppreximately five times as large 2s that for PwWRs. Six
older PwRs reported rzies higher than normal for the three-year period.
These were Zion-| 2nd =2, Fert Calhoun, Millstone~2. Paliszdes, and
Kewznee. 17 is interesting t0 note that three of *hese zre Combustion’
_Engineering units. Among newer PWRs, four units repcrted at high rates in
1978. These were J.M. Farley-1, Indian Point-3, Nerth Annz-|, and Salenm.
Three olcder BWRs reported set point drift events 2+ aonormal ly high rates
for the entire *hree-year period. These were Ouane Arnold, Brunswick-2,
and Nine Mile Foint=1., Six older Bwas reported at z2bnormzlly low rates.
These were 2ig Rock Point, Srowns Ferry -1, -2, and -3, LeCrosse, angd
¥onticello. '

Commenfeix

This portion of the study hes cleerly cemonstrated the potentizl vsefulness
of stetisticel znzlyses in the evaluz+ion of LERs sulmitted by licensees.
Such gnzlyses imzke iT pessidle to Cistinguish cdevieticns in 4he numders of
LERS which would be expecTed on the basis of rendomness ‘rom those that-
elmest certeinly weuld net. The latter ca. be peee 2: & means for +th
icentificeticn of zreas for possidble further investiceticns. While the
. Cevigtions ncted in this sTudy co-not recessarily imply saiety-relzted
preblems, thev should ncnetheless be pursved in order to cetermine the
trve implications,

IT weuld prebadly be cesiredle ‘o computerize ihese znzlyses for autemaztic

srocessing of reports &s they azre lcgreo into the LIR 2tz >:se.  Utilize-

Tica of The cate zse in This menner wcuil make it sossisls o cetect
ignificent ceviztiens irem nermzl., Further, 2n zuicmadted sysiem cculg be
rogrammed 1o obiein cetzil beyond the system level, in corcer 4o icentity
e;Erfin; reve cevieticns for relevant sudsystens zn¢ ccroonents

O n



Table E-|

' Nuﬁbcr of Reportable Occurrence LERs from

Commercial Nuclear Power Plants (1976-1978)

-

GROUP 1: OQlcer PWRs (commercial operation prior to 1676) Total = 29

Nuclear
Power Plant

Arkansas
Nuclear One-|

Calvert Cliffs~|
0.C. Cock~-|
Fort Calhoun
H.B. Rcbinson-2
Hedd;m Neck
Indian Point-2
Kewznee

Maine Yarkee
Mfl:s?one-Z
Oconeg-l
A.Oconee-Z
Qceree-3

-~

Feliszces

Reﬁor?ablc‘ Occurrences,'

71 17
1€9 35
147 20
108 24
53 28
41 9
57 2§
75 (3"}
47 6
18 21
62 . 34
21 25
¢ ra
&4 S5
E-9

Nuclear
Fower Plan+

Point Seach-|
Point Seach-2
Prairie Island-}
P}airie Island-2
Rancho Seco

R.E. Ginna

Szn Oncire-|
Surry-1|

Surry=-2

Three Hile Islzn
Turkey Point-3
Turkey.Foin?-d
Yarkee Rcee

Zien |

Zion 2

Averzce

Reportable Uccurrences

30-cay g-woek,_
15_ 20
8 .20
51 17
36 I8
17 40
8 2
19 - < 1
79 19
71 . 8
¢-1 ¢4 "
24 1
20 18
es i>
183 25
122 13
£5.6 2.7



Teble E-1 Continued

‘GROUP I1: Newer PrRs (commercial cperation after Jehuary |, 1978) Total = |3

Nuclear Reportzble Occurrences “Nuclear Reportadle Occurrences
Power Plant 3U-cay Z-week Fower Plant 30-6ay  Z-week
Arkensas et ‘ | -
Nuclezr One-2 21 7 Indian Point-3 85 IS
Beaver valley~| fls : 27 J.. Fa}ley~l 138 _ 23
Calvert Clitfs-2 5 . 29 North Anne-| o8 29
Crystal River-3 154 32 St. Lucie| 123 22
D.C. Cook-2 98 M Salem-1 Iig . 68
Davis-Sesse~| 220 32 Three Mile Island-2 42 17
. | - Trojan 63 ;4
Averzge 63 . 578

- E=10



Table £-1 Continued
"

v

GROU 1112 Olcer SWRs .(commercial cperaticn prior To “1976) Total = 22

‘Nuclear R'epmble'Occurrenc.es Nuclear Reaé'.—'%ab Ie Occurrences
Power Plant >0-cay 2-week Fower Plant . 30=-day 2-week
8ig Rock Point 108 3 LaCrosse 7
Browns Ferry—| 35 . 25 MIkIstone-1 80: 1 N
Brewns Ferry-2 33 & Monticelle 65 30
Brt..ms;ick-z' . 26k 34. Nine Mile Foint=1, o3 27
Cooper 122 18 Oyster Creek-| €« . -3

~ Dresden~-| 70 10 Peach Bottom-2 146. ot b 55'
Dreaden-2 : 153 . ST Pezch 3ottom-3 107 56
Drescen-3 © 108 28 Pilorim=| 105 28
Duzne Arnold 120 . &8 Quad Cities-| o4 31
£.1. Hatch-! g4 162" Quad Cities-2 75 14
Fitzpetrick 181 '3 ~ Yermont Yznkee €5 18

Averzce 102.0 38.0

E-11



Tadle £-1 Centinued

.

ter Januzry 1, 1978) Tetal = S

GROUP IV: .Newer 2w2s (commercial Speration af

Nuclear Reportable Occurrences
Power. Plant >0-day ‘2-week
Browns Ferry-3 58 12
Brunswick-| 211 S
E.l. Hatch=-2 65 Rt
M TITS o



Table £-2

. ' System Codes for LERs

!. Auxiliary Process Systems 8. Other Major Sys?;ms

© 2. Auxiliary Water Systems _ 9. deia#fon Protection Systens
3. Electric Power Systems 10. . Racicactive Waste Manzgement Systenm:
4. Engineered Safety Features . Re;d%or Systems
5; Fuel Sterage apd Handling Systems 12. Reactor Ceolant Systems
5. Instrumentation and Con?réi Systems 12, Stean ;nd Power Conversion Sys?ensv
- Other Auxiliary Systems : 14, System.Code Not Applicable

E-13
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< [IEVORALDL FOR: Kar) V. Seyfrit, Chief .
Reactor Operations Analysis Branch, AEOD

THRU: Stuart D. Ruﬁin, Lead Engineer
Reactor Systems 4, ROAB

FRO!1: Thomas R. Wolf, Reactor Systems Engineer
Reactor Systems 4, ROAB )
SUBJECT: TECHNICAL REVIEW REPORT OF AN IMPROPER SPARE PARTS

PROCUREMENT EVENT AT GRAND GULF UNIT 1

Eoclosed is a technical review report of an improper spare parts procuresent
event which occurred at Grand Gulf luciear Station Unit 1 on September 19,

1223. While the actual event was minor, the main concern of proper equipment
quality level classification is generic to Grand Gulf and the industry.

However, NRC Generic Letter 83-28 sufficiently addresses the problem. Therefore,
no 2dditional AEOD/ROAB review and actions are necessary at this time.

Thom&s R. Holf, Reactor Systems Encinecer
Reactor Systens 4 . .
Reactor Cperations Analysis Branch

AEQD
Enclosure:

As stated

Distribution:
ROAE RF

-y T gttt F—POR—
AEQD CF '
T Wolf
S. Rubin
T. Ippolito
C.J. Heltemes

et THO]f - :h

-------------------------------------------------------------------------------------------------

RS4/ROAB  |C/RS4/ROAB

............................

g T8

........
....................................................................................

----------------



AEQD TECHNICAL REVIEW REPORT*

UNIT: Grand Gulf 1 TR REPORT NO.: AEOD/T406
DOCKET NO.: 50-316 DATE:  April 75, T9UB%
LICENSEE: Mississippi Power Light Company EVALUATORCONTACT: T.R. WoIT

NSSS/AE: GE/Bechtel

SUBJECT: EVALUATION OF AN IMPROPER SPARE PARTS PROCUREMENT EVENT
AT GRAND GULF UNIT 1

EVENT DATE: September 19, 1983

Summary:

Licensee Event Report 50-416/83-147 documents that due to improper quality
level specifications, incorrect spare parts were procured and installed in
the control room chlorine detection system. Review of other industry
documents indicates that there may exist a generic problem in the programs
designed to assure that proper equipment quality levels are maintained over
the plant Tife span. NRC Generic Letter 83-28 "Required Actions Based On
Generic Implications of Salem ATWS Events" properly and sufficiently
addresses this problem. Consequently, no further AEQD/ROAB action is
necessary at this time.

*This document supports ongoing AEOD and NRC activities and does not represent
the position or requirements of the responsiole NRC program office.




Discussion and Findings

As 2 result o{ an internal plant audit which indicated that there might
exist a generic problem in the quality levels spzcified in spare part
procurements, Grand Gulf personnel initiated a review of all procurement
documents. It was determined during this review that spare parts purchased
and installed in the control room chlorine detection sysiem had, indeed,

been procured utilizing erroneous quality level specifications. Consequently,
on September 19, 1983, the detection system was declared inoperable and a
Limiting Condition for Operation was entered. This condition remained in
effect until October 11, 1983. During this time span properly qualified
components, i.e., a gasket, a washer, a spring and an indicator pipe,

were purchased and installed. To help preclude similar problems from
happening to any other systems and comporients, procedures were modified

to include the engineering design group in the review of all procurement
documents. This event was docuriented in Licensee Event Report (LER)
50-416/£3-147 and closed out by NRC Recion II in Inservice Inspection

Report 50-416/83-52, See Refs. 1 and 2, respectively,

A similar occurrence was discovered in September of 1982 at the Quad-Cities
Nuclear Power Station. As cocumented in LER 50-254/82-027 (Ref. 3),
replacement main valve guides and picton rings in the electromatic relief
valves for the main steam system were procured as non-safety related. This
problem was attributed to inadequate implementation of procurement require-
ments. One of the corrective action; taken to prevent recurrence of such
a2 problem was the revising of station procedures governing component
classification.

Although not specific to any failure, it is noted in a March 1984 NRC
Region IV inspection report for Arkansis Nuclear One Units 1 and 2 (see
Ref. 4) that similar procedure probiems exist. It is stated in the
inspection report that the licensee presently has no documented program

to ensure that the m2intenance program incorporates the technical require-
ments contained in the ASME Boiler and Pressure Vessel Code, manufacturer's
technical manuals and instructions, and other sources. The licensee,

the report further notes, has proposed a program to rectify the problem.

The Commission recognizes the vital role which a proper operational quality
assurance program has on the safe operation of each nuclear power plant,
Recently, this was demonstrated in the findings of an NRC Task Force which
studied the generic implications of the 1983 Salem Nuclear Power Plant,
Unit 1 anticipated transient without scram event (Ref. 5). These findings
were transformed into required licensee actions and transmitted to all
power reactor licensees and applicants in NRC Generic Letter 83-28 (see
Ref. 6). Specifically, this generic letter requires all licensees and
epplicants to provide the NRC with descriptions of their programs which
aéssure that all safety-related system components are identified in all

¢ cuments used in the plant to control safety-related activities. These
activities include maintenance, work orders, and replacement parts. As
sresently planned, each submittal will be individually and generically
reviewed with individual safety evaluation reports produced and issued.



Conclusions

The occurrences, examined in this study indicate that a generic problem

may exist in the programs designed to assure that proper equipment guality
levels are uaintained throughout the plant life. Without adequate programs,
including items such as replacement parts, proper functioning of essential
systems and components cannot be assured.

NRC Generic Letter 83-28 properly and sufficiently addresses this problem.

. Actions taken by each licensee and applicant to respond to this letter should
be sufficient to preclude this problem in the future. Consequently, it is
concluded that no additional AEOD/ROAB review of this matter be taken at

this time.
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MEMCRANDUM FOR: Thomas Novak, Assistant Director
for Licensing
Dtvisiom of Licensing

FROM: Frank J. Miraglia, Assistant Director
for Safety Assessment
Divistion of Licensing

SUBJECT: GRAND GULF OPERATTNG EXPERIENCE

In response to your request !memora dum of Octcber 6, 1983) the Operating
Reactors Assessment Branch C(RAB) has reviewed operating experience during
the past year 2% the Grand Guif Facility and prepared the attached report.

The ORAB review included a survey of reported events at Grand Gulf during

the past 15 months (i.e. the Tow power Ticense period) and a comparison of
the event reports with reports from two other recently licensed 3WRs

(LaSaTle and Susquehanna) filed during their Tow power license periods. The
sources of event reports included prompt (telephone) notifications filed per
10 CFR 50.72 as welT as Licensee Event Reports (LER) required by the
TechnicaT Specifications. Operating reactor events briefing summaries were
also examined tc identify the more sfgnificant events. AEQOD provided us with
substantial suppcrt in obtaining event reports.

[n general the review reveaTed that high number of prompt reportable esvents
(10 CFR 50.72) have occurred at Grand Gulf in the past year. The rate of
occurrence of these events has been at Teast three times greater than that of
the two other recently licensed BWRs used for comparison. The large number of
prompt reports are concerned for the most part with inadvertent actuations of
engineered safety features. According to the 50.72 reports, equa' numbers of
these events have been caused by equipment failure and errors cn the part of
operators and technicians.

Review of operating reactor event briefing summaries indicates that five
“stgnificant" events have been reported for Grand Gulf during the year. They
include a Tow temperature vessel pressurization incident, electrical system
malfunction causing inadvertent RPS trips, a diesel generator room fire incident,
simultaneous maifunction of both Transamericz DeLaval diesel generators, and
an operator error which resulted in 10,000 gallons of water being drained from
the reactor vessel to the suppr:ssion pool. The number of significant events
at Grand Gulf during the low power iicense period is higher than that for the
two other recently licensed BWRs considered in the review. LaSalle had only
one event significant enough to be reported at a briefing and Susquehanna had
none. It should also be noted that the periods of low power |icense for
LaSalle and Susquehanna were much shorter than Grand Gulf.
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Thomas M. Novak -2 -

Based on our review we have concluded that operating experience at Grand Gulf
during the past year has been atypical. Comparison of Grand Gulf experience
with that of other BWRs indicates that the neriod of operation with the low
power Ticense at Grand Gulf has been abncrmally long (greater than 12 months
versus 4 m-nths far Susquehanna and LaSalle) and that the rate of orompt
reportable events has been much greater than expected. Based on discussions
with Region [T we belfeve that the high rate of reported events is at least in
part related to the large amount of construction and testing activities which
have gone on during the past year. This construction and testing activity fis
the result of design changes being implemented at the plant. The fact that
many events which have occurred are related to personnel errors may indicate a
Tack of experience, on the part of plant personnel.

The rate at which events have occurred at Grand Gulf has not decreased steadily
over the Tong term as the plant has moved close to commercial operation.
However, 1 sudden sharp decrease in the rate dia occur in November 1983 which
may be attributeu to site fnactivity following completion of low power testing
in October. On this basis it would be reasorable o expect the incident rate
to continue this decreasing trend as the plant moves closer to commercial
cperation, and testing and construction activities are completed.

We have discussed the results of our review with IE Region II, and they
nave informed us that our conclusions are consistent with their most recent
SALP review. Regfon IT will continue to monitor plar* performance and take
appropriate actions should problems continue to occur at a high rate,

"Original sizmed by
Irack J. Mireglia

Frank J. Miraglia, Assistant NDirector
for Safety Assessment
Division of Licensing

Enclosure:

As Stated DISTRIBUTION
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ORAB r/f
FMiragiia
GHo!ahan
EButcher
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DHoustan
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TIppolito
PFarron
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OPERATING EXPERIENCZ REVIEW
AT GRAND GULF UNIT #1

[NTRODUCTION

The staff review of operating experience included a survey of reported events

at Grand Gulf during the past 15 months (i.e. the Tow power license period) and
a comparison of the event reports with reports from two other recently licensed
8WRs (LaSalle and Susquehanna) filed during their Tcw power 1icense periods.

The sources of event reports include promot (telephone) notifications filed per
10 CFR 50.72 as well as Licensee Event Reports (LER) reouired by the Technical
Specifications. C(perating reactor events briefing summaries were also examined
to identify the more significant events. These briefings are regularly scheduled
meetings among NRC management to discuss recent everts at operating reactors.

SURVEY OF EVENT REPORTS

In the period between mid-August 1982 and September I, 1983 160 incidents
requiring prompt notification were reported as required bv 10 CFR part 50.72
One hundred and twenty-two of the.e events involved plant systems. The
remaining 38 events involved “he plant physical security system. This review
has focused cn the non-securit; related events. The security related events
were not considered sfgnificant and were expected based cn the testing and
construction occurring at the plant. Thirty-five percent (35%) of the non-
security related events have root causes related to operitor and technician
activities (e.g. testing, troubleshcorting). Equipment problems (mostly
electrical) account for thirty-two (32%) of the events. The direet causes of
the remaining one-third of the events are unknown or rot apparent “rom the
brief 50.72 reports. Most of the events involve inadve~tent actuations of
safety systems with the plant shutdown (e.g., standby gas treatment system,
control room fresh air system, reactor trip, diesel generator start). The
average monthly rate at which these events have been reported is approximately
10 events/month. This rate is compared with rates for LaSalle and Susaquehanna
in Table 1 and appears %o be abnormally high. Region II inspectors attribute
the high rate to the large amount of testing and constructior going on at the
plant. A review of the data by menth does not reveal any particular trend in
the incident rate. Data for the past three months shows a rate of occuyrrence
close to the average in September and Octcber with a sharp decrease in November
to 3 events/month. The sharp decrease is attributed to site fnactivity
following completion of Tow power tests. A steady reduction in the rate of
occurrence is expected as the plant nears commercial operation, since design
changes and associated tests are expected to be completed.

In the periad baginning August 1, 1982 and ending July 1, 1983 a total of 227
LERs were issued from Grand Gulf. The average monthly rave at whicn LERs have
been issued is shown in table 1 along with comparable rates for LaSalle and
Susquehanna. The Grand Gulf rate is similar to the rates for LaSalle and
Susquehanna. This is in sharp contrast with the 10 CFR part 50.72 reports
discussed above where the Grand Gulf rate was significantly higher than the
other two plants. Review of the Grand Gulf LERs indicates that about one-half
of the reports relate to problems with fire protection systems. These problems
fnclude many instances of smoke deector alarms caused by dust from construction;
and, removal of fire barriers for construction purposes. Only nineteen percent
(19%) of the 227 reported events involved personnel errors and/cr procedura’



TABLE 1
RATE OF REPQRTED EVENTS AT
THREE BWR PLANTS
DURING LOW POWER LICENSE PERIOD

Period of Low Rate of Reported Events

Power License (Avg. No. reports/month)
Facility (months 50.72 LER
Grand Gulf 12* 10 21
LaSalle | E3 1 19
Susquehanna 1 4 3 12

* The study period consists of the first 12 months of the low power license
p;riod. The actual period of the Tow power license w''1 be Tonger than
12 months.
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deficiencies. Other causes of reported events include equipment brob]ems and
planned entry of technical specification acticn statements for purposes of
testing or construction.

REVIEW OF SIGNIFICANT EVENTS

Significant events which have cccurred at Grard Gulf during the past year have
been identified through a review of issues raised at the reqularly scheduled
briefings of NRR management onm operating reactor experience. The review
consisted of a review of the Operating Reactor Event Briefing meeting minutes.
For purposes of comparison a similar review has been performed for LaSalle and
Susquehanna for the periods they held low power Ticenses. CEvents which are
discussed at operating reactor event briefings have been subjectad %o a
screening process in which five or six sfgnificant events are selectad every
two weeks for discussiom based om the review of 100 to 150 events reports
during the two week period. The purpose of fdentifying those events here is
to p;ovfdo 2 measure of the severity and extent of significant cperational
problems. :

During the Grand Gulf low power license period, five significant problems at
Grand Gulf were reported. Our review indicates that only one significant event
was reported for LaSalle during the period of its low pewer license.. No events
were reported for Susquehanna. The Grand Gulf events are summarized Selow,

Violation of RTNDT Heating Limits Ouring ECCS Injection Octcber 5, 1982

During surveillance testing with the plant in cold shutdown a high OC voltage
spike occurred which initiated an ECCS injection. Low pressure core spray
injected and caused the reactor vessel to become water solid (extanding to
the MSIVs). The resulting pressure transient violated -the Technical Specification
on nil-ductility reference temperature, RTNDT. .

Reactor Protaction System (RPS) MG-Set Output Breaker Trips, May 19, 1983

[nadvertent tripping of the RPS MG-set output breakers has occurred repetitively
resulting in isolatiom of the instrument air system and a reactor scram signal.

The causes of the trips have been identified as thermal overlcad due to insufficient
cabinet ventilation, and Tow voltage due to voltage swings while the RPS bus

s fed from the alternate power supply. To reduce the number of outout breaker
trips the Ticensee increased cabinet ventilation, installed voltage requlators

to smooth out voltage fluctuations, and installed a new station elec rical
transmissfon Tine from off-site. In addition instrument air system isolation

relays have been re-aligned to an interruptable power supply. This problem



re-occurred in January 1984, Upward voltage spikes remaining above the
setpoint Tenger tham .1 second have caused the protective MG-set output
breaker to trip, resulting in de-energization of containment isolation system
logic circuits followed by fsolation of the RHR system. The licensee has been
unable to identify the source of the voTtage spikes. To correct the problem,
the licensee has increased the output breaker delay time from .l second to

1.4 seconds. The new delay time is based on measurements of spike duration
and consultation with suopliers of the electrical equipment., The medification
assures that spikes lasting Tess tham 1.4 seconds will not result in a trip of
the protective breaker. Additional corrective actions are also under discussion
between the Ticensee and Ragiom II.

[nadvertent Reactor Vessel Drainage Durinu Shutdown April 3, 1983

On ApriT 3, 1983, approximately 10,000 gallons of water drained from the
reactor vessel to the suppression pool through the residual heat removal (RHR)
system. This drainage was caused by two RHR valves (FO04 and FOO6) being apen
simultaneocusly. At the time of the event, the reactor was at atmospheric
pressure with vessel water temperature approximately 100°F (cold shutdown
conditions). The vessel water Tevei comtinued to decrease unti] the low

level isolatior signal was received and shutdown cocTing isalation valves
closed to terminate the leakage. : .

Diesel Generator Room Fire September &, 1983

A diesel generator engine fire was caused by a ruptured fuel oil supply line
which sprayed ofl on the hot exhaust manifold of the diesel. The diesel
which caught fire was running at 25 percent Toad for testing at the time.
Two other diesel generators were not affected by the fire. The water deluge
system failed to function automatically, but was manually activated to
extinguish the fire. The diesel generator governor and turbo chargers were
damaged. Im addition some electrical equipment in the room suffered water
damage.

[noperability of Delaval Diesel Generators October 28, 1983

On October 28, 1983, a Technical Specification Action Statement was entered
when two of the three diesel generators became inoperable. The Division [
diesel generator was inoperable due to gasket failure on a lube o0il line.
The Division Il diesel generator became inoperable due to a loose base plate
nut on the turbocharger which resulted in a trip of the vibration sensor
which tripped the diesel. Corrective action was taken to repair both diesel
generators., Both of the diesel generators were manufactured by Transamerica
Oelaval Inc. (TDI). TDI diesel generators have recently come under close
scrutiny By the staf¥ foilowing a crankshaft failure in a TDI diesel generator
at the Shoreham plant. Staff review of the Transamerica Delaval diese!
generator problem at Grand Gulf is still ongoing.



CONCLUSTIONS

Based on our review, we have ccncluded that cperating experience at Grand Gulf
during the low power licerse period has been atypical. Comparison of Grard
GuTf experience with that cf other BWRs indicates that the peried of operation
with the Tow power 1icense at Grand Gulf has been abnormally long (12 months
versus 4 months for Susguehanna and LaSalle) and that the rate of prompt
reportable events has been much greater than expected. Based on discussions
with Region IT we believe that the high rate of reported events is related, at
least im part, to the Targe amount of testing and construction activities which
have gone omr during the past year. This construction and testing activity is
the result of design changes being implemented at the plant. The fact that
many of the events are related to personnel errcrs may indicate a lack of
experience on the part of plant personnel., The rate at which events have
occurred at Grand Gulf has not decreased steadily over the long term as the
plant has moved closer to commerical operation. However, a sudden sharp
decrease in the rate did cccur in November 1983 which may be attributed %o site
fnactivity following completion of the Tow power testing in October. On this
basis, we beTifeve it s reasomable to expect the incident rate to continue

this decreasing trend as the plant moves closer to commercial operation, and
testing and constructtonm activities cease. Should an abnormally high rate of
incidents re-appear, approprtate actfons such as initiating a review of
personnel traiming programs and plant procedures should be initiazed to identify
the root cause of the continuing probiem so that necessary corrective measures
measures can be taken.
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NUCLEAR REGULATORY COMMISSION
WASH!NGTON, D, C, 20555

MEMORANDUM FOR: Carl H. Berlinger, Manager . AEOD/P401 |
TDI Project Group i 8 ' ‘
FROM: Frederick J. Hebdon, Chief . \

Program Technology Branch
Office for Analysis and Evaluation
of Operational Data .

SUBJECT: OPERATING HISTORY OVERVIEW FOR DIESEL GENERATORS IN
NUCLEAR SERVICE

Enclosed is our comparison between problems experienced with Transamerica
Delaval, Inc. (TDI) dissel generators and diese] generators from other
manufacturers. If you have any questions concerning this material, please
call Bob Dennig (x24491) or Matt Chiramal (x24441).

-

QaiweJQL;;Jgkﬁ%g‘klg=Q6ﬁ__———-
Frederick J. Hebdon, Chief
Program Technology Branch

Office for Analysis and Evaluation
. oF Operational Data

Enclosure:
As stated

cc w/enclosure:
P. Baranowsky, RES




Report No. AEOD/FP401
Date February

OPERATING HISTORY OVERVIEW
FOR DIESEL GENERATORS
IN NUCLEAR SERVICE

Pregared bz

Office for Analysis and Evaluation

of Operational Data

The subject matter is under continuing review. This report supports ongoing

NRC activities and does not represent the position or requirements of other
NRC program offices.



Background

As a result of the evaluation of the failure of the main crankshaft in a
Transamerica Deldval, Inc. (TDI) diesel engine at the Shoreham Nuclear Plant
on August 12, 1983, the staff raised questions concerning the reliability of
TOI diesel engines used in nuclear service. An operating history of TDI diesel
engines in both nuclear and non-nuclear applications identified operational
probiems which were believed to be unique to TDI diesels. AEOD was asked to
review operational data to determine if the TDI problems are, in fact, unique

to TDI diesel engines.

We have not attempted to address the broader issue of diesel generator reliability
at sites with TDI supplied engines vs. the operational reliability at sites with
engines by other manufacturers. The subject of onsite AC system reliability

at operating plants is treated in great detail in NUREG/CR-2989 "Reliability

of Emergency AC Power Systems at Nuclear Power Plants” July 1983. For

operating plants, manufacturing defects are just one contributor to system
unavailability. There are contributions from operation and maintenance
deficiencies and other component failures wnich have not been found in the TDI
experience. (See for example NRC meeting summaries dated 8/10/81 and 11/9/81

on diesel generator reliability at Joseph M. Farley.) -

ﬂggroach

AEOD focused on the TDI experience for nuclear applications as listed in
Enclosure 1. This listing was an enclosure to a draft Commission paper prepared
by R. Caruso, NRR. we subsequently grouped the failure-related items in
Enclosure 1 into six categories based on the subsystem in which the failure

occurred. The subsystems include:



. Engine Subsystem

. Turbochamger Subsystem
. Lube 0i1 Subsystem

. Fuel Qi1 Subsystem

« Cooling Subsystem

. Air Start Subsystem

For the six categories, we reviewed Section 9.4 of NUREG/CR-2989 "Reliability
of Emergency AC Power Systems at Nuclear Power Plants,” July 1983 to determine
if there were problems with non-TDI diesels that were comparable to the TDI
experience. Section 9.4 is a table of operational events associa.ed with
emergency diesel generators for the years 1976-1980. The events were compiled
from Licensee Event Reports, station blackout questionnaire responses, and
responses to a questionnaire for NUREG-0727 "Clarification of ™I Action Plan

Requirements," November, 1980.

For each category, Enclosure 2 lists the experience for TDI from Enclosure 1,
followed by comparable experience for other diesel engines from Section 9.4 of
NUREG/CR-2989. Items were selected as “comparable” if they concerned the same
failure mode of the same or similar components or they described a similar
situation (e.g., a design error, use of wrong material); anc they were possibly
associated with the design and fabrication of the diesel engine [i.e., they
could not be readily ascriﬁed to maintenance-related problems (e.g., dirty

0il, sticking components, maladjusted setpoints, gasket leaks, minor oil

leaks, minor cooling leaks)].

The last section of Enclosure 2 is entitled "Modifications." The TDI items
listed here are items in Enclosure 1 which were not themselves failures or

modifications undertaken as a result of a failure elsewhere, In order to
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provide comparable information for other manufacturers we have included as
Attachment 1 to Enclosure 2 the entire Table E.4 from the draft version of

NUREG/CR-2989,

AEOD also reviewed LERs associated with diesel engines for the periud 1981-1983
and selected events which described major problems in the categories of Engine
Subsystem, Turbocharger Subsystem, Fuel Subsystem, Cooling Subsystem and Design

Error. The results are provided in Enclosure 3.

Finally, for your information, population data for the TOI and non-TD! diesels
is provided as Enclosure 4 as a function of manufacturer and continuous power

rating.
Discussion

The operating history of the TDI diesels and non-TD! diesels, and hence the
data generated, may not be comparable, depending on the issue being examined.

Specifically:

1. The operational experience for Grand Gulf and Shoreham, where the vast
majority of TDI failures and deficiencies have occurred, was generated
during a pe~iod of preonerational testing. Ouring such a time, the
contribution of the manufacturer to difficulties should be easier to
recognize and should dominate any contribution by the operating and
maintenance staff, Aléo. one expects a relatively high number of “dbugs"
or deficiencies to crop up during early operation. In contrast, the
information available to us for other manufacturer's engines comes from
the operational phase, wherein the contribution from operational and
maintenance personal can reasonably be expected to increase. The data
supplied to us for San Onofre ) engines, which reflect few manufacturer

problems, come from the operationa) period.



2.

3.

-8

We suspect that operating hours, loadings, number of demands, and the
spacing of thRese demands all play a role in diesel generator performance.
Again, the Grand Gulf and Shoreham engines where the majority of tne
problems have occurred appear to have accumulated a large number of
operating hours in a short period of time as compared with most diesels in
nuclear service. A good comparison would require selection of engines from
other manufacturers which have seen similar service. wWe did not have
enough information to make such a selection, and the influence of operation

and maintenance still might be difficult to isolate and exclude,

The testing of both TDI diesels and non-TDI diesels varies considerably
depending on whether the diesel was tested in accordance with Regulatory
Guide 1.108. We know, for example, that the TDI diesels at Grand Gulf
were tested in accordance with Regulatory Guide 1.108 while the TDI

diesels at San Onofre were not.

We have no data on the maintenance practices for TDI and non-TD! engines.
This makes it difficult to determine which failures are attributable
to the manufacturer's design and which were caused or exacerbated by

licensee operation and maintenance practices,

We assume the information for the TDI engines is complete. While NUREG/
CR-2889 contains the most complete record on diesel experience assembled
to date, the information was provided via LERs and questionnaires and

variation in completeness of reporting is still present to some extent in

the non-TD! information.
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Thus, we do not have complete or necessarily comparable data for the TDI

diesels or the nop-TDI diesels. Consequently, statistical analyses of diese!
reliability (e.g., failure rate analysis), and even qualitative analysis of the
prevalence or magnitude of problems based on availadble data should be approached

with caution.

We have been able, however, to review the experience and note whether or not
similar difficulties have been reported for engines of differest manufacturers.
The following sections attempt to summarize this information but the reader is
urged to read the enclosures for himself, since his notion of “comparability"

and ours may differ,

Engine Subsystem Experience

Instances of piston crown separation and catastrophic crankshaft failure which

have occurred in some TDI engines were not found in non-TDI experience reviewed.

Non-TDI diesels have recorded incidents of damage or failure of basic engine
components such as bearings, cylinder heads, pistons, and bolts. Some of

the failures have been repetitive (e.g., six incidents of cylinder head cracks
in the same diesel generator at Surry (GM) which ultimately resulted in
replacement of all cylinders) and some have been quite serious (e.g., at
least three incidents where engines were replaced - Millstone 2 (Fairbanks

Morse), Arkansas-2 (Fairbanks Morse) and Quad Cities 1 (GM).

A key concern of the TDI project appears to be whethe or not the experience
with basic engine parts in non-TD! diesels reflects a “generic" problem with
basic engine components. While we cannot unequivocally rule out the possibility

due to the quality and completeness of our information, the evidence for the
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most part suggests ‘solated difficulties. For example, the GM experience in
the basic engfne.area is comparatively sparse in contrast with the GM experience
in the turbocharger subsystem, where it appears a generic problem existed for

GM engines.

Turbocharger Subs!stqg

Problers with non-TDI diesels have been principally associated with GM diesels.
Most failures were associated with bearing failure that caused the turbocharger
to fail. In some cases fires resulted. In several cases the turbocharger
was replaced. These problems seem comparable to the TDI problem of bearing

wear due to lack of lube oif.

Lube Oil Subsystem

The only Tube oil problem at a TD! diesel was the oil leak and fire at

San Onofre 1. Several non-TDI diesels have had lube o0il problems, however,
most of these problems were water leakage int *he lube 0il. Kewaunee
reported a single instance associated with a GM diesel which was very similar

to the San Onofre event in failure mode and mechanism.

Fuel 011 Subsystem

Instances of fuel oil leaks or replacement of fuel oil supply lines were noted
for GM, Fairbanks Morse, ALCO and Cooper Bessemer diesels. In at least two
cases fires resulted. The TDI experience does not appear unique as far as mode,

mechanism, or consequences are concerned.

Cooling Subsystem

Shoreham reported that the erjine jacket water pump of a TDI diesel failed by

fatique. While licensees with non-TDI diesels have experience pump failures,
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none reported the mechanism (i.e., fatigue) experienced at Shoreham. A few
instances of jacket water leaks (that were not associated with mzjor engine

damage) were noted for non-TD! engines.

Air Start Subsystem

Air start valve failures have occurred with GM, Fairbanks Morse, Cooper
Bessemer and Worthington diesels. However, ongoing maintenance by the licensee
may be a more important factor here than original equipment manufacturer;
specifically, cleanliness of the air start system. The specific Grand Gulf

and Shoreham problem with air start valve capscrews was not noted in non-TDI
experience; however, problems of a similar magnitude with other air start

system parts have been noted in non-TDI engines.

Modifications

A review of Enclosure J shows numerous reliability improvements made throughout
the operating lives of non-TDI engines. These appear to be comparable to the

DI experience listed in the modifications section of Enclosure 2.



ENCLOSURE 1

U.S. NUCLEAR EXPERIENCE
WITH TDI ENGINES



U. S. Nuclear Experience with TDI Engines
’

San Onofre 1

® Twe TDI Jiese]l Engines Installed - Mode} DSRY-20
Serial No. 75041/42, Rated at 6000KW (nominal)
) 8800KW (peak)

Problen Cause/Solution
Excessive Turbocharger : No- Tube oi1 during standby.
thrust bearing wear, Lube 017 system modified.

10 CFR Part 21 report issued
because problem generic.

Lube oil Teak and fire. Excessive vibration. Line
re-supported.

Piston modification to Pistons reworked by TDI to

prevent crown separation. respond to Part 21 report.

Problem identified at Grand Gulf.
Shoreham

" Three TOT OfeseT Engines instaTled, Model DSR-48 ° -
Serial No. 74010/12, Rated at 3500KW

Problem Cause/Solution
Excessive turbocharger thrust No lube oil during standby.
bearing wear., Lube ol system modified.
Piston modifications to prevent Pistons reworked by TDI to
crown separation, respond to Part 21 report.

Problem identified at Grand Gulf.

Engine jacket water pump Water pumps reworked by TDI in
modifications. - response to Part 21 report.
Afr starting valve capscrews . Response to Part 21 report.
replaced. Too long for holes.
Engfne’jaéket'watef pury shaft ' Pump shafts redesigned and
failed by fatigue. replaced. :
Cracks in engine cylinder heads. Fabricaticn flaws. Al1 heads

replaced.



Problem

i
Two fuel 011 i{njection lines
ruptured.

Engine rocker arm shaft bolt
failure.

Broken crankshaft. Cracks in
remaining crankshafts.

Cracked. connecting rod. bearings.
Cracked piston skirts.

Broken cylinder head stud nuts.

Cracked bedplates in area of
main journal bearings.

Unqualified instrument cable.

— B R LT o L

* Grand GuTF

w—

Cause/Solution

o Manufacturing defect in tubing.

Té%ing replaced with shielded design.
u
High stress cycle faticue.
replaced with new design.

8olts
Inadequate design. Replaced with
larger diameter crankshafsts.

Inadequate desicn and subs*andard
material. Replaced with new design,

Replaced all piston skirts with new
design. Generic problem.

Replaced all head stud nuts.

Cracks evaluated by LILCo and [
determined to not ignificang,

"Replaced in response to Par: 21
report.

|

Two TDI engines installed - Model DSRV-16

Serial No. 74033/34, Rated at 7000KW

Praoblem

Piston crown sefaration during
operation.

Excessive turbocharger thrust
bearing wear.

Air starting valve capscrews
replaced. Too long for holes.

. Flexible drive coupling material
incompatible with operating
environment.

Latching relay failed during
testing.

Cause/Solution

© HoTddown studs faiTed. Pistens
returned to TDI for rewcrk.
Generic problem.

No lube 011 during standby.
Lube 01l system modified.
Response to Part 21 report.

Replaced with different material.

Relay replaced.
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Problem

Air start serfsing line mot
sefsmically supported.

Governor Tube oil cooler
Tocated too Possibility
of trapping air in system,

Engine pneumatic logic
improperly designed. Could
result in premature engine
shutdown,

Non-Class 1E motors supplied
with EDG auxiliary system
pumps.

Crankcase cover capscrew
failed. Head lodged in
generator and shorted it out.

High pressure fuel injection
_.11neuf;i}¢d._. :

Fuel oil line failed.

Cad}idN
major fire. ’

Cracks in connecting push

Turbocharger vibration.
Cracked jacket water welds.
Turbocharger mounting bolt’
failures.

Air start valve failures.

Cause/Solution

Sensing line relocated and preperly
supported.

Lube 011 cooler relocated to
lower elevation.

Pneumatic logic design corrected.

Motors replaced with Clase 1£
qualified motors.

Capscrews replaced with higher
strengh screws. Lock tab washers
installed. Generator screens
installed.

Hanuficturing defect in tubing.
Tubing replaced.

High cycle fatigue of Swagelock
fitting. Additional tubing
supports to be installed.

A1l push rods replaced.

Turbocharger replaced.

Excessive turbocharger vibration.
Cracks re-welded.

Excessive turbocharger vibration.
Bolts replaced.

Cause unknown. System cleaned and
severa] valves replaced. More
frequent maintenance scheduled.




Problem -

Cracks in piston skirts on

Division IT EDG.

Cylinder hzad cracks.

i

-

Cause/Solutian

Division II pistons replaced.
Oivision I pistens to be inspected.

Two cylinder heads replaced.



ENCI OSURE 2

COMPARISON OF EXPERIENCE
1976 - 1980



Plant

Shoreham

Shoreham

Grand Gulf

Grand Gulf

Grand Gulf

Grand Gulf

Grand Gulf

LER # Date

=

Diesel

# Descrigtion

B. General Motors Experience

Davis Besse

80-52 7/9/80

All

Broken cylinder head stud nuts.

Replaced all head stud nuts.

Cracked bedplates in area of main
Journal bearings. Cracks evaluated
by licensee and determined to not be

significant,

Piston crown separation during opera-
tion. Hold-down studs failed. Pistons
returned to TDI for rework. Generic

problem,

Cracks in connecting push rod welds.

All push rods replaced.

Cracks in piston skirts on Division

I1 diesel. Pistons replaced.

Two cylinder heads replaced.

Crankc.se cover capscrew failed.

Head lcuged in generator and shorted

it out. Capscrews replaced with higher
strength screws. Lock tab washers

installed. Generator screens installed.

Exhaust supports received too much
stress. Supports added during refueling

outage.
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Plant LER # Date Diesel # Descrigtion
[ 4
Prairie Island 1* 80-30 10/8/80 D2 Eductor liose broke and diesel tripped on

Surry 1 76-7 172/
Surry 1 76-6  5/8/
Surry 1 76-04 5/12
Surry 1 16-10 974/

Vermont Yankee* 77.17 6/23

76 1
76 1
/76 1
76 1

/77 B

C. Fairbanks Morse Experience
Arkansas 2 79-32 4/19/79 2
Duane Arnold 76-64 10/4/76 1Gal

*

NUREG/CR-2989 shows these
manufacturer as Fairbanks

high crankcase pressure.

Heat stress caused cylinder head crack.

Crack in cylinder head.

Crack in cylinder head, bent rod, and
broken piston, Engine not turned over

before testing. Water in cylinder.

Heat stress caused cylinder head crack.
Water in ¢y linder. Sixth failure. AN

Cylinders to be replaced.

Eductor hose came loose. Diesel tripped
on high crankcase pressure. Improved

hose clamps to be installed.

Engine bearings failed. Engine was
replaced, Design/Manufacturing errcr -

see Attachment 2 for details.

Vertical drive coupling hub broke.
Wrong material (cast iron instead of

ductile iron),

plants have GM engines; NUREG/CR-1362 shows

Morse.
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LER # Date Diese! ¢ Descrigtion

Duane Arnold ' 76-12 3/26/76 -  Front cover plate on engine leaked

ofl. 011 caught fire, but was quickly
extinguished,

Millstone 2 76-63 12/18/76 13U MNo. 3 upper piston connecting rod

|
bearing capscrews sheared and ejected
rod through the upper crankcase cover,

Diesel was replaced. Probably failed

from a series of unlubricated or dry

starts.

Millstone 2 76-08A 2/23/76 12U Piston failed. Overhauled engine,

Hatch 2 80-159 11/26/80 2C The cotter pins for the rod cap retaining

nuts on two cylinders were broken per-

mitting excessive clearance between the

connecting rod bearings and the crank-

shaft. One of the connecting rods

separated from the crankshaft and caused -

engine failure.

D. ALCO Experience

Salen 2 80-31 - -

Coupling connecting two sections of

camshaft had eight of its attaching

bolts sheared. New camshafts and

bolts installed.
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Plant LER # Date Diesel ¢ Description

E. Cooper BesseMer Experience

Cooper 80-27 5/8/80 2 Piston rod pins broke. Damaged parts
replaced. All piston bolts were

replaced.

Cooper 79-36 11/10/79 2 Four cylinder sieceves were damaged,

All damaged parts were replaced.

F. Worthington Experience

None noted.

G. Nordberg Experience

Mone noted.

H. Allis Chalmers Experience

None noted.

I. Caterpillar Experience

None noted.

2. TURBOCHARGER SUBSYSTEM

A. TDI Experience

San Onofre | - - - Excesiive tursocharger thrust bearing
wear. No lube oil during standby. Lube

o1l system modified (Part 21).
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LER # Date

Diesel ¢ Description

Shorehem

Grand Gulf

Grand Guilf

General Motors Experience

Arkansas 1

Arkansas 1

78-17 7/15/78

Arkansas 1

Davis Besse

80-69 9/2/80

Excessive turbocharger thrust bearing
wear. No Tube o0il during standby.

System modified.

Excessive turbocharger thrust bearing
wear. No lube 0il during standby. Lube

cil system modified.

Turbocharger vibration caused cracked
water jacket welds and mounting bolt

failures.

Vendor design error. Rapid start after
shutdown could damage turbocharger

bearings.

011 leak into turbocharger. Diesel could
have operated with leak. Turbocharger :

replaced.

Bearing failure in turbocharger.
txhaust caught fire. Turbocharger
replaced. Diesel could have continued

to operate in an emergency.

Bolt fragment found in crankcase
during oil change. Bolt was from

turbo.-gear assembly,
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Plant LER # Date Diesel ¢ Descrigtion
Davis Besse * 79-46 3/30/79 1-1 Turbocharger bearings failed. The

turbocharger was replaced.

Davis Besse 78-18 2/8/78 1-1 Turbocharger failed and was replaced.,
Dresden 2 77-051 10/30/77 2/3 Clutch and shaft bearing failure.
Fitzpatrick 76-65 10/11/76 A 0i1 leak in turbocharger caused fire.

Turbocharger replaced.

Maine Yankee 79-066 10/16/79 1B Catastrophic failure of turbocharger
due to bearing failure. Fire resulted.
(Turbocharger in DG-1A also replaced).

Conn. Yankee 79-09 8/31/79 A1l Design error could cause turbocharger
failure if started within 3 hours of

being shutdown,

Kewaunee 77-23 9/20/77 1A Fire in exhaust, but diesel was operable,.

Monthly tests changed to 4 hour duration.

Monticello 79-010 4/26/79 A1l Design error. Lack ¢f turbocharger lube

oil after shutdown.

Point Beach 79-7  4/24/79 A1 (esign error. May cause turbocharger
failure if there is a start 15 to 100

minutes after a diesel shutdnwn.



Plant LER # Date

il

Diesel

: Description

Saint Lucie " 79-21 6/25/7%

Saint Lucie 77-42 9/20/77
Saint Lucie 77-2 1/18/77
Surry 1 79-44 12/30/78
Surry 1 79-17 5/2/79

C. Fairbanks-Morse Experience

Crystal River 3 80-30 -

Quane Arnold 76-21 -

D. ALCO Experience

Salem | 77-80 -

All

Design error. Insufficient turbocharger
lubrication may occur on a second start

within 3 hours of diesel shutdown.

Diesel loaded to full emergency load.
Attempted to pick up full design load.
Turbocharger thrust bearing and clutch

were damaged. Turbocharger replaced.

Turbocharger failed. New unit

installed,
Turbocharger failed and was replaced.

Design error. Turbocharger bearing
damage may result from start too soon

after shutdown

Turbocharger ductwork separated from turbo-

charger, Diesel unavailable for 95 hrs.

Exhaust gases leaked ontc engine and

burned. Gasket and insulation replaced.

Turbccharger and exhaust gas expansion
joint fafled. Cause determined to be
turbine blade failure. Modifications made

to turbine to improve blade reliability,
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Plant LER # Date Diesel # Descrigtion

E. Cooper Besseher Experience

None noted,

F. Worthington Experience

None noted.

G. Nordberg Experience

None noted.

H. Allis Chalmers Experience

None noted.

I. Caterpillar Experience

None noted.

3. LUBE OIL SUBSYSTEM

A. TDI Experience

San Onofre 1 - - - Lube oil leak and fire. Caused by excessive

vibration, Line re-supported.
Shoreham None noted.
Grand Gulf None noted.

B. General Motors Exyerience

Arkansas 1 79-16 8&/27/79 2 Lube ol cooler leaked water into oil.

Replaced cooler.
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Description

Plant LER # Date Diesel #
Arkansas 1 e 79-17 9/11/79 1
Kewaunee 79-25 9/22/79 -

C. Fairbanks-Morse Experience

None noted.

D. ALCO Experience

Nene noted.

E. Cooper Bessemer Experience

Cooper 78-31 9/12/78 2
Zirn 1 78-09 - -
Zion 1 78-65 7/17/78 1A
Zion 2 717-67 11710/77 0
Zion 2 602" 171780 2A

Lube 0il conler leaked water into

oil. Replaced cooler.

Broken lube oil line. Copper tube

replaced with stainless steel. Vibra-

tion caused break.

Insufficient ofl to bearings during

engine ..astdown, Bearing replaced.

0i1 cooler tube leak caused high

pressure across filter.

Lube ofl cooler tube leak of water
into ofl. High velocity water eroded

tube.

water leaxed in ofl through lube ofl

cooler,

Lube Uil leak at cracked weld in pipe.,



Plant LER # Date

Diesel ¢ Description

F. Worthingtom Experience

None noted.
G. Nordberg Experience
None noted.,

H. Allis Chalmers Experience

None noted.

I. Caterpillar Experience

None noted.

4. FUEL OIL SUBSYSTEM
A. _TOI Experience

San Onofre None noted,
Shoreham - °
Grand Gulf . -
Grand Gulf - -

Two fuel ofl injection lines ruptured.
Manufacturing defect in tubing. Tubing
replaced with shielded design,

High pressure fuel injectior line failed.
Manufacturing defect in tubing, Tubing

replaced,

Fuel o1l 1ine failed. Caused major fire,
High cycle fatigue of Swagelock fitting,

Additional tubing supports to be installed.



Plant LER # Date

Diesel #

Description

.
B, General Motors Experience

Beaver Valley 78-32 4/18/78 1
Quad Cities 78-27 9/28/718 1
Turkey Point 3 79-15 4/26/79 B
C. Fairbanks Morse Experience

Duane Arnold 76-75 11/4/76 1G-21
Calvert Cliffs 79-69 11/27/79 11
Crystal River - 10/23/79 - -
Hatch 1 - 10/5/76 1C
H., B. Robinson - 12/14/77 A
Millstone 1 17-29 9/27/17 DG
Millstone | 17-71  2/4117 06
Millstone 2 78.19 8/3/78 1
Millstone 2 78-19A 1/28/79 13u

Fuel oil pump leak.

Fuel supply lines replaced.
Fuel starvation caused by cracked

nipple in fuel line,

Crack in fuel line leaked fuel which
caught fire. Supports added for

fuel lines.

Leaking fuel line.
Crack in fuel line, It was resoldered.
Fuel line repaired.

Fuel 011 1ine modified.

Nipple in cylinder 12 was cracked

and leaking.

Nipple in cylinder 12 was cracked

and leaking,

Leaking fuel fnjectors, Diesel could

have continued to run in emergency.

Leaking fuel injection, Manufacturing

defect. Other assemblies checked okay.
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Plant LER # Date Diesel # Description

Millstone 2 ¢ 76-52 9/1/76 13u  Injector leaking fuel and small fire

resulted,
Peach Bottom 2 and 3 4/27/71% 2 Fuel oil line replaced.
5/18/79 2 Leak in fuel line.
10/5/79 2 Fuel oil! 1ine repaired.

D. ALCO Experience

Palisades 79-5 1/3/79 Fuel line broke. One hundred eighty

gallons of fuel sprayed out.
Pilgrim 80-62 9/3/80 Fuel line to cylinder 9R had broken.

E. Cooper Bessemer Experience

Cooper 17-47 9712777 1 Fuel line to day tank vibrated

and broke. Support was improved.
Cooper 76-34 8/23/76 1 Fuel 1ine to injector broke.

F. Worthington Experience

None noted.

G. Nordberg Experience

None noted.

M. Allis Chalmers

None noted.
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Plant LER # Date Diesel # Description

I. Caterpillar Bkperience

None noted.

5. COOLING SYSTEM

A. TDI Experience

San Onofre 1 None noted.

Shoreham - - - No failure. Engine jacket water
pump reworked by TDI in response
to Part 21 report.

Shoreham - - - Engine jacket water pump shaft
failed by fatigue. Pump shafts
redesigned and replaced.

Grand Gulf None noted.

8. General Motors Experience

Conn. Yankee - 6/21/76 -

Dresden 77-38 9/14777 3

Quad Cities 1 80-26 10/11/80 1/2

C. Fairbanks Morse Experience

Crystal River 79-108 12/1/79 1B

Diesel fresh water pump leak. Pump

rebuilt,

Outboard bearing worn on pump.,

Cooling water pump motor shorted.

Shutdown cooling water pump failed.

Bearing failure,
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Diesel ¢ Description

Plant LER # Date
Millstone 2 - 5/5/78

Prairie Isiand 1 79.2 1/26/79

Hatch 1 3/5/76

D. ALCO Evperience

Indian Point 2 77-29 8/29/77

E. Cooper Bessemer Experience

None noted.

F. Worthington Experience

None noted.

6. Nordberg Experience

None noted.

H. Allis Chalmers Experience

LaCrosse - S/g0/77

I. Caterpillar Experience

None noted.

18

Jacket water pump failed.

Cooling water pump did not start

because of a speed switch failure.

Coolant jacket system modified.

Jacket water leaks repaired,

Cooling water leak. Rewelded bad weld.



6. AIR START SUBSYSTEM

f. TDI Experiende

oy

Diesel # Description

Plant LER # Date

San Onofre None noted.
Shorenam - - -
Grand Gulf - . -
Grand Gulf - - *
Grand Gulf - - >
B. General Motors Experience
Dresden 2 79-014 3/5/79 2
Dresden 2 77-071 12/73/717

Air start valve capscrews replaced.
Too long for holes. Response to

Part 21 report.

Air start valve capscrews replaced.
Too long for holes. Response to

Part 21 report.

Air start sensing line not seismically
supported. Sensing line relocated and

properiy supported.

Air start valve failures. Cause unknown.
System cleaned and several valves
replaced. More frequent maintenance

scheduled.

Bendix air solenoid failures. Scheduled

modifications should improve performance.

2/3 Air regulator diaphragm ruptured.
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Quad Cities 1

Quad Cities 1
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LER # Date Diesel
*79-5 1723779 172
76-8§ 2/11776 -

C. Fairbank; Morse Experience

Farley 1

Farley 1

Farley 1

Farley 1

Farley 1

Hatch 1

Millstone 2

Calvert Cliffs 1

Calvert Cliffs 2 80-035

H. B. Robinson

H. B. Robinson

78-18

77-26

77-27

77-15

17-27

76-24

79-061

3/8/78 1€

9/13/77 1B

9/16/77 1-2A

8/17/77 18
8/28/77 1B
5/15/76 1A

1/13/76 13

10/24/79 11/12

7/30/80 Al

5/26/76

7/03/78

= Descrigtion

Air start solenoid stuck open,

Air start solenoid stuck,

Air start solenoid valve failed,
corrosion prevention improvements

being studied.

Air start solenoid stuck open.
Air start solenoid stuck open.
Air start solenoid stuck open.
Air start solenoid stuck open.
Air start solenoid stuck closed.
Air pilot valve failed.

Diesels started and left running
until seismic supports installed

(Air start),

Design error. Tubing not seismically

qualified (Afr start),
Leaking air start solenoid repaired.

Air start solenoid replaced,
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Diesel ¢ Description

Plant LER ¢ Date

H. B. Robinson ' - 10/18/78 A
Vermont Yankee 77-18 7/26/77 A
D. ALCO Experience

None noted.

E. Cooper Bessemer Experience

Zion 1 78-72 8/17/78 1B
Zion 2 79-34 5/11/79 0
F. Worthington Experience

Cook 2 78-13 3/19/78 2CD

G. Nordberg Experience

None noted,

H., Allis Chalmers Experience

None noted,

I. Caterpillar Experience

None noted.

Air start solenoid replaced,

Air start valve failed to open,
Debris in line. Valves to be

replaced by improved valves.

Air start pilot valve leaked.

Air valve leaked air from reservoirs.

Air start check valve on cylinder

#5 broke.




MODIFICATIONS

A. TDI Exgcrionzo
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Plant LER # Date Diesel ¢ Description

San Onofre | None noted,

Shoreham - "
Grand Gulf . ®
Grand Gulf " .
Grand Gulf - &
Grand Gulf - o

B, Other Manufacturers

See Attachment 1 to this enclosure.

Unqualified instrument cable replaced.

Flexible drive coupling material
incompatible with operating environment,
Replaced with different material.

Governor lube ofl cooler located too
high. Possidbility of trapping atr
in system, Lube oi] cooler relocated

to lower elevation,

Engine pneumatic logic improperly
designed. Could result in premature
engine shutdown, Pneumatic logic

design corrected,

Non Class 1E motors supplied with diese!
auxiliary system pumps., Motors replaced

with Class 1€ qualified motors,



ATTACHMENT 1
T0

ENCLOSURE 2
OIESEL GENERATOR MODIFICATIONS



Table E.4 Dicsel Cemerator Modlfications

Flaat Date Subsystem Modliflcation
/ Ackansae Nuclear One 1 6/22/74 Covernor Overspeed tclp changed from 980 to IODS..
-
an Coollng water Replaced DG hLeat exchanger with one of
larger capecity.
v Beaver Valley 1978 Alr-starct Stagger test on alr-start motors.
1978 Alr-start Blowdown alr recelvers ) times/day.
Upgrade fuel oll standards.
2/4/81 Alc-start Installed air dryers.
&13/719 Annuaclatlion Add alarm on DG status - coatrol room.
9/20/79 Control Prevent bresker closure for no fil:21d and
.“change uwander altage relays to solid state.
8/23/719 Sequeacer Sequencer recelves power from Il or 04 vital
buses. Provide separate coatrol traneformer
from 480V cwergancy buses.
10/3/78 Exclter Improve wanual fleld flash - bypass some
contacts.
10/13/78 Lube and cooling Install isolatior nl-iu for Instruments
waler lastruments for calibratioa.
10/22/80 Fuel Install tank to temporarily hold fuel for
test. Add campling counectlons.
N U A




Table E.4 Contlnued

lant

Date

Suboyatem

todificaction

bBeaver Valley
(continued)

Blg Rock Point

5/18/81

5/20/61

8/5/61

10/21/76

1/10/717

Alr-atart

Alr-start

GH deaign changes

Electric-satart

Governor

Install union to permit check valves to be
replaced. e

Inatall horizontal check valves.

GM has a denign that wiil eliminate turbo
bearing damage in the .25 to 3 hour period
after a run greater thea one hour.

Replaced crankshaft vibration dampcr.

Replaced soldered lube oll cooler with
rolled tube cooler.

New screen with trap to remove msterial
that would damage turbo.

New turbo gear.
Idler gear assembly.
Lube oill sampling connection.

Change etarter from crank/pause to
continuous 25 second crank.

New oll line to governor to lwprove start
time. .




Table E.4 Continued

A
S

Plont Date Subsysntem Mod’ ficacion
v -~
Bl Rock loint 5727717 Governor Inatall throttle arm .to replace governor
(continued) control.
Brunewlick 1 & 2 1/12/75 Aanunclatorae Fuel oll alarms.

2/7]715 Dampers Dampers modifled. Did not work correctly.

2/25/15 Cables Cable separation.

11/25/15 Alr-start Alr compressor rellef valve.

2/22/19 Regulator Auto-transfer from ac to dc regulator upon
losa of voltage vegulator potentlial
transformec.

5/24/76 Room temperature Individual temperature awitches in each
DG room.

5/6/11 Lube and cooling Increase lube and jacket water heater

water sctpointa. ’

W/21/11 Inatcumentao Increase lube oll pressure telp tees with
valves for inetruaments.

2/23/1719 Aununclator Separate alarms for low alr pressure and
boaring gear engaged added to Not Available.

8/4/80 Flre Protection Hodify veantilatlon te rewove fumes.

6/29/719 '

Control

Change tank pack setpoint from 510 to 500
tpm. Controle service water valve.

— —




-

Table E.4 Cuntlnued

V)

Ilant Date Subsystcm Modlflcation
Calvert Cliffms 1 & 2 5/15/179 Dlower Procedure to prevent blower damage.
11/13/79 Governor Semi~annual flush of governor. -
Manufacturer recommendations.
1/20/79 Fuel Inspect injcctors every 6 wonths instead
of 18 months. '
1/24/19 Exciter Potentlal transformer wae grouanded and
smoked. It wae replaced.
6/21/79 Procedure Procedure review made to assume atepa for
returnlng DG are included.
8/8/79 Vent fan Added relay to provide positive start
of fan.
5/5/80 Alr-start Prens sensors vibrated. MRelocated. Also
moved sense line upstream of check valve.
Cooper 10/10/78 Alr-start Root valves on pressure switch.
3/2/74 ;Control Speed senne wodifjled.
3/17/74 Exciter Two parallel contacts to asgure fleld

flashes.




Table E.4 Contlaued

Plant Date. Subaystenm Hodlficactlon
Cooper 4/30/75 Add alr-operated valve in oll line to turbo.
(continued) Prevents oll accumulation in inlet header.
-
11/2/76 AMr-stact Installed time delay in alr-starct to assure
start.
47297179 Annunclator Added annunclator.
5/22/79 Lube Time dolay relay keeps oll pump working for
30 seconde after DC trip. It is fer
crankshaft lube durlog coastdown.
5/25/60 Loglec Protect DG if offaite power lost while
testing DG. Trlp non-esaentlal loads.
6/10/00 Hodify DG eilencer bypass control to assure
.-adequate alr presasure to fuel racka durlag
ntavt.
6/6/00 Coollng water Added continuoue vent on jacket water pump
to preveat alr vapor lock.
Crystal Rivev 3] i/16/81 Cooling water Veat valve for refllling coolant.
11/21/80 GCenerator Cenerator stator temperature velay-change
for relay with higher-setting.
10/9/80 Lube Lube oll alavm setpolnt too low.
1/3/19 Loglc DG could not be roset in normal manner

after low lube pressure trip.




Tnblc l':o'.

- Cont lnued

Plant Date Suboystem Modiflication
Crystal River 3 5/22/19 snnunclator Add alacme that will annunclate any
(contlnued) condition that will prevent an awto-start,
5/3/19 Annuncliator Eliminate battery ground alarm while
flashing fleld.
/
. 11/15/79 Englne Replace cem rollers - colt.
°//;rcndcn 26 10/77 Governor Change governor speed with engine operating.
1/78 Alr-stact Add capabllity to blowdown startlng air.
10/78 Loglc Install tachometer for display.
8/79 Annunclator Alarm bue tle and omergency bus breaker
teat poaltion.
9/19 Annunciator Alarm alr shutoff valve in closed poaltion.
9/19 Alr-atart Install multiple air-start system.
8/19 Annunclator Install droop alarm ia control room.
11/79 Alr-atart Provide aore poeltive relay action for
two alr-start pystems.
6/18 Aonunclator Seporate alarm for 2 and 2/3 DGCs.
10/30/79 Make cooling water valves wotor-operated

Coollng water

from control room.




Table E.4 Continued

Ilaat Date Subaystem Hodification
Farley 1 & 2 511711 Lube Increase pre-lube time on 2050kW o

2/26/179 Sequencer Modify maoter teat awitch no'loquencer will
not remaln In test (opring return switch).

1/26/81 Procedure Load reject - open DG breaker instead of
supply breaker. '

12/80 . Fuel Fuel oll consumption waes lew so Inetalled a
connection Lo auxiliacry boller fuel tank.

11/70 Alr start Inotalled otainlesa steel pipes and non-
regencrative alr dryer.

9/179 Inverter Durlng DG start faverter ac breakers
tripped on tranelient. Upgraded breakers.

2/19 Sequencer Teat wode sclect swltches are wrong type -
removed and Installed speclfled switches.

10/79 Synchronlzer Auto synchronlzer doen not work. It waa
removed.

~’/§ltzputrlck 10/8/76 Fuel Make fuel oll low level awitch independent

of pump motor countrol circult.

10/15/76 Loglc Replace UV relays.

10/15/76 Alr-gtart Primary and secondary alr-start motore start

simultancounly. Slmplify deaslign.

J



-

Table E.4 Contluued

Distcibution

Plast Datce Subaystenm Hodiflcation
Fltzpatrick 11/24/76 Control DG not adequately protected. Add
(continued) droop-normal ewlitch In control reowm.
10/31/78 Move panel from DG to eliminate vibration.
12/15/78 Annunciator Monitoer control power to DG.
12/6/176 Loglc Block low lube ofl and high jacket water
tempecature trips for LOCA.

V/ﬁhrt Calhoun 10/61 Loglce Add Interlock to sequencec reset and DG
breaker. Prevent complete train falluce
because of alngle relay fallure.

11/01 Control Filter tachometer output with 0.1 uf cap.
Ginna 10/11/81 Fuel Inotall water-tight doora on fuel oll tanka.
Hatch 1 & 2 19706 Alr-start Ped. oxide on valve causes fallure,
Replace valve. '
1976 Loglce Make UV logic 1/2 taken twice.
6/71 Fuel Synthetlic hooes are falling. Replace with
steel piplng.
1/17 Cooling water Gouge for Jacket water.
6/71 Replace 41°0V cablea to bus bar.

Cables are !catling.




Table E.4 Continued

Ilant Date- Subsystem Modlflcatlon
lHatch 1 & 2 10/77 Loglc Peeet undervoltage relays to prevent
(contlnued) continuous operatlion at low voltage.
-
11777 Alr-atart Make moloture detection indlcdtor lights
funcilon.
11/77 Fuel Replace vent line with stalnless stcel.
11/77 Fue! 5 Eliminate fnjector leakage. 1Inatall
clean fuel oll draln tanks oa ecach DG.
4/76 Control Move voltage regulator adjuetment ineide
cabinet.
6/78 Logle © MHake undervoltage relay contacts normallv

open. Eliminate vibration sensitivity.

6/70 Loglc Lockout DG breaker for overcurrent, etec.
1770 Cooling water Low pressure chutdown switch too high.
10/70 Distcibutlon ; Provide cnpnhllltf for DG IB to serve unite
1 or 2.
Coollng water Add a service water pump with local and

remote control.

6/00 Logle Eliminate telay. It may hang up in
cmergency mode.




-
# %

Table E.4 Continued

Ilant Date Subsystem Hodificatlon
llatch 1 & 2 10/00 Control Add eynchro check relay. !
(continued)
1/061 Governor Replace governor booster servoameter.
1 31 Seal condult to keep cold, moist alr out.
1/61 Governor Alarm L{f DG 18 not aynchromous spead.
93/11 Lube Change pre-lube tlme. See LER 77-62.
2/81 Fuel Clean spilled fuel. This Is a procedure
changec.
11/80 Procedure Open MCC clrcult breaker for RIR teet valve.
Jumper replacement for coolant high
Lemperature trip.
2/81 Procedure Reaet LOCA signal after jumpers are
removed to allow auto RUR pump setarc.
Indlan Toint 3 1978 Annunclatov Alarm shutdowe, lockeut, losa of dc, or
not auto—-atart.
1979 Control Isolate coatrol circulta of DG 3l.
1900 Intake alr Isolate air Intakes to prevent DG breathing
COp 1f COy actuates.
La Crosae 0/76 Englne Add DG 1B.
6/17 Annunclator Add low water temperature and low voltage

alarms.




Table E.4 Contiauecd

Plant Dntc' Subsystem Modlification
La Crosee 8/77 Control Power “on" light added for DG 1B.
(contlnued) -
10/78 Annunclator DG 1A not in auto-alarm.
4/80 Annunclator Alarm loss of Inverted 1C.
08/77 Annunciator Install hydrogen alarma ia battery room.
Millatone 1 11/6/74 Cooling water DG can get cmergency cooling water from the
fice system.
/ : .
o~/ 3/17]/78 Englne Crm rollers were replaced.
1/5119 - Annunclator Alarm when the DG 18 not ready for
start.
9/1/19 Synchrometer Syachrometer check relay.
Hillotone 2 1/28/76 Prevent DG start when output of primacy
transformer Is open.
12/1/17 lleat exchanger Corroslon. Add additional zlncae.
1/19/76 Control Tlme delay relays uarellable. They were
replaced. ’
4/21/7s Alr-start Make the alr-start system more relfable.
3/29/76 Fuel Replaced flex hose to Injectora with copper.
'{ i \. /




Table E.4 Continued

i

5/12/19

I'lant Date Suboystem Modificatlon
Millstone 2 6/11/76 Logle Delete non-emergency signals in DG logic.
(contloucd) >3 .
12/9/76 Alr-otact Modify alr compressor sense lirece.
10/19/76 Alr-atart Install lsolation valves in alr compressor
presjure scnee lines.
1/227717 Lube Remove low lube oll level tcip.
1/21/717 Engline Add stiffeners to prevent DG vibratioa.
4/30/79 Logic .Rc-ove OTL, CTL, and CLL tripa.
See LER 77-3z.
5/22/178 Annunclator Alarm loss of coatrol power to circult
breaker or clrcult breaker racked out.
4/25/81 Alvr-otart Put unions In alr lines.
5/11/78 Annunciator Alarm auto-start.
11L/8/78 Exhauat Add etllencevo Iln exhaust line.
4/30/79 Loglc Prevent DG otart oa reactor trip.
5/12/79 Synchromecter Synch. check relay.
1/20/81 Lube Isolate lube oil filter linean.
Annunciator Remote annunclator of DG trouble alarm.




Table E.4& Contlnuecd

Plant Date Subsystem Modificatlion
Millastone 2 8/26/79 Anaunclator Alarm on fucl oll valves closed. .
(continued) o :
1/26/81 Lube Install vent lines on lube oll atrainer.
i/n Loglc Undervoltage relays were not sufflcleat.

added additlional relays.

3/60 Annunclator Separate alarme for low fuel level.
Exhaust Inatall tornado misslile shiclds on exhaust.
North Amna 1 12/79 DG fan Increanse rating from 180 to 230 hp by

strengthenlng power takeoff.

3/60 Logle Change crankcase vacuum trip ectting for
.more rellable starte.

7/81 Loglc . Auto-reset in governor motor operated pot
‘ circult.
Palisadco 3/60 I'rocedurca Modifled procedures to reduce operator
errors.
Pcach Dottom 2 & 3 Logle Solid etate cvelays were eznsitive to voltage

splkea. Installed agastot time delay relays|

Logle BFD relayo weve not reliable. Installed
sgastot relays.

” ; . .
L//ﬁnulno . Improve fuel header and cam follower.




Table E.4 Contlaued

P

2/12

Plant Date Subsyasten Hodiflcation
Peach Dotiom 2 & ) Covernor Instell governor EG-DLOC.
(contlinuecd) -
Fuel/Flre ligh temperature switch on fuel tank.
Fuel Fuel sample lines added.
'\/Pélnt Beach 1 & 2 9779 Exhaust Exhaust manifold inspection post-examine
exhuual 2creen.
11/80 Fire Vent DG durlng turbine hall fire. [Ieverse
vent fan direction.
v TPralcie Island 1 & 2 8/13/76 Fuel Replaced fuel hoses with pipea.
11/26/80 Loglc Remove 2 minute delay after DG atop.
9/1/1717 Fuel Replaced unreliable fuel oil lavel switches.
8/20/78 Logle Revised clrcult to prevent burn out of
lockout relays.
8/17/80 Turbo Inatalled screens at inlet to turbo.
5/26/171 Fuel Changed power supply fer D2 clean fuel
[nu‘p .
Roblnasoa 2 7/11 Cooling water Alarm for expansion taok level. Early
warning of leaka.
Logle Inotall key owltch to bypass DC tripe

(alarmed).




Table E.4 Countinued

Plant Date Subeystem Hodlficatlon
Robinson 2 10/75 Alr-start Add a second air start solenold on ecch DG.
(contlinued) ad
10/74 Exciter/battery Replace lead acid battery with Nlcad and
locate in DG room.
8/74 Fuel Replace synthetlc hoses with steel tubes.
8/74 Switchea Replace components In defective switches.
6/78 Lube Tiwe delay starts. Prelube changed from
15 seconds to 2 minutes.
8/80 Aununciator Alarm DG out of service.
2/81 Start loglc Make etart slgnal last 10 eoconda Instead
of 1 second.
a/81 Lube Change prelube time from 2 to 4 1/2 minutes.
In progresa Alc-start Service water plping to alc deyer is belng
cheaged from carbon nteel to stalnloca
steel.
L/// 3 h///f
St. Lucle 5/78 Turlbo Turbo soak back pump used to atop at 200
rpm. Now pump contlnues to run (scems to
/ have ellminated problem).
bf/;;IB Procedure Tae prevent turbo problcn operate DG at

100X inatead of 37% (eliminate on turbo
generator).




Table E.4 Contlaued

l. ‘\

>

Plant

Date

-

Subsystem

Modificatlon

-
.

St. Lucle

L/:l'ro_]un

Haine Yankee

5/719

6/79

3/80

10/81
10/80

9717

5/17

9/80

9/00

9/78

6/70

Cooling fan
Luke
Exclter

Cooling water
Coollng water

Loglc
Immers!ion heaters
Procedure

Alr-start

Fucl

Annunclator

Inproved crankshaft coupling to fan.
Similar warine couplinge have falled. ’

No non-emergency starts uantil lube oil cools

80 preasure could be malntalned.

Inatall larger slzed exciter leada. One
fallure had resulted.

Add vents to cooling water high polnta.
Procedure to ensure proper venting.

Voltage permissive relay could reeet on
veltage dip. Add a seal-in coantact.

Motor overload devicea ti.p heaters -
now bypassed.

Honitor fan filter delta P for volcano-
proof syotcms.

Revised teot procedure to have independent
and sluultaneous test of cach alr starting
ayatem. See INPO SOER 80-1.

Preveat fuel oll transfer pumps from
operatlng whea fIll valves are open.

Improved alarme.




Table E-4 Contlonued

Plant Date Subsystem Modificatlion
Meine Yankee 7/81 Cooling water Provide coollng for DG 1A from primary
(cont Laued) component cooling water end DG 1D “rom
sccondary component cooling water.
\///hund Clties 1 & 2 2/11/78 Exclter Replace exclter transformer suppresas g
state~of~the-art devices.
1/20/00 Loglc Trip 4kV breaker Lf shutdowa relay
operates. Prevent motoring.
9/15/80 Alr-atart Install check valve for the C-D DG recelver
upstream of the tle with A-D set.
9/20/78 Fuel Put sleeves on fuel transfec llnes to
ptotcct.
2/23/19 Breaker Inotall test switches fo- 4kV undervoltage
functlonal test.

Surry 1 & 2 7/2/60 Lube Check motor-driven lube ofl vibratlon -
several fallures. Also there were turbo
vibration checks.

4/2/80 Procedure Insure gafety-related valve poaltlons are
g Independently verifled.
\//;urkcy Polnt 3 & 4 C6/11/79 Exciter Removed connecctlon of neutral from exclter

to DG transformer.




Table E.4 Continued

Piant

’/;urkcy roiat J end 4
(continucd)

Vermoat Yankece

Date
1/2/61
32,21/78

10/14/80

10/20/80

1/16/80

10/6/79

2/1176

Subsystem

— -

Indicator

Fuel

Veant

Lube

Damper

Exclter

Exclter

Hedification

Reploced inilecuter if il that coulw cauce
starc fallouy

Steel secmed cublng <as veplaced viih
stalnless steel.

Dempor wiil fall open or loss of alr or
power. .

Improved lube oll tempersture indlication.

Shut vent fana off on low Lewperature.
Prevent governor malfuanctloa.

Monitor auto and manual rheostalts to
ensure sufficlent excitation.

Move exciter to the station battecles.

— L ———————————. . ——— i A———— . ——




Attachment 2 - Additional detail on Arkansas 2 Diesel Failure 4/19/79,

The following material was quoted from "Nuclear Power Experience":

L
Arkansas One 2 - Nov. 78 (prior to initial criticality)

During 2 test, Fairbanks Morce DG B tripped from 100% load.
Inspection revealed damage to bearings (rod and main), crank-
shaft and several pistons. The cause of failure was postulated
as oil aeration; however, analysis s.owed the 0il to be within
specs. They changed oil with Mobilgard 445, They found a
loose baseplate mounting screw which could have contributed

to the failure by not allowing uniform expansion. The DG

was load tested succossfully following repairs. (gzs)

In Apr. DG #2 engine failed during a routine surveillance test.
The unit developed a severe vibration after being unloaded and
was immediately tripped by an operator observing the test.
investigation revealed 4 upper crankshaft bearings wiped and

3 piston skirts cracked. Repair of the diesel engine continued
throughout the remainder of the month, See XI.A.323 for
additional information. (hua, hub)

Arkansas One 2 - Apr. 79 - hot standby

While performing a surveillance run of the “B" Emergency DG,
the engine exhibited excessive vibration. DG "A" was proven
operable immediately and the unit was brought to cold shutdown.
Investigation revealed failure of the forward half of th-

upper main bearings. Damage was found at the rod bearings and
crankshaft, The failure was caused by poor lubrication due

to bearings being improperly located relative to the position
of the journals of the crank. The main bearing caps were.
relocates by redwelling. Extensive load testing was success-
fully completed following repairs. (ibe)




ENCLOSURE 3

NON-TDI EXPERIENCE
1981 - 1983



1. ENGINE SUBSYSTEM

General Motors Experience

Plant LER # Description
Fort Calhoun 82-07 While testing DG 2, a leak was dis~overed in the

copper tubing vent line from the thermal mixing valve
to the coolant expansion. The vent line was found to
be cracked at the point where it was connected to

a fitting. The defective tubing was replaced. An
engineering evaluation has been initiated to determine

if flexible hose can be used.

Quad-Cities 1 81-22 1/2 DG during maintenance found babbitt in the oil
pan. Further inspection revealed that No. 11 bearing
cap was warped. The cause was a pin-hole leak found
in a cross-over fuel line which possibly diluted the
lube 01l to the bearing. The bearing apparently
overheated and warped the bearing cap. The diesel

engine was replaced with an identical model.

Sequoyah 1 83-70 1A-A EDG tripped on high crankcase pressure, After
trouble-shooting, the engine 0il cooler and the No. 8
cylinder power pack were replaced. The probable cause
of the oil cooler failure was norma) end of life. The

cylinder head was sent to GM for analysis,

Fairbanks Mirse Experience

Duane Arnold 81-015 During annual inspection of DG 21, the lower crankshaft
81-016
bearing of crankshaft No. 14 was found wiped on the journal

surface. Redundant 1G-31 revealed a similar problem -



Plant

LER ¢

Calvert Cliffs 1 81-36

Calvert Cliffs 1 81-78

Farley 1

81-53

Descrigtion

lower crankshaft thrust bearing #13 and adjacent
bearing No. 12 were found wiped on the Journal surface.
The bearings were replaced and the crankshafts

relapped.

On 12 EDG it was discovered that the upper crankshaft
thrust bearing was worn excessively, due to inadequate
pre-lube of the engine prior to starting., The thrust
bearing was replaced. A test was run to determine
pre-lube requirements of each DG. The results of the
test were used as the basis for establishing minimum

times for pre-lube on all non-emergency starts.

DG 12 was taken out for PM. Two cylinder injectors
and a water jacket relief developed leaks. The
injectors were replaced and the relief was installed
with new 0-rings. Eight airblower discharge flange
bolts were discovered broken - the failure of the
bolts were determined to be by material analysis

to be fatigue. All 14 bolts and their inserts were

replaced.

On 7/28/81, DG 1C tripped under load. On 7/30/81,
while attempting to perform DG 1C operability test,
it failed to start. Investigation revealed that

an 0-ring between No. 11 cylincer lining and cylinder
had failed allowing water to enter the No. 1 cylinder
and overflow to reveal other cylinders via the

intake air manifold and caused a "hydraulic lock"



Plant

Farley 1

Farley 1

Farley 2

Hatch 2

LER #

81-32

81-67

81-43

82-79

Descr1gtion

of the engine. This resulted in damage to Nos. 1
and 11 piston inserts and bushings, the lower
thrust beariny and vertical drive assembly, All

damaged parts were replaced.

DG IC failed to start. The cause was a leaking
seal between the inner and outer cylinder which
caused the No. 10 cylinder to fill with water. The

cylinder liner was replaced.

DG 2C tripped under load due to high crankcase
pressure. No. € cylinder "iner was found scored
and the No. 8 cylinder 0-ring was faulty which
allowed water to enter the cylinder. The scoring
of the cylinder caused localized heating and
exhaust leakage into the oil sump which caused the
high crankcase pressure. Due to the No. 8 cylinder
O-ring failure a decision was made to replace all

12 cylinder liners.

DG 1C tripped under load due to high crankcase
pressure. Nos. 1 and 11 cylinder liners were

found to be scored. The engine was repaired.

DG 2C tripped after 37 minutes of operation, was
restarted and tripped again., The cause was found
tc be bearing failure. This engine had muitiple
manual starts (an estimated 120-150 fast starts) as

a result of increased surveillance. The first



Plant

Hatch 2

North Anna 2

81-127

83-50

Descrigtion

bearing to fail was the No. 8 connecting rod bearing,
with other bearings showing damage. Quring the 20

hour run-in check, one main bearing showed minor
scoring. The bearing was replaced. The multiple
manual starts revealed that a longer pre-lube time
would allow the bearings to be better lubricated before
the diesel was started to avoid bearing failures. The
operating procedures were revised to incorporate a new

pre-lube time as recommended by the manufacturer.

2C DG failed during testing. Investigation revealed

one of two rod cap retaining bolts had come out, aliowing
engine torque to break the second retaining bolt which
caused the rod to separate from the crankshaft. The
engine was repaired and returned to service. 2C DG has

an identical failure in November 1980.

EDG-2J tripped during surveillance testing. Internal
cooling water leakage resulted in a high crankcase
pressure trip and caused a cracked piston and cylinder

liner. The unit was repaired and returned to service.

Cooper Bessemer Experience

Cooper

82-20

Quring testing the No. 2 DG shutdown with no alarms

or indications. DG was declared inoperable when



Plant

Cocoer

Zion 1

Zion 2

LER #

82-16

81-36

82-20

worthington Experience

Cook 1 and 2

81-38
81-45

water was found in the iube oil system. A 3-inch
L-shaped rupture of the No. 8 left cylinder liner

expansion seal was found. The seal was replaced.

During surveillance testing 1 DG tripped with no
other alarms or indication. The unit tripped due

to drift in the holding mechanism of the safety

trip valve cverspeed device. The valve was replaced.
A section of the 125 psi control air line to the
trip valve was also replaced after a small hole in

the line was observed.

While testing 1A DG, an abnormal amount of lube o0il

was seen leaking from No. 6 right cylinder head covers
as well as an unusual noise from the same cylinder.

The engine was manually slutdown. The intake rocker arm
broke due to binding between it and the rocker stand.

The engine was repaired and returned to service.

2B DG was declared inoperable when it failed to start.
A broken coupling between the camshaft and the starting
air distributor prevented the engine from cranking.

The coupling was replaced.

Ouring a routine inspection of 1AB EDG, a taper pin
in the fue' -ack assembly was found to be loose and

the pin was found to be broken. All other taper pins




Plant LER # Description
¢ of the Unit 1 EDG's were cracked and found to be

tight. Some loose pins were found on Unit 2 diesels

and corrective actions were taken.

2. TURBOCHARGER SUBSYSTEM

General Motcrs Experience

ANO 1 82-05 EDG 2 failed to start during testing. The turbo-
charger had failed and was replaced. The failed
turbocharger was returned to the manufacturer for
repair. An evaluation will be made to determine
the root cause of failure and long term corrective

action.

Beaver Valley 1 81-30 During monthly surveillance testing of 2 EDG, the
unit tripped apparently due to overspeed. The
diesel would not restart. The diesel failure was
attributed to a failed taper pin and bent lever in
the governor. The turbocharger also failed. The

turbocharger and taper pin and lever were replaced.

Saint Lucie 1 82-24 During testing, the 1B EDG turbocharger failed.
Subseduent inspection revealed a deteriorated soak
back oil pump not providing sufficient lubrication
to the turbocharger guide and thrust bearing. The

turbocharger and oil pump were replaced.

Saint Lucie 1 82-33 1B EDG turbocharger failed - caused by a broken

coupling of soak back pump.



Plant LER #

Description

Saint Lucie 1 81-47 During a retest following modifications, 1A EDG

turboch?rger failed, Cause not determined, however,
in the weeks prior to failure there were approximately
60 engine starts and a great deal of light load
operation associated with maintenance and modification

retesting.

Cooper Bessemer Experience

Zion 1 83-02 0 DG failed to accept greater than 50% Toad. The

3. FUEL OIL SUBSYSTEM

turbocharger had seized which reduced load capacity
to 50%. The turbocharger was replaced. (Second
failure of this type since 1973.)

Fairbanks Morse Experience

Farley 2 81-13 On 5/5 and 5/6/81, DG 28 was declared inoperable due

to a lube 0fl leak and a fuel oil leak respectively. .
The cause of the lube oil leak was a leaking

0-ring on the lube oil strainer. The cause of

the fuel oil leak was a fatigue failure, due to
vibration of a compressor filling on a copper

line. The line was replaced with stainless steel

and re-routed to reduce vibration,



Plant

LER #

—————

Cooper Bessemer fxperience

Cooper

81-21

4. COOLING SUBSYSTEM

lordberg Experience

Brunswick 1

ALCO Experience

Salem 1

82-78

81-18
81-53
83-04

During testing of 2 DG, an injectur line failed.
Cause of failure of fuel injector supply line is
believed to be metal fatigue and vibration. Tubing

severed complietely near injector compressor fitting,

Component was replaced,

2 EDG tripped Cue to low jacket water pressure. The
two dowel pins and eight capscrews in the flex drive
coupling drive plate had sheared, allowing the pl-te
to separate from the engine crankshaft. A new drive
plate and new dowel Pins and capscrews were instal ed,

The same will be done for the other EDG's.

DG 1A was declared fnoperable because of a cooling
water leak. Similar occurrences: 76-12, 77-59,
77-77, 77-80, 80-02, 80-22, 80-31, 80-60 and
81-02. The nipple connecting jacket water valve
1DA45A and jacket water pipe was cracked and

leaking. The nipple was replaced in kind.



Plant

5. DESIGN ERROR

GM Experience

Browns Ferry !

Browns Ferry 1

Sequoyah 1

Fitzpatrick

LER #

83-09

83-24

83-38

82-39

by vendor and licensee continues.

Description

Design review of EDG engine coolers showed that
the coolers may not be capable of maintaining the
engine cooling water below the 190°F hot alarm
setpoint when the dieselis at full power. Cooling
water maximum temperature necessary to maintain a
Jacket water temperature of 190°F has been con-
servatively calculated to be 76°F. Apparent
design error made in sizing engine coolers for

inlet cooling water at 95°F.

Design review of EDG room ventilation showed system
may not keep electrical components below max i mum
temperature limits when ambient air temperature

is above 87.3°F and diesels are at ull load.
Deflectors installed to direct exhaust air away

from components.,

DG's would become inoperable when outside air
temperature is greater than 88°F. The heat load

of the DG is higher than that originally used.

EDG A & C were declared inoperable. Overheating of
a ventilation cowling within the generator due to

an original design error was the cause. Evaluation




ENCLOSURE 4

POPULATION DATA FOR DIESEL GENERATORS
IN NUCLEAR SERVICE



Table 1 shows the population of non-TDI diesel engines for licensed nuclear

service as a function of generator output and engine manufacturer,

The data

for non-TDI engines was taken from Table A.l of NUREG/CR-2989 (which includes

’
active LWR's licensed through 1981 with the exception of McGuire). Although

some discrepancies in the generator output rating were noted between information

found in LERs, staff memoranda, NUREG/CR-1362 ("Data Summaries of Licensee

Event Reports of Diesel Generators at U.S. Commercial Nuclear Power Plants,"

March 1980) and Table A.1, the discrepancies do not significantly affect the

general distribution of the population.

Manufacturer

General Motors
Schoonmaker
Bruce

Fairbanks Morse

Alco

Cooper Bessemer

Worthington

Nordberg

Allis Chambers

Caterpillar

Total

Transamerica Delaval

Total

52
10

4
42

18

144

7

<500

3

Table 1

Generator Output (KW)

S00-  1750-
1743 2499
8
8
8
0 24

2500- 3500-
3499 3999
4]
2
4
40
10
4
4
97 8
3

4000~

4999

>5000

As Table 1 shows, most of the diesel engine experience from manufacturers, other

than TDI,is with engines having output ratings between 1750 KW and 3000 Kw. By

contrast the TDI engines are generally much larger machines.



