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ABSTRACT

,

The Unified Transport Approach (UTA) consists of a set of nine

complementary models developed for assessing the environmental impacts

associated with nuclear power plant discharges to receiving water-

bodies. This set of models has the capability to simulate natural and

plant-induced flow, temperature, salinity, sediment transport, radio-

nuclide transport, and chemical species concentrations. While these UTA

models were developed for predicting impacts associated with the opera-

tion of nuclear power plants, they are quite general and can be applied

to a variety of situations. The UTA models have been used to simulate

the impacts associated with the operation of many industrial and energy

production technologies, as well as to simulate laboratory and naturally e

occurring conditions. In all cases where data have been available for

validation, the UTA model results have compared f avorably. The purpose

of this report is to provide an overview of the UTA as whole, highlight-

ing the important features and unique capabilities of this approach,
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o 1

EXECUTIVE SUfemRY
,

:

The Unified Transport Approach (UTA) consists of a set of nine

complementary models for assessing the environmental impacts associated

with nuclear power plant discharges to receiving water bodies. Model

development was sponsored by the U.S. Nuclear Regulatory Cornission

Office of Nuclear Regulatory Research and was motivated by an existing

need for improved predictive capabilities. This need arises, in part,

as a result of limitations in the predictive capabilities of existing

techniques as well as limitations associated with the level of effort

required to implement sophisticated, state-of-the-art methologies.

The set of nine UTA m]dels consists of six hydrodynamic and

transport codes and three zone-matching methodologies. The ESTONE code

predicts transient, one-dimensional (cross-sectionally averaged) hydro-

dynamic, temperature and salinity conditions. The FLOWER code is the

three-dimensional counterpart to ESTONE. The CHMONE code is similar to

ESTONE but predicts chemical species concentrations in pl .ce of salinity

conditions. The SEDONE and RAD 0NE codes are both one-dimensional and

both predict hydrodynamic conditions. Additionally, SEDONE predicts the

longitudinal distribution of sediment size classes, and RA00NE predicts

the longitudinal distribution of radionuclides in the water column and

bottom sediment. RADTWO is the two-dimensional (horizontal) counterpart

to RADONE.

The three zone-matching methodologies are intended to provide'

enhanced near-field resolution of power plant-induced discharge and
'

intake flow fields. These methodologies were developed to be used

xiii
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.

either alone for assessing near-field impacts or to be matched to the

far-field UTA codes. Two of these methodologies, the horizontal jet and

the vertical jet, are analytic, based on the uniformly valid singular )

perturbation theory. The horizontal jet methodology is used to simulate |
1

jet-induced flows resulting from off-shore discharges and to account

rigorously for entrained flow parallel to the discharge direction.

There is also an optional numerical component to this methodology to

allow for arbitrary shoreline geometries. The vertical jet methodology

is used for vertically oriented bottom discharges and rigorously

accounts for multiple jet, jet / intake, and jet / cross-flow interactions.

The third zone-matching methcdology, ORSMAC, is fully numerical using a

simplified marker-and-cell technique applied to a two-dimensional,

vertical plane. The ORSMAC code is used to simulate near-field flow and

temperature, allows for arbitrary discharge angle and bathymetry, and

accounts for free-surf ace and densimetric ef fects.

While these UTA models were developed for predicting impacts

associated with the operation of nuclear power plants, they are quite

general and can be applied to a variety of situations. The UTA models

have been used to simulate the impacts associated with the operation of

many industrial and energy production technologies, as well as to

simulate laboratory and naturally occurring conditions, in all cases

where data have been available for validation, the UTA model results

have compared favorably.

The UTA is, as the name implies, a set of transport and ancillary

models based upon a unified conceptual, mathematical, and numerical

formulation specifically developed for ease of application. The UTA

xiv
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models have input requirements 'at least as prodigious as those of any

sophisticated numerical model; input requirements may be even greater ;
l

because of the realism the UTA models can accommodate. This, however, ~

,

is more than offset by the ease with which multiple UTA models can be

implemented. Once the effort has been expended to develop input data
;

sets for one UTA model, all other models can be applied with only minor4
_

modifications or additions to the original input data. While this

consistency and economy of effort in applying UTA models was an

i important objective, other equally important objectives included, the
t

realistic representation-of modeled setting, the enhanced treatment of

; physical phenomena, the lack of any externally specified empirical para-

I meters, model versatility, and computational accuracy and efficiency.

; One important feature of the UTA model system is that all the one- *

!

j dimensional codes use identical channel geometry, bathymetry, and hydro- ;

I

; dynamic boundary condition input data. Once this input information is

prepared for one model, (e.g., ESTONE), the identical data set can be
,

4 directly input to all other one-dimensional codes (RA00NE, CHMONE,

I SEDONE). It should also be noted that all channel geometry input to the ;
!

I one-dimensional models is three dimensional, in the form of channel i

I
i cross sections. This provides an accurate representation in the simula-

.

f
>

| tions and allows the three-dimensional character of the dependent

variables to be incorporated into the models.:

! '

Any of the one-dimensional codes can be used as a stand-alone model'

since each has the capability of hydrodynamic calculations. Each one- '

; dimensional code has the option to by-pass the hydrodynamic computations
!

! and instead use externally specified flow conditions. Thus if any one

of these codes is applied, the resulting flow fleid can be input
i,

xV
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. . . '

directly to the other codes, by-passing the hydrodynamic calculations.

This is an important featun of the UTA since it offers greatly enhanced ,

1
'

computational efficiency.

The two- and three-dimensional UTA codes (FLOWER and RADTWO) ke

designed for shorter tide and smaller spatial extent simulations than

the one-dimensional models. FLOWER and RADTWO can use the same channel

geometry data as the one-dimensional models; however, they are typically

used to provide simulations with greater spatial resolution than the

one-dimensional models provide. In this case, supplemental data is

required. The two- and three-dimensional models utilize a discrete

element grid superimposed on a selected shoreline and bathymetry.
,

FLOWER and RADTWO can be applied independently of the one-dimen-

sional model applications. In some cases, however, it is desirable to

have the one-dimensional model results to establish boundary conditions

for models of higher dimensionality. FLOWER and RADTWO are computation-

ally more demanding than one-dimensional codes and consequently can only

be applied to a , limited study region. This frequently results in open

water boundaries which are far removed from locations where data is

available. In such situations, simulated ESTONE transient values for

cross-sectional flow, surface elevation, temperature, and salinity can

be used as FLOWER boundary conditions. Similarly, if sources of radio-

nuclides exist outside .the RADTWO study region, these source contribu-

tions can' be incorporated into the RADTWO simulations by using radio-

nuclide concentration predicted by a RAD 0NE application, which includes

all sources, as boundary conditions.

xvi
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The zone-matching methodologies were developed to provide high

resolution detaii of the shearing flows near intakes and discharges.

Although, in principle, FLOWER can provide high resolution near field

detail, in practice this is computationally cost prohibitive. After

selecting the appropriate zone-matching methodology, a near-field,

plant-induced flow field is generated using geometric, ambient flow and

power plant information. This flow field is input to FLOWER and super-

imposed on the internally calculated far-field conditions.

Along with the features of the UTA highlighted above, there are

other important features inherent in the UTA models. These include

accurate shoreline representation, variable grid size, the convective

defect formulation, turbulent closure, and a discrete element system.

The two- and three-dimensional UTA models allow accurate shoreline

representation, in contrast with many computer codes which require the

shoreline boundary to coincide with sides of the computation grid and

produce a stepped boundary. A major advantage of the smooth boundary

representation of the UTA is that it avoids the numerical (ccesputation-

al) artifacts which occur in the presence of stepped boundaries.

The variable or telescoping grid feature allows high resolution in

regions of interest without producing an unmanageable number of computa-

tional elements.

The convective defect formulation introduces three-dimensional

features into the one- and two-dimensional models. This is accomplished

by assuming a similarity profile for the vertical variations in the

dependent variables (flow, v o perature, etc.). These profiles may vary |
l

during the course of model simulations as a result of changing

xvii ;
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conditions. These similarity profiles are an inherent, fundamental

feature of the basic one- and two-dimensional model formulation.

Turbulent closure is problem encountered in the modeling of all

large Reynolds number flows. The most common means of treating turbu-

lence is the eddy viscosity approach in which turbulent stresses are

represented as viscous stresses but with an eddy viscosity many orders

of magnitude larger than molecular viscosity. The value of eddy

viscosity is commonly taken as constant, but realistically it should

vary as a function of local conditions. The appropriate value for the

eddy viscesity for large-scale flow situations, such as wind-driven

currents, is considerably different from that for turbulent jets. The

UTA formulation incorporates a variable eddy viscosity formulation which

allows the eddy viscosity to vary (from zero for laminar flows)

according to the local velocity. This allows the UTA codes to be

applied to a wide range of conditions including laboratory-scale

simulations.

The discrete element system considers the integral form of the

governing equations applied to individual discrete elements (control'

:

vol umes) . This system offers computational advantages and at the same;

time allows the incorporation of other previously described features
,

such as arbitrary shorelines and the convective defect formulation.

,

L
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1. INTRODUCTION

The Unified Transport Approach (UTA) consists of a set of nine

complementary models for assessing the environmental impacts associated

with nuclear power plant discharges to receiving water bodies. This

work was sponsored by the U.S. Nuclear Regulatory Commission Office of

Nuclear Regulatory Research and was motivated by an existing need for

improved predictive capabilities. This need arises, in part, as a

result of limitations in the predictive capabilities of existing techni-

ques as well as limitations associated with the level of effort required
,

to implement sophisticated, state-of-the-art methologies.

The UTA is, as the name implies, a set of transport and ancillary
4

models bas d upon a unified conceptual, mathematical, and numerical

formulation specifically developed for ease of application. The UTA

models have input requirements as prodigious as those of any sophisti-

cated numerical model; input requirements may be even greater because of

the realism that the UTA models can accommodate. This, however, is more

than offset by the ease with which multiple UTA models can be

implemented. Once the effort has been expended to develop input data

sets for one UTA model, all other models can be applied with only minor

modifications or additions to the original input data. While this|

[ consistency and economy of effort in applying .UTA models was an
t

important objective, other equally important objectives included, the

realistic representation of modeled setting, the enhanced treatment of

physical phenomena, the lack of any externally specified empirical para-

r meters, model versatility, and computational accuracy and efficiency.

,

1
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The set of nine UTA models consists of six hydrodynamic and trans-

port codes and three zone-matching methodologies directed toward
'

predicting the fate of pollutants discharged to the water. The ESTONE

code predicts transient, one-dimensional (cross-sectionally averaged)

hydrodynamic, temperature and salinity conditions. The FLOWER code is

the three-dimensional counterpart to ESTONE. The CHMONE code is similar

to ESTONE but predicts chemical species concentrations in place of

salinity conditions. The SEDONE and RA00NE codes are both one dimen-

sional and both predict hydrodynamic conditions. Additionally, SE00NE

predicts the longitudinal distribution of sediment size classes, and

RA00NE predicts the longitudinal distribution of radionuclides in the

water column and bottom sediment. RADTWO is a two-dimensional version

of RAD 0NE. RADTWO requires the flow field to be externally specified.

The three zone-matching methodologies are intended to provide

enhanced near-field resolution of power plant-induced discharge and

intake flow fields. These methodologies were developed to be used

either alone for assessing near-field impacts or to be matched to the

far-field UTA codes. Two of these methodologies, the horizontal jet and

the vertical jet, are analytic, based on the uniformly valid singular

perturbation theory (Eraslen and Benek,1971). The horizontal jet

methodology is used to simulate jet-induced flows resulting from off-
4

shore discharges and to account rigorously for entrained flow parallel

to the discharge direction. There is also an optional numerical compo-

nent to this methodology to allow for arbitrary shoreline geometries.

The vertical jet methodology is used for vertically oriented bottom
i discharges and rigorously a'ccounts for multiple jet, jet / intake, -and'

_ - _ _ - . - _ _ _ _ _ . . . - _ . --
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jet / cross-flow interactions. The third zone-matching methodology,

ORSMAC, is fully numerical using a simplified marker-and-cell technique

applied to a two-dimensional, vertical plane. The ORSMAC code is used

to simulate near-field flow and temperature, allows for arbitrary

discharge angle and bathymetry, and accounts for free-surface and densi-

metric effects.

While these UTA models were developed for predicting impacts

associated with the operation of nuclear power plants, they are quite

general and can be applied to a variety of situations. The UTA models

have been used to' simulate the impacts associated with the operation of

many industrial and energy production technologies, as well as to simu-

late laboratory and naturally occurring conditions. In all cases where

data have been available for validation, the UTA model results have

compared favorably.

The purpose of this report is not to provide an exhaustive descrip-

tion of the individual UTA models, but rather to provide an overview of

the UTA as a whole, highlighting the important features and unique capa-

bilities of this approach. While considerable detail and technical

derivation is presented in some parts of this document, this is

restricted to aspects common to all, or many, of the individual UTA

models. Section 2 presents an overview of the UTA and a summary of the

individual UTA models. It is intended for a reader who wishes to obtain

an understanding of the UTA without wading through the technical

development presented in Sect. 3, 4, and 5. Section 3 presents a

simplified derivation of the basic UTA model formulation and Sect. 4
~!

presents the associated treatment of boundaries. Section 5 provides a

_
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detailed discussion of the three zone-matching methodologies. Section 6
'

provides sample results of the UTA models. These results were selected

specifically to demonstrate the systematic application of multiple UTA

models.

In this report, individual UTA models are cited by model or

descriptive name (ESTONE, horizontal jet, etc.). The complete reference |

associated with each model name is given in Table 1.1.

Table 1.1. UTA model name and reference

Model Name Reference

.

ESTONE Eraslan, A. H. Nov. 1983. ESTONE: A
Computer Code for Simulating Fast-Transient,
One-Dimensional Hydrodynamic, Thermal, and
Salinity Conditions, in Controlled Rivers

and Tidal Estuaries for the Assessment of
the Aggregated Impact of Multiple Power
Plant Operation. NUREG/CR-2621. U.S.
Nuclear Regulatory Commission, Washington,
D.C.

FLOWER Eraslan, A. H. , W. L. Lin, and R. D. Sharp.
Dec. 1983. FLOWER: A Computer Code for

3

Simulating Three-Dimensional Flow,
Temperature,and Salinity Conditions in
Rivers, Estuaries, and Coastal Regions.

NUREG/CR-3172. U.S. Nuclear Regulatory
Commission, Washington, D.C.

CHMONE Fischer, S. K. et al . Apr. 1984. CHMONE:
A One-Dimensional Computer Code for
Simulating Temperature, Flow and Chemical
Concentrations in Water Bodies.
NUREG/CR-3410. U.S. Nuclear Regulatory
Commission, Washington, D.C.

SE00NE Hetrick, D. M. et al . Feb. 1979. SEDONE:
A Computer Code for Simulating
Tidal-Transient, One-Dimensional

|

Hydrodynamic Conditions and Three-layer,
,

Variable-Size, Sediment Concentrations in!

,
Controlled Rivers and Estuaries.

! NUREG/CR-0430. U.S. Nuclear Regulatory
Commission, Washington, D.C.

;
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| Table 1.1 (Continued)

Model Name Reference

i

RAD 0NE Eraslan, A. H. et al . RAD 0NE: A Canputer
Code for Simulatinc Fast-Transient.
One-Dimensional Hyc rodynamic Conditions and

. Radionuclide Concentrations Including the
,

Effect of Bed-Deposition in Controlled

Rivers and Tidal Estuaries. NUREG/CR-3441.
U.S. I:uclear Regulatory Commission,
Washington, D.C.

RADTWO Eraslan, A. H., H. Diament, and R. D. Codell
RADTWO: A Computer Code for Simulating
Fast- Transient. Two-Dimensional, Two-Layer

Radionuclide Concentration Conditions in!
Lakes, Reservoirs, Rivers, Estuaries, and
foastal Regions. NUREG/CR-3442. In press.

.,

HORIZONTAL JET Eraslan, A. H., and A. J. Witten. Oct.
1983. Application of Zone-Matching
Methodology.to Interacting Submerc ed
Multiport Diffusers. NUREG/CR-305'5. U.S .
Nuclear Regulatory Commission, Washington,
D.C.

.

VERTICAL JET Eraslan, A. H., and W. L. Lin. Oct. 1983.
Matching ZONE MATCHING Zone Methodology for Slot Jets in Water

Bodies. NUREG/CR-2596. U.S. Nuclear
i Regulatory Commission, Washington, D.C.

! ORSMAC Park, J. E. , and K. E. Cross. Dec. 1983.
Calculation of- Fluid Circulation Pattens in
the Vicinity of Submerged Jets using ORSMAC.
NUREG/CR-3153. U.S. Nuclear Regulatory,

: Commission, Washington, D.C.

1

i

I

.

!

1

L i

|

!~
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2. OVERVIEli AND SUIMARY OF THE UNIFIED TRANSPORT APPROACH
,

l

2.1 Overview of the Unified Transport Approach I

The fundamental objective of the UTA is the development of a

comprehensive set of models for assessing power plant impacts to

receiving water bodies. The UTA models include one-dimensional sediment

transport and chemical species concentration computer codes; one- and

two-dimensional radionuclide transport computer codes; one , two , and

three-dimensional hydrodynamic, thermal, and salinity codes; and three

zone-matching methodologies for simulating near field jet dynamics.

A problem common to all sophisticated numerical models is the

extreme effort required to develop model input data sets. In most of

these situations, the level of effort required discourages the applica-

tion of multiple models and creates a significant practical limitation

in environmental impact assessments. Thus, a primary driving force in

the UTA concept was the requirement that any number of UTA models could

be applied with minimal incremental effort. One of the most powerful

features of the UTA is that once a single UTA code is applied, addition-

al UTA codes may be applied with only minor supplemental input data.

The following list describes the sets of model inputs and outputs:

| Model Inputs
!

1. Three-dimensional channel geometry and bathymetry; hydrodynamic
!

. boundary conditions; power plant locations, intake and
|

discharge flow rates.

|

6

_. -



,

.

7

2. Thermal boundary conditions, power plant discharge tempera-
|

tures, meteorological parameters for surface heat transfer and

wind stress calculations.

3. Salinity boundary conditions.

4. Ambient and plant-discharge chemical species concentrations.

5. Plant-discharge radionuclide concentrations.

6. Ambient sediment distribution; upstream, downstream, and tribu-

tary sediment loading.

7. Supplemental geometry and bathymetry data for higher resolution

simulations.

8. Power' plant intake and discharge configuration.

Model Output

1. Transient, longitudinal flow rates and free-surface displace-

ment.

2. Transient, longitudinal water temperatures.

3. Transient, longitudinal salinities.

4. Transient, longitudinal chemical species concentrations.

5. Transient, longitudinal, two-layer radionuclide concentrations.

6. Transient, longitudinal sediment-size class distribution.

7. Transient, three-dimensional velocity vectors, temperatures,

and salinities.

8. Transient, two-dimensional (horizontal), two-layer radionuclide

concentrations.
!

Figure 2.1 schematically outlines the procedure for sequential' model l

applications. Input and output numbers shown in this figure correspond

to the input and output numbers on the list given above. Inspection of

|

_ _
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l

=h
ZONE MRTCHING---

o model input

O model output

Fi g. 2.1. A schematic representation of the sequential applica-
tion of all UTA models. Numbers refer to list of model inputs and
ouputs in Sect. 2.1.

the model inputs indicated in Figure 2.1 clearly shows that once a full

input data set is developed for one UTA code, all other UTA codes can be

applied with minor additional input data.

Figure 2.1 illustrates the sequential application of all the UTA

models. The one-dimensional codes are applied first, beginning with
! ESTONE, for transient,'long duration (months) simulations over long

1
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reaches (or the entire length) of a river or estuary. The first

important feature of this sequential implementation is that all the

one-dimensional codes use identical channel geometry, bathymetry, and

hydrodynamic boundary condition input data. Once this input information

is prepared for the ESTONE application, the identical data set can be
,

directly input to all other one-dimensional codes. It should also be

noted that all channel geometry input to the one-di.mensional models is

three dimensional, in the fonn of channel cross sections, as shown in

Fig. 7. 2. This provides a more accurate representation in the simula-

tions than would be provifed by cross-sectional areas and allows the

three-dimensional character of the dependent variables to be incorpora-

ted into the models. This second aspect will be discussed in greater

detail later.

Any one of the other one-dimensional codes (RAD 0NE, CHMONE, and

SEDONE) can be used as stand-alone models since all have the capability

of hydrodynamic calcula'tions. Each one-dimensional code has the option

to by-pass the hydrodynamic computations and instead use externally

specified flow conditions. Thus if any one of these codes is applied,

the resulting flow field can be input directly to the other codes,

by-passing the hydrodynamic calcul~ations. This is an important feature

of the UTA since it offers greatly enhanced computational efficiency.

The two- and three-dimensional UTA codes (FLOWER and RADTW0) are

designed for more limited duration and spatial extent simulations than

the one-dimensional models. These models can use the same channel

geometry data as the one-dimensional models; however, two- and three-

dimensional models are typically used to provide simulations with
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Fig. 2.2. An example of an actual channel cross section as digi-
tized from a navigational chart and as input to ESTONE.
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greater spatial resolution. In this case, supplemental data is

required. The two- and three-dimensional models use a discrete element

grid superimposed on a selected shoreline and bathymetry, as shown in

Fig. 2.3.

FLOWER and RADTWO can be applied independently of the one-dimen-

sional model applications. In some cases, however, it is desirable to

have the one-dimensional model results to establish boundary conditions

for models of higher dimensionality. FLOWER and RADTWO are computation-

ally more demanding than one-dimensional codes and consequently can only

be applied to a limited study region. This frequently results in open

water boundaries which are far removed from locations where data is

av ail able. In such situations, simulated ESTONE transient values for

cross-sectional flow, surface elevation, temperature, and salinity can'

be used as FLOWER boundary conditions. Similarly, if sources of radio-

nuclides exist outside the RADTWO study region, these source contribu-

tions can be incorporated into the RADTWO simulations by using radio-

nuclide concentration predicted by a RA00NE application, which includes

all sources, as boundary conditions,
f

'

As illustrated -in Fig. 2.1, FLOWER uses the same meteorological

input parameters as ESTONE. Because of the higher dimensionality of the

model, FLOWER does require power plant intake discharge configuration,

!

information beyond that required by ESTONE. This power plant

infonnation can be incorporated into the model either directly, by the
i

specification of appropriate intake and discharge boundary conditions,

or indirectly, by first applying a zone-matching methodolgy. The zone-

matching methodologies were developed to provide high resolution detail

:

_, _ , - . _ _
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representation as input to two- and three-dimensional UTA models.

- _ - - - _ _ _



'

-
-

-
_

_

-
- m

L
-

-

_
_

.

n 0 9: % 3 J=.s h a : I_ a a9 L
s s l G 4 s s . et

O , a a a I i t : s s *
u- E o

L ,
-- k

t 0 s
B 0 u

s' a
mD o n i an a .

s . zMs 4 t
3 a pO

- -

W
, a

0 aB 0 aO - y
0 ss A s 2 0s n 4i i S s 3 :s 2a ,

i p
. u

8 e
c
o -

- o. 2 a 0 2a es
. 4 s 5 4s3i 49.. s'n o s

s i ua . mt st

- o5 -n t
a i 4 a 6 6s5a41t - a
i s 2 5a2 . g

a e . n n s e5
a *

3 c
o 2

t41ih)I
9.u3 &a&aas a a s

a . i i n 6 - nG & &4
p V o d

8.C. I sCs9s ; h a 4 Ga3a443. . ui 4 s 8 tN tn

2seu442s
I .

sl e o i pa
a 339.
a , . >

. s 4s e
i 8 0 s5ada - c1 e7aas$S$s 1

oa . . s n
t

a 2 6ste4t3 o8 *-

C a&sa . i . KEt5s9t$ -
Cs2e2a4&et . + s s J-

ta o.
s

i R 4sta1t2a&.. z 4dat &.s s $

d
. i e 3 tSs ais a a i e

ba0
4e!.9s$

:t p
i .i .ti

I W2 3sE:La2.4a2ti s

9s5 X Ais o ;
s i a4 2 2s642g2.r

i si i .
t0i yt s3.4 L 4t2u4i " n s i 0 - l3oC 432.3te
X e- i

s i n i i a 2

as2u4a$.M.3
e i s

. t s 4
ta4 2t2. 0 q

.s.D
0as2a1g1.,

s i
s 6

e , as
i . ti a 4 ta5c234. 1U J

V o.ei:&4 d.
a i

i . t a io a
s i i t 2rt:&3i. . H

2 e 2 u 2i6.f O a
e * n n . t 2

. c ti i 5 5s5

$t4.MS
,s'

1 o d
-

0 W
s

s . t
a

C ia2aL ei. ei i i & tc5sEtt. . t X
a

& u4 24a
s is ti u4 8 taA4C5& y0

0-
-

. .
,0 *

i 4ai.4a s (5st

~4 t ~.
s . s : i

qs . )
E

''2i. l ,. *5<un .= oa

5lK.s
,s'

3=a i
- o 2 *

_

-
s

_ *t
2 6a_

_

~ tpo
. 3on

e a 17 3 a!.y s mt 5

- * -y 0 y,

0 i
n. *

8 ,=,- oo o;,- g ' wJ[ g- O m'u $ om h .y 8'g
O- m 6g

; i;| |



.. . . _

14
1

of the shearing flows near intakes and discharges. Although, in princi- )
ple, FLOWER can pro. vide high- resolution near-field detail, in practice

this is computationally cost prohibitive. After selecting the appro-
4

priate zone-matching methodology, a near-field, plant-induced flow field

is generated using geometric, ambient flow, and power plant information.

- This flow field is input to FLOWER and superimposed on the internally

calculated far-field conditions.

RADTWO uses identical geometric and bathymetric input as FLOWER.

RADTW0, however, does not have the capacity to generate internally the

flow field, which must be externally specified. The most convenient way

to input this is to use directly the depth-averaged FLOWER output.

Along with the features of the UTA highlighted above, there are

other important features inherent in the UT A models. These include

accurate shoreline representation, variable grid size, convective defect

formulation, turbulent closure, and the discrete element system.

The two- and three-dimensional UTA models allow accurate shoreline

representation as shown in Fig. 2.3. In contrast, many canputer codes
~

,

require the shoreline boundary to coincide with sides of the computation

grid, producing a stepped boundary. A major advantage of the smooth
,

boundary representation of the UTA is that it avoids the numerical

(canputational) artifacts which occur in the presence of stepped
i

boundaries.

The variable or telescoping grid feature (also shown in Fig. 2.3)

allows high resolution in regions of interest without producing an

unmanageable number of computational elements.

The convective defect formulation introduces three-dimensional

features into the one- and two-dimensional models. This is accomplished

|
|
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| by assuming a similarity profile for the vertical variations in the

dependent variables (flow, temperature, etc.). An example of such a
1

profile is shown in Fig. 2.4. These profiles may vary during the course

of model simulations as a result of changing conditions. These similar-
i

ity profiles are an inherent, fundamental feature of the basic one- and

two-dimensional model formulation.

ORNL-DWG 82-9124

i WATER SURFACE V,, m (t.x.y),

) V,(t.t'.x.y.r) {,
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i V;(t'.x.y.r) p7 g,j
'= =

,V;(t'.x.y.r)
Q(t,x.y.r) M

y (g,g.,,,y,,) ,,

=.*~. .Y ~ f -- --
'

,.
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,,
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Yfh| || ||fN 9||QjjgflE^

Fig. 2.4. An example of the assumed power-law vertical velocity
profile used in the one- and two-dimensional UTA models.

Turbulent closure is problem encountered in the modeling of all

large problem encountered in the modeling of all large Reynolds number

flows. The most common means of treating turbulence is the eddy viscos-

ity approach in which turbulent stresses are represented as viscous

stresses but with an eddy viscosity many orders of magnitude larger than

molecular viscosity. The value of eddy viscosity is commonly taken as

constant, but realistically it should vary as a function of local
I conditions. The appropriate value for the eddy viscosity for large-

scale flow situations, such as wind-driven currents, is considerably

different from that for turbulent jets. The UTA formulation incorpo-

rates a variable eddy viscosity formulation which allows the eddy

i
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viscosity to vary (from zero for laminar flows) according to the local

velocity. This allows the UTA codes to be applied to a wide range of

conditions including laboratory-scale simulations.
1
'

The discrete element system considers the integral form of the

governing equations applied to individual discrete elements (control

vol umes) . This system offers computational advantages and at the same

time allows the incorporation of other previously described features
<

such as arbitrary shorelines and the convective defect formulation.

2.2 Summary of Unified Transport Approach Codes

The UTA consists of six discrete-element fast-transient computer

codes (ESTONE, FLOWER, RA00NE, RADTWO, CHMONE, and SEDONE) and three
1

zone-matching methodologies. The zone-matching methodologies involve

analytic and semi-analytic jet solutions based on the uniformly valid

singular perturbation theory and a fully numerical solution using a

simplified marker and cell technique. The zone-matching methodologies

are presented in detail in Sect. 5. A summary description of the six

UTA discrete element codes is given below.

2.2.1 Computer Code: ESTONE

,

Classification: Fast-transient (tidal-transient), one-dimensional code

for simulating hydrodynamic, thermal, and saline conditions in control-

led rivers and tidal estuaries, with geometrically complex (or simple)

cross sections.

Mathematical . Model : Transient, longitudinally one-dimensional,

! discrete-element formulation. Internally determined nonconvective
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transport model which includes the effects of the vertical and lateral

variations of flow conditions on the longitudinal, one-dimensional

transport.

Computational Algorithm: Explicit, multi-time-step (time-splitting)

numerical integration. Second-upwind-differencing interpolation. For

the simulation of hydrodynamic conditions, the stability of numerical
.

solutions according to CFL (Courant, Friedrichs and Lewy) criterion,

based on maximum speed of surface gravity wave. For simulation of

temperature and salinity conditions, the stability of numerical solu-

tions according to the Courant criterion, based on maximum channel flow

velocity. Options to e.vclude hydrodynamic calculations with specified

input data for flow conaitions (for saving computer time in repetitive

simulations of temperature and salinity conditions for the same flow

conditions).

Special Features: Longitudinal diffusion and dispersion internally

calculated based on convective-defect and eddy-turbulent transport

rates. Applicable to all rivers and estuaries without requiring any

site-specific dispersion coefficients.

Input Data Capabilities: Includes options for using input data with

wide ranges of accuracy and detail, either as simple data sets for

approximate simulations or as extensive data sets for detailed and

accurate simulations for validation and for the assessment of power

plant impact. Specified input data sets can include (1) cross-section

.
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contour profiles; (2) conditions which vary with time or are uniform for I-

i

all flow variables at the controlled-flow dams, tributaries, discharges, |

and intakes of power plants, pump storage facilities, and ocean ends;'

~(3) complete meteorological information in the climatological region;

(4) rainfall-runoff drainage, and (5) bottom seepage in the geophysical

region.

Simulation Capabilities: Predicts longitudinal distributions of the

flow conditions (with option to include vertical stratification effects)

at specified time intervals (hourly or less) in the specified elements,

as (1) water-surface elevation (stage), (2) channel-flow rate, (3)
,

channel-flow velocity, (4) water-temperature, and (5) salinity.

2.2.2 Computer Code: FLOWER

Classification: Fast-transient (tidal-transient) three-dimensional,

densimetrically coupled code for simulating stratified (or unstratifed)

natural and plant-induced hydrodynamic, thermal, and saline conditions

in general meso-scale geophysical flow regions (e.g., lakes, rivers,

reservoirs, estuaries, and coastal zones), with geometrically complex

shoreline boundaries and variable depth conditions.

!

Mathematical Model: Transient, three-dimensional, discrete-element

formulation. Complete formulation of densimetric effects in the form of

| compressible fluid (without Boussinesq Approximation) in terms of varia-

tinns of water temperature and salinity. Complete formulation of the

i
,

|

. - _ . . _
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vertical momentum equation (without requiring hydrostatic pressure

assumption). Complete formulation of the Coriolis acceleration (force)

effects. Complete formulation of free-surface. conditions (without

requiring rigid lid approximation). Internally determined turbulent

transport model, based on local element Reynolds number, universally

applicable to flows with different geometrical scale flow regions,

including meso-scale geophysical flow regions and laboratory-model-scale

flow regions. Application of the model does not require specification

of any site-specific coefficient or parameter for the formulation of the

turbulent transport model.

! Computational Algorithm: Explicit, multi-time-step, composite time-

splitting, numerical integration method. Transportative-upwind-

differencing interpolation (second-order accuracy for minimizing numeri-

cal dispersion). Separate, explicit single-time-step numerical integra-

tion of the convective transport terms for minimizing numerical

dispersion. Separate, explicit, two-time-step numerical integration of

the nonconvective (dispersive) transport terms to guarantee numerical

stability. Stability of numerical solutions according to CFL criterion

based on maximum speed of surface gravity wave. Could include special
,

option for approximate, computationally efficient simulations with the

stability criterion depending on the surface gravity wave associated

only with the surface-layer depth rather than the maximum depth of the

flow region.

- _ . - _ . - _ . . _ - _-
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Special Features: Complete nonconvective transport model (laminar

and/or eddy-turbulent) is internally determined without requiring any

specified coefficient or parameter. Applicable to all geometrical

scales of flow regions. Can simulate vortex formations caused by

thermally stratifying flows and sinking plumes in lakes, rivers, and

reservoirs. Can simulate complete near-field zone (and/or far-field

zone), stratified flow conditions in the vicinities and heated water

discharges. Can simulate selective intake flow conditions under skimmer

walls.

Input Data Capabilities: Includes options for using input data with
f

wide ranges of accur acy and detail, either as simple data sets for

approximate simulations, as extensive data sets for detailed and

j accurate simulations for validations or for predicting the complete
_

physical impact of power plant operations on actual meso-scale flow

regions. Specified input data sets can include (1) detailed shoreline

boundary geometry; (2) detailed depth variations; and (3) flow condi-

tions which vary with time or are uniform for (a) water surface eleva-

tion, temperature and salinity at the open-region boundaries, (b) flow

rate, velocity, temperature, and saline conditions at the discharges and

intakes of power plants, and (c) complete meteorological data in the

climatological region.

Simulation Capabilities: Predicts three-dimensional distributions of.

flow conditions at specified time intervals (hours, minutes or less) for

(1) water surface elevation, (2) three components of velocity, (3) water

- - _ -
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1

temperature, (4) salinity, and (5) pressure (optional) in the elements

of the flow region. Can include option to simulate approximate flow i

l

conditions by using computationally efficient (less computer time) ;

solution algorithm which restricts the effect of the surface gravity

wave to the surf ace layer.

2.2.3 Computer Code: CHMONE

Classification: Fast-transient (tidal-transient), one-dimensional code

for simulating hydrodynamic, thermal, and chemical-species-concentration

conditions in controlled rivers and tidal estuaries, with geometrically

complex (or simple) cross sections.

Mathematical Model: Transient, longitudinally one-dimensional,

discrete-element formulation. Internally determined nonconvective

transport model which can include the effects of the vertical and

lateral variation of the hydrodynamic, thermal, and chemical-species-

concentration conditions on the longitudinal one-dimensional transport.

Includes a complete nonequilibrium chemical kinetics model (CHMKIN

subroutine) for calculating local time rates of generation of chemical
4

species concentrations.

Computational Algorithm: Explicit, fourth-order Runge-Kutta-Gill

numerical integration method. Second upwind-differencing interpolation.

For the simulation of hydrodynamic conditions, the stability of numeri-

cal solutions according to the CFL criterion, based on maximum speed of

.- . _ _ _
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surface gravity wave. For simulations of temperature and chemical

species concentrations, the stability of the numerical solutions is

according to the Courant criterion, based on maximum channel flow

. velocity, provided the time rates of chemical reactions are sufficiently l
.

slower than the rates of longitudinal transport through the elements. |
I

For fast chemical reaction rates, the stability of numerical solutions |

|

of the chemical species concentration must be based on the time step of |

'

the fourth-order, Runge-Kutta-Gill numerical integration method.

Includes option to exclude hydrodynamic calculations with specified !

input data for flow conditions (for saving computer time in repetiative

simulations of chemical species concentration for the same flow

conditions).

Special Features: Longitudinal diffusion and dispersion internally

calculated based on convective and eddy-turbulent transport rates.

Applicable to all rivers and estuaries without requiring any site-speci-

fic dispersion coefficients for the transport of dissolved chemical

species.

Input Data Capabilities: Includes options for using input data with

wide ranges of accuracy and detail, either as simple data sets for

approximate simulations or as extensive data sets for detailed and
|
- accurate simulations for validation and for the assessment of the

| chemical impact of discharges on water quality. Specified input data

sets can include (1) cross-section contour profiles; (2) conditions

which vary across time or are uniform for all flow variables and for the

i

. - - . . . - _
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chemical species concentrations at the controlled-flow dams, tributa-

ries, discharges and intakes of power plants, pump storage facilities,

and ocean ends; (3) complete meteorological information in the climato-

logical region, (4) rainf all-runoff drainage and (5) bottam seepage in

the geophysical region. Complete nonequilibrium chemical kinetics data

can be included for determining the local rates of generation of the

chemical species.

Simulation Capabilities: Predicts (1) longitudinal distributions of

flow conditions and chemical species concentrations in the element at

specified time intervals (hourly or less), (2) water surface elevation

(stage), (3) channel-flow rate, (4) channel-flow velocity, and (5) water

temperature.

2.2.4 Computer Code: SEDONE

Classification: Fast-transient (tidal-transient), one-dimensional,

multi-layer code for simulating hydrodynamic conditions and concentra-

tion of multi-class (size, weight, etc.) sediment concentrations in

three layers (resident sediment layer, slurry sediment layer, and

suspended sediment layer) in controlled rivers and tidal estuaries, with

geometrically complex or simple cross sections.

Mathematical Model: Transient, longitudinally one-dimensional,

discrete-element formulation, with three layers in vertical direction.

i

___ _ _,
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Internally determined, nonconvective longitudinal transport model which

incorporates the effect of the vertical variations of the concentrations

of each sediment in the slurry sediment layer and suspended sediment

layer. Internally determined vertical transport model which includes

the effects of local, bottom shear stress and fall ~ velocities of the

different sediment classes.

Computational Algorithm: Explicit, multi-time-step (time-splitting)

numerical integration. Second-upwind-differencing interpolation. For

the simulation of hydrodynamic conditions, the stability of numerical

solutions according to the CFL criterion, based on maximurn speed of

surface gravity wave. For the simulations of the concentrations of

sediment classes, the stability of numerical solutions according to the

Courant criterion, based on maximum channel-flow velocity or maximum

fall velocity of a particular sediment class. Includes option to

exclude hydrodynamic calculations with specified input data for flow

conditions (for saving computer time in repetitive simulation of sedi-

ment concentrations for the same flow conditions).

Special Feature: Longitudinal diffusion and dispersion internally

calculated based on convection-defect and eddy-turbulent transport rates

which include the vertical distribution of the different sediment

classes. Applicable to all rivers and estuaries without requiring any

site-specific dispersion coefficients. The specified input data
|

! associated with the vertical transport of sediment classes automatically
|

|

!

. . . - - . - . - _ . . .-
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modifies the longitudinal transport, based on the variations of the

concentrations of sediment classes in three layers (resident sediment

layer, slurry sediment layer and suspended sediment layer).

Input Data Capabilities: Includes options for using input data with

wide ranges of accuracy and detail, either as simple data sets for

approximate simulations or as extensive data sets for detailed and

accurate simulations for validation and for the assessment of impact on

sedimentation. Specified input data sets can include (1) cross-section

contour profiles; (2) conditions which vary with time or are uniform for

all flow variables and for the concentrations of sediment classes at the

controlled-flow dams, tributaries, discharges and intakes of power

plants, pump storage facilities, and ocean ends; (3) rainf all conditions

in the climatological region; (4) rainfall-runoff drainage; and (5)

bottam seepage in the geophysical region.

Simulation Capabilities: Predicts (1) longitudinal distributions of

flow conditions at time intervals of an hour or less in the specified
'

elements, as (a) water surface elevation (stage), (b) channel-flow rate,

and (c) channel-flow velocity; and (2) distributions of the concentra-

tions of sediment classes in three layers (resident sediment layer,

slurry sediment layer and suspended sediment layer) in the elements at

specified time intervals (hourly or less). Can accurately simulate the

deposition of heavy sediment classes during low flow conditions and

resuspension of light sediment classes during high flow conditions.

Includes additional capability to simulate tagged sediment concentra-

tions associated with contaminant transport problems.
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2.2.5 Computer Code: RADONE !

Classification: - Fast-transient (tidal-transient), one-dimensional code

for simulating hydrodynamic conditions and dissolved-adsorbed two-layer

radionuclide concentrations in the bottom sediment layer and in the main

flow channel in controlled rivers and. tidal estuaries, with geometrical-

ly complex-(or simple) cross sections.

J

Mathematical Model: Transient, longitudinally one-dimensional,'

discrete-element formulation. Internally determined nonconvective

longitudinal transport model which incorporates the effect of the

vertical variations of the radionuclide concentrations in the mdin flow

channel. Vertical transport model which approximately simulates the

bottom deposition and resuspension of adsorbed radionuclides (as concen-
'

trations) based on the effects of local bottom shear stress and approxi-

mate values for full velocities representing _the overall sediment

settling effect in the main flow channel. Includes radiological' decay

rate.

Computational Algorithm: Explicit. is e ih- der, Runge ,Kutta-Gill

numerical integration method. Secorf-upwina-differencing interpolation.

For the simulation oli hydrodynamic conditions, the stability of numeri-

cal solutions according to the CFL criterion based on maximum speed of

surface gravity wave. ,For simulation of the radionuclide coricantra-

( tions, the stability of numerical solutions according to the Courant
|

!:
l'

|

|~ t

|
'

y
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!

criterion, based on maximum channel-flow velocity. Includes option to !

exclude hydrodynamic calculations with specified input data for flow

conditions (saving computer time for repetitive flow simulations).

Special Features: Longitudinal diffusion and dispersion internally

calculated based on convective-defect and eddy-turbulent transport

rates. Applicable to most rivers and estuaries without requiring 'any

site-specific dispersion coefficients for simulating sediment transport

conditions. Approximately incorporates the bottom deposition and resus-

pension effects on the longitudinal and dispersion transport of radio-

nuclides in the main flow channel.

Input Data Capabilities: Includes option for using input data with wide

ranges of accuracy and detail, either as simple data sets for approxi-

mate simulations or as extensive data sets for detailed and accurate

simulations for validation and for determining the distribution of

radionuclide concentration resulting from actual releases. -Specified
'

input data sets can include cross-section contour profiles; conditions

which vary with time or are uniform for the flow variables and

radionuclide concentrations at the controlled-flow dams, tributaries,

intakes and discharges of power plants, and ocean ends, rainfall and

fallout conditions in the climatological region; and rainfall runoff,

drainage, and bottom seepage in the- geophysical region.
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Simulation Capabilities: Predicts longitudinal distributions of the

flow conditions at specified time intervals of an hour or less in (1) |

water surface elevation (stage), (2) channel flow rate, and (3) channel

flow velocity. Predicts distribution of the radionuclide concentration

in the bottom sediment layer and in the main flow channel in the speci-

fied elements and at- specified time intervals (hourly or less).

2.2.6 Computer Code: RADTWO

Classification: Transient (tidal-transient), horizontally two-dimen-

sional code for simulating dissolved-adsorbed two-layer radionuclide

concentrations in the bottom sediment layer and in the main flow region

and in lakes, rivers, reservoirs, estuaries and coastal zones with

geometrically complex or simple shoreline boundaries and variable depth

conditions.

:

Mathematical Model: Transient, two-dimensional (in the horizontal

geophysical surface plane) discrete-element formulation. Internally

determined nonconvective transport model which includes the vertical

variations of the velocity conditions and the radionuclude concentra-

tions in the main flow region. Internally determined vertical transport

model which approximately simulates the bottom deposition and resuspen-

sion of radionuclides as concentrations based on the effects of local

bottom shear stress and approximate values for fall velocities

representing the overall sediment settling effect in the main flow

region. Includes radiological decay rate.

-
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. Computational Algorithm: Explicit, multi-time-step (time-splitting)

numerical integration method with the option for using fourth-order,

Runge-Kutta-Gill method. Second-upwind-differencing interpolation.

Stability of numerical solutions is according to the Courant criterion

based on maximum velocity component of flow conditions.

_S_pecial Features: Horizontally two-dimensional diffusion and dispersion

internally calculated based on convective-defect and eddy-turbulent
.

transport rates. Approximately incorporates bottom deposition and

resuspension effects on the horizontal transport of radionuclides in the

main flow region.

Input Data Capabilities: Includes options for using input data with

wide ranges of accuracy and detail, either as simple data sets for

approximate simulations or as extensive data sets for detailed and

accurate simulations for validation or for predicting the outcome of an

actual accidental release. Specified input data sets for flow condi-

tions can include (1) conditions which vary with time or remain

constant, (2) multi-harmonic tidal-flow conditions, (3) wind-induced

flow conditions, and (4) plant-induced flow conditions. All non-

harmonic (non-periodic) flow conditions must be mass conservative.

Specified input data for flow conditions can be generated by the output

of the computer codes for simulating hydrodynamic conditions. Specified

input data sets can include (1) varying depth in the flow region; (2)

temporally varying (or uniform) radionuclide concentration conditions at

the controlled-flow dams, tributaries, discharges and intakes of power

i

. _ _ . - -.-.
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plants, pump storge facilities, and open region boundaries in coastal

L zones, and (3) rainfall and fallout conditions in _ the climatological

region.
i
i

-

+

| Simulation Capabilities: Predicts- horizontally two-dimensional radio-

nuclide concentration conditions in the bottom resident layer and in the

main flow region at specified time intervals of an hour or less in the-
J

specified elements of the flow region, under general, periodically

reversing, and/or uniform drift- flow conditions. Can approximately;.
1
* ~

simulate the gradual movement of contaminated bottom deposits by the
-

; tidal conditions in a coastal zone, or by the reversing flow conditions

in a controlled reservoir.

,
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3. MODEL FORMULATION

A unique and powerful feature of the UTA approach is the inherent )
l

three-dimensional aspects of all models. The starting point of the

models is a set of three-dimensional governing equations. For models of

reduced dimensionality, these governing equations are integrated down,

maintaining as much of the more realistic three-dimensional character of

the problen as is feasible. This section presents a simplified deriva-

tion of the basic equations used in the UTA approach. For specific

model details, refer to individual code documentation reports.

All UTA codes begin with the integral form of the appropriate

three-dimensional governing equations. The discrete fonn is achieved by

considering small control volumes (discrete elements). To illustrate

the basic fonnulation while avoiding extensive mathematics, derivations

will be limited to only the continuity and momentum equations
,

(Batchelor,1970) ,

h[[pdu+[[pv8da=o, (3.1)

h [g (pV) de + [[(pV)V n da = fff i de + [[i da , (3.2)
V A V A

where

t = time,

Y = vol ume ,

p = density,

A = area,

y = velocity vector,
I

n = unit nonnal to enclosure surface,
{

31
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T = body forces, andb

fs = surface forces. |

For. simplicity, constant density is assumed here. Note, however, that

the UTA codes include full densimetric effects. With this assumption,

the governing equations become

k [. [ V du + [[Vnda=o (3.3)

and

h [V[[Vdu+j[VV.nda=j [[[f du + [[ I da . (3.4)b s
A Y A

3.1 Three-Dimensional Equations

The UTA assumes that all dependent variables are represented by a

three-component decomposition. This element of model formulation is

conceptually identical for all models; however, there are differences in
'

implementation between three-dimensional models and models of lower

dimensionality. Consequently, a separate treatment of model formulation

is provided for the three-dimensional case. .

Making a continuum discrete requires averaging in both space and

time of all dependent variables. In order to maintain maximum represen-

tation of subgrid-scale phenomena, all variables are decomposed into a

spatial- and temporal-averaged primary scale, a subgrid-scale primary

compc.nant (the convective defect), and a secondary subgrid fluctuating

(turbulent) component. For the continuity and momentum equations, these

three components are denoted by <v>, v*, v', respectively.

The brackets represent the averaging process. To better illustrate the
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function of these three components, consider the vertical (z) variation

of the x-component of velocity as shown in Fig. 3.1. Here it is assumed

that
* '

v (z,t) = <v (t)> + v (z,t) + v (z,t) , (3.5)
x x x x

where <v > is the velocity component averaged over the vertical extentx

of the control volume az = z2 - z and time step at, v* is the

convective defect which represents velocity variations in the vertical

direction on the order of Az, and v' are the high-frequency

small-vertical-scale fluctuations. The definition of the averaging

operation implies that integration and averaging are interchangeable

operations, <v'> = 0, and that integrals of <v*> are zero.

Substitution of Eq. (3.5) into Eq. (3.3) and the x-component of Eq.

(3.4), and averaging yields

h [V[[dp+[[6>.nda=o (3.6)
A

and

h [[[ <v ) du + [ <v > E>+n da + [[ }<v
* *

dav > + (v v > -

x x y x

(3.7)= f [[[ <fg> du + [[<f > da .

It is clear from inspection of Eq. (3.7) that the last two terms on the

right side of Eq. (3.5) are manifested in the momentum equation as

Reynold's stresses. In fact, these terms will be treated collectively

(discussed under Model Closure, Sect. 3.3). The reason for considering

these components separately is fonnulation consistency. It will be

shown that for models of lower dimensionality the convective defect and

turbulent fluctuations produce significantly different effects in the

momentum equation.
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It can now be assumed that the integrands are constant within the

small _ enclosure volumes so that Eqs. (3.6) and (3.7) become

h + <v > ng g..= o (3.8)Ag

L and

*

h(<v>F)+
~

_
,><v>-oxg<v Ang gx

(3.9)
<f

bx> F + {(fsx,5> "i^i '"
p

j where the summation in these equations indicates summation over
1 enclosure faces, the ni reflects the sign of the unit nonnal vector,
e

andthestressterm**,kinEq.(3.9)'representsthe

j <v*9*> + <v V ' > term.x
I

; The body force term involves gravity and rotational forces. The
.

' inclusion of this tenn is straightforward and for simplicity will be

omitted from the remainder of the derivation. Surface forces include'

pressure and viscous stresses and can be represented by

<fsx,i> = -(P-P )ix + P'sx,4 (3.10)a

where p is pressure, pa is atmospheric pressure, and asx,4 are

the viscous stress components. The 4x subscript indicates summation

over enclosure faces nonnal to the x-axis. SubstitutingEq.(3.10)into

Eq. (3.9) and using the definition of volume flux G4 = <v4)ntAt

i in both Eqs. (3.8) and (3.9) yields the final fonn of the governing

equations:

h+Gg=o (3.11)!

! and
!

! h(<v>F)+(v)Gg-ox 3x,gng g (3.12)ng g = - (p-p)gxA A Angx gx + 03g x

_ - _ _ . , __ _ _ . . _ . __ . _ _ _ . . _ _ _ _ _ _ _ . _ _ __-
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where for convenience the sunnation symbol has been omitted but is

implied.

Equations (3.11) and (3.12) are a simplified representation of

three-dimensional model equations. For illustration purposes, constant
,

density has been assumed, body forces have been neglected, and external-

ly specified sources and sinks have been omitted. All of these are

included in the UTA codes, and for more information regarding the

inclusion of these tenns in the derivation, the reader is referred to
.

FLOWER (Eraslan, Lin, Sharp,1983). The treatment of stress terms will

be addressed in Sect. 3.3.

3.2 One-Dimensional Equations

To illustrate the development of the lower-dimensioned models, to

demonstrate the consistency with the three-dimensional fonnulation, and

'o highlight the three-dimensional character of UTA models of lesser.

dimensions, a derivation of the one-dimensional (cross-section-averaged)

fann of the continuity and momentum equations is presented. The deriva-

tion can start with the three-dimensional fonnulation using Eqs. (3.6)

and (3.7), once again ignoring body forces and noting that in the

one-dimensional case, y = v . Thus the one-dimensional continuityx

and momenttsn equations can be written

g [[V[ dp + [[<v>da (3.13)
A,

and

h [[Y[(v>dp+ [[<v>(v)da+[[(y,v>da+[[(y
**

y > da
x x x

A, A, A,

=ffsx # '

L
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where A represents enclosure areas normal to the x-direction. Thex

control volume of an element can be represented by the product of the

length ax, width B, and height to the free surface. With this, Eq.

(3.13) can be written

(*ax B +r G x,ix "ix ,
sx

where the index ix indicates enclosure faces nonnal to the x-axis. The

first two terms of Eq. (3.14) can similarly be expressed as

g l[[ <v > d# " ^* *x
# (3.16)

[[<v><V>d""E x,ix > Gx,ix .<V'
x x .

A tx

The third term in Eq. (3.14) involves the convective defect. The inclu-

sion of this tenn and its treatment in the n.odel fonnulation is unique

to UTA, allowing the explicit inclusion of three-dimensional geometry
i

and flow structure. The convective defect fonnulation explicitly admits
4

laterally variable vertical gradients of all dependent variables as

represented in Fig. 3.2. This is recomplished by assuming laterally

varying vertical similarity profiles such as those shown in Fig. 3.3.
;

This is an important deviation from the three-dimensional model Snnula-

tion where variations over the limited vertical extent of an element are

small compared with those over the entire channel depth.
i

For the momentum convective defect, v* is assumed to exhibit

I a Blasius power law profile with local channel depth of the form

= <v > ln+1)<D? D(y) (1-n)ll"I
*

-1 (3.17)v ,

x x- n <D2)
,

where D(y) is the laterally variable local channel depth, n = 1-z/D(y),
;

and

<D*> = h D* (y) dy , (3.18)

. - .
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Fig. 3.2. A schematic representation of the type of lateral and
vertical variations in (a) downstream flow, shown as constant velocity
contours, (b) temperature, shown as isotherms, and (c) salinity shown
as ischalines, accounted for in the one-dimensional ESTONE model.
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where B(x) is the surface channel width. Substituting Eq. (3.17) into

the third tenn of Eq. (3.14) gives

* * * * *

G = [ <v v > da = <v v > do dyx x x x

(3.19)
,

3'n+1 2 n <D) <D ) .y_ <y ),_
,

.n. n+2 - < D 2> 2 x x
'

.

The convective defect formulation for temperature and salinity uses

; cubic vertical profiles. The parameters defining these profiles are

i allowed to vary with time and position as a function of local Froude

number to reflect hydrodynamic stability considerations. For more

infomation on the one-dimensional convective defect formulation, the

reader is referred to ESTONE (Eraslan, 1983). Note that for the compu-

tationally one-dimensional UTA codes, it is possible to generate

approximate three-dimensional results, such as shown in Fig. 3.2, by

! using the computed vertical profiles.

The fourth term of Eq. (3.14) represents turbulent stresses. This

tenn can be combined with the viscous stress component of the surface
i

force tenn [the last term of Eq. (3.14)], which after integration

results in a stress- matching condition at the free surface and channel

bottom. These tenns then become a wind stress term, <fx,srf> Ax B(x),

and a bottom drag term <Fx, bot > Ax. The precise form of these
'

tenns will be discussed in Sect. 3.3.

The remaining part of the surface force term accounts for pressure

; effects. These are represented in tenns of the free surface displace-

ment using substitution from the hydrostatic pressure relationship

implied by the vertical component of the momentum equation.
i
i

I

'
. -. - . ._ -- . - _ __ _ _ _ _ . - -- _
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The final form of the continuity equation is given by Eq. (3.15),

and the final fonn of the momentum equation can be written

x,ix"bIxfx<Vx,ix> Ox,ix + Ix 0 Hix #ix + 0x, bot >

+ B(x) <fx,srf> , (3.20)

where g is the-gravitational acceleration.

All the lateral and vertical integration indicated in this deriva-

tion is automatically performed by the computer codes. Thus, one- and

; two-dimensional models use the same geometric input data as the three-

dimensional models. Once a data set is generated for one UTA modul, it

can be used for all UTA models, independent of dimensionality.

<

3.3 Model Closure

Closure of the one- and three-dimensional governing equation

previously derived requires a representation of viscous and turbulent
4

stress tems. The treatment of the stress term in the three-dimensional

model utilizes a eddy viscosity fonnulation. The deficiency of constant

eddy viscosity schemes is that a single valve for the eddy viscosity

cannot adequately represent the turbulent stresses associated with a

variety of flow phenomena. For example, an eddy viscosity value for

far-field ambient flows would be inappropriate for near-field, high
'

shear jet regions. In order to achieve a turbulence fomulation valid

over a broad range of flow conditions while avoiding the computational
.

costs of a higher order closure scheme, the UTA approach uses a variable
>

'

eddy viscosity formulation in which the turbulent eddy coefficient can

vary, in both space and time, as a function of the local large-scale

- __ .- __ - __ . _ . _ _ _ _ __ _ - . . _ . . _ - _ . _ . _
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features of the flow field. In this fomulation, the stress term [see

Eq. (3.12)] is represented by

sx,i = -(1 + 6x,g) cx{<y} (3.21),

where 6 is the Kronecker delta and cx is the eddy coefficient. lx,4
The eddy coefficient is expressed in tems of the molecular viscosity v ,

a Blausius power law, and a locally variable Reynolds number Rex by

B n/n+1 n4 M"

'vRe* ""+1
2

for Re* > 4000c = v+4
o for Re < 4000 .(3.22)*

x,

The Reynolds number is defined as the product of ax and the absolute

value of the local variations of the transverse velocity components

(<v ), <v ) in this case) divided by v.y z

In the one-dimensional model, shear stress is evaluated at the

channel bottom and free surface. The stress at the channel bottom is a,

drag force per unit channel width. This bottom stress can be calculated.

based upon the molecular viscosity, v , and the shear associated with the

assumed Blasius power-law vertical velocity profile [Eq. (3.17)] to give

(Fx, bot >

<D(n-1)/n+1) 2n/n+1*~(n+1\-2n/n+1
2

2n/n+1 v /n+12
8

2 x (3.23)n/ B(x)(n- m n+1<D )zn/n+1

By rearranging terms, it can be shown that the bottom drag force is
,

proportional to the local Reynolds number in a manner similar to the
' eddy coefficient in the three-dimensional formulation.

The stress at the free surface is treated by the requirement that

| stress be continuous across the air / water interface. Thus, the stress

at the free surface must be equal to the wind stress at the free surface

which is computed using externally specified meteorological parameters.

- - - - -- - - -
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3.4 Fomation of Discrete Model Equations

The previously derived model equations must be cast in a discrete

fonn in order to allow numerical computation. Forming discrete three-

dimensional model equations is quite complex because of the many enclo-
!

sure faces which must be considered for each discrete element. A

detailed discussion of the three-dimensional discrete fann is beyond the

scope of this report. Consequently, the UTA discrete fonnulation will

be illustrated using the one-dimensional model equations. For a

complete discussion of three-dimensional discrete equations, the reader

is referred to FLOWER (Eraslan, Lin, and Sharp,1983).

The one-dimensional continuum governing equations is given by Eq.

(3.15) and (3.20). The first term of the continuity equation, Eq.

(3.15), represents the time-rate-of-change of water volume in a discrete

element. This then implies that this term be evaluated at the center of

the element. For the 4th element, this computational point is

denoted by a subscript i, and the first tenn of Eq. (3.15) is represent-

ed in discrete form as 3Ht/3t. The second term of the continuity

equation is a sun of volume fluxes over the enclosure faces of the dis-

crete element. For the 4th discrete element, the locations of the

upstream and downstream enclosure faces are denoted by the subscripts

4-1/2 and 4+1/2, respectively. The discrete form of the second term of

the continuity equation is written as (Gx,4-1/2 - O ;i+1/2)/A*iOI'x

and the discrete fonn of the continuity equation becomes

at " ax B (Ox;i-1/2 - Ox;i+1/2) ,

*

4

. . ._ - . _
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where axt is the length of the 4th discrete element, and Bi is

the surfact. channel width evaluated at the center of the discrete

element.
|

The discrete fonn of the momentum equations [Eq. (3.20)] is some- '

I

what different from the continuity equation as a result of the consider-

ation of pressure effects. In order to avoid the misrepresentation of

pressure effects, it is necessary to compute momentum at different

points than the free surface displacement. This is commonly accomplish-

ed by a staggered system where momentum is computed at points midway

between free surface displacement computational points. Thus, for the

ith element, the momentum could be calculated at the (+1/2 location.

This is an acceptable approach, however, the UTA fannulation considers

: the momentum at two points between adjacent free surface displacement

computation points. The motivation for this is accuracy. Small errors

in momentum, when used in the continuity equation, yield small errors in

computed free surface displacement. A small error in free surface

displacement can produce an amplified error in the pressure tenn of the

momentum equation. This occurs because in the pressure term the free

surface displacement is multiplied by the gravitation acceleration.
,

This then results in a magnified momentum error. To minimize such

errors, the accuracy of the momentum computation is increased by

increasing the number of momentum computation points.

In the UTA fonnulation, the double momentun computation points are
'

defined by dividing each discrete element 4 into two half-elements. The

upstream half-element is centered at 4-1/4, and the upstream and down-

stream enclosure faces for this half-element are at positions 4-1/2 and

. . _ _ _ _ . __ _ _ _ _ _ . _ - - .
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4

f, respectively. Similarly, the downstream half-element of the 4th |
|

discrete element has a center point at (+1/4, and upstream and down-
'

,

stream enclosure faces are at 4 and f+1/2, respectively.

In the discrete fonn of the momentum equation for the upstream

half-element, the first term of Eq. (3.20) is the time rate of change of
.

momentun in the half element and, therefore, is evaluated at the center

of the half-element 4-1/4. The second and third terms of Eq. (3.20)

represent momentun flux into or out of the half-element and are evalu-

ated at the enclosure faces 4-1/2 and i. The fourth term of Eq. (3.20)

is the pressure gradient evaluated at the half-element upstream and

downstream enclosure faces. The bottom drag and free surface stress,

the last two terms of Eq. (3.20), are evaluated at the surface and

bottom enclosure faces using the previously described closure formula-

tion and are specified at the half-element center 4-1/4. Thus the

discrete fann of the momentum equation becomes

"ag (Gx;i-1/2 <Vx;i-1/2) ~O U ;fx;i x

i-1/2 (Ui-1/2 ~ Ni-1/4)a4 (x;i-1/2- x;i)+axg+ d

+0g(Hg - H _if4 x, bot;i-1/4) +04-1/4 < Ix,srf;i-1;4)A *-

4

(3.25)

The discrete form of the momentum equation for the downstream half-

ele ant (+1/4 is similar to.Eq. (3.25).

Inspection of equations (3.24) and (3.25) reveals that while the

free surface displacement is calculated at element centers 4, it must

also be evaluated at the half-element centers and enclosure faces. A

similar situation exists for the volume flux. Consequently, in order to

_ __ _ -



46

close the discrete formulation, interpolation formulas must be estab-

lished. The fonnulas used for the discrete model equations are i

"i11/2*(A*iiil+A*i+1+H)/(axg+Axg1), (3.26a)
N g

Hg gj4 = ( Hi1/2+H)/2, (3.26b)g

Gx;g=(G;i-1/4+Gx;i+1/4)/2, (3.26c)x

and

x;i 1/2 " ( A*i x;(41)T1/4 + ^*i 1 x;i 1/4)/( A*4 + #i l) *G O 0 *

1 1 1 1 l

Geometric input data A and B are provided at the 411/2 discrete element
,

enclosure faces but must be evaluated at other locations. The interpo-

lation formulas for these variables are

Bg=(B4-1/2+B+1/2)/2, (3.27a)i

B4 374 = (Bf1/2+B)/2, (3.27b)g

l-1/2+A+1/2)/2, (3.27c)Ag=(A i

and

A +1/4 " ( A +1/2 + A )/2 . (3.27d)i i 4

|

t

|

|
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; 4. TREATEllT OF BOUleARIES
,

.

f The UTA codes are designed to accommodate solid impermeable

! boundaries and open boundaries. The impermeable boundaries represent

shorelines, while the open boundaries represent water-to-water inter-

faces. In the one-dimensional codes, the channel geometry is input and

used in the cross-sectional averging operation (Sect. 3.2), and the

impemeable boundary condition is only applied in these codes if one end

of the channel is closed.

4.1 Shoreline Boundaries

For two- and three-dimensional codes, shoreline boundaries are

quite accurately represented. Unlike most finite difference fomula-
! '

tions which require shoreline boundaries to coincide with the edge of a

rectangular grid cell [ Fig. 4.1(a)], the UTA discrete element fomula-
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Fig. 4.1. An example of (a) a stepped shoreline boundary typical
of many computational schemes and (b) the more accurate shoreline
representation used in the two- and three-dimensional UTA models.
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tion allows an arbitrary shoreline with respect to each rectangular grid

element as shown in Fig. 4.1(b). This is accomplished by specifying as I

input data shoreline intercept points for each shoreline boundary

element as shown in Fig. 4.2. The computer code automatically uses this

ORNL-DWG 84-11913

dLscret,e element

/
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cen tro t.d
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f

xshoreltne entercept
Fig. 4.2. A schematic representation of the treatment of a

shoreline element in the UTA models
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information to modify enclosure faces and element volume to reflect

partially wetted elements and to compute the centroid of water volume,

moving the computational point to the element centroid for increased

computational accuracy.

The shoreline boundary is assumed to be -impermeable, i.e., a no

flow boundary. One of the important features of the discrete element

formulation is that it does not calculate the velocity component normal

to a shoreline boundary in the half-element adjacent to the boundary.

Thus this formulation completely eliminates the possibility of numerical

instabilities associated with near-shore velocity discontinuities.

While the flow is specified as no flow at shoreline boundaries, the

free-surface displacement must be allowed to vary in both space and time

at the shoreline elements. The free-surface displacement at shoreline

enclosure faces is calculated via an extrapolation fonnula based upon

free- surface displacements computed at nearby internal elements. For

simplicity, these formulas will be provided only for the one-dimensional

fonnulation. For comparable information regarding models of higher

dimensionality, the reader is referred to the relevant model reports. A

shoreline boundary in the one-dimensional formulation implies that one

end of the channel is closed and that forcing is provided by an open

boundary at the other end and perhaps by tributaries or other intenne-

diate sources or sinks. For an upstream closed boundary, the boundary

element is 4 =1, and the impermeable boundary is defined by the enclosurei

face at 1-1/2. The free-surface displacement is calculated at this

location by

(H -H )1 2 (4,1)H =H +

1-1/2 1 (axt+ax2)

'
_-
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Similarly. if the impermeable boundary occurs at the most downstream

element i=N, the free-surface displacement is calculated at the N+1/2

enclosure face using a comparable extrapolation fonnula.

For advected (transported) dependent variables such as temperature

T (or salinity, passive additives, etc.), shoreline boundaries imply an

insulated or zero gradient condition. In discrete form for an upstream

closed boundary, the boundary condition is expressed as

T -1/2 = T . (4.2)1 1

4.2 Open Boundaries

Open boundary conditions may occur along three sides of a rectangu-

lar modeled region in coastal situations, two sides (upstream and down-

stream) of a modeled region for rivers or channels, or a part of one or

more sides for situations involving embayment regions or tributary

inflows. At such boundary elements, it is necessary to specify either a

free-surface displacement or a volume flux. For two- and three-dimen-

sional UTA codes, the component of volume flux normal to the open

boundary enclosure face is externally specified. For simplicity, the

discussion of the formulation of open boundary conditions presented here

will be limited to one-dimensional models. A specified volume flux

implies that the free surface at the boundary element is allowed to

vary. The free surface displacement at the boundary enclosure face is

calculated using the same extrapolation formula, Eq. (4.1), used for the

shoreline boundary elements. Volume flux is the appropriate variable to

specify for tributary inflows, however, for coastal regions or tidal

_
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rivers, free-surface elevation data is more readily available. The UTA'

codes allow the external specification of free-surface elevations at

open boundaries. In this case, the volume flux' at the open boundary

enclosure face is free to vary and must be internally calculated. For ar

!

one-dimensional open boundary condition applied at the upstream (=1|

discrete element, the volume flux at the open boundary enclosure face

| 1-1/2 is calculated based upon the computed volume fluxes at adjacent
|

| half-elements using the extrapolation fomula
|

| G =G + Gx:1-1/4 - Gx:1+1/4 (4.3)
x;1-1/2 x;1-1/4 2'

A similar extrapolation fomula is used for a downstream ele.nent 4=N1

; open boundary.

The UTA codes can accommodate multiple harmonic tidal forcing.;

This is achieved by externally specifying tidal free-surface amplitude,

| frequency, and lag time for each tidal hamonic. Open boundary condi-

tions for tide-driven advected variables (temperature, etc.) can be

input for each tidal harmonic in a manner similar to that for tidal

free-surface forcing.
'

When information is available which bounds the volume flux at

tidal-driven open boundaries, this infomation can be used in the UTA

codes through the input of externally specified lower and upper bounds

for the volume flux. The volume flux at the open boundary is calculated
1

from Eq. (4.3), and, if this provides a value which falls outside the;

range defined by the specified limits, the computed value is replaced by

the appropriate bounding value.

;
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5. ZOIE-MATCHING METHODOLOGIES

I
A problem encountered when numerically modeling a complex hydro-

dynamic situation is the resolution of the range of length-scales of '

~ interest. For example, .in considering a jet discharge to a flowing

ambient water, the far-field length scales are sufficiently large to

allow the use of a coarse computation grid. In the near-field, however,

the flow is dominated by large shearing flows with relatively small

length scales requiring a very fine grid. One way of dealing with this

is a variable grid, such as that used in the UTA codes, with a fine grid

in the near-field region expanding to a coarse grid in the far-field

region. There is, however, a practical limit to the extent of grid cell

size variation which can be achieved. This limit is based upon consi-

derations of numerical stability and numerical dispersion. Stability of

numerical computation requires a time step to be selected on the basis

of the size of the smallest grid cell with the maximum time step

decreasing with grid cell size. Numerical dispersion is an artifact of

the discrete fom of the continuum governing equations which produces

inaccuracies in the computed solution. Numerical dispersion may be

minimized or eliminated by a well-conceived computational system;

however, this can only be accomplished uniformly for a unifonn

computational grid. Thus with a variable grid, minimizing numerical

dispersion in the near-field will produce large numerical dispersion in

the far-field. It is clear that a computationally accurate, high

resolution treatment of the near-field zone will be costly to use and

will require a limited expansion of the grid size, which in turn limits

the size of the modeled region.

52
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The near-field flow region can be analyzed separately using exist-

ing empirical or analytic near-field models. All such models have many

simpiifying assumptions limiting their range of applicability. Many

situations exist where no simple near-field model can reliably be

| applied. Such situations are commonly encountered when dealing with a
i

jet near irregular boundaries, a jet in shallow water, or a jet adjacent

to another source of sink. For example, consider the case of a simple

wall jet as shown in Fig. 5.1. Analytic solutions exist for this situa-
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Fig. 5.1. Wall jet solution based upon classical jet theory.

tion (Schlicting,1968). These solutions only admit entrained flows
,

nonnal to the direction of jet discharge and consequently will tend to

overestimate near-field dilution under conditions where reentrainment is

known to exist. Such a situation is illustrated in Fig. 5.2.
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Fig. 5.2. A schematic representation of a jet-induced flow field
under comonly encountered conditions. Note the reentrainment
resulting from the limited depth and variable bathymetry.

.

In order to deal with the near-field problems described above, a

subtask of the UTA program was the development of zone-matching methodo-

logies. These methodologies are designed to be either stand-alone tools

for assessing near-field impacts or used in conjuction with a full flow

field modeling effort using one or more of the UTA computer codes.

Three zone-matching methodologies have been developed as part of the UTA

effort. All of these are two-dimensional, considering either a horizon-

tal plane or a vertical plane, and they range in approach from fully

analytic to fully numerical . Two of these methodologies are based upon

a uniformly valid singular perturbation theory (Eraslan and Benek,

1971). The vertical jet formulation is fully analytic, while the hori-
e

b
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zontal jet fomulation is semi-analytic. The third methodology, ORSMAC,

is fully numerical and uses a simplified marker-and-cell technique to

address near-field problems involving jets at arbitrary discharge

angles, densimetric effects, and dynamic free-surface effects.

|

5.1 Unifomly Valid Singular Perturbation Theory

Two of the zone-matching methodologies use an analytic perturbation

technique to model the near-field and intemediate-field flows for

horizontal and vertical jets. These methodologies are based on the
I unifonnly valid singular perturbation theory which provides a single

approximate solution to the boundary layer equations. This approach

differs fran conventional asymptotic methods in that these methods

require multiple solutions, with each solution valid only for a limited

range of the study region. In contrast, the unifomly valid theory

provides a single solution which is valid for the entire study region.
'

The uniformly valid singular perturbation theory assumes that the

full solution of- the boundary layer equations can be represented by a

superposition of an inner solution and an outer solution, where both

solutions satisfy the boundary layer equations but neither solution

alone can satisfy all boundary conditions. The inner solution satisfies

the near-field boundary condition; the outer solution satisfies the

far-field boundary condition, and the systen is closed by appropriate

solution-matching conditions. The inner and outer solution dependent

variables are expressed as a series expansion in powers of the small.

4

, r- , - --e-- -- , - - m--
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doarameter1=(R)-1/2,whereRe is the Reynolds number. Thuse,

each dependent variable is written in the fom

u= An (Un + u ), (5.1)'g ng

where Uo is the zero-order outer solution, uo is the zero-order

inner solution, U , is the first order outer solution correction,1

ut, is the first order inner solution correction, etc.

Assumed solutions of the fom given by Eq. (5.1) are used in the-

boundary layer equations. Tenns of each power of A are collected. This

yields a set of- partial differential equations for each power of A. The3

procedure is terminated after the first power of A (the 'first order

correction). This is done for convenience. The error introduced by the

omission of' higher order tenns is of the order Re-1 or less,>

which is quite small for highly turbulent environmental flows.

5.1.1 Horizontal Jets

j The horizontal jet zone-matching methodology was developed to

address problems involving off-shore jets discharging at or near a

horizontal plane. An example of such a situation is depicted in Fig.

5.3. The motivation for this development is the inability of classical

jet theory or empirical models to represent properly jet entrainment of
4

water from the back side (upstream) of the jet discharge point as
,

'

illustrated in Fig. 5.4.

The two-dimensional uniformly valid singular perturbation theory,

as described above, is applied to a horizontal plane in polar coordi-

.-. - - - . - _ _ -.
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Fig. 5.3. A schematic representation of a typical situation which
can be modeled by the horizontal jet zone-matching methodology.

,

nates. Matching conditions are invoked along the jet center line. The

zero-order inner solution represents the classical wall jet solution

such as that shown in Fig. 5.1. The zero-order outer solution and

first-order corrective solutions provide the necessary correction for

.
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Fig. 5.4. A schematic representation of the flow induced behind
an off-shore horizontal discharge.
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the upstream entrained flow. Thus the sum of inner and outer solutions

provides a full off-shore jet flow field as shown in Fig. 5.4.

At this wint, the solution is fully analytic but does not account

for the presence of a shoreline. For the case of a straight shoreline i

normal to the direction of jet discharge [as shown in Fig. 5.5(a)],
I

l

OFNA)WG 84-19116 !46

* jet discharge

!

shoreline
\ \ \ \ \ \ \ \ \ \ \

9)

* jet, discharge

shoreline

. jet image

.I
(b)

1

Fig. 5.5. A schematic representation of straight shoreline
boundary correction using the method of images showing (a) the actual
configuration and (b) the configuration with the image source.

shoreline effects can be incorporated analytically by the application of

the method of images. This is accomplished by adding an additional

source (jet) of equal strength but opposite direction an equal distance :

from the shoreline on the opposite side, as shown in Fig. 5.5(b). The

sun of the two jet solutions satisfies the governing pe;turbation
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equations and boundary conditions, including the no normal flow l

condition at the impermeable shoreline.

This zone-matching methodology can also account for irregular

shoreline geometries by applying a numerical extension of the method of
,

images (Eraslan and Witten,1981). To implement this technique, a

computational grid is established over the region of interest as shown

in Fig. 5.6. The analytic jet solution obtained from the uniformly

ORNL-DWG 84-19117

b
_ . shorellne boundary

I' ,

\\ \\\ \ % K \\
Fig. 5.6. An example of a shoreline and grid system used for the

numerical correction for arbitrary shorelines used in the horizontal
jet zone-matching methodology.

valid singular perturbation theory is used to calculate the velocity

component normal to the shoreline at each shoreline discrete element. A

UTA hydrodynamic code (Sect. 3.1) is applied to the computational grid

system with accurate shoreline geometry (Sect. 4.1). For this applica-

tion, the appropriate shoreline condition at each shoreline element is a

specified velocity component normal to the shoreline equal in magnitude
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but opposite in direction to that obtained from an analytic solution as

s50wn in Fig. 5.7. The resulting numerical shoreline boundary

corrective flow field is added to the analytic inner end outer solutions

to yield a full flow field which exhibits the proper characteristics of

the off-shore jet, while at the same time satisfying the required

shorelone olement. ORNL4WG 84-19118

--.

,

normal velocity
component obtoened
from analytic solution

shoreline boundary+

v

/

/
cmposed boundary condition
for numerically com uted
corrective flow fie d

Fig. 5.7. A schematic representation of the treatment of
shoreline boundary conditions in the numerical horizontal jet shoreline
boundary correction.
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boundary conditions at an arbitrary shoreline. An example of the

results of horizontal jet solution for an irregular shoreline is given

in' Fig. 5.8.
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Fig. 5.8. An example of the full off-shore horizontal jet induced

flow field predicted by the horizontal jet zone-matching methodology,
including the numerical shoreline boundary correction.

5.1.2 Vertical dets

The uniformly valid singular. perturbation theory is applied to the

vertical jet problen to provide a more accurate representation of verti-

cal jets, including the effects of finite water depth, multiple jet I

interactions; discharge and intake interactions, and jet and cross-flow

interactions. The uniformly valid singular perturbation theory is

applied to a two-dimensional vertical plane in rectangular coordinates

|
.
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with a jet discharging upward from the channel botttom. As in the

horizontal jet, the zero-order inner solution is the classical wall jet

l(Fig. 5.1), while the zero-order outer solution and the first-order |
!

corrective solutions incorporate the effects listed above. For the

vertical jet methodology, the complete solution is ~ fully analytic and

capable of supporting reentraining eddies as shown in Fig. 5.2.

Figure 5.9 shows examples of the vertical jet uniformly valid

singular perturbation theory solution applied to a vertical jet inter-

acting with the free-surface [ Fig. 5.9(a)]; the free-surface and ambient

cross-flow [ Fig. 5.9(b)]; the free-surface, ambient cross-flow and a

second jet [ Fig. 5.9(c)]; and the free-surface, ambient cross-flow, and

an intake [ Fig. 5.9(d)]. These results were selected to demonstrate

significant flow field features, such as reentrainment and recircula-

tion, which can be resolved by the vertical jet methodology. Figure

.
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Fig. 5.9. An example of the vertical jet zone-matching
methodology applied to a bottom discharge in water of finite depth for
(a) quiescent conditions.
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(b) ambient cross-flow and (c) ambient cross-flow and an adjacent
bottom discharge and (d) ambient cross-flow and an adjacent bottom
intake.
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5.9(a) demonstrates that significant reentrainment can occur as a result

of a bounded water depth. This appears as vertical cells on either side

of the jet. In the presence of cross-flow [ Fig. 5.9(b)], reentrainment |
1

may be reduced but could still occur as small circulatory flows near the |
surface immediately upstream of jet and near the bottom immediately

downstream of the jet. For two adjacent jets [ Fig. 5.9(c)], each jet

can reentrain its own discharge water, and the downstream jet can

entrain water from the upstream jet. Figure 5.9(d) shows that both

reentrainment and recirculation can be represented when a bottom intake

is adjacent to a jet discharge.

The reentrainment evident in these examples is an important feature

because its presence will reduce the dilution factor associated with the

jet discharge and could, therefore, limit the ability of a given

discharge system to meet design performance objectives. Most simple

classical jet or empirical solutinns do not adequately account for

finite water depth but implicitly assume that all jet discharge outflow

occurs at infinitly, as would occur in the case of an unbounded jet.

They allow the entire finite water depth to be an inflow region provid-

ing entrained diluting ambier.t water. This results in an overestimate

of the dilution factor since the entire water depth is not available for

entrainment. In reality, a jet outflow region exists in the upper

portion of the water column, and an inflow region exists below.

Diluting water is only available from the inflow region. As can be seen

in Fig. 5.9(a), the inflow region only occupies approximately the lower

25% of the water colummn. In general, the greater the water depth, the

larger the relative vertical extent of the inflow region.
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The analytic vertical jet uniformly valid singular perturbation

theory solution can be integrated to yield predicted dilution factors

for both finite and infinite water depth. The results are shown in Fig.

5.10 as a plot of dilution factor (entrainment ratio), which is a

function the ratio of water depth to the width of the discharge, R -D
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Fig. 5.10. Comparison of the variations of (1) the entrainment
ratio for the bottan vertical discharge of a single, turbulent slot jet
in a bounded, constant-depth flow region and (2) the entrainment ratio
of a turbulent slot jet in an unbounded flow region with the
dimensionless depth factor.

'

This figure has some interesting and important features. In the bounded

depth case, no dilution will occur until the water depth exceeds 20

discharge widths. The less realistic unbounded assumption provides an

overly optimistic dilution factor of about 3 at R =20. For largeD

depths (R =100), using the unbounaed approach yields a dilution factorD

of 8, while more rigorously accounting for finite depth produces a

. _ _
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dilution factor of only 1. Thus, an important application of this zone-

matching methodology is as a tool to more accurately estimate vertical

jet dilution factors.

5.2 ORSMAC

The computer code ORSMAC was developed to predict the near-field

flow and thennal structure resulting from the discharge of heated water

to receiving water bodies. This technique is fully numerical and

complements the analytic and semi-analytic jet solutions (Sect. 5.1) in
4

that it can accomodate cetain physical mechaniaas which cannot be

rigorously treated in the analytic approach. These include the densi-

metric effects associated with temperature differences between ambient

and discharged water, discharge-induced free-surface displacements, and

arbitrary jet discharge orientation.

The ORSMAC code numerically solves the two-dimensional continuity,

momentum, and energy equations over a vertical plane, subject to the

Boussinesq approximation using a simplified marker and cell method. The'
'

model can accommodate either static or cross-flowing ambient conditions.

Examples of ORSMAC results are presented in Fig. 5.11 as printer

plots for a turbulent jet that is hot relative to the ambient water and

is discharging vertically into a cross-flowing ambient. Figure 5.11(a)
4

shows predicted streamlines. Note the reentrainment cell near the free'

surface immediately upstream of the jet and near the bottom immediately

:

Fig. 5.11. ORSMAC results for a hot, turbulent, vertically-
discharging botten jet shows predicted (a) streamlines and
(b) isotherms.

l
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downstream of the jet. These features are consistent with similar

predictions obtained from the uniformly valid singular perturbation

theory under isothermal conditions [ Fig. 5.9(b)]. Figure 5.11(a) also

shows the discharge-induced free-surface displacement identified by the

letter "s" on this figure. Figure 5.11(b) shows predicted isothenns.

Note the stable stratification which appears downstream of the discharge

as a thin layer of wann water. Slight stratification appears
|

immediately upstream of the discharge as a result of densimetric

spreading.
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.6. RESULTS

The purpose of this section is to demonstrate the power and flexi-

bility of the Unified Transport Approach. Various UTA codes have been-

used for a variety of applications, and, consequently, an exhaustive

presentation of UTA results is well beyond the scope of this document.

This section does, however, present several case studies selected to

demonstrate how the UTA system can realistically portray complex situa-

tions and how multiple UTA codes can be efficiently applied to a parti- I

cular situation. |

6.1 The Hudson River Study

This subsection presents selected results using the sequential

application of ESTONE, CHMONE, SE00NE, RAD 0NE, the horizontal jet zone-

matching methodology and FLOWER for assessing the impact to the Hudson

River as a result of the operation of actual and hypothetical power

plants. Many of the results presented here are taken from an analysis

j of power plant operation on the Hudson River (Barnthouse et al .,1977).

The ESTONE code was used to simulate one-dimensional flow, tempera-

ture, ard salinity over the entire Hudson River for a period extending

from April through September 1974. The river between the Troy Dam and

the Battery was represented 'by 77 discrete elements. The three-dimen-

sional geometric characteristics of the river were input in the fonn of

channel cross sections such as those shown in Fig. 6.1. This figure

illustrates both actual cross-sectional geometry as obtained from

69
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Fig. 6.1. Comparisons of detailed actual profiles and'

approximated input data to ESTONE model for two typical cross sections
along the Hudson River. Actual profiles from U.S. Department ofi

Comerce, National Oceanic and Atmospheric Administration, National
Ocean Survey, CaGS Charts Nos. 282, 283, 284, 745, and 746.
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navigational charts and as input to the ESTONE model. As boundary

conditions, the model requires that time-varying flows, temperature, and

salinity be externally specified at the upstream and downstream

boundaries. The upstream boundary is the Troy Dam. The boundary condi-

tions used here are the discharge flow and water temperature measured at

the dam. Figure 6.2 is an example of the observed and input flow and
4

temperature time series used for April 1974. The downstream boundary at

the Battery is tide driven. Transient free-surface elevation data was

specified at this boundary using a six-harmonic function, based upon

National Oceanic and Atmospheric Administration (NOAA) tidal tables, as

shown in Fig. 6.3. The specified downstream transient temperature and

saline conditions are provided in Fig. 6.4. The ESTONE simulation also

considered tributary inflows. Externally specified tributary flows were

based upon gauging station data. Figure 6.5 is an example of the time-

series tributary flow data as input to ESTONE. To represent properly

surface heat transfer, the ESTONE code uses externally specified

transient meteorological parameters. Figure 6.6 shows time-series of

maximisu solar radiation, cloud cover, air temperature, wind speeds,

rainfall, and relative hinidity as input to ESTONE based upon

meteorological records. The final input data required by ESTONE are the

cooling water discharge flow rates and temperatures for all power

plants. The Hudson River study considered a total of nine power plants

both collectively and individually. Figure 6.7 is an example of a

time-series for cooling water flow and temperature for one power plant

as used in ESTONE.

-- _ - - - - - - _ - - - -.



i

|

|
72 '

ORNL-0WG 84-12018
100

: DRILY INPUT DATR
-MEDUCEO INPUT DATH-

E
u

80 -

o
z
E
a
z
U 60 -

ia O
N *
C e*z e
e 40 - e
' W
5 +
E
$ 20 -

0
E

D
, , , , , , , , , , , . . . , , . . . . . . . . . . . . . .

1 7 14 21 28 31
100

: DAILY INPUT DATA
-BE00CEO JNPUT DATA

C 80 -

o
E
.

w
$ 60 -

E
5
I ,_ _ _ __ _ _M
s 40 = = = = =-= = = = = = = =-= = = = = ~ ~ ~ ~ ~ - -
5
E:
2

5
w 20 -

c,

En.

a a a a e a a e a a a a e a a e I a e I e I f a a e e a e a
1 7 14 21 28 31

0973 IN APRIL 1974

Fig. 6.2. Freshwater flow rate and temperature conditions at the
Troy Dam as input data to the ESTONE code for April 1974.
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Fig. 6.4. Daily water temperatures and salinity conditions at the
Battery during April 1 - September 30, 1973, simulation period.,

Figure 6.8 'shows ESTONE results as predicted at a discrete element

in the vicinity of Indian Point for conditions as they existed during

May 1974. For comparative purposes, this figure also indicates observed

temperature and salinity. In comparing predicted and observed tempera-

tures and salinities, the predicted values are cross-sectionally

averaged at a given instant in time, while the observed values are

either taken at fixed points in space ar.d time and do not reflect cross-

sectional variations, or are cross-sectional averages based upon boat

transects which took hours to complete. In light of these differences,

model predictions must be considered quite good. Figure 6.9 shows

differences in predicted river temperatures for three different power

plant scenarios at the same cross sectica as in Fig. 6.8 during June

1974. The " clean river" case represents model results in the absence of

power plants; the "1974 conditions" case reflects power plant operations

,
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at that time; and the " full load" case assumes all nine power plants

operating at 100% capacity with once-through cooling.

Although water chemistry, sediment transport, and radionuclide '

transport were not part of the Hudson River study, CHMONE, SE00NE, and

RADONE can easily be applied with only minor modification to the ESTONE

input data set previously assembled. Figure 6.1,0 is an example of

CHMONE predictions showing downstream concentrations' of monochloramine

and hypochlorous acid as a result of cooling water chlorination of hypo-

thetical power plants under 1974 conditions. SE00NE results for the
'

HudsonRiverareshowninFig.6.11asgredicteddowbstreamdistribution'

of suspended and bed slurry sediments for four particle size classes
.>

under 1974 conditions. Figure 6.12 compares SE00NE predictions with

sediment transport observations and illustrates good ' agreement between

predicted and observed total sediment discharge in the Mississippi

River. Figure 6.13 shows the predicted downstream radionuclide concen-

trations in the sediment layer of the Hudson Rive.r generated by the

RA00NE code for the case of a hypothetical short-term release from the
'

Indian Point Power Plant. f,

As part of the, Hudson River study, it was necessary to generate

refined predictions in the vicini.ty of selected power plants. This was

accomplished through the application of a two-dimensional depth-averaged

version of FLOWER and,'where appropriate, the horizontaP jet zone-match-

ing methodology. Apart from the additional geometric information

required by the finer resolution and the supplemental open boundarf,'

conditions, all input data are identical to those used in ESTONE.

Figure 6.14;.s' ows the grid system, and Fig. 6.15 shows shoreline and
~

h

|
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|

q
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The specification of conditions at open boundaries such as those

present here (see Fig.' 6.15) is a problem common to many modeling

studies. When modeling a limited reach of a river or estuary, the

upstream and downstream ends of the reach of interest are frequently far

removed from locations where flow rate or surface elevation observations

are available. This presents a significant problen in establishing

. . _ - . . . .-- . . . _ _ _ _
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boundary conditions. The UTA approach presents a consistent means to

overcome this problem. The one-dimensional, computationally efficient

ESTONE code can be used to simulate conditions over a much greater

extent of the river or estuary. The upstrean and downstreams ends of

the modeled region are selected, for convenience, to coincide with loca-

tions where data is available. Volume flux and free-surface elevations

conditions predicted at interior elements can be used as boundary

conditions for a high resolution two- or three-dimensional simulation of

a limit channel reach. Such a procedure has been applied here. The

upstream and downstream boundaries of the modeled region shown in Fig.

6.14 were selected to coincide with computational points of the

previously applied ESTONE code.

The fine structure of the flow field induced by the Indian Point

shoreline discharge jet was simulated using the horizontal jet zone-

matching methodology described in Sect. 5.1. Predicted jet flow-field

results are given in Fig. 6.16. This flow field is input to FLOWER,

where it is superimposed on the predicted natural flow field. Figure

6.17 shows the total predicted plant-induced and natural flow field in

the vicinity of Indian Point at 9:00 a.m. on August 23, 1974. Figure

6.18 shows water temperature predictions at the same time. The figure

clearly shows the power plant-induced thermal plume, as well natural

i horizontal variations in water temperature.

It should be noted that the UTA thermal codes are capable of

accurately predicting natural thennal structures and total (natural plus

plant-induced) thermal structures. Incremental temperatures can be

| accurately predicted by running the desired code both with and without

i the power plants operating and subtracting the two results. This

i

,_. _ , . ~ _.- ._ -.
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approach is necessary in regicns which exhibit large spatial variations
I

:

j in temperature, because it is difficult (if not impossible) to distin-

guish a thennal plume from natural variations.

i

6.2 San Onofre

.

| San Onofre Nucir Generating Station is a three unit nuclear power

plant located on the coast of southern California. This case was

selected for inclusion in this report because it demonstrates the;

systematic application of the horizontal jet zone-matching methodology,
:

a simplified depth-averaged version of Fl.0WER, and RADTW0.,

The San Onofre intake / discharge configuration is shown in Fig.
;

6.19. The Unit 2 and 3 discharges are submerged off-shore diffusers.*

. _ . _ _ _ _ -. . _ . _ _ . . . _ _ _ _ . . _ _ . . _ . . .. _ __._ _
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Fig. 6.19. Configuration of the San Onofre circulating water
systems.

The Unit 1 discharge is a single submerged vertical pipe, and each unit

j has a submerged off-shore intake. i

The computational grid and shoreline representation used in the San

Onofre simulation is shown in Fig. 6.20. Bathymetric infonnation was

obtained from navigational charts. The diffuser-induced flow fields

were simulated by representing each diffuser as five horizontal jets and

superimposing individual jet solutions obtained from the horizontal jet

.

,,.---,-. - - - . . - -- , ,-----,- -- , - . - - - . - . - - - , --



_

_

._

_
.

gA
_

_
-

_
.

.

2 ;! i

3
0 , ." l

'' e2
. , i

-1 h

D . . ,W
- t
4
8 r

M oG f
W , d

- eL
N s

uR
O m

M .t
e

|I

_- -
' =

f s
yM

4 s

gE%W/
ygo d

= i

r

|- -
- E g

j

*
.- . d

- = - - g n
a

- = = gm
M

e- .n: 1

- E =go i i
- -

. Y
1

l s

. : E gc

.:l1

m
el

w
a

L| ..
$

.

1 H0 r3 m
I i oI r

gp
| p|

I ;yk.
|j, | #i ~

'.
E j

. .h
: ;

s
8 . : Ehg

_. : Ehg sh l

Eh n|uEgg 41
_ = E t a

u

! ! i
=

E
.tE

E cE r a

|i - '
E :=

E===@wWE fE == o .

' nA .to
u n

, of oi'

lt

- , '
_ , ' wf

' Pa
c
i

h' ' u,f
s '

.l
0p

. ' u 2. a
p

'i' nWi

6
u e

- aA .ri

gf

m#d
io- i
Fn3

i

-

'. i O

-
*!

-
,' r-r uY . n,

a
. S.

" +
tI

8

s
' ."I .

_

_

_
_

_

.



__

95

zone-matching methodology. The Unit 1 discharge was modeled as a point

source, and all three intakes were modeled as point sinks. The total

predicted power plant-induced flow field is shown in Fig. 6.21. Open-

water boundary conditions used in FLOWER were developed based upon

available current meter data.

Figures 6.22 and 6.23 present total predicted flow fields at

maximum and minimum (6 hrs later) flow conditions, respectively.

Figures 6.24 and 6.25 show predicted plant-induced excess temperatures

at times corresponding to Figs. 6.22 and 6.23, respectively. Figure
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Fig. 6.21. Plant-induced flow field resulting from the operation
of all three San Onofre units as predicted by the horizontal jet zone-
matching methodology.
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Fig. 6.22. Predicted, depth-averaged, full flow field in the
San Onofre region at 2:00 a.m. on the fifth day of the simulation.

6.25 clearly shows the presence of each unit's discharge appearing as

" hot spots" above each discharge structure. Excess temperatures were

calculated by running the code with and without the plants operating and

subtracting the two results. Unlike the Hudson River case, this proce-

dure was necessary due to the large natural temperature gradient in the

off-shore direction.

Using the input data set created for FLOWER and the FLOWER flow-

field results, the RADTWO code was used to simulate the distribution of

radionuclides resulting from a hypothetical accidental release from San
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Fig. 6.23. Predicted, depth-averaged, full flow field in the

San Onofre region at 8:00 a.m. on the fifth day of the simulation.

Onofre Unit 1. Figure 6.26 shows the predicted radionuclide distribu-

tion 24 hrs after the start of the accident and at the time in the tidal

cycle comparable to that shown in Fig. 6.22.

6.3 The Green River Case

The Green River case was selected to illustrate a full three-dimen-

sional application of FLOWER. The modeled region is a 1200 m reach of

the Green River around the Paradise Steam Plant, and the FLOWER code is

used to predict natural and plant-induced temperatures and flows.
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Fig. 6.24. Predicted, depth-averaged, excess temperatures in the
San Onofre region at 2:00 a.m. on the fifth day of the simulation.

Figure 6.27 shows the horizontal grid system and shoreline representa-

tion used. Note that grid cells vary from 20 to 80 m in both the down-

stream and cross-channel directions. Four vertical elements or layers

were used, with layer 1 being the bottom layer and layer 4 being the

surface layer. Figure 6.28 shows the bathymetry used in model

simulations.

Figure 6.29 shows predicted total (natural plus plant-induced)

velocities for each layer at two times during the simulation period.

The Paradise Steam Plant is located along the lower shoreline of these

i
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Fig. 6.25. Predicted, depth-averaged, excess temperatures in the
San Onofre region at 8:00 a.m. on the fifth day of the simulation.

figures. Both the intake and discharge structures are located along the

shore, with the discharge point occurring near the surface and the

intake structure located near the bottom upstream of the discharge.

Near the bottom Fig. 6.29(a), the strong shoreward flow upstream is

induced by the power plant intake, while the weaker shoreward flow down-

stream is entrainment induced by the surface discharge. In layer 2,

Fig. 6.29(b), little intake flow is evident, however, entrained dis-

charge flow is still apparent. In the upper two layers, Figs. 6.29(c)

and (d), the dominant features are the natural flow, and the plant dis-
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Fig. 6.27. Discrete-element, variable-size, rectangular grid
systen and shoreline representation used for the Green River power
plant simulation.

charge, which extends over the entire channel width near the discharge

point. Figure 6.30 shows predicted water temperatures for the four

layers, which correspond to the flow-field predictions presented in Fig.

6.29. Viewing the results for the four layers collectively, it is

apparent that this stretch of the Green River is well mixed and, under

natural conditions, would be at or near isothennal conditions as are

predicted to occur far upstream of the discharge. This figure also

shows that the heated discharge has produced a significant vertical

temperature gradient near the discharge and extending several hundred

meters downstream.
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Fig. 6.28. Depth contours for the flow region of the Green River
power plant simulation. Gradations of constant depth contours are from
3 to 10 m, respectively.
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