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ABSTRACT
|

i

|

Nine operational events that affected eleven commercial light-water reactors (L% Rs) during 1994 and that are considered
to be precursors to potential severe core damage are described. All these events had conditional probabilities of subsequent

4
severe core damage greater than or equal to 1.0 x 10 . These events were identified by computer-screening the 1994 licensee
event reports from commercial LWRs to identify those that could be potential precursors. Candidate precursors were then !

selected and evaluated in a process similar to that used in previous assessments. Selected events underwent engineering
evaluation that identified, analyzed, and documented the precursors. Other events designated by the Nuclear Regulatory
Commission (NRC) also underwent a similar evaluation. Finally, documented precunors were submitted for review by
licensees and NRC headquaners and regional offices to ensure that the plant design and its response to the precursor were
correctly characterized. This study is a continuation of earlier work, which evaluated 1969-1981 and 1984-1993 events.
The repon discusses the general rationale for this study, the selection and documentation of events as precursors, and the
estimation ofconditional probabilities ofsubsequent severe core damage for events. This document is bound in two volumes:
Vol. 21 contains the main report and Appendices A-H; Vol. 22 contains Appendix 1.

)
1
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PREFACE

He Accident Sequence Precursor (ASP) Program was established by the Nuclear Operations Analysis Center ni Oak Ridge
National Laboratory (ORNL) in the summer of 1979. The first major report of that program was published in June 1982
and received extensive review. Twelve reports documenting the review of operational events for precursors have been
published in this program (see Chap. 5). Rese reports describe events that occurred from 1969 through 1993, excluding

|
1982 and 1983. ney have been completed on a yearly basis since 1987.

The current effort was underttken on behalf of the Office for Analysis and Evaluation of Operational Data of the Nuclear
Regulatory Commission (NRC). ~he NRC Project Manage 4 P. D. O'Reilly,

ne methodology developed and utilized in the ASP Program permits a reasonable estimate ofthe significance ofoperational

| events, including observed human and system interactions. The present effort for 1994 is a continuation of the assessment
undertaken in the previous reports for operational events that occurred in 1969-1981 and 1984-1993.

The preliminary analyses of the 1994 events were sent for review to NRC staff and licensees for those plants for which
potential ASP events were identified. His is similar to the review process used for the 1992 and 1993 events. In addition,
the 1994 events were also independently reviewed as part of NRC's policy regarding probabilistic risk assessment (PRA)
activities. All comments were evaluated, and analyses were revised as appropriate.

Reanalyses typically focused on and gave credit for equipment and procedures that provided additional protection against
core damage. These additional features were beyond what was normally included in ASP analyses of events prior to 1992.
Therefore, comparing and trending analysis results from prior years is more difficult because analysis results before 1992
may have been different if additional information had been solicited from the licensees and incorporated.

For 1994 the total number of precursors identified is less than that of past years. This is due at least in part to incorporating
feedback on equipment, systems, procedures, etc., such that events initially identified as potential precursors with a

4 4
. conditional core damage probability somewhat greater than 10 were reanalyzed resulting in a value less than 10 , which

is the threshold for rejection. In addition, new models were used for the analysis of 1994 events. Rese models utilize ASP
class-based event trees and plant-specific linked fault trees. The models are based on previous work performed by ORNL.
The models were converted into the Integrated Reliability and Risk Analysis System software by the Idaho National |

IEngineering Laboratory. These new models, which obviously influence the calculation of conditional core damage

i probabilities for events, represent another factor for consideration when comparing results for 1994 with those from previous
' years.

| The operational events selected in the ASP Program form a unique data base of historical system failures, multiple losses |

ofredundancy, and infrequent core damage initiators. Rese events are useful in identifying significant weaknesses in design
and operation, for trends analysis conceming industry performance and the impact ofregulatory actions, and for PRA-related

| information.

Gary T. Mays, Director
Nuclear Operations Analysis Center

,

Oak Ridge National Laboratory
| P. O. Box 2009

Oak Ridge, Tennessee 37831-8065

(423)574-0394
|

|

|
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|FOREWORD

His report prmides the results of the review and evaluation of 1994 operational experience data by the Nuclear Regulatory
Commission's ongoing Accident Sequence Precursor (ASP) Program. He ASP Program prmides a safety significance
perspective of nuclear plant operational experience. He program uses probabilistic risk assessment (PRA) techniques to
prmide estimates of operating event significance in terms of the potential for wre damage. The types of events evaluated
include initiators, degradations of plant conditions, and safety equipment failures that could increase the pmbability of
postulated accident sequences.

|

The pnmary objective of the ASP Programis to systematically evaluate U.S. nuclear plant operating experience to identify, i
document, and rank those operating events which were most significant in terms of the potential for inadequate core cooling

!
and core damage. In addition, the pmgram has the following secondary objectives: (1) to categorize the precursor events

Ifor plant spdic and generic implications, (2) to prmide a measure which can be used to trend nuclear plant core damage
risk, and (3) to prmide a partial check on PRA-predicted dominant core damage scenarios. |

1

This year marked the completion of the initial development ofimprovements in the methods used for the ASP analysis of
operational events. The ASP analyses of 1994 operational experience were performed using the staffs recently developed
simplified, plant-specific, train-level models for analyzing operational events. Rese models are based on the staffs
Integrated Reliability and Risk Analysis System (IRRAS), which uses fault tree liriing tecimiques to quantify accident
sequences

in recent years, licensees of U.S. nuclear plants have added safety equipment and hmc imprm ed plant end emergency
operating procedures. Some of these changes, particularly those invohing use of attemate equipment or recovery actions
in response to specific accident scenarios, can have a significant effect on the calculated conditional core damage
probabilities for certain accident sequences. In keeping with established practice, the 1994 preliminary ASP analyses were
transmitted to the pertinent nuclear plant licensees and to the NRC stalTfor resiew. Re licensees were requested to re icw
and comment on the technical adequacy of the analyses, including the depiction of their plant equipment and equipment
capabilities. Each of the rniew comments received from licensees and the NRC stafIwas evaluated for reasonableness and
pertinence to the ASP analysis in an attempt to use realistic values. All of the preliminary precursor events were raiewed,
and the conditional core damage probability calculations were revised where appmpriate. The objective of this review
process was to pimide as realistic an analysis of the significance of the event as possible. In addition, consistent with the
recommendations of the NRC's interoffice PRA Working Group, each of the analyses has been independently peer
reviewed. His rniew prmided a quality check of the analysis, ensured consistency with the ASP analysis guidelines, and
verified the adequacy of the modeling approach and appropriateness of the assumptions used in the analysis.

The total number of precursors (9) identified for 1994 is less than last year. The two most important precursor events for
1994 censisted of an intersystem loss-of-coolant accident (LOCA) which occurred at a PWR during shutdown, and the
unavailability of both pressunzer power-operated relief valves (PORVs) for an extended period of time, which was
discovered at another PWR.

Charles E. Rossi, Director
Safety Programs Division
Office for Analysis and Evaluation
of Operational Data

NUREG/CR-4674, Volumes 21 and 22 11
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( l. Introduction

The Accident Sequence Precursor (ASP) Program involves the review oflicensee event reports (LERs) for operational
events that have occurred at light-water reactors (LWRs). He ASP Program identifies and categorizes precursors to
potential severe core damage accident sequences. The present report is a continuation of the work published in i

NUREGICR 2497, Precursors to PotentialSevers Core Damage Accidents: 1969-1979, A Status Report, ' as well as 1

ir earlierversions of this document.242This report details the review and evaluation of operational events that occurred
in 1994. The requirements for LERs are described in Title 10 of the Code of Federal Regulations, Part 50.73
(10CFR50.73). Guidance on complying with these requirements is contained in NUREG-1022, Licensee Event Report
System Description ofSystem andGuidelinesforReporting '"

1.1 Background j

The ASP Program owes its genesis to the Risk Assessment Review Group,'' which concluded that " unidentified event
sequences significant to risk might contribute... a small increment...[to the overall risld " he report continues,"It is
important, in our view, that potentially significant accident] sequences, and precursors, .1 they occur, be subjected to
the kind of analysis contained in WASH-1400."'7[ Evaluations donc for the1969-1981 period were the first efforts in
this type of analysis.

This study focuses on accident sequences in which, if additional failures had occurred, inadequate core cooling would
have resulted and, as a consequence, could have caused severe core damage. For example, a postulated loss-of coolant
accident with a failure of a high-pressure injection (HPI) system may be examined or studied. In this simple example,
the precursor would be the HPI system failure. |

i

Events considered to be potential precursors are analyzed, and a conditional probability of subsequent core damage is )
calculated. This is done by mapping the event onto ASP accident sequence models. Those events with conditional
probabilities of subsequent severe core damage 21.0 x 10'' are identified and documented as precursors.

1.2 Current Process

The current process for identifying, analyzing, and documenting precursors is described in det9 in Chapter 2.
Preliminary precursor analyses were reviewed by licensees and Nuclear Regulatory Commission (NRC) headquaders
and regional office staff. Each documented precursor analysis also received an independent review by an NRC ,

'

contractor.

In addition to the events selected as accident sequence precursors, events invohing (1) loss of containment function,
(2) unusual failure modes or initiators, and (3) events that are impractical to analyze were identified. These events are
also documented in this report.

The primary source of event information is the NRC's Sequence Coding and Search System (SCSS) data base. It
contained 1374 LERs for 1994, and the ASP computer search algorithm selected $86 of these for two-engineer review
as potential precursors. In addition, the NRC independently screens a number of data sources for potential precursors,
including emergency notifications (as required by 10CFR50.72), LERs, inspection reports, Augmented Inspection Team
(AIT) reports, and NRC-designated Significant Events. As a result of this process the NRC identified 36 events for
review. From all of these sources for event information, the two-engineer review process identified 58 events (culled
from 77 reports such as LERs and their revisions, AITs, etc.) as potentially significant events. Twenty-three of these
events were rejected after detailed review,12 events were determined to be impractical to analyze,1 event was
documented as a contaimnent event, and 9 events were documented as " interesting" events. He remaining 13 events

were found to be significant. Of these 13 events,1 event was determined to be a shutdown precursor,7 events were

1-1 NUREG/CR-4674, Vol. 21
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<

found to be individual at-powtr precursors, and the remaining 5 events were combined and analyzed as one precursor !

event.1he results of these ar.alyses are tabulated in Chapter 3. [

Chapter 2 describes the selection and analysis process used for the review of 1994 events. Chapter 3 provides a tabulation ,

'

of the precursor events, a summary of the more important precursors, and insights on the results. The remainder of this
report is divided into nine appendices: Appendix A describes the process used to model events, Appendix B describes
the ASP models, Appendix C contains the at-power precursors, Appendix D contains shutdown precursors, Appendix
E contains potentially significant events considered impractical to analyze, Appendix F contains the containment-relsted
event, Appendix G contains the " interesting" events Appendix 11 contains the resolution of licensee and NRC stafT
review comments, and Appendix 1 includes the LERs, inspection Reports, and Augmented Inspection Team reports ,

cited in Appendices C-G.
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2. Selection Criteria and Quantification
!

2.1 Accident Sequence Precursor Selection Criteria

ne Accident Sequence Precursor (ASP) Program is concerned with the identification and docurrentation of operational
events that have involved portions of core damage sequences and with the estimation of associated frequencies and
probabilities.

Identification of precursors requires the review of operational events for instances in which plant functions that provide
protection against core damage have been challenged or compromised. Based on previous experience with reactor plant
operational events, it is known that most operational events can be directly or indirectly associated with four initiators:
trip [which includes loss of main feedwater (LOFW) within its sequences), loss-of-offsite power (LOOP), small-break
loss-of-coolant accident (LOCA), and steam generator tube rupture (SGTR)(PWRs only). Rese four initiators are
primarily associated with loss of core cooling. ASP Program stafTmembers examine licensee ever.t reports (LERs) and
other event documentation to determine the impact that operational events have on potential core damage sequences.

2.1.1 Precursors

his section describes the steps used to identify events for quantification. Figure 2.1 illustrates this process.

A computerized search of the Sequence Coding and Search System (SCSS) data base at the Nuclear Operations Analysis
Center (NOAC) of the Oak Ridge National Laboratory was conducted to identify LERs that met minimum selection
criteria for precursors. His computerized search identified LERs potentially involving failures in plant systems that
provide protective functions for the plant and core-damage-related initiating events. Based on a review of the 1984-1987
precursor evaluations and all 1990 LERs, this computerized search successfully identifies ahnost all precursors within
a subset of approximately one-third to one-half of all LERs.

Events were also selected for review if an Augmented Inspection Team (AIT) or incident Investigation Team (IIT) !
report was written regaraing the event. In addition, the Nuclear Regulatory Commission (NRC) screens a number of i

iother data sources to identify events for review. These sources include Significant Events for the NRC's Performance
Indicator Program, events documented in NRC inspection reports, events reported in emergency notifications (as
required by 10CFR 50.72), as well as LERs. |

Those events selected for review underwent at least two independent reviews by difTerent NOAC staff members. Each
LER was reviewed to determine if the reported event should be examined in greater detail. His initial review was a ,

'

bounding review, meant to capture events that in any way appeared to deserve detailed review and to eliminate events
that were clearly unimportant. This process involved eliminating events that satisfied predefined criteria for rejection
and accepting all others as potentially significant and requiring analysis. Events also were eliminated from further review
if they had little impact on core damage sequences or provided little new information on the risk impacts of plant
operation; for example, short-term single failures in redundant systems, uncomplicated reactor trips, and LOFW events.

Events were eliminated from further consideration as precursors if they involved, at most, only one of the following:

a component failure with no loss of redundancy,

a short-term loss of redundancy in only one system,

a seismic design or qualification error,

an environmental design or qualification error,

a structural degradation,

an event that occurred prior to initial criticality,

a design error discovered by reanalysis,

2-1 NUREG/CR-4674, Vol 21



Selectio2 Crit:ria c:d Qntificctio3

an event bounded by a reactor trip or LOFW,

an event with no appreciable impact on safety systems, or

an event involving only post core-damage impacts.

Events identified for further consideration typically included the following:

unexpected core damage initiators (LOOP, SGTR, and small-break LOCA);

all events in which a reactor trip was demanded and a safety-related component failed;

all support system failures, including failures in cooling water systems, instrument air, instrumentation and
control, and electric power systems;

any event in which two or more failures occurred;

any event or operating condition that was not predicted or that proceeded differently from the plant design
basis;and

any event that, based on the reviewers' experience, could have resulted in or significantly afTected a chain of
events leading to potential severe core damage.

Events determined to be potentially significant as a result of this initial review were then subjected to a thorough, detailed
analysis. This extensive analysis was intended to identify those events considered to be precursors to potential severe
core damage accidents, either because of an initiating event or because of failures that could have affected the course
of postulated off-normal events or accidents. These detailed reviews were not limited to the LERs; they also used final
safety analysis reports (FSARs) and their amendments, individual plant examinations (IPEs), and other infonnation
available at NOAC and from the NRC, related to the events ofinterest.

The detailed review of each event considered the immediate impact of an initiating event or the potential impact of the
equipment failures or operator errors on the readiness of systems in the plant for mitigation of off-normal and accident
conditions. In the review of each selected event, three general scenarios (involving both the actual event and postulated

additional failures) were considered.

1. If the event or failure was immediately detectable and occurred while the plant was at power, then the event
was evaluated according to the likelihood that it and the ensuing plant response could lead to severe core
damage.

2. If the event or failure had no immediate effect on plant operation (i.e., if no initiating event occurred), then the
review considered whether the plant would require the failed items for mitigation of potential severe core
damage sequences should a postulated initiating event occur during the failure period.

*3. If the event or failure occurred while the plant was not at power, then the event was first assessed to determine
whether it could have occurred while at power or at hot shutdown immediately following power operation. If
the event could only occur at cold shutdown or refueling shutdown, or the condition clearly did not impact
at-power operation, then its impact on continued decay heat removal during shutdown was assessed; otherwise
it was analyzed as if the pla'it were at power.

For each actual occurrence or postulated initiating event associated with a selected operational event, the sequence of
operation of various mitigating systems required to prevent core damage was considered. Events were selected and
documented as precursors to potential severe core damage accidents (accident sequence precursors) if the conditional
probability of subsequent core damage was at least 1.0 x 104 (see Sect. 2.2) and the event satisfied at least one of the
four precursor selection criteria: (1) a core damage initiator requiring safety system response,(2) the failure of a system
required to mitigate the consequences of a core damage initiator,(3) degradation of more than one system required for
mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Events of low significance were thus
excluded, allowing attention to be focused on the more important events. This approach is consistent with the approach
used to define 1988-1993 precursors, but difTers from that of earlier ASP reports, which addressed all events meeting
the precursor selection criteria regardless of conditional core damage probability.

4Nine operational events with conditional probabilities of subsequent severe core damage 21.0 x 10 were identified
as accident sequence precursors. Eight of these were analyzed as at-power events, while the remaining event was
analyzed as a shutdown event.
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2.1.2 Potentially Significant Events Considered impractical to Analyze

In some cases, events are impractical to analyze due to a lack of information or the inability to reasonably model the
event within a probabilistic risk assessment (PRA) framework, considering the level of detail typically available in PRA
models and the resources available to the ASP Program.

Several events identified as potentially significant were considered impractical to analyze. It is thought that such events
are capable ofimpacting core demage sequences.11owever, the events usually involve component degradations in which
the extent of the degradation could not be determined or the impact of the degradation on plant response could not be
ascertained. Descriptiom of events considered impractical to analyze are provided in Appendix E.

2.1.3 Containment-Related Events
,

In addition to accident sequence precursors, events involving loss ofcontainment functions, such as containment cooling,
containment spray, containment isolation (direct paths to the environment only), or hydrogen control, were identified ;

in the yearly review of 1994 events and are documented in Appendix F.

2.1.4 " Interesting" Events

Other events that provided insight into unusual failure modes with the potential to compromise continued core cooling
but that were determined not to be precursors were also identified. Rese are documented as " interesting" events in .

Appendix G.

;

2.2 Precursor Quantification ,

,

Quantification of accident sequence precursor significance involves determination of a conditional probability of
subsequent severe core damage, given the failures observed during an operational event, his is estimated by mapping i

failures observed during the event onto the ASP accident sequence models, which depict potential paths to severe core ;

damage, and calculating a conditional probability of core damage through the use of event trees and linked fault trees
modified to reflect the event. The effect of a precursor on accident sequences is assessed by reviewing the operational

'

event specifics against system design information. Quantification results in a revised conditional probability of core
damage, given the operational event. The conditional probability estimated for each precursor is useful in ranking '

because it provides an estimate of the measure of protection against core damage that remains once the observed failures !

have occurred.

Two important changes were made this year to the calculation approach used in the ASP Program. Linked fault trees
are used instead of the earlier event tree based models. He use oflinked fault trees allows the impact of individual
component failures to be correctly addressed; this could only be approximated in the earlier models. In addition, the
probability calculated for condition assessments (events in which components are unavailable for a period of time during
which an initiating event could have occurred) has been modified. In the current report, the conditional core damage
probability (CCDP) during the time period given the failures observed is used to rank the condition assessment events.
In previous reports, the difference between the CCDP and the core damage probability (CDP) was used. His difference
was referred to as the conditional core damage probability in previous reports (although this is actually an importance
measure). To determine the importance measure, the conditional core damage probability given the failures that were
observed was calculated. nen the CDP was calculated for the same time period by assuming nominal failure rates for
all components, even those that were failed during the event. The difTerence between these values was used to rank the
condition assessments. For most of the condition assessments that meet the ASP selection criteria, the observed failures

significantly impact the core damage model. In these cases, there is little numeric difTerence between the CCDP and the
importance measure that was previously used (CCDP-CDP). For some events, however, nominal plant response during
the time period dominates the results. In these cases, the CCDP can be considerably higher than the importance measure.
For conditions that involve extended time periods, the CCDP can be quite large, even though the impact of the condition
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on the plant response is minimal. For example, the assessment of LER 250/94-005 (see p. C.5-4) resulted in a CCDP
of 9.7 x 10-5, a CDP of 9.5 x 10-5, and an importance measure of 1.8 x 10 . Because the reported event covers a one-year4

period of time, the assessment of the nominal plant response over the time period yields a baseline plant CDP of 9.5
x 10'5. De observed failures increase the CCDP to 9.7 x 10-5. By only looking at the CCDP for this event, its importance

. may be overestimated. Therefore, for condition assessments, the CCDP, CDP, and the difTerence between the two values
are provided for each condition assessment.

For initiating events, the CCDP used in the current report is the same as that used in previous reports, nat is, the CCDP
is calculated by setting the initiating event probability to 1.0 and modifying the other basic event probabilities based on
the observed performance of systems and components. Additional discussion concerning the analysis methods used can i

be found in Appendix A.

Some of the frequencies and failure probabilities used in the calculations were developed from pla st-specific data while
others are derived from data obtained across the light-water reactor (LWR) population. It is the goal of the ASP Program
to make the models as plant-specific as possible, reflecting plant-specific configuration, component reliability, and
operator actions. However, due to programmatic limitations, the current versions of the models sthl contain some
nonplant-specific data. The conditional probabilities determined using plant-specific data for each event may dilfer
slightly from those obtained with the current set of data. Appendix B documents the event trees and fault trees used in
the 1994 precursor analyses.

As a result of the changes made in the processes and the models used for the analysis of the 1994 events, the results are !

not directly comparable to the results of previous years.

2.3 Review of Precursor Documentation

This section describes the steps involved in the review of the event analyses. Figure 2.2 illustrates this process.

After completion of the preliminary analyses of the events, the analyses were transmitted to the pertinent nuclear plant
licensees and to the NRC staff for review. He licensees were requested to review and comment on the technical adequacy

,

of the analyses, including the depiction of their plant equipment and equipment capabilities. Each of the review j

comments was evaluated for reasonableness and pertinence to the ASP analysis. Although all of the preliminary
'

precursor events were sent out for review, comments were not received from all the licensees. Each of the comments
received was reviewed to determine the effect on the modeling of the events.

As with the 1993 events, the 1994 precursor analyses were also sent to an NRC contractor, Sandia National Laboratories
(SNL), for an independent review. He review was intended to (1) provide an independent quality check of the analyses,
(2) ensure consistency with the ASP analysis guidelines and with other ASP analyses for the same event type, and (3)
verify the adequacy of the modeling approach and appropriateness of the assumptions used in the analyses.

After the preliminary analyses were revised based on licensee, NRC, and SNL comments, the analyses were sent back
to the NRC and SNL for additional comments. The analyses were revised again, as necessary, based on tne additional

NRC and SNL comments.

He comments received on the preliminary analyses fell into three basic categories: (1) additional plant-specific
equipment and event mitigation strategies available for the initiating events of interest, (2) clarification of event
conditions and actual or potential licensee actions in response to the event, and (3) plant-specific probability data. De
comments varier' in level of detail and completeness. Due to program limitations, the applicability of the comments was
restricted to the associated analysis and no effort was made to assess the potential applicability of the comments to the
other analyses or the effects of modifying the remaining analyses in a similar manner. Reviewing the applicability of
each comment across all of the events would have afTected the conditional core damage probability for some of the

events. It is possible that this would affect the ranking of the events.

2-5 NUREG/CR-4674, Vol 21
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Figure 2.2. ASP review process.

NUREG/CR-4674, Vol 21 2-6

__-. _ _ . - _ _ _ - - - - _ - _ _ - _ _ _ _ _ _ - - _ _ _ _ - - _ _ _ _ - - _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _



. - - _ .- - .- - . - .._ - - - - - - - . - -- - ~ .- - -

I Selectin Criteri3 ccd Q:0:tificction
4

'
A summary of the comments received from the licensees and the NRC staff, as well as a response to each comment,
can be found in Appendix Il

t

j 2.4 Precursor Documentation Format
I

i
i The 1994 precursors am documented in Appendices C and D. The eight at-power events are contained in Appendix C,

{ and the shutdown event is contained in Appendix D. A description of each event is provided with additional information
relevant to the assessment of the event, the ASP modeling assumptions and approach used in the analysis, arul analysis I,

results. A figure indicating the dominant core damage sequence associated with each event is also included. j
i

For mest events the conditional core damage probability calculation is documented in a series of tables. The tables.

include selected basic event probabilities; sequence logic; probabilities, imponance, and system names for higher;

| probability sequences; and selected cut sets for higher probability sequences. For the remaining events, the calculational
; methods are described in the text. Copies of the LERs, NRC inspection reports, and AIT reports relevant to the events

are contained in Appendix L
,

j

i 2.5 Potential Sources of Error
i
<

! As with any analytic procedure, the availability of information and modeling assumptions can bias the results. In this
3 section, several of these potential sources of error are addressed.

j 1. Evaluation ofonly a subset of1994 LERs. For 1969-1981 and 1984-1987, all LERs reported during the year ;

; were evaluated for precursors. For 1988-1994, only a subset of the LERs was evaluated in the ASP Program
; after a computerized scamh of the SCSS data base and screening by NRC personnel. While this subset is thought
; to include most serious operational events, it is possible that some events that would normally be selected as
j precursors were missed because they were not included in the subset that resulted from the screening process.

Since 1993, this likelihood has been reduced due to the augmentation of the LER screening process within the4

ASP Program by the NRC's daily review of other sources of operational event data.
,

! 2. Inherent biases in the selection process. Although the criteria for identification of an operational event as a
4 precursor are fairly well-defined, the selection of an event for initial review can be somewhat judgmental.

Events selected in the study were more serious than most, so the majority of the events selected for detailed
review would probably have been selected by other reviewers with experience in LWR systems and their

; operation. Ilowever, some differences would be expected to exist; thus, the selected set of precursors should
; not be considered unique. With the augmentation of the LER screening process by multiple NRC resiews of

operational data sources, the influence of this error source on the results should be significantly reduced.

; 3. Lack ofappropriate event information. 'Ihe accuracy and completeness of the LERs and other event-related
documentation in reflecting pertinent operational information are questionable in some cases. Requirements
associated with LER mporting (i.e.,10 CFR 50.73), plus the approach to event reporting practiced at particular

j plants, can result in variation in the extent of events reported and report details among plants. Although the
LER Rule of 1984 has reduced the variation in reported details, some variation still exists. In addition, only ;

details of the sequence (or partial sequences for failures discovered during testing) that actually occurred are |
|

1 usually provided; details conceming potential attemate sequences of interest in this study must often be
'

inferred.

I 4. Accuracy ofthe ASP models andprobability data. The event trees used in the analysis are plant-class specific

i and reflect differences between plants in the eight plant classes that have been defined. The fault trees am |

1 structured to reflect the plant-specific systems. While major difTerences between plants are represented in this
way, the plant models utilized in the analysis may not adequately aflect all imponant difTerences. Known
problems concern ac power recovery following a LOOP and battery depletion (station blackout issues).

4 Modeling improvements that address these problems are being pursued in the ASP Program. |

1 |
!
1
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Several problems have been noted with the new 1RRAS-based models supplied to ORNL by the NRC that
were used to analyze the 1994 events identified. Not all of these problems could be resolved prior to the
completion of this report. ORNL event analysts identified and corrected those problems that were judged to
have a significant impact on the analysis results. Determining the impact of the remaining problems is currently
beyond the scope of the ASP Program resources. Ilowever,it is believed that the remaining modeling problems
will not significantly impact the results presented.

Because of the sparu: ness of system failure events, data from many plants must be combined to estimate the
failure probability of a multitrain system or the frequency oflow- and moderste-frequency events (such as
LOOPS and small-break LOCAs). Because of this, the modeled response for each event will tend toward an
average response for the plant class. If systems at the plant at which the event occurred are better or worse than
average (diflicult to ascertain without extensive operating experience), the actual conditional probability for
an event could be higher or lower than that calculated in the analysis.'

Known plant-specific equipment and procedures that can prmide additional protection against core damage
beyond the features included in the . ASP models were addressed in the 1994 precursor analysis. His
information was not uniformly available; much of it was provided in licensee comments on preliminary
analyses and in IPE documentation available at the time this report was prepared. As a result, consideration of
additional features may not be consistent in precursor analyses of events at different plants. Ilowever, multiple
events that occurred at an individual plant or at similar units at the same site have been consistently analyzed.

5. Diplculty in determining the potentialfor recomy offailed equipment. Assignment af recovery credit for an
event can have a significant impact on the assessment of the event. The approach used to assign recovery credit

| is described in detail in Appendix B. Le actuallikelihood of failing to recover from an event at a particular
plant is difficult to assess and may vary substantially from the values currently used in the ASP analyses. This
difliculty is demonstrated in the genuine differences in opinion among analysts, operations and maintenance

|
personnel, and others, concerning the likelihood of recovering from specific failures (typically observed during

! testing) within a time period that would prevent core damage following an actual initiating event.
1

| 6. Assumption ofa 1-month test interval. The core damage probability for precursors invohing unavailabilities
I is calculated on the basis of the exposure time associated with the event. For failures discovered during testing,

the time period is related to the test intetral. A test interval of 1 month was assumed unless another interval
was specified in the event documentation. See Reference 2 for a more comprehensive discussion of test interval
assumptions.

.
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3. Results

This chapter summarizes results of the resiew and evaluation of 1994 operational events. The primary result of the ASP
4Program is the identification ofoperational events with conditional core damage probabilities of 21.0 x 10 that satisfy

at least one of the four precursor selection criteria: (1) a core damage initiator requiring safety system response, (2) the'

failure of a system required to mitigate the consequences of a core damage initiator, (3) degradation of more than one
system required for mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Nine such events
identified for 1994 are documented in Appendices C and D.

Direct comparison of results with those of earlier years is not possible without substantial effort to reconcile analysis
differences. The plant-class event trees and plant-specific fault trees were first used to model the current year's events.
Additional equipment and procedures (beyond those addressed in the ASP models described in Appendix A of Vol.17)
were incorporated into the analysis of 1992 and 1993 events. The models used in the analysis of 1988-1993 events
differ from those used in 1984-1987 analyses. Starting in 1988, the project team evaluated only a portion of the LERs
(as described in sect. 2.1.1). Before 1988, all LERs were - icwed. Beginning with the review of 1993 events, the
screening and review of LERs in the ASP Program werr : mented by the NRC's screening and resiew of other
operating event data. Because of the iifferences in review se * ' alysis methods, only limited observations are provided
here. Refer to the 1986 precursor report' for a discussion of coservations for 1984-1986 results and to the 1987-1991
reports *3" for the results of those years. |

3.1 Tabulation of Precursor Events

The 1994 accident sequence precursor events are listed in Tables 3.1-3.6. The following information is included in each I
I

table:

Docket / document number associated with the event (Event Identifier)

Name of the plant where the event occurred (Plant)

A brief description of the event (Description)

Conditional probability of potential core damage associated with the event [p(cd)]

Date of the event (Event Date)

Plant type (Plant Type)

Initiator associated with the event or unavailability if no initiator was involved (Event Type)

The tables are sorted as follows:

Table 3.1-At-power precursors invohing unavailabilities sorted by plant

Table 3.2-At-power precursors invohing initiating events sorted by plant

Table 3.3-Shutdown precursors invohing initiating events sorted by plant

Table 3.4-At-power precursors invohing unavai! abilities sorted by conditional core damage probability

Table 3.5-At-power precursors invohing initiating events sorted by conditional core damage probability

Table 3.6-Shutdown precursors invohing initiating es ents sorted by conditional core damage probability

31 NUREG/CR-4674, Vol. 21
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Table 3.1. At-power precursors involving unavailabilities sorted by plant

Plant Event identifier Description jnt p(ed) f.ant

Motor Control Center Tnps
4

Dresden 2 LER 237/94-018 Due to improper Breaker BWR 6/8/94 6.1 x 10 Unavail.
Settings

Long-Term Unavailability of
4Dresden 2 LER 237/94-021 liigh Pressure Coolant BWR 8/4/94 3.1 x 10 Unavail.

Injection
:

MRs Power-Operated Relief ,

2 4
11addam Neck Valves and Vital 480-V ac PWR 2/16/94 1.4 x 10 Unavail.-005 -0 -013,

us DegraM j
IR 213/94-03

Point Beach Both Diesel Generators 4LER 266/94-002 PWR 2/8/94 1.2 x 10 Unavail.
and 2 Inoperable

Turkey Point Load Sequencers Periodically 4LER 250/94-005 PWR 11/3/94 1.8 x 10 Unavail.
3 and 4 Inoperable

Unavailability of |

* "" ^ 4Zion 2 LER 304/94-002 PWR 3/7/94 2.3 x 10 Unavail. [,te P mp a d
Emergency Diesel Generator ,

Table 3.2. At-poner precursors involving initiating es ents sorted by plant

ant nt EePlant Event identifier Description p(cd)

Trip, Loss of 13.8-kV Bus,
and "" 4

f,."
#

Calvert Cliffs 2 LER 318/94-001 PWR 1/12/94 1.3 x 10go S em
Unavailable
Scram, Main
Turbine-Generator Fails to

fs at on
4 *River Bend LER 458/94-023 BWR 9/8/94 1.8 x 10o 1 ng md T

Control Rod Drive '

Systems Unavailable
i

Table 3.3. Shutdown precursors involving initiating events sorted by plant

Plant Event identifier Description Ijnt p(cd) E5y""I
,

Reactor Coolant System
'

Blows Down to Refueling a Intdacing i
WolfCreek 1R 482/94-018 PWR 9/17/94 3.0 x 10% ater Storage Tank Durin8 LOCA !

110t Shutdown i

.
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Table 3.4. At-power precursors involving unavailabilities sorted by conditional core damage probability

ant E nt 'ent
p(cd) Plant Event identifier Description ,

Power-Operated Relief
3/94-0044 Vahes and Vital 480-V ac 2/16/94 Unavail.1.4 x 10 Iladdam Neck PWR -005,-007,'-013,

Bus egra M
IR 213/94-03

Unavailability of ,

Tu in ri m Auxiliary
2.3 x 10-5 Zion 2 PWR LER 304/94-002 3/7/94 Unavail.

Emergency Diesel Generator

Mnt Beach I 0 #5'I U*''' "
1.2 x 10-5 PWR LER 266/94-002 2/8/94 Unavail.

and 2 Inoperable

Motor Control Center Trips

6.1 x 10 Dresden 2 BWR LER 237/94-018 Due to Improper Breaker 6/8/94 Unavail.4
:Settings

Long-Term Unavailability of
!

3.1 x 10 Dresden 2 BWR LER 237/94-021 High Pressure Coolant 8/4/94 Unavail.4

Injection

4 Y
Load Sequencers Periodically

1.8 x 10 PWR LER 250/94-005 11/3/94 Unavail.
3 and 4 Inoperable ,

t

Table 3.5. At-power precursors involving initiating events sorted by conditional core damage probability

''" ",t Event identifier Description yntE ent
p(cd) Plant ,

Scram, Main
"

Turbine-Generator Fails to

fs at on C 9/8'941.8 x 10'5 River Bend BWR LER 458/94-023 ling and
Control Rod Drive
Systems Unavailable |

Trip, Loss of 13.8-kV Bus,
d rt Tenn Sahater Rea or

1.3 x 10-5 Calvert Cliffs 2 PWR LER 31894-001 1/12/94Cog ,

| Unavailable

Table 3.6. Shutdown precursors involving initiating events sorted by conditional core damage probability

ant ynt
p(cd) Plant Event identifier Description ([,",t

'

'' Reactor Coolant System
Bl ws Down to Refuermg Intedacing

3.0 x 10-3 WolfCreek PWR IR 482/94-018 9737j94
Water Storage Tank Durm, g LOCA
flot Shutdown
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3.1.1 Potentially Significant Events That Were Impractical to Analyze

Twelve potentially significant events were considered impractical to analyze for 1994. Typically, this event category
includes events that are impractical to analyze due to lack ofinformation or the inability to reasonably model the event
within a probabilistic risk assessment framework, considering the level of detail typically available in probabilistic risk
analysis models. Dese potentially significant events are documented in Appendix E of this report.

3.1.2 Containment-Related Events

One containment-related event was found for 1994. This event category includes losses of containment functions, such '

as containment cooling, containment spray, containment isolation (direct paths to the environment only), or hydrogen
control. A description of this event is located in Appendix F.

3.1.3 " Interesting" Events

Nine " interesting" events were found for 1994. This event category includes events that were not selected as precursors
and events rejected on low probability that provided insight into unusual failure modes with the potential for compromise
of continued core cooling. For example, a particularly interesting event occurred at Salem 1. Following an unexpected
reactor trip at Salem I, two safety injections (SI) were automatically initiated. The first SI was caused by a main steam
pressure pulse and resulted in the pressurizer filling completely with water. This is called a" solid condition." The second
S1 was caused by a rapid decrease in reactor system pressure when a secondary-side safety valve opened with the

: pressurizer " solid." The pressurizer power-operated relief valves actuated over 300 times during this event. Complete
descriptions of this event and other " interesting" events are located in Appendix G of this report.

3.2 Important Precursors

dTwo precursors with conditional core damage probabilities of 210 were identified for 1994. Events with such
conditional probabilities have traditionally been considered important in the ASP Program. For 1994, these events
include the following:

3.2.1 Wolf Creek, RCS Blows Down to Refueling Water Storage Tank During Hot
Shutdown

At 0400 hours on September 17,1994, Wolf Creek was in Mode 4 preparing to begin a refueling outage with a reactor
coolant system (RCS) pressure of 340 psig and temperature of 300*F. Two reactor coolant pumps (RCPs) were in
service, the steam generators were filled, and the condenser and condensate systems were secured. The safety injection
(SI) pumps and one oftwo centrifugal charging pumps were out ofservice with breakers open to prevent low-temperature
overpressurization. Residual heat removal (RHR) train A was in service to provide shutdown cooling.

Maintenance work was being performed on RHR valve 8716A, the A RHR to safety injection system hot leg recirculation
isolation valve, and efforts were in progress to ready RHR train B for use.

RHR train B was being lined up for recirculation back to the refueling water storage tank (RWST) to raise boron
concentration before placing the train in service. This required the opening of valve 8717, a manual valve in the 8-in.
common line from the RHR pump discharge headers to the RWST emergency core cooling systems (ECCS) pump
suction header. A nuclear station operator (NSO) was dispatched to locally open valve 8717. The operators then recei ved
a call from a plant electrician requesting that valve 8716A be stroked (closed and reopened) in support of a test procedure.
Meanwhile, the NSO had arrived at valve 8717 and prepared to open it.
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Approximately 3 ft from the NSO, the electrician was working on valve 8716A, but neither he nor the NSO recognized
the significance of opening valves 8717 and 8716A simultaneously. When opened together, valves 8716A and 8717
provide a direct pathway from the RIIR pump discharge to the RWST ECCS suction header. When the control room
operator closed valve 8716A from the control room, the operator stationed at valve 8717 apparently had only begun
opening it. As water flowed from the RCS to the RWST, pressurizer level dropped about 2%, but this was not noted
until the event was reviewed later. After valve 8716A closed, the control room operator waited about 30 s and then

reopened it.

Valve 8717 was fully open by this time and reactor coolant inventory began rapidly flowing to the RWST. He operator
stationed at 8717 observed loud flow and water hammer noises, called the control room to repost them, and was instructed
to close the valve. This instruction was apparently based on good operating practice to reclose a valve w hen unexpected
flow and noise result from opening it, rather than from an understanding of the circumstances of the event. At the same
time, control room personnel received a high RWST level alann, the pressurizer level high annunciator cleared, and the
pressurizer level instrumentation " pegged low."

Operatois responded by tripping the RCPs, increasing charging flow, and manually isolating letdown. A relief
supervising operator who was present at the time identified the flow path through valves 8716A and 8717 to the RWS T.
Operators closed valve 8716A, isolating Se blowdown about 66 s into the event.

During the time that the blowdown was in progress, about 9,;00 gal flowed from the RCS to the RWST, causing the
RWST to overflow. Approximately 650 gal overflowed from the RWST to the waste holdup tank. He RIIR and charging
systems remained in service, and RCS level was gradually restored.

Subsequent analysis duermined that, had the blowdown not been quickly isolated, the primary system could have
drained down to the RCS loop elevation in as little as 3 min. The RWST ECCS suction header could have been filled
with steam shortly thereafter. It was further detennined that an operating RIIR pump could have been damaged by as
little as 0.5 min of operation after the primary system drained down to the RCS loop clevation. Unisolated, the blowdown
could have led to core uncovery in as little as 30 min, based on a Westinghouse analysis of the event.

The Westinghouse analysis, performed after the event, suggests that once the RWST ECCS suction header voided,
operation of the multistage SI pumps would have resulted in their failure. Isolation of the blowdown path would have
allowed water to flow back from the RWST into the suction header; however, there is no assurance that the ECCS pumps
could fulfill their functions while drawing water from the RWST following such an event.

The Westinghouse analysis also indicates that if the suction header voided, recovery of the RIIR pumps would be
problematic even if they were shut off in time. In less than the time required to fill, vent, and restart an RIIR pump,
reactor pressure could exceed the RIIR reactor high-pressure shutotT point.

Evaluation of this event is strongly influenced by assumptions regarding human reliability, the time and degree of efTort
required to recover ECCS systems, and the viability of the " reflux" cooling method, wherein steam from a boiling core
may be condensed in the steam generator tubes with the condensate draining back to the reactor. Substantial uncertainty
is associated with each of these assumptions.

Approximately 3 min were available for the operators to diagnose and isolate the blowdown before all RIIR and ECCS
pumps w ere rendered inope-able. Even though procedures did not address the response to this condition, the operators'
understanding of the existing system alignment allowed them to rapidly diagnose and correct the problem. During the
event, the blowdown was isolated after a period of 66 s.

To estimate the likelihood that operators would fail to isolate the blowdown prior to uncovering the RC S loops, the time
reliability correlation (TRC) models from Human Reliability Analysis (Dougherty and Fragola, Wiley,1988) were
employed. Operator response within the first 3 min was assumed to be rule-based and without hesitancy. This is
considered appropriate based on the indications available to the operators at the time. Setting the median response time
to the response time observed in this event (40 s), and using Table 10-8 of Dougherty and Fragola, results in an estimated
crew error probability of 0.06.
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Had operators failed to isolate the blowdown path within 3 min, a direct vent path would have been established from
the RCS through the RWST. Analyses were performed showing that core damage could have occurred as little as 27 min
later.

.After the RCS loops voided at 3 min, the ECCS common suction header would have begun to void. Additional
consequences of a failure to terminate the event prior to this point would require more difficult operator actions. nese
actions we~ considered recovery (general diagnosis that must be used in the absence of rules) with hesitancy (due to
conflict, burden and imcertainty) within the context of the TRC model. Based on Table 10-11 in Dougherty and FraFola,
a crew failure probability of 0.05 is estimated for the 27-min time period.

If the blowdown had been isolated after the loops voided (after 3 min, but before 30 min), substantial time and effort
would have been required to refill and vent the RWST ECCS suction header and the ECCS pump suctions, which are
aligned to it. An analysis performed by Westinghouse indicates : hat significant voids entrained in the suction supply
(5-20%) would guarantee a loss of ECCS prime, and other analyses have shown that operation in that condition for
more than a minute or two would cause pump failure.

Without extensive venting and priming, the high-pressure pumps would be expected to fail after loop voiding. He
high-pressure ECCS pumps were, therefore, assumed in this analysis to be unavailable once the RWST ECCS suction
header voided.

A conservative analysis (without consideration of steam generator secondary side inventory that existed during the
event) showed that, without some form of decay heat removal, pressure in the RCS could exceed the RHR pump shutoff
head within as little as 15 min. His is less than the time that would likely be required to restore the RHR system to
service. As the power-operated relief valves (PORVs) were found to be inoperable subsequent to this event, it was
assumed that depressurization of the RCS would have been difficult to achieve. He RiiR pumps were, therefore,
assumed to be inoperable once the RWST ECCS suction header voided. He only remaining decay-heat ramoval path
would be reflux cooling via the steam generators (SGs). He SGs were available during the event, and reflux cooling
was considered a viable core cooling method. In the short term, the water inventory in the SG would provide decay heat
removal. Eventually, SG makeup and the opening of atmospheric vent valves would be required for continued heat
removal via this method. Reflux cooling requires two SGs for success. Assuming both motor-driven auxiliary feedwater
pumps and all four steam generators and their atmospheric dump valves are available, a failure probability of- 7.0

4
x 10 is estimated for reflux cooling based on component failure probabilities used in the IRRAS-based ASP models
for Wolf Creek. It should be noted that this estimate addresses equipment availability only and not the uncertainty in
the viability of the reflux cooling method. Since consideration of such uncertainty is bepnd the scope of this analysis,
the potential impact of reflux cooling being unavailable or ineffective was addressed in a sensitivity analysis.

4The probability ofcore damage for this event is 3.0 x 10 . His estimate is probably conservative in that it assumes all
ECCS pumps are unavailable once significant voiding occurs in the ECCS common suction header. Assumptions
conceming the viability of reflux cooling play an important role in the core damage probability estimated for this event.
For example, an assumed failure probability of-0.05 for reflux cooling raises the estimated core damage probability

4by a factor of 2, to 6.0 x 10

3.2.2 Haddam Neck, Power-Operated Relief Valves and Vital 480-V ac Bus Degraded

During testing on February 16,1994, it was discovered that one of two feed breakers to motor control center-5 (MCC-5)
could jam and fail to close when demanded. MCC-5 supplies power to a number of vital components in both safety
system trains. During testing on February 19,1994, it was discovered that air operators for the pressurizer PORVs were
experiencing control air leaks and that the PORVs could not be operated properly from their safety-grade control air
supply. Investigation revealed that repairs to fix a prior PORV failure were made incorrectly during the previous
refueling outage. ne PORV diaphragms were not seated correctly and were coated with a lubricant rather than a required
scalant. A substantial air leak resulted, and the PORVs could not be opened more than 50%. The combined conditional

4core damage probability estimated for these events is 1.4 x 10 .
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Surveillance testing of the PORVs in May 1993 identified that one valve was experiencing leakage from its diaphragm
assembl . His leak, in conjunction with failure of the associated air pressure regulator, resulted in excessive airj

consumption. Had the system been demanded, operator action to isolate the leaking PORV would have been required
to ensure an adequate long-term supply of control air to the other PORV. Repairs to the system, including replacement
of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage.

The design ofthe new diaphragms varied somewhat from the original ones, which may have contributed to the difficulties
experienced during the replacement process. Errors were made during the replacement, including the use of a lubricant
instead of a sealant around the diaphragm's bolt circle. This allowed the diaphragm to extrude out between the sections
ofits housing, creating a pathway for air leakage. An NRC inspection team report related to this event indicates that
both valves could only be opened about 50% during testing. He LER for the event indicates that two safety functions
were potentially compromised by the PORV failures: feed-and-bleed cooling and high-pressure safety injection (HPSI)
makeup during certain small-break LOCAs.

De HPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for
feed-and-bleed cooling to succeed. Air is supplied to the PORVs from the containment air compressors. He containment
air compressors, which are located within the containment building, are not rated for the environmental conditions that
could occur during feed-and-bleed cooling, and the compressors could be expected to fail under such conditions. The
PORVs are also provided with safety-related control air accumulators that maintain a reserve supply of control air in
the event of compressor failure, but these accumulators were inadequate to operate the PORVs du'ug the time that the
air-operator diaphragms were damaged. As a result of their incorrect installation, the PORV air-operator diaphragms
were damaged and subject to leakage from some unknown time after they were replaced during the 1993 refueling
outage until the condition was discovered on February 19,1994.

During a period of time overlapping the PORV unavailability, the automatic bus transfer (ABT) circuit for MCC-5
failed when tested. At the time of the event, MCC-5 supplied many pieces ofimportant equipment in both trains,
including equipment that would have been required for successful operation of HPSI, low-pressure safety injection
(LPSI), recirculation, long-term cooling, containment spray, reactor coolant (RC) system loop isolation, one PORV
block valve, emergency boration, feedwater isolation, RC pump seal cooling, service water, control air, and the closed
cooling water system. Subsequent to this event, modifications were made to reduce the dependency upon MCC 5.

MCC-5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, it is
aligned such that bus 5 is the preferred supply, anti bus 6 is the alternate supply. At the time of the event, if the preferred
supply was lost, an ABT system aligned MCC-5 to the attemate bus. If power was restored to the preferred bus, the
ABT would realign back to the preferred bus. During a test of the ABT system, bus 5 was deenergized. As designed,
the breaker supplying MCC-5 from bus 5 opened, and the supply breaker from bus 6 automatically closed to restore
power. When bus 5 was reenergized, MCC-5 automatically realigned itself to bus 5. During the second part of the test,
the preferred power source selector switch (PPSSS) for the ABT is moved to make bus 6 the preferred power supply
and bus 5 the altemate. When the PPSSS was moved to the bus 6 position, the bus 5 supply breaker opened as expected
but the bus 6 supply breaker failed to automatically close, deenergizing MCC-5.

Subsequent investigation revealed that a mechanic .i detect in the MCC-5 feeder breaker from bus 6 prevented it from
closing. This mechanicsl defect caused the breaker to randomly fail. With bus 6 still energized and selected as the
preferred power source to MCC-5, the bus 5 supply to MCC-5 was prevented from closing by the ABT system logic.

The event was modeled as an unavailability of the PORVs for feed-and-bleed cooling and the bus 6 feeder breaker for
MCC-5. ne last successful operation of the PORVs was during an outage in May and June of 1993 following installation
of the new diaphragms. He likely cause of the PORV failure was incorrect installation of the air-operator diaphragms
during the 1993 outage. It was, therefore, assumed that the PORVs were inoperable for feed-and-bleed cooling from
July 1993 until the leakage was discovered on February 19,1994.

The defect that led to the intermittent failure of the bus 6 feeder breaker was presumed to have existed from the time of
the previous failure during the June 1993 refueling outage until the time of this event in February 1994. De interval
analyzed was the period from July 21,1993, until February 19,1994; a period of 234 days (4728 h).

b
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Results

ne analysis of this event is similar to the analysis of LER 213/93-007 and AIT Report 213/93-80 provided in the
1993 ASP Program Annual Report (NUREG /CR-4674, ORNI/NOAC-232, Vols.19 and 20). That analysis also dealt
with failures of PORV control air system components coincident with inoperability of the MCC-5 ABT.

4
He conditional core damage probability estimated for the combined event is 1.4 x 10 . Postulated LOOPS contribute
approximately 78% of the core damage probability. The dominant sequence, which contributes about 30% of the total
involves a postulated LOOP, emergency power success, recovery of ac power and MCC-5, and failure of AFW and
feed-and-bleed cooling.

3.3 Number of Precursors Identified

4
Nine precursors (p(core damage);t10 ] af'ecting ii units were identified in 1994. De distribution of precursors as a
function of conditional probability is shown in Table 3.7. The distribution of 1988-1993 precursors is also shown for
comparison purposes.

Table 3.7, ' Number of precursors by year

4 4 d 4 To a' "
Year 10'3 s p(cd) < 1 10 s p(cd) < 10'3 10 s p(cd) < 10 10 s p(ed) < 10-5

r u
1988 0 7 14 11 32
1989 0 7 11 12 30
1990 0 6 Il 11 28
1991 1 12 8 6 27
1992 0 7 7 13 27
1993 0 4 7 5 16

1994 1 1 4 3 9

As described previously, differences in the ASP models and the analysis methods from year to year preclude a direct
comparison between the number of events identified for difTerent calendar years. In particular, the conditional core
damage probabilities estimated for the 1992 through 1994 events are lower for equivalent events in earlier years because
supplemental and plant-specific mitigating systems beyond those included in the ASP models were incorporated into
the analyses. In addition, new modeling techniques were adopted for the analysis of the 1994 events.

3.4 Insights

A review of the analyses for all nine precursors for 1994 revealed the following trends across the different analyses.

1. As can be seen in Tables 3.4 through 3.6, five of the six events with p(cd) greater than 10-5are pressurized-water
vor (PWR) events. For all 1994 precursors, six were associated with PWRs and three with boiling-water
reacton. (dWRs).

2. Only two : vents involved at-power initiators. Six events involved at-power unavailabilities. De number of
at-power unavailabilities decreased from eight in 1993 to six in 1994. He number of at-power initiators
decreased from eight in 1993 to two in 1994.

3. hw of the precursors associated with at-power unavailabilities involved the degradation or unavailability of
electrical equipment: (1) the degradation of the bus transfer scheme for MCC-5 at fladdam Neck, (2) the
degradation of the emergency load sequencers at Turkey Point Units 3 and 4,(3) improper breaker settings for
a motor control center at Dresden Unit 2,(4) both emergency diesel generators (EDGs) inoperable at Point
Beach Units 1 and 2 (one removed frorn service for maintenance, the other had a failed electrical fuel pumr-
and exciter), and (5) Zebra Mussel shells were found in the lube oil and jacket water coolers for one ci the
EDGs at Zion Unit 2.
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Table 3.8. Number of precursors by event type

Event estegory 210'3 10 s p(ed) <10'3 10'8s p(ed) <10 10 s p(ed) <l0-5 Total4 4 4

At-power . 0 1 7 3 6unavailabilities -

At-power
0 0 2 0 2initiators

Shutdown
1 0 0 0 1initiators

4. Four of the six precursors associated with unavailabilities occurred at PWRs. One of the precursors associated
with the initiating events occurred at a BWR and the other occurred at a PWR.

5. Six of the nine events (67%) occurred at multiunit sites. This is about the same as the percentage of units at
multiunit sites (71%). Two of the precursor events affected both units at a dual-unit site.

A review of the ASP reports for 1990-1994 indicates the following trends.

1. Long-term unavailabilities and LOOP init ators typically dominate the events with the highest conditional core
damage probabilities.

2. The events with the highest coaditional core damage probabilities are dominated by PWRs.

3. The number of precursors identified for 1994 is lower than for previous years. 'Ihis decrease is due in part to
the differences in the ASP models for 1994. In addition, the conditional core damage probabilities estimated
for the 1994 cvents are lower than equivalent events in earlier years because of consideration of supplemental
and plant-specific mitigating syst:ms beyond those modeled in the ASP models. A number ofeve/as that w ould
have met the precursor criteria for prior years were rejected on low probability following the incorporation of
additional mitigating systems in the models.

-
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4. Glossary

Accident. An unexpected event (frequently caused by equipment failure or some misoperation as the result of human
error) that has undesirable consequences.

Accident sequenceprecursor. A historically observed element or condition in a postulated sequence of events leading
to some undesirable consequence. For purposes of the ASP Program, the undesirable consequence is usually severe core
damage. He identification of an operational event as an accident sequence precursor does not ofitselfimply that a
significant potential for severe core damage existed. It does mean that at least one of a series of protective features
designed to prevent core damage was compromised. De likelihood of severe core damage, given the occurrence of an
accident sequence precursor, depends on the effectiveness of the remaining protective features and, in the case of
precursors that do not include initiating events, the probability of such an initiator.

Availability, ne characteristic of an item expressed by the probability that it will be operational on demand or at a
randomly selected future instant in time. Availability is the complement of unavailability.

Common-causefailures. Multiple failures attributable to a common cause.

Common-modefailures. Multiple, concurrent, and dependent failures ofidentical equipment that fails in the same mode.

Components. Items from which equipment trains and'or systems are assembled (e.g., pumps, pipes, valves, and vessels).

Conditionalprobabilio. He probability of an outcome given certam conditions.

Core damage. See Severe core damage.

Core-melt accident. An event in a m..Nr power plant in which core materials melt.

Degradedsystem. A system with failed components that still meets minimum operability standards.

' Demand. A test or an operating condition that requires the availability of a component or a system. In this study, a
demand includes actuations required during testing and because of initiating events. One demand is assumed to consist

of the actuation of all redundant components in a system, even if these w ere actuated sequentially (as is typical in testing
multiple-train systems).

Dependentfailure. A failure in which the likelihood of failure is influenced by the failure ofother items. Common-cause
failures and common-mode failures are two types of dependent failures.

Dominant sequence. He sequence in a set of sequences that has the 'nighest probability of leading to a common end
state.

Emergency-core-cooling systems. Systems that provide for removal of heat from a reactor following either a loss of
normal heat removal capability or a loss-of-coolant accident.

Engineeredsafetyfeatures. Equipment and'or systems (other than reactor trip or those used only for normal operation)
designed to prevent, limit, or mitigate the release of radioactive material.

Event. An abnormal occurrence that is typically in violation of a plant's Technical Specifications.

Event sequence. A particular path on an event tree.

Event tree. A logic model that represents existing dependencies and combinations of actions required to achieve defined
end states following an initiating event.
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Failure, ne inability to perfm:n a required function, in this study, a failure was considered to have occurred if some
component or system performed at a level below its required minimum performance level without human intervention.
He likelihood of recovery was accounted for through the use of recovery factors. See Nonrecoveryfactor.

Failure probability. He long-term frequency of occurrence of failures of a component, system, or combination of
systems to operate at a specified performance level when required. In this study, failure includes both failure to start
and failure to operate once started.

Failure rate. He expected number of failures of a given type, per item, in a given time interval (e.g., capacitor
short-circuit failures per million capacitor hours).

1
'

Fault tree. A logic model that represents the combinations of events that can lead to system failure. Typcially, fault trees
consist of basic hardware-related events and operator actions linked with logic gates to define sets of events that result
in failure of the system.

Front-line system. A system that directly provides a mitigative function included on the event trees used to model
sequences to an undesired end state, in contrast to a support system, which is required for operability of other systems.

Immediately detectable. A term used to describe a failure resulting in a plant response that is apparent at the time of the I

failure. j

Independence. A condition existing when two or more entities do not exhibit a common failure mode for a particular j
type of event.

1

Initial criticality. The date on which a plant goes critical for the first time in first-cycle operation. |

,

Initiating event. An event that starts a transient response in the operating plant systems. In the ASP Program, the concern !

| is only with those initiating events that could lead to severe core damage.

|
Licensee Event Reports (LERs). Rose reports submitted to the Nuclear Regulatory Commission (NRC) by the utilities I

that operate nuclear plants as required by 10CFR50.72. Guidance on complying with these requirements is contained |
in NUREG-1022. LERs describe abnormal operating occurrences that generally involve violation of the plant's
Technical Specifications.

Afultiplefailure events. Events in which more than one failure occurs. Rese may involve independent or dependent
failures.

| Cperationalevent. An event that occurs in a plant and generally constitutes a reportable occurrence under NUREG-1022
as an 1 ER.

| Postulatedevent. An event that may happen at some time in the course of a plant's operat;on.

Potentialsevere core damage. A plant operating condition in which, following an initiating event, one or more protective
functions fail to meet minimum operability requirements over a period sufficiently long that core damage could occur.
This condition has been called in other studies " core melt,"" core damage," and " severe core damage," even though

actual core damage may not result unless further degradation of mitigation functions occurs.

Precursor. See Accident sequenceprecursor.

Reactoryears. The accumulated total number of years of reactor operation. For the ASP Program, operating time starts
when a reactor goes critical, ends when it is permanently shut down, and includes all intervening outages and plant
shutdowns.

Recoveryfactor (recovery class). A measure of the likelihood of not recovering from a failure. Failures were assigned
|

| to a particular recovery class based on an assessment oflikelihood that recovery would not be affected, given event

|

|

|
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specifics. Considered in the likelihood of recovery was whether such recovery would be required in a moderate- to
high-stress situation following a postulated initiating event.

Redundant equipment or system. A system or some eq ipm.mt that duplicates the essential function of another system
or other equipment to the extent that either may perform the required function regardless of the state of operation or
failure of the other.

Reliability. The characteristic of an item expressed by the probability that it will perform a required function under stated
conditions for a stated period of time.

Risk. A measure of the frequency and severity of undesired effects.

Sensitivity analysis. An analysis that determines the variation of a given function caused by changes in one or more
parameters about a selected reference value.

Severe core damage. The result of an event in which inadequate core cooling was provided, resulting in damage to the
reactor core. See Potential severe core damage.

Technical Specifications. A set of safety-related limits on process variables, control system settings, safety system
settings, and the performance levels of equipment that are included as conditions of an operating license .

Unavailability. The probability that an item or system will not be operational at a future instant in time. Unavailability
may be a result of the item being tested or may occur as a result of malfunctions. Unavailability is the complement of
availability.

Unit. A nuclear steam supply system, its associated turbine generator, auxiliaries, and engineered safety features.

!
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A.1 Introduction ,

1

nis appendix describes the approach used in the Accident Sequence Precursor (ASP) Program to estimate the |
'

significance of an operational event. The process used to screen the operational event data base for potential precursors
and the characteristics of events ultimately selected as precursors are described in Chapter 2 of this report.

I

He ASP Program performs retrospective analyses of operating experience. These analyses require that certain
methodological assumptions be made to estimate the risk significance of an event. If one assumes, following an
operational event in which core cooling was successful, that components observed failed were " failed" with probability
1.0, and components that functioned successfully were " successful" with probability 1.0, then one can conclude that the
risk ofcore damage was zero and that the only potential sequence was the combination of events that occurred. To avoid
such trivial results, the status of certain components must be considered latent. In the ASP Program, this latency is
associated with components that operated successfully--these components are considered to have been capable of failing

during the operational event.

Quantification of precursor significance involves the determination of a conditional probability of subsequent severe
core damage given the failures and other undesirable conditions (such as an initiating event or an unexpected relief valve
challenge) observed during an operational event. The efrect of a precursor on basic events in the core damage models
is assessed by reviewing the operational event specifics against plant design and operating information, and translating
the results of the review into a revised model for the plant that reflects the observed failures. Da precursor's significance
is estimated by calculating a conditional probability of core damage given the observed failures. He conditional
probability calculated in this way is useful in ranking because it provides an estimate of the measure of protection against
core damage remaining once the observed failures have occurred.

He accident sequence models used to estimate the significance of 1994 precursors consist of fault-tree models that
depict the logical combination of component failures (basic events) that would result in failure of each system that
provides protection against core damage, ne fault trees are linked together in a logical structure based on event trees |

that describe potential combinations of system successes and failures that would result in core damage following
postulated initiating events. De resulting Boolean equations, when reduced to their simplest form, consist of a series
of combinations of basic events (cut sets), any of which would result in core damage if all of the basic events in the cut i

set occurred. A detailed description of the use oflinked fault trees in probabilistic risk assessment (PRA) analysis is
included in Reference 1. The current ASP models are described in Appendix B. nese models are constructed and solved

using the SAPHIRE suite of PRA software.2

A.2 Types of Events Analyzed

Two different types of events are addressed in precursor quantitative analysis. In the first, an initiating event such as a
loss-of-offsite power (LOOP) or small-break loss-of-coolant accident (LOCA) occurs as a part of the precursor. The
probability of core damage for this type of event is calculated based on the required plant response to the particular
initiating event and other failures that may have occurred at the same time. De assessment of an observed initiating |

|

event is referred to as an Initiating Event Assessment.

The second type of event involves a failure condition that existed over a period of time during which an initiating event
could have, but did not, occur. De probability of core damage is calculated based on the required plant response to a
set of postulated initiating events, considering the failures that were observed. Unlike an initiating event assessment,
where the analysis uses a probability of 1.0 to account for the given failure in the sequence cut set equations, each
initiating event is assumed to occur with a probability based on the initiating event frequency and the failure duration.
The assessment of failed equipment over a period of time is referred to as a Condition Assessment.

A.1-3 NUREG/CR-4674, Vol. 21
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A.3 Modification of Basic Event Probabilities to Reflect Observed Failures

The ASP models describe sequences to core damage in terms of combinations of basic events (cut sets). Each basic
event represents the failure of a particular component or group of components in a system at a plant, an occurrence such
as a relief valve lift, or an operator action. Failures observed during an operational event must be represented in a model
in terms of changes to one or more of the basic events.

If a failed component is included as a basic event in a model, the failure is reflected by setting its basic event probability

to 1.0 (Tailed). In actuality, such a basic event must be set to,the logical state "true" if a new minimum set of cut sets
reflecting the conditional state of the plant is to be generated.

In addition to revising the basic events associated with failed components, basic events related to the common-cause
failure (CCF) of similar components may also have to be revised to neflect the observed failures. In addition to revising
the status of basic events for failed components (to failed), the failure probabilities of basic events that represent CCFs
associated with the failed components may also need revision. In particular,if the failure could have occurred in similar
components during the same time interval, the failure probability of the CCF basic event will be changed to reflect this
situation. If the failure could not simultaneously occur in the other components (for example, if a component was
removed from service for preventive maintenance), then the CC F probability is also revised, but only to reflect " removal"
of the unavailable component from the CCF model. The Multiple Greek Letter (MGL) method is used to quantify the
common cause basic events (see Reference 3 for a description of the MGL model).

If a failed component is not specifically included as a basic event in a model, then the failure is addressed by appropriately
modifying the basic events impacted by the failure. For example, support systems are not completely developed in the
current ASP models. A breaker failure that results in the loss of power to a group of components would be represented
by setting the basic events for each component in the group to "true."

Occasionally, a precursor occurs that cannot be modeled by modifying existing basic event probabilities. In such a case,
the model is revised as necessary to address the event, typically by adding basic events to a fault tree or by addressing
an unusualinitiating event through the use of an additional event tree.

A.4 Recovery from Observed Failures

If recovery of a system is dominated by operator response time, and ifinformation concerning the time available for
recovery is provided in the event report, then the probability of failing to recover from the failure is estimated using a
Time-Reliability Correlation (TRC) model. The available time to respond, the underlying type of response (rule- or
knowledge-based), and whether unusual conflict or burden would exist in response to an actual initiating event are
addressed when developing an estimate of the operator (crew) error probability. The basic model structure is described
in Reference 4. 'the probability of operator error is described using a log normal distnlution with the following
parameters:

Tyne of action Median Error factor
Rule-based, unburdened 2 3.2

Rule-based, burdened 2 6.4

Knowledge-based, unburdened 4 3.2

Knowledge-based, burdened 4 6.4

* Practical considerations in the solution ofir.rge linked fault trees, primarily the use of the DeleteTenn process to solve sequences involving system
success, also require failed basic events to be represented as "true"if correct sequence probabilities are to be calculated.

.
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For an available time t.vait, the probability of operator error is estimated as

1 - @[(In tav it - m)/o]

where @ is the normal distribution, m = In(median), and a = In(error factor)/1.645.

The potential for recovery from observed failures considers the time available and the nature of the failures. If
information concerning response time is unavailable, then the likelihood of not recovering system failures is determined
by assigning the failure to one of four broad recovery classes.

This is a carryover from the earlier event tree based ASP models (cut-set-based recovery may be added to the models
in the future). In the current approach, the potential for recovery is addressed by assigning a recovery action to each
system failure and initiating event. Four classes are cunently used to describe the different types of recovery that could
be involved:

* *
, .

Recovery characteristicRecovery class

The failure did not appear to be recoverable in the required period, either
RI 1.00 from the control room or at the failed equipment.

The failure appeared recoverable in the required period at the failed

R2 0.34 equipment, and the equipment was accessible; recovery from the control
room did not appear possible.

The failure appeared recoverable in the required period from the control
R3 a12 room, but recovery was not routine or involved substantial operator burden.

The failure appeared recoverable in the required period from the control
R4 0'04 room and was considered routine and procedurally based.

The assignment of an event to a recovery class is based on engineeringjudgment, which considers the specifics of each
operational event and the likelihood of not recovering from the observed failure in a moderate- to high-stress situation
following an initiating event.

It must be noted that the actual likelihood of failing to recover from an event at a particular plant is difficult to assess
and may vary substantially from the va?aes listed. This difliculty is demonstrated in the genuine differences in opinion
among analysts, operations and maintenance personnel, etc., conceming the likelihood of recovering specific failures
(typically observed during testing) within a time period that would prevent core damage fcilowing an actualinitiating
event.

!

A.5 Conditional Probability Associated with Each Precursor

As described earlier in this appendix, the calculation process for each precursor involves a determination of initiators
that must be modeled, plus any modifications to system probabilities necessitated by failures observed in an operational
event. Once the basic event probabilities that reflect the conditions of the precursor are established, the sequences leading
to core damage are calculated to estimate the conditional probability for the precursor. This calculational process is ;

summarized in Table A.1, on page A.1-9. |
1

Several simplified examples that illustrate the basics of the precursor calculational proccas follow, it is not the intent of |
-

the examples to describe a detailed precursor analysis, but instead to provide a basic understanding of the process. The
examples are presented in terms of branch probabilities that are multiplied to calculate sequence probabilities. Readers
familiar with the use of linked fault trees for PRA can readily extrapolate the process illustrated in the example
calculations to analyses employing fault trees.

The hypothetical core damage model for these examples, shown in Figure A.I.1, consists of initiator I and four
single-component systems that provide protection against core damage: systems A,13, C, and D. Ir.i Figure A.I.1, the ;

i
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up branch represents success and the down branch failure for each of the systems. (In an accident sequence model for
a real reactor plant, the fault tree logic for each system could involve hundreds of components, and thousands of cut

;

sets could be required to represent the basic event failure combinations that constitute the core damage sequences.) |
Three sequences result in core damage if completed: sequence 3 [1 /A ("/' represents system success) C DJ, sequence j

6 (I A /B C D), and sequence 7 (I A B). In a conventional PRA approach, the frequency of core damage would be

calculated from the initiating event frequency ofI A(I) and the failure probabilities for A, B, C, and D [p(A), p(U)f IC) =p(C),
and p(D), respectively]. Assuming A(1) = 0.1 p' and p(A ll) = 0.003, p(B | lA) = 0.01, p(C | I) = 0.05, and p(D
0.1,, the frequency ofcore damage is determined by calculating the frequency ofeach of the three core damage sequences
and adding the frequencies:

1

z

l
0.1 yi x (1 - 0.003) x 0.05 x 0.1 (s quence 3) +

0.1 y(I x 0.003 x (1 - 0.01) x 0.05 x 0.1 (secuence 6) + [

0.1 y(I x 0.003 x 0.01 (sequence 7)

= 4.99 x 10 y(I (sequence 3) + 1.49 x 10 yf (sequence 6) + 3.00 x 10 yin (sequence 7)
4 4 l 4

= 5.03 x 10 y(Id

In a nominal PRA, sequence 3 would be the dominant core damage sequence.

As described earlier, the ASP Program calculates a conditional probability of core damage, given an initiating event or
component failures. This probability is different than the frequency calculated above and cannot be directly compared !
with it. '

|

l,

7

* ne notation p(B |IA) means the probability that B fails, given I occurred and A failed.
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| 1 | A | B | C | D |
Sequence End

No. State j
'

,

I 1 OK
|

2 OK
| i

l I
3 CD

!

4 OK

5 OK,
' 6 CD

7 CD
i

-

Figure A.I.l. Ilypothetical core damage model.

!
'

A.5.1 Example 1: Initiating Event Assessment

Assume that a precursor involving initiating event I occurs. In response to I, systems A, B, and C start and operate
I correctly, and system D is not demanded. In a precursor initiating event assessment, the probability ofI is set to 1.0.

Although systems A, B, and C were successful, nominal failure probabilities are assumed. Since system D was not
demanded, a nominal failure probability is assumed for it as well. The conditional probability of core damage associated

i with precursor I is calculated by summing the conditional probabilities for the three sequences:

1.0 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) +

.

1.0 x 0.003 x (1 - 0.01) x 0.05 x 0.1 (sequence 6) +
|

1.0 x 0.003 x 0.01 (sequence 7)

= 5.03 x 10'3 .

If, instead, B had failed when demanded following I, its probability would have been set to 1.0. The conditional core

j damage probability for precursor IB would be calculated as

1.0 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) + 1.0 x 0.003 x 1.0 = 7.99 x 10'3

Since B is failed, sequence 6 cannot occur.
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.

!A.5.2 Example 2: Condition Assessment
:

Assume that during a monthly test, system B is found to be failed, and that the failure could have occurred at any time :

during the month. The best estimate for the duration of the failure is one-half of the test period, or 360 h. To estimate
the probability of initiating event I during tla 360-h period, the yearly frequency of I must be converted to an hourly

rate. If t n only occur at power, and the giant is at power for 70% of a year, then the frequency for I is estimated to be40.1y ,760 h/yr x 0.7) = 1.63 x 10 h'.

Ir. ~ s unple 1. B is always demanded following 1, the probability ofI in the 360-h period is the probability that at
least onc ; occurs (since the failure of B will then be discovered), or

) ,,-1(I) x failure duration , ; ,,-1.63E-5 x 360 = 5.85 x 104 *

Using this value for the probability of 1, and setting p(B) = 1.0, the conditional probability of core damage for precursor
B is calculated by again summing the conditional probabilities for the core damage sequences in Figure A.I.1:

4 45.85 x 10 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) + 5.85 x 10'3 x 0.003 x 1.0 = 4.67 x 10

As before, since B is failed, sequence 6 cannot occur. The conditional probability is the probability of core damage in
the 360-h period, given the failure of B. Note that the dominant core damage sequence is sequence 3, with a conditional

4probability of 2.92 x 10 . This sequence is unrelated to the failure of B. The potential failure of systems C and D over
the 360-h period still drive the core damage risk.

t

To understand the significance of the failure of system B, another calculation, an importance measure, is required. The
importance measure that is used is equivalent to risk achievement worth on an interval scale.5 in this calculation, the
increase in core damage probability over the 360-h period due to the failure of B is estimated: p(cd | B) - p(cd). In this

4 4example, the value is 4.67 x 10 - 2.94 x 10 5 = 1.73 x 10 , where the second term on the left side of the equation is ;

calculated using the previously developed probability ofI in the 360-h period and nominal failure probabilities for A, '

B, C, and D.

The importance measure for unavailabilities (condition assessments) like this event was referred to as the conditional
core damage probability in earlier annual precursor reports. For most conditions identified as precursors in the ASP !

Program,its value and the conditional core damage probability are numerically close, and the conditional core damage
probability can be used as a significance measure for the precursor. Ilowever, for some events-typically those in which
the components that are failed are not the primary mitigating plant features--the conditional core damage probability
can be significantly higher than the importance (i.e., LER 250/94-005). In such cases, it is important to note that the
potential failure of other components, unrelated to the precursor, are still dominating the plant risk (i.e., the impact of [
the precursor on plant risk is not substantial). Condition assessments documented in this report include both an estimate
of the conditional core damage probability and the importance of the event.

,
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Table A.I. Rules for Precursor Calculation

Event sequences nquiring calculation. If an initiating event occurs as part of a precursor (i.e., the precursor
consist:; of an initiating event plus possible additional failures), then use the accident sequence model associated
with the initiator; othenvise, use all accident sequence models impacted by the observed unavailability.

Initiating event probability. If an initiating event occurs as pan of the precursor, then the initiating event
probability used in the calculation is 1.0. If an initiating event does not occur as part of the precursor, then the
probability used for the initiating event is developed assuming a constant hazard rate. Event durations (the period
of time during which the failure existed) are based on information included in the event report, if provided, if the
event is discovered during testing, then one-half of the test period (15 d for a 30-d test interval) is typically
assumed, unless a specific failure duration is identified.

Componentfailun probability estimation. For components that are observed failed during the precursor, the
associated basic event is set to "tme." Associated common-cause basic events are revised to reflect the type of
failure that occurred. For components that are observed to operate successfully, or are not challenged during the
event, a failure probability equal to the nominal component failure probability is u'ilized.

Nonrecoveryprobability. If an initiating event or a total system failure occurred as a part of the precursor, the
basic event representing the probability of not recovering from the failure is revised to reflect the potential for
recovery of the specific failures observed during the event. For condition assessments, the probability of
nonrecovery is estimated under the assumption that an initiating event has occurred.

Failures in Support Systems. If the support system is not included in the ASP models, the impact of the failure is
addressed by setting impacted components to failed. The modeling of a support system failure recognizes that as
long as the failure remains unrecovered, all impacted components are unavailable; but if the support system
failure is recovered, allimpacted components are also recovered. This can be modeled through multiple
calculations which address the impact of failure and success of the failed component. Calculated core damage
probabilities for associated cut sets for each case are normalized based on the likelihood of not recovering the
support system failure. (Support systems, except for emergency power, are not modeled in the current ASP
models.)
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B.1 Introduction

This appendix describes the models used to estimate the significance of 1994 precursors. Rese models include important
changes from those previously used in the Accident Sequence Precursor (ASP) Program-linked supercomponent-based
fault trees are utilized, additional systems capable of providing protection against core damage are addressed, and
sequences associated with steam generator tube ruptures (SGTR) [in pressunzed water reactors (PWRs)] and an,ticipated
transients without scram (ATWS) [both PWRs and boiling water reactors (BWRs)] are included in the base models.

B.2 Overview of ASP Event Tree and Fault Tree ModelS

Models used to rank the 1994 precursors by significance consist of system-based, plant-class event trees and
plant-specific fault tree system models. These models describe mitigation sequences for the following initiating events:
a nonspecific reactor trip [which includes loss of feedwater (LOFW) within the model], loss-of-offsite power (LOOP),
small-break loss-of-coolant accident (LOCA), and SGTR (PWRs only). The models are developed using the SAPlHRE
suite of probabilistic risk assessment (PRA) software (Ref.1).

Plant classes were defined based on the use of similar systems in providing protective functions in response to transients,
LOOPS, and small-break LOCAs. System designs and specific nomenclature may differ among plants included in a
panicular class; but functionally, they are similar in response. Plants where cenain mitigating systems do not exist, but
which are largely analogous in their initiator response, are grouped into the appropriate plant class. ASP plant
categorization is described in the following section.

He event trees consider two end states: success (OK), in which core cooling exists, and core damage (CD), in which
adequate core cooling is believed not to exist. In the ASP models, core damage is assumed to occur following core
uncovery. It is acknowledged that clad and fuel damage will occur at later times, depending on the criteria used to define
" damage," and that time may be available to recover core cooling once core uncovery occurs but before the onset of
core damage. However, this potential recovery is not addressed in the models. Each event tree describes combinations
of systems that will prevent core cooling-and makeup if required-in both the short and long term. Primary systems
designed to provide these functions and altemate systems capable of also performing these functions are addressed. The

event trees are described in Section B.4.

The fault trees used to model system failure u e supercomponent-based and address those components such as pumps,
motor-operated and manual valves, and check valves that must function for successful operation of the system.
Common-cause failures oflike components are addressed, as are operator actions required to start a system wien no
automatic actuation is expected and to recover a failed system. Additionalinfonnation concerning the fault tree models
is provided in Section B.7.

The system fault trees are combined (linked) based on the sequences included in each event tree. Conceptually, this
involves describing the sequence in terms of a single fault tree "and" gate, with each branch of the sequence an input
to the gate. For example, if a CD sequence involved the success of system A, failure of system B, success of system C,
and failure of system D, it would be logically represented as SEQ = /A A B ^ /C A D, where "f' implies success and
"A" is the logical"and" operator. A fault tree logic solver could then combine the logic from the fault trees for systems
A-D and generate a set of component failure combinations (cut sets) that, if any occurred, would result in core damage.

This approach is often impractical, however, when success branches exist in a sequence. The requirement to logically
invert fault trees to represent system success is computationally intensive, and many cut sets with component successes
as well as failures are generated, making it difficult to understand the set of component failures that can lead to core
damage. This problem can be avoided through the use of an approach often called DeleteTerm (see Ref. 2 for a
description of this approach). Using this approach, only component failure combinations that will nesult in core damage
are generated.

Changes made to models used to analyze 1994 precursors include the use oflinked fault trees instead of the earlier event
tree based models (the earlier models are described in Ref. 3). The use oflinked fault trees allows the impact ofindividual
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component failures to be correctly addressed; this could only be approximated in the earlier models. The linked fault :

tree models will also allow the impact of support system failures to be easily addressed once support systems are added
to the models. He new models also address additional systems that can provide core protection and initiating events
not included in the earlier plant-class models. Response to a failure to trip the reactor is now included, as is a SGTR in
PWRs.10 PWRs, the potential use of the residual heat removal system following a small-break LOCA (to avoid stunp
recirculation) is addressed, as is bng-term recovery of secondary side cooling following the initiation of feed and bleed.
In BWRs, the potential use of venting for containment heat removal is addressed, as is the use of reactor core isolation
cooling (RCIC) and the control rod drive (CRD) system for makeup if a single relief valve sticks open. He new models
better reficct the capabilities of plant systems in preventing core damage and result in lower calculated conditional core
damage probabilities for certain types of precursors.

B.3 Plant Categorization

It was recogmzed early in the ASP Program that plant designs were sufliciently different that multiple models would
be required to correctly describe the impact of an operational event in different plants. Ira 1985, substantial efTort was
expended to develop a categorization scheme for all U.S. light water reactors (LWF=) mat would permit grouping of
plants with similar response to a transient or accident at the system or functionallevel and subsequently to develop eight
sets of plant-class specific event tree models. Much of the categorization and early event sequence work was done at
the University of Maryland.O The ASP Program has generally employed these categorizations; however, some
modifications have been required to reflect more closely the specific needs of the precursor evaluations.

In developing the plant categorizations, each reactor plant was examined to determine the systems used to perform the
following plant functions required in response to initiating events to prevent core damage: reactor subcriticality, reactor
coolant system (RCS) integrity, reactor coolant inventory, short-tenn core heat removal, and long-term core heat
removrh

Functions solely related to containment integrity (containment overpressure protection and containment heat removal)
and post-accident activity removal are not included in the present ASP models (which only concern core damage
sequences) and are not addressed in the categorization scheme.

,

For each plant, systems utilized to perform each function were identified. Plants were grouped based on the use of
nominally identical systems to perform each function, that is, systems of the same type and function without accounting
for the differences in the design of those systems.

Three BWR plant classes were defined. BWR Class A consists of the older plants, which are characterized by isolation
condensers (IC s) and feedwater coolant injection (FWCl) systems that employ the main feedwater (MFW) pumps. B%R
Class B consists of plants that have ICs but a separate high-pressure coolant injection (HPCI) system instead of FWCI.
BWR Class C includes the modem plants that have neither ICs nor FWCI. However, they have an RCIC system that
Classes A and B lack. The Class C plants could be separated into two subgroups: those plants with turbine-driven HPCI
systems and those with motor-driven high-pressure core spray (11PCS) systems. His difference is addressed instead in
the fault tree models of the different plant systems.

PWRs are separated into five classes. One class represents most Babcock & Wilcox Company plants (Class D). These
plants have the capability of performing feed and bleed without the need to open the power-operated reliefvalve (PORV).
Combustion Engineering plants are separated into two classes: those that provide feed and bleed capability (Class G)
and those that provide for secondary-side depressurization and the use of the condensate system as an alternate core
cooling method and for w hich no feed and bleed is available (Class II)?

Maine Yankee Atomic Power Plant was built by Combustion Engineering but has a response to inrtisting events more akin to the Westinghouse*

Electric Corporation design, so it is grouped in a class with other Westinghouseplants. Davis-Besse Nuclear Power Station was also placed m
a Westmghouse plant class because its high-pressure injection (HPI) system design requires the operator to open the PORV for feed and bleed,
as in most Westmghouse plants. He requirement to open the PORV for feed and bleed is a primary difference between event trees for
Westinghouse and Babcock and Wilcox plants. He requirement to open PORVs for feed and bleed is addressed in the feed and bleed fault tree
in the current models. Because of this, the event trees for PWR Class D are similar to those for PWR Class B. Plant response differences
resultmg from the use of different steam generator designs are not addressed in the models.
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The remaining two classes address Westinghouse plants-Class A is associated with plants that require the use of spray
systems for core heat removal following a LOCA, and Class B is associated with plants that can utilize low-to-high
pressure recirculation for core heat removal.

Table B.1 lists the plant class associated with each plant.

B.4 Event Tree Models

The plant class event trees describe core darage sequences for four initiating events: nonspecific reactor trip, LOOP,
small-break LOCA, and SGTR (in PWRs only). A separate event tree describes ATWS sequences. Failure to trip
sequences on the transient event tree are ti ansferred to this tree. The event trees constmeted are system-based and include
an event tree applicable to ea:h plant class defined. For operational events that cannot be described using existing models,
unique models are developed to describe sequences to core damage.

This section (1) describes the potential plant response to the initiating events listed above, (2) identifies the combinations
of systems required for the successful mitigation of each initiator, and (3) briefly describes the criteria for success of
each system-based function. The sequences are considered first for PWRs and then separately for BWRs. PWR Class
B event trees are described first, along with those for Class D, which are similar. The event trees for the combined group
apply to the greatest number of operating PWRs and therefore are discussed first, followed by those for PWR Classes
G, H, and then A. For the BWR event trees, the plant Class C models are described first, because these are applicable
to the majority of the BWRs, followed by discussions for the Classes A and B BWRs, respectively.

The event trees are constructed with branch success as the upper branch and failure as the lower branch [unlike earlier ;

ASP models, relief valve opening and the occurrence of a reactor coolant pump (RCP) seal LOCA are indicated by !

down branches in the current models]. Each sequence path is read from left to right, beginning with the initiator and
followed by subsequent systems required to preclude or mitigate core damage. Each sequence represents a series of
branch successes and failures required to reach the sequence end state (OK or CD). He sequence as depicted on the
event tree represents the logical combination of successes and failures required to reach the end state; it does not
necessarily represent the actual sequence in which systems and functions would respond to an initiating event. Ilowever,
short-term plant response is generally presented earlier in the sequence than long-term plant response.

The event trees can be found following the discussion sections and are grouped according to plant classes, beginning
with the PWR classes and followed by the BWR classes. The trees are presented in the order shown in the following
list. De abbreviations used in the event tree models are defined in the event tree branch descriptions in this section.
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Firure No. Eveat tree

Figure B.1 PWR Class A nonspecific reactor trip

FigureB.2 PWR Class A loss-of-offsite power

Figure B.3 PWR Class A small-break loss-of-coolant accident

Figure B.4 PWR Class A steam generator tube rupture

Figure B.5 PWR Class A anticipated transient without scram

Figure B.6 Classes B and D nonspecific reactor trip

Figure B.7 Classes B and D loss-of-ofTsite power

Figure B.8 Classes B and D small break loss-of-coolant accident

Figure B.9 Classes B and D steam generator tube rupture !

Figure B.10 Classes B and D anticipated transient without scram

Figure B.11 PWR Class G nonspecific reactor trip

Figure B.12 PWR Class G loss-of-offsite power i

Figure B.13 PWR Class G small-break loss-of-coolant accident

Figure B.14 PWR Class G steam generator tube rupture

Figure B.15 PWR Class G anticipated transient without scram

Figure B.16 PWR Class 11 nonspecific reactor trip
'

Figure B.17 PWR Class H loss-of-offsite power

Figure B.18 PWR Class H small break loss-of-coolant accident

Figure B.19 PWR Class H steam generator tube rupture

Figure B.20 PWR Class H anticipated transient without scram

Figure B.21 BWR Class A nonspecific reactor trip

Figure B.22 BWR Class A loss-of offsite power
iFigure B.23 BWR Class A small-break loss-of-coolant accident

Figure B.24 BWR Class A anticipated transient without scram

Figures B.25-28 BWR Class B nonspecific reactor trip

Figures B.29-32 BWR Class B loss-of-offsite power

Figure B.33 BWR Class B small-break loss-of-coolant accident i

Figure B.34 BWR Class B anticipated transient without scram

Figures B.35-36 BWR Class C nonspecific reactor trip

Figures B.37-38 BWR Class C loss-of-offsite power

Figure B.39 BWR Class C small-break loss-of-coolant accident
t

Figure B.40 BWR Class C anticipated transient without scram

|
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j B.5 PWR Event Tree Models

The PWR event trees describe the impact of the availability and unavailability of front-line systems in each plant class
on core protection following four initiating events: reactor trip, LOOP, small-break LOCA, and SGTR. The systems

.

modeled in the event trees are those associated with the generic functions required in response to an initiating event.

! The systems that are assumed capabic of providing these functions are as follows:

*

Function System

Reactor subcriticality Reactor trip and boration (following ATWS)

Reactor coolant system integrity Addressed in small-break LOCA, SGTR, and ATWS models plus trip and
LOOP sequences involving failure of primary relief valves to close and RCP
seal LOCA

Reactor coolant inventory fligh-pressure injection (assumed required only following a LOCA)

Short-term core heat removal Auxiliary feedwater j

Main feedwater'

Feed and bleed (high-pressure injection and PORV, PWR Classes A, B, D_.

and G)

Secondary-side depressurization and use of condensate system (PWR Class II)

Long-term core heat removal Auxiliary feedwater

Main feedwater

RCS cooldown and the use of the residual heat removal (RIIR) system
(following a LOCA with successful high pressure injection).

,

liigh-pressure recirculation (PWR Classes B and D)(also required to support
RCS inventory for all classes)

Secondary-side depressurization and use of condensate system (PWR Class II)

Containment spray recirculation (PWR Classes A and G)

B.5.1 PWR Nonspecific Reactor Trip

The PWR nonspecific reactor trip event tree constructed for plant Classes B and D is shown in Figure B.6. The event j

tree branch descriptions follow [ event tree branch designations are shown in brackets]. j

l. Initiating event (transient) [lE-TRANS]. The initiating event for the tree is a transient or upset event that
requires or is followed by a rapid shutdown of the plant. LOOP, small-break LOCA, and SGTR initiators are
modeled in separate event trees. Medium- and large-break LOCA and steam-line break (SLB) initiators are
not addressed in the models described here.

2. Reactor trip [RT]. To achieve reactor subcriticality and thus halt the fission process, the reactor protection
system (RPS) is required to insert control rods into the core. If the automatically initiated RPS fails, a reactor
trip may be initiated manually. Failure to trip results in ATWS response, described later.

|
3. Auxiliary feedwater [AFW). AFW flow to the steam generators (SGs) must be provided following trip to

remove the decay heat still being generated in the reactor core. Successful AFW operation requires flow from
one or more AFW pumps to one or more SGs over a period of time renging from 12 to 24 h (typically, one

;pump to one SG is adequate).

4. Main feedwater [MFW). In lieu of AFW, MFW can be utilized to remove the post-shutdown decay heat.
Depending on the individual plant design, either MFW or AFW may be used as the primary source of |

secondary-side heat removal. |
,
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5. PORV challenged [PORV]. For sequences in which both reactos trip and steam generator feedwater flow (MFW
or AFW) have been successful, the pressurizer PORV may or may not lift, depending on the peak pressurizer
pressure following the transient. (In most transients, these valves do not lift) 'Ibe lower branch indicates that
the valve or valves were challenged and opened. Because of the multiplicity of relief and safety valves, it is
assumed that a suflicient number would open if the demand from a pressure transient exists.

The upper branch indicates that the pressurizer pressure was not sufliciently high to open a relief valve. For
the sequences in which AFW fails following a reactor trip, PORVs are assumed to open for overpressure
protection.

6. PORV rescats [PORV-RES). Success for this branch requires the closure of any open relief valve once
pressurizer pressure has decreased below the relief valve set point. If a PORV sticks open, PWR Class B ami
D plants are equipped with an isolation valve that allows for manual termination of the blowdown. Failme of
a primary-side relief valve to close results in a transient-induced LOCA that is modeled as part of this event
tree.

7. Iligh-pressure injection [lIPI]. In the case of a transient-im!uced LOCA, IIPI is required to provide RCS
makeup to keep the core covered. Success for this branch requires introduction of suflicient borated water to
keep the core covered, considering core decay heat. (Typically, one IIPI train is sufficient for this purpose.)

8. Feed and bleed [ FAB]. If normal methods of achieving decay heat removal via the SGs (MFW and AFW) are
unavailable, core cooling can be accomplished on most plants by establishing a feed and bleed operation. This
operation (1) allows heat removal via discharge of reactor coolant to the containment through the PORVs and
(2) RCS makeup via injection of borated water from the IIPI system. Except at Class D plants, successful feed
and bleed requires the operator to open the PORVs manually. At Class D plants, the IIPI discharge pressure
is high enough to lift the primary-side safety valves, and feed and bleed can be accomplished without the
operator manually opening a PORV. IIPI success for feed and bleed is dependent on plant design but requires
the introduction of sufficient amounts ofborated water into the RCS to remove decay heat and provide sullicient
reactor coolant makeup to prevent core damage. PORV success for feed and bleed typically requires all PORVs
at the plant to be opened.

9. Recovery of secondary-side cooling [SGCOOL]. Secondary-side cooling may be recovered following failure
of AFW and MFW and successful initiation of feed and bleed but prior to refueling water storage tank (RWST)
depletion, climinating the need to use containment sump recirculation for continued core cooling. Successful
long-term recovery of secondary-side cooling (since the steam generators are dry, flow fmm one motor-driven
AFW or MFW pump is required) and termination of feed and bleed cooling results in core cooling success.

10. RCS cooldown to RIIR initiation pressure [COOLDOWN]. Following initiation of IIPI for RCS makeup
following a transient-induced LOC A, substantial time (typically ~6 h) is available before the RWST is depleted
and sump recirculation is required. An RCS cooldown to the RIIR initiation pressure [using the turbine bypass
valves (TBVs) and main condenser or the atmospheric dump valves (ADVs), in conjunction with AFW or
MFW) and initiation of RIIR will provide core cooling without the need for sump recirculation. This approach
has been used in the mitigation of all historic PWR small break LOCAs. Because RCS pressure is significantly
reduced once on RIIR, IIPI can prmide the limited makeup for a substantial period of time. Success for this
branch requires an RCS cooldown to the RIIR initiation pressure in time to allow initiation of RIIR prior to
RWST depletion.

I 1. Residual heat removal [RIIR]. If the RCS can be cooled down and depressurized to the RIIR initiation pressure,
then the RIIR system can be used for core cooling. Success for this branch requires the operation of one train
of the RIIR system. Many PWR Class B and D plants employ a common RIIR pump suction line to supply
RCS flow to both RIIR trains. Multiple valves in this line must open for RIIR success.

12. Iligh-pressure recirculation [lIPR]. Following a transient-induced LOCA or failure of secondary-side cooling
and initiation of feed and bleed, continued core cooling and makeup are required. This requirement is satisfied
by using IIPI in the recirculation mode once the RWST is depleted, unless the plant can be placed on the RIIR
system beforehand. In this mode the IIPI pumps recirculate reactor coobat collected in the containment sump
and pass it through heat exchan gers for heat removal. When MIV or AFd is available, heat removal is assumed ;

to be required only to prevent IIPI pump damage; if AFW or MFW is not available,1 IPR is required to remove |
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decay heat as well. Typically, at Class B and D plants, the low-pressure injection (LPI) pumps are utilized in
the llPR mode, taking suction from the containment sump, passing the pumped water through heat exchangers,
and providing net positive suction head to the IIPI pumps.

The event tree applicable to a PWR Class O nonspecific reactor trip is shown in Figure B.I1. Many of the event tree
branches and the sequences leading to successful transient mitigation and core damage are similar to those following a
nonspecific reactor trip transient for plant Class B (those branches are not discussed fmther). At Class G plants, however,
the IIPR system performs both the high- and low-pressure recirculation (LPR) function, taking suction directly from
the containment sump without the aid of the low-pressure pumps. Decay heat removal is accomplished during
recirculation by the containment spray recirculation (CSR) system.

1. Initiating event (trrasient) [lE-TRANS]. The initiating event is a nonspecific reactor trip, similar to that
described for PWR Classes B and D.

2. Reactor trip [RT).

3. Auxiliary feedwater or main feedwater [AFW or MFW].

4. PORV or SRV challenged / reseats [PORV/PORV-RES). |
5. Iligh-pressure injection [lIPf].

6. Feed and bleed [F&B].

7. Recovery of secondary-side cooling [SGCOOL].

8. RCS cooldown to RIIR initiation pressure [COOLDOWN].

9. Residual heat removal [RIIR].
'

10. Containment spray recirculation [CSR). When secondary-side cooling and RIIR are unavailable to remove
decay heat, the CSR system operates to remove decay heat from the reactor coolant being recirculated. This is
difTerent from PWR Class B and D, where the decay heat removal function can be performed by IIPR.

I1. Iligh-pressure recirculation [lIPR). In the event of a transient-induced LOCA or feed and bleed, continued IIPI
via sump recirculation is needed to provide makeup once the refueling water tank (RWT) is depleted, urdess
the plant can be placed on the RIIR system beforehand. In Class O plants, initiation ofIIPR realigns the IIPI
pumps to the containment sump. The use of LPI pumps for suction-pressure boosting is not required.

The event tree for the PWR Class 11 nonspecific reactor trip is shown in Fig B.16. This class of plants is different from
other PWR classes in that PORVs are nct included in the plant design and feed and bleed cannot be used to remove

decay heat in the event of MFW and AFW unavailability. If MFW or AFW cannot be recovered, the atmospheric dump
valves can be used to depressurize the SGs to below the shutoff head of the condensate pumps, and these can be used,
if available, for RCS cooling. The following is a description of event tree branches for PWR Class 11 that are different
from those described for previous PWR classes.

1. Initiating event (transient) [IE-TRANS). The initiating event is a nonspecific reactor trip, similar to that
described for the previous PWR classes.

2. Reactor trip [RT].

3. Auxiliary feedwater or main feedwater [AFW or MFW].

Safety relief valve (SRV) challenged [SRV]. The lower branch indicates that at least one safety valve has lified4.
as a result of the transient. In most transients in which reactor trip has been successful and MFW or AFW is
available, these valves do not lift in the case where both MFW and AFW are unavailable, at least one SRV is
assumed to lift. The upper branch indicates that the pressurizer pressure was not sufIiciently high to cause a

relief valve to open.

5. SRV rescat [SRV-RES]. Success for this branch requires the closure of any open safety vah'e once pressurizer
pressure has been reduced below the safety valve set point. Because only safety valves are used on this plant
class, no block valves exist that can be closed to terminate flow from a stuck-open relief valve.

B.1-9 NUREG/CR-4674, Vol 21

__



. -. - .- _ _ _ _ .. -. - - .. - . _ - . -

,

9

ASP Models Appendix B

6. High pressure injection [HPI]. In the event of a transient-induced LOCA, IIPI is required to provide RCS
makeup to keep the core covered.

'
7. Condensate pumps [COND]. If MFW and AFW are unavailable, the atmospheric dump valves (or turbine

bypass valves if the main steam isolation valves are open) may be used on Class 11 plants to depressurize the
'

SGs to the point that the condensate pumps can be used for SG cooling. Flow from one condensate pump to
one SG is assumed adequate. In the event of MFW and AFW unavailability, failure to depressurize one SG to
the operating pressure of the condensate system or unavailability of the condensate pumps is assumed to result ,

in core damage. ;

8. RCS cooldown to RHR initiation pressure [COOLDOWN].

9. Residual heat removal [RHR).

10. High-pressure recirculation [HPR). h requirement for continued core cooling during mitigation of a
transient-induced LOCA and following depletion of the RWT, if RHR Las not been initiated, can be satisfied ,

!by using HPI in the recirculation mode. At Class 11 plants, initiation of IIPR realigns the llPI pumps to the
containment sump. The use of LPI pumps for suction-pressure boosting is not required.

,

& event tree applicable to PWR plant Class A nonspecific reactor trip is shown in Figure B.I. Many of the event tree
branches and the sequences leading to successful transient mitigation and severe core damage are similar to those
following a nonspecific reactor trip transient for plant Classes B and G.

Like the Class G plants, the Class A plants have a CSR system that provides decay heat removal during HPR. Use of
CSR for decay heat removal was assumed to be required if AFW and MFW were unavailable, unless the plant could be
depressurized and placed on the RHR system. LPI pvmps are required to provide suction to the HPI pumps during i

recirculation. b event tree branches and sequences are discussed further below.

1. Initiating event (transient) [IE-TRANS]. & initiating event is a nonspecific reactor trip, similar to that
described for the other PWR plant classes.

2. Reactor trip [RT].

3. Auxiliary feedwater or main feedwater [AFW or MFW].

4. PORV challenged and rescats [PORV and PORV-RES].

5. High-pressure injection [HPI).

6. Feed and bleed [F&B].

7. Recovery of secondary side cooling [SGCOOL]. i

8. RCS cooldown to RHR initiation pressure [COOLDOWN].

9. Residual heat removal [RHR].

10. Containment spray recirculation [CSR). i

11. High-prernre recirculation [HPR]. & LPI pumps provide suction to the high-pressure pumps in the ,

recirculation mode.

B.5.2 Anticipated transient without scram

h event trees constructed define potential plant response following an ATWS. Following a failure to scram, significant
AFW flow is required for short-term core cooling, and injection of soluble boric acid is required to shut down the fission

1

reaction. In addition, the primary relief valves, in conjunction with a negstive moderator temperature coefficient, must
limit RCS pressure to prevent the failure of RCS components. Failure to limit RCS pressure, provide adequate AFW to
remove core heat, or inject soluble boric acid is assumed to result in core damage following a failure to trip. ;

i

,
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Shuilar event trees are used for all PWR classes. These are shown in Figums B.5, B.10, B.15, and B.20, respectively,
for classes A, B and D, G, and il Descriptions of event tree branches that are unique to the ATWS event trees follow
Branches on the ATWS tree that are also included on the transient event tree for the class are not further described.

1. Initiating event (ATWS) [ATWS). The initiating event for this tree is a transient with failure to scram the
reactor through either automatic or manual actuation of the RPS. This initiating event is an effective transfer
from the transient event twe for sequences involving failure to scram (sequence 21 for PWR Class B).

2. Primary pressure limited [RCSPRESS). ATWS analyses assume RCS components will fail unpredictably
above ~3200 psi. If this occurs, core damage is assumed to result. Success for this branch requires RCS pressure
to be limited to no greater than ~3200 psi. Primary pressure is limited by an adequately negative moderator
temperature coefficient and by the operation of the primary safety valves.

3. Auxiliary feedwater for ATWS [AFW-ATWS]. AFW and the secondary side relief valves are required to
remove core heat. Typically, twice the normal AFW flow is required until the fission process is terminated by
the addition of boric acid.

4. Emergency boration [BORATION). Injection of concentrated boric acid via the IIPI or charging system is
required to tenninate the fission process. Emergency boration is manually initiated.

5. SRV and PORV reseat following ATWS pressure relief [PORV-A or SRV-A]. All primary safety valves and
the PORVs are assumed (1) to lift as a result of the high RCS pressure that accompanies an ATWS and (2) to
discharge water. As a result of the passage of water through the valves, the valve failure-to-close probabilities
are considerably higher than in the normal situation when only steam is relieved. Success for this branch
requires the closure of all open safety valves and PORVs (if a PORV fails to close, its block valve can be closed
by the operators).

If a relief valve fails to close (down branch), a transient-induced LOCA results. Systems required to mitigate
the LOCA are similar to those on the transient event tree. HPI is assumed to be successful because emergency

boration is successful.

6. RCS cooldown to RIIR initiation pressure [COOLDOWN].

7. Residual heat removd [RIIR].

8. IIigh-pressure recirculation [HPR).

B.S.3 PWR Loss-of-Offsite Power

The event trees constructed define renesentative plant responses to a LOOP. A LOOP (without turbine runback on

pisnts with this feature) will result in reactor trip due to unavailability of power to the CRD mechanisms and a loss of
MFW because of the unavailability of power to components in the condensate and condenser cooling systems.

The PWR LOOP tree constructed for plant Classes B and D is shown in Figure B.7. Descriptions of the event tree
branches follow.

1. Initiating event (LOOP) [lE-LOOP]. The initiating event for the tree is a grid or switchyard disturbance to the
extent that the generator must be separated from the grid and all orTsite power sources are unavailable to plant
equipment. The capability of a runback of the unit generator from full power to supply house loads exists at
some plants but is not considered in the event tree. Only LOOPS that challenge the emergency power system
(EPS) and result in plant trip are addressed in the ASP Program.

2. Reactor trip given LOOP [RT L]. Unavailability of power to the CRD mechanisms is expected to result in a
reactor trip and rapid shutdown of the plant. If the reactor trip does not occur following a LOOP, the transient
was considered to proceed to core damage (this may be conservative).

3. Emergency power [EP]. Given a LOOP and a reactor trip, electric power would be lost to all loads not backed
by battery power. When power is lost, diesel generators (DGs) are automatically started to provide power to
the plant safety-related loads. Emergency power success requires the starting and loading of a sufficient number
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of DGs to support safety-related loads in systems required to mitigate the transient and maintain th: plant in a
safe shutdown condition.

4, Auxiliary feedwater [AFW-L). & AFW system functions to remove decay heat via the SG secondary side. |
Success requirements for this branch are equivalent to those following a nonspecific reactor trip and
unavailability of MFW. Both MFW and condensate pumps would be unavailable following a LOOP. Because

i
specific AFW systems may contain di'"c~nt combinations of twbine-driven and motor driven AFW pumps, i

the capability of the system to meet its es requirements will depend on the state of the EPS and the number ;

of turbine-driven AFW pumps that are avAble. -
,

1 5. PORV challenged [PORV-L]. The upper and lower states for this branch are similar to those following a
nonspecific reactor trip. While a PORV may or may not lift, depending on the peak pressure following a -

particular event, the ASP models typically assume lift occurs following a LOOP (this is conservative for some *

plants).

6. PORV resents [PRVL-RES]. De success requirements for this branch are similar to those following a
nonspecific reactor trip. However, for a situation in which emergency po;<er is failed and the PORV fails to -
rescat, power is unavailable for block vah c closure.

,

7. Seal LOCA [SEALLOCA]. In the event of'a loss of emergency power following LOOP, both service water f
(SW) and component cooling water (CCW) are unavailabic. This results in unavailability of RCP seal cooling
and seal injection (since the charging pumps are also without power and cooling water). Unavailability of seal -
cooling and injection may resuk in seal failure after a period of time, dependmg on the seal design.

,

The lower event tree branch represents the situation in which seal faihue occurs prior to restoration of ac power. !
The upper branch represents the situation in which a seal LOCA does not occur. !

8. Electric power recovend (long term). Recovery of offsite power in the long term following failure of !
cmergency power can prevent or allow mitigation of an RCP seal LOCA. If emergency power is successful, !

recovery of offsite power can still allow recovery of condenser cooling and facilitate placing the plant on the |
RHR system, thereby preventing the use of sump recirculation following a transient-induced LOCA. '

For sequences involving emergency power failure in which a seal LOCA has occurred, long-term electric power !

recovery success [OP-SL] requires the restoration of ac power (either through recovery of offsite power or i

recovery of a DG) prior to core uncovery. For sequences involving emergency power failure in which a seal ;

LOCA does not occur, electric power recovery success [OP-BD] requires the recovery of ac power prior to
battery depletion, typically 2 to 4 h. '

If emergency power is successful, recovery of offsite power within 2 h [OP-2H] will allow sufficient time to
recover the condenser, cool down the plant, and initiate RHR before depleting the RWST following a
transient-induced LOCA, eliminating the need for sump recirculation. Recovery at 6 h [OP-6H] will facilitate

,

recovery of secondary-side cooling in the event of an initial AFW failure.

9. High-pressure injection [HPI-L], feed and bleed [ FAB L], residual heat removal [RIIR-L] and high pressure
recirculation [HPR-L]. The success requirements for these branches are similar to those following a nonspecific
reactor trip. Because the systems use motor-driven pumps, the capability of each system to meet its success
requirements depends on the success of emergency power. j

10. Recovery of secondary-side cooling [SGCOOL] and RCS cooldown to RHR initiation pressure
[COOLDOWN]. Success requirements for these branches are similar to those following a nonspecific reactor .*

!trip. Prior recovery of offsite power is necessaiy to power secondary side balance of plant loads.

The event tree constructed for the PWR Class O LOOP is shown in Figure B.12. Most of the event tree branches and -

the sequences leadiag to successful mitigation and core damage are similar to those following a LOOP at Class B plants.
'

However, at Class G plants, decsy heat removal during recirculation is provided by the CSR system, not the HPR system. '

The event tree branches and sequences different from those for PWR B LOOP are discussed below.

1. Initiating event (LOOP) [IE LOOP]. The initiating event is a LOOP similar to that described for PWR plant
Classes B and D. De following branches have functions and success requirements similar to those following
a LOOP at PWRs associated with all of the plant classes dermed.
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;

2. Reactor trip given LOOP [RT L].

3. Ernergency power [EP).

|
4. Auxiliary feedwater [AFW-L].

5. PORV challenged and reseats [PORV L and PRVL-RES).

6. Seal LOCA [SEALLOCA].

7. Electric power recovered (long term) [OP SL, OP-BD, OP 211, OP-611].

8. liigh-pressure injection, feed and bleed, residual heat removal, and high pressure recirculation [1IPI-L, FAB-L,
RIIR-L,1 IPR-L].

9. Recovery of secondary-side cooling and RCS cooldown to RilR initiation pressure [SGCOOL, COOLDOWN,

RilR-L].
10. Containment spray recirculation [CSR-L]. He success requirements for this branch are similar to those

following a nonspecific reactor trip. The CSR system provides decay heat removal for sequences in which
secondary-side cooling is unavailable.

|The event tree constructed for a PWR Class 11 LOOP is shown in B.17. Many of the event tree branches and sequences

leading to successful mitigation and core damage are similar to those following a LOOP at Class B plants. Ilowever, |
'

Class 11 plants do not have feed and bleed capability and rely instead on secondary side depressurization and the
condensate system as an alternate decay heat removal method. The condensate system is assumed unavailable following
a LOOP, which limits the diversity of decay heat removal on this plant class following this initiator. The event branches
and sequences are discussed further below.

1. Initiating event (LOOP) [IE-LOOP]. The initiating event is a LOOP similar to that described for BWR Classes
B and D. The following branches have functions and success requirements similar to those following a LOOP :

'

at PWRs associated with all of the plant classes defined.

2. Reactor trip given LOOP [RT L]. 1

3. Emergency power [EP).

4. Auxiliary feedwater [AFW-l.].

5. SRV challenged [SRV L]. He function of this branch is similar to that described under the PWR Class 11
transient.

6. SRV reseat [SRV RES). Success requirements for this branch are similar to those described under the PWR
Class II transient.

7. Seal LOCA [SEALLOCA].

8. Electric power recovered (long term) [OP SL, OP-BD].

9. liigh-pressure injection, reridual heat removal, and high-pressure recirculation [lIPI-L, RIIR-L,IIPR L].

10. RCS cooldown to RHR initiation pressure [COOLDOWN]. |

The event tree constructed for the plant Class A LOOP is shown in Figure B.2. All of the event-tree branches and the

sequences leading to successful mitigation and core damage are analogous to those following a LOOP at Class B plants
with the addition of the CSR branch [CSR-L], which is required for decay heat removal during IIPR if the plant cannot
be cooled down and placed on the RIIR system beforehand. Additional information on the use of the CSR system is

.

provided in the discussion of the PWR Class A nonspecific reactor trip event tree. ,

i
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'

B.5.4 PWR Sinall-Break Loss-of-Coolant Accident

Event trees were constructed to define the responses of PWRs to a small break LOCA. The LOCA chosen for
consideration is one that would require a reactor trip and continued IIPI for core protection. Because of the limited ;

amount of borated water available, the mitigation sequence also includes the requirement to recirculate borated water
from the containment sump, unless the plant can be successfully cooled down and placed on the RIR system prior to

*

RWST depletion.

The LOCA event tree constructed for PWR plant Classes B and D is shown in Figure B.8. 'Ihe event tree branches and
the sequences leading to core damage follow.

,

1. Initiating event (small-break LOCA) [IE-SLOCA]. 'Ihe initiating event for the tree is a small break LOCA
that requires reactor trip and continued IIPI for core protection.

2. Reactor trip [RT]. Reactor trip success is defined as the rapid insertion of sufficient control rods to place the
core in a subcritical condition. Failure to trip was considered to lead to core damage in the ASP models (this
may be conservative).

'

3. Auxiliary feedwater or main feedwater [AFW or MFW]. Use of AFW or MFW was assumed necessary for
'

some small breaks to reduce RCS pressure to the point where HPI is eticctive. At Class D plants, the HPl
pumps operate at a much higher discharge pressure and hence can function without secondary-side cooling ;

from the AFW or MFW systems.
'

4. High-pressure injection [HPI]. Adequate injection of borated water from the HPI system is required to prevent
excessive core temperatures and consequent core damage.

5. Feed and bleed [F&B]. In the event AFW and MFW are unavailable following a small-break LOCA, core
cooling can be provided using the feed and bleed mode. Depending on the size of the small break, opening the
PORVs may not be required for success (opening a PORV is not required for success for Class D). -

6. RCS cooldown to RHR initiation pressure [COOLDOWN]. Following initiation of HPI, substantial time
3

(typically 4 h)is available before the RWST is depleted and sue , recirculation is required. An RCS cooldown ;
to the RHR initiation pressure (using the TBVs and main condenser, or the atmospheric dumps, in conjunction |

with AFW or MFW) and initiation of RHR will provide core cooling without the need for sump recirculation.
This approach has been used in the mitigation of all historic PWR small-break LOCAs. Because RCS pressure ;

is significantly reduced once on RHR, HPI can provide the limited makeup for a substantial period of time. ,

Success for this branch requires an RCS cooldown to the RHR initiation pressure in time to allow initiation of
RHR prior to RWST depletion.

'

. 7. Residual heat removal [RHR]. If the RCS can be cooled down and depressurized to the RHR initiation pressure,
'

then the RHR system can be used for core cooling. Success for this branch requires the operation of one train
.

of the RHR system. Many PWR Class B and D plants employ a common RHR pump suction line to supply !
'

RCS flow to both RHR trains. Multiple valves in this line must open for RHR success.

8. High-pressure recirculation [HPR]. The requirement for continued core cooling following a LOCA is satisfied -

by using HPI in the recirculation mode once the RWST is depleted, unless the plant can be placed on the RHR
:

system beforehand. In this mode the HPI pumps recirculate reactor coolant collected in the containment sump ,

and pass it through heat exchangers for heat removal. When MFW or AFW is available, heat removalis assumed
'

to be required only to prevent HPI pump damage; if AFW or MFW is not available, HPR is required to remove '

!decay heat as well. Typically, at Class B and D plants, the LPI pumps are utilized in the HPR mode, taking
suction from the containment sump, passing the pumped water through heat exchangers, and providing net '

positive suction head to the HPI pumps.

The event tree constructed for a small-break LOCA at Class O plants is shown in Figure B.13. The LOCA event tree
for Class O plants is similar to that for Class B and D plants except that long term cooling is provided by the CSR system j
rather than by the HPR system. The event tree branches and sequences are discussed further below. |
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1. Initiating event (small-break LOCA) [IE-SLOCA). The initiating event is a LOCA similar to that described
for PWR plant Classes B and D. Re following branches have functions and success requirements similar to
those following a small-break LOCA at PWRs associated with all of the plant classes defined.

2. Reactor trip [RT].

3. Auxiliary feedwater and main feedwater [AFW and MFW).

4. High-pressure injection and feed and bleed DIPI and FAB].

5. Recovery of secondary-side cooling [SGCOOL].

6. RCS cooldown to RilR initiation pressure and RIIR [COOLDOWN and RHR].

7. Containment spray recirculation [CSR]. In the event that normal secondary-side cooling (AFW or MFW) is
unavailable following a small-break LOCA, cooling via the CSR system during HPR is required to mitigate
the transient.

8. Iligh-pressure recirculation DIPR]. j
|

The event tree constructed for a small-break LOCA at PWR Class H plants is shown in Figure B.18. De event tree has
been developed assuming that SG depressurization and condensate pumps can provide adequate RCS pressure reduction ,

in the event of an unavailability of AFW and MFW to permit HPI and HPR to function in these plants. He event tree |
branches and sequences are similar to those following a transient-induced LOCA. j

1. Initiating event (small-break LOCA) [IE-SLOCA]. The initiating event is similar to that described above for i

'

PWR Classes B, D, and G. He following branches have functions and success requirements similar to those
discussed previously for this class.

2. Reactor trip [RT].

3. Auxiaary feedwater, main feedwater, and condensate [AFW, MFW, and COND].

4. High-pressure injection DIPI].

5. RCS cooldown to RHR initiation pressure [COOLDOWN].

6. Residualheat removal [RHR).

7. High-pressure recirculation DIPR].

The event tree constmeted for a small LOCA at Class A plants is shown in Figure B.3. The LOCA event tree for Class

A plants is similar to that for Classes B and D except that the CSR system is required in conjunction with HPR in some i

sequences where secondary cooling is not provided. |
|

As with the PWR transient and LOOP sequences, differences between plant classes are driven by the use of CSR on

plant Classes A and O and by the use of condensate pumps in lieu of feed and bleed on PWR Class H. |

|

B.5.5 PWR Steam Generator Tube Rupture

ne event trees constructed define potential plant response following an SGTR. In the event of an SGTR, the nominal
plant response is to provide RCS inventory makeup using the HPI sys*cm; detect and then isolate the ruptured SG by
closing appropriate AFW, MFW, and main steam isolation valves; and depressurize the RCS to below the SG relief
valve resent pressure using the intact SGs. His allows the relief valves to rescat and terminates flow from the RCS into
the failed SG. If the break cannot be isolated, the RCS must be cooled down further and the RHR system must be placed

. in operation before RWST inventory is depleted. Failure to perform these functions is assumed to result in core damage.

The SGTR event tree constructed for PWR plant Classes B and D, G, and A are shown in Figures B.9, B.14, and B.4,

respectively. Descriptions of the branches that are unique to SGTR response follow. Branches on the SGTR event tree
that are also included on other event trees are not described further.
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1. Initiating event (SGTR) [IE-SGTR]. The initiating event is the failure of one SG tube, with resulting RCS flow
from the primary to the seconday side of the 50. Simultaneous nzpture of multiple tubes is not addressed.

2. Reactor trip [RT]. Failure to trip the reactor following an SGTR is assumed to result in core damage (this may

be conservative).

3. Auxiliary feedwater [AFW-SGTR]. AFW tiow to the intact (unimpacted) SGs must be provided to remove
decay heat and cool the RCS to reduce its pressure to below the SG relief valve rescat point. Success for this
branch requires flow from one or more AFW pumps to at least one intact SG.

4. Main feedwater [MFW]. The MFW system can be used for heat removalif AFW is unavailable. Most MFW
systems isolate on safety injection, and subsequent operability is dependent on the type of pump driver;
turbine-driven MFW pumps require steam from the nonimpacted SGs once the faulted SG is isolated.

5. Iligh-pressure injection [lIPI).

6. RCS cooldown below SG relief valve setpoint [RCS-SG]. Success for this branch requires the use of the ADVs
or TBVs to reduce RCS pressure below the SG relief valve rescat pressure.

7. Ruptared SG isolated [SGISOL]. Success requires the ruptured SG to be isolated by closing open valves
associated with feed, blowdown, and steam flow. 'lhis, in conjunction with RCS cooldown to below the SG

( relief valve resest pressure, termmstes flow from the tube rupture.

8. RCS cooldown below RIIR pressure [RCSCOOL]. If the ruptured SG cannot be isolated, RCS cooldown is
continued using the TBVs until R1iR can be initiated. On plants with large ADV capacity, RCS cooldoum may
be accomplished without TBVs. Once on the RIIP. system, the SGs (which are no longer required for decay
heat removal) can be isolated if necessary.

9. Residual heat removal [RIIR].

The SGTR event tree constructed for PWR Class 11is shown in Figure B.19. With the exception of one branch that
addresses the potentir.1 use of the condensate system if both AFW and MFW fail, all branches are similar to those on
the previous event trees.

1. Initiating event (SGTR) [IC-SGTR].

2. Reactor trip [RT].

3. Auxiliary feedwater [AFW-SGTR]. |

4. Main feedwater [MFW).

5. Condensate [COND]. In the event that both AFW and MFW are unavailable, the ADVs [or TBVs if the main
steam isolation valve (MSIVs) are open] can be used on PWR Class il plants to depressurize the intact SGs to
the point that the condensate pumps can be uxd for SG cooling. Flow fmm one condensate pump to one SG
is assumed to be adequate.

6. Iligh-pressure injection [lIPI].

7. RCS cooldown below SG relief valve setpoint [RCS-SG].

8. Ruptured SG isolated [SGISOL].

9. RCS cooldown below RIIR pressure [RCSCOOL].

10. Residualheat removal [RIIR].

B.5.6 Alternate Recovery Actions

The PWR event trees have been developed on the basis that proceduralized recovery actions will be attempted if primary

systems that provide protection from core damage are unavailable. In the event AFW and MFW are unavailable and

i
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cannot be recovered in the short tenn, the use of feed and bleed cooling is modelet s all plants except for Class 11,
where SG depressurization and use of the condensate pumps is modeled instead.

Alternate equipment and procedures-beyond the systems and functions included in the event trees-may be successful
in mitigating the effects of an initiating event, provided the appropriate equipment or procedure is available at a particular
plant. This may include:

the use of supplemental DGs-beyond the normal safety-related units-to power equipment required
for continued core cooling and reactor plant instrumentation. A number of plants have added such
equipment, often for fire protection.

depressurization following a small-break LOCA to the initiation pressure of the LPl systems to provide
RCS makeup in the event that ilPI fails. Procedures to support this action are known to exist at some
plants.

use of electric power cross-ties among adjacent units.

The potential use of these alternate recovery actions was addressed in the analysis of the 1994 precursors when
information concerning their plant-specific applicability was available.

B.6 BWR Event Tree Models

The BWR event trees describe the impact of the availability and unavailability of front-line systems in each plant class
on core protection following three initiating events: trip, LOOP, and small-break LOCA. The systems modeled in the
event trees are those associated with the generic functions required in response to an initiating event. The systems that
are assumed capable of providing these functions are:

Function System

Reactor subcriticality Reactor scram and standby liquid control (following failure to trip)

Reactor coolant system integrity Addressed in small-break LOCA models and in trip and LOOP sequences
involving failure of primary relief valves to rescat

Reactor coolant inventory High-pressure injection systems [lIPCI or IIPCS, RCIC, CRD, FWCl)

Main feedwater

Low-pressure injection systems following blowdown [ low-pressure coolant
injection (LPCI)(BWR Classes B and C), condensate, low-pressure core
spray (LPCS), residual heat removal service water (RIIRSW) or equivalent]

Short-term core heat removal Power conversion system (PCS)

High-pressure injection systems [HPCI, RCIC, CRD, FWCl (BWR Class A)]

Isolation condenser (BWR Classes A and B)

Main feedwater

Low-passure injection systems following blowdown [LPCI (BWR Classes B
and C), LPCS, condensate]

Note: Short-term core heat removal to the suppression pool (all cases where
power conversion system is faulted) requires use of the RHR system or
containment venting for heat removal in the long term.
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Function Svetem

Long-term core heat removal Power conversion system

isolation condenser (BWR Class A)

Residual heat removal [ shutdown cooling or suppression pool cooling modes

(BWR Class C)]

Shutdown cooling (BWR Classes A and B)

Containment cooling (BWR Class A)

Low-pressure coolant injection [ containment cooling (CC) mode (BWR Class

B)]

Containment venting

B.6.1 BWR Nonspecific Reactor Trip

The nonspecific reactor trip event tree constructed for BWR plant Class C is shown in Figures B.35 and 36. The event
tree branches and the sequences leading to potential severe core damage follow [ event tree branch designations are
shown in brackets]. The Class C plants are discussed first because all but a few of the BWRs fit into the Class C category.

1. Initiating event (transient) [lE-T]. He initiating event is a transient or upset event tlut results in a rapid
shutdown of the plant. Transients that are initiated by a LOOP or a small-break LOCA are modJed in separate
event trees. Transients initiated by a large-break LOCA or large SLB are not addressed in the event trees
described here; trees applicable to such initiators are developed separately if required.

2. Reactor shutdown [RPS). To achieve reactor suberiticality and thus halt the fission process, the RPS commands
rapid insertion of the control rods into the core. Successful scram requires rapid insertion of control rods with
no more than two adjacent control rods failing to E .. Failure to scram results in sequences associated with
ATWS, which is described later in this section.

3. Power conversion system [PCS]. Upon successful reactor scram, continued operation of the PCS would allow
continued heat removal via the main condenser. This is considered successful mitigation of the transient.
Continued operation of the PCS requires the MSIVs to remain open and requires the operation of the condenser,
the turbine bypass system (TBS), the condensate pumps, the condensate booster pumps, and the feedwater
pumps.

4. SRVs close [SRV). SRVs are assumed to lift following scram. Success for this branch requires the rescating
of all but one open SRV once the reactor pressure vesnel(RPV) pressure decreases below the relief valve set
point. If an SRV sticks open, a transient-induced LOCA is initiated. The response of BWR Class C plants to
a single stuck-open SRV is similar to the response when no SRV sticks open and is represented by the upper
branch. The failure of two valves to close is represented by the middle branch; plant response is sirnilar to a
medium-break LOCA. The lowest branch represents the failure of more than two SRVs to close. This response
is similar to a large-break LOCA.

5. Feedwater [MFW). Given unavailability of the PCS, continued delivery of feedwater to the RPV will keep the
core from becoming uncovered. This, in combination with successful long term decay heat removal, will
mitigate the transient, preventing core damage. For plants with turbine-driven feed pumps, the PCS failure
with subsequent feedwater success cannot involve MSIV closure or loss of condenser vacuum because this
would disable the feed pumps.

6. liigh-pressure coolant injection (or high-pressure core spray) [11C1]. The primary function of the IIPCI or
IIPCS system is to provide makeup following small-break LOCAs while the reactor is at high pressure (not
depressurized). He system is also used for decay heat removal following transients involving a loss of
feedwater. Some later Class C plants are equipped with IIPCS systems, but the majority are equipped with
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HPCI systems. IIPCI or III CS can provide the required makeup and short-term decay heat removal when the
condenser and feedwater system are unavailable.

7. Reactor core isolation cooling [RCl]. The RCIC system is designed to provide high-pressure coolant makeup
for transients that result in LOFW. Both RCic and llPCI (or IIPCS) initiate w hen the reactor coolant inventory

drops to the low low level set point, taking suction from the condensate storage tank or the suppression pool.
To prevent tripping ofIIPCI and RCIC pumps on high water level, llPCI is normally secured aller IIPC L/RCIC
initiation when pressure and water level are restored. RCIC must then be operated until the RIIR system can
be placed in ser ice. He RCIC system is also capable of providing successful makeup following a single
stuck-open SRV.

8. Depressurization via manual actuation of the SRVs or the automatic depressurization system [ ADS). In the
event that the high-pressure systems have failed to provide adequate flow, the RPV can be depressurized to
allow use of the low-pressure, high-capacity injection systems. The ADS will automatically initiate on high
drywell pressure and low-low reactor water level, the availability of one train of the LPCI or LPCS systems,
and following a time delay (which can be reset by the operator). He SRVs can also be opened by the operators
to speed the depressurization process or if ADS fails to automatically actuate.

9. CRD injection [CRD]. In transient induced sequences where heat removal and minimal core makcup are
required (i.e., no more than one SRV sticks open), the CRD pumps can deliver coolant to the RPV.

10. Condensate system [CDS). Low-pressure injection can be pmvided by the condensate system ifit is available
following a loss of feedwater. Condensate is initially drawn from the condenser hotwell.

I1. Low pressure core spray [LCS). Low-pressure injection can be provided by the LPCS system if required. He
LPCS system performs the same functions as the LPCI system (described belo v) except that the coolant, which
is drawn from the suppression pool or the condensate storage tank (CST), is sprayed over the core.

12. Low-pressure coolant injection [LCl]. The LPCI system can prmide short-term heat removal and cooling water
makeup if the reactor has been depressurized to the operating range of the low-head RIIR pumps. At Class C
plants, LPCI is a mode of the RIIR system; thus, the RIIR pumps operate during LPCI. LPCI takes suction
from the suppression pool or the CST and discharges into the recirculation loops or directly into the reactor
vessel. If LPCI is successful in delivering suflicient flow to the reactor,long-term heat removal success is still

required to mitigate core damage.

13. RIIR service water or other injection source [SWS] Ris is a backup measure for providing water to the reactor
to reflood the core and maintain core cooling if other injection sources are unavailable. Typically, the
high-pressure SW pumps are aligned to the shell side of the RIIR heat exchangers for delivery of water to one
of the recirculation loops.

14. Residual heat removal [RilR). Three modes of RIIR are represented by this branch. In the shutdown cooling
mode, coolant is circulated from the reactor by the RIIR pumps through the RHR heat exchangers and back
to the reactor vessel. In the suppression pool cooling mode, the RIIR pumps and heat exchanFers are aligned
to take water from Se suppression pool, cool it using the RIIR heat exchangers, and retum it to the suppression
pool. In the containment spray mode, water fmm the suppression pool is first cooled using the RIIR heat
exchangers before being sprayed into the containment and retuming to the suppression pool. Long-term core
cooling success requires that heat transfer to the environment commence within ~12-24 h of the transient.
RIIR success following successful reactor scram and high- or low-pressure injection of water to the RPV will

prevent core damage.

15. Containment venting [CVS] If RIIR fails, decay heat can be removed by venting the suppression pool or
drywell. Success for this branch requires aligmnent of the vent header and initiation of venting prior to
exceeding a plant-specific maximum containment pressure. The time to reach this pressure is sequence-specific
in many cases.

CRD injection following venting [CR1]. The steaming that will occur in the suppression pool following venting16.
is assumed to fail any injection source that draws fmm the suppression pool. Ilence, the feed operation
associated with venting must come from an injection system that operates at low pressure and that has a source
of water other than the suppression pool. If RPV makeup is from the suppression pool prior to venting, then
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another makeup source must be aligned. One potential source of post-venting hjection is the CRD system,
represented by this branch. Because venting occurs late, only minimal CRD flow (oce pump) is required.

17. RHRSW injection following venting [SWl]. If the CRD system is unavailable for post-venting makeup, the
RilRSW system can be used instead. This branch represents the success or failure of the RilRSW system for
this purpose.

The event tree constructed for a BWR plant Class A nonspecific reactor trip is shown in Figure B.21. He event tree is
similar to that constructed for BWR Class C plants with the following exceptions: Class A plants are equipped with ICs
and FWCi systems instead of RCIC and HPCI (or HPCS) systems. He isolation condensers can provide long-term core
cooling provided no loss of inventory exists. Class A plants do not have LPCI systems, although they are equipped with
LPCS; suppression pool cooling is prmided by a system independent of the slmtdown cooling (SDC) system. The event
tree branches different from those for Class C are discussed further below.

1. Initiating event (transient) [lE-T]. He initiating event is a nonspecific reactor trip similar to that described for
BWR Class C plants. The following branches have functions and success requirements similar to those
following a transient at BWRs associated with Class C.

2. Reactor shutdown [RPS].

3. Power conversion system [PCS).

4. SRVs close [SRV]. He three branches represent conditions in which (1) all open SRVs close, (2) one valve
fails to close, and (3) more than one valve fails to close. Following a transient with closure of all SRVs (upper
branch), the IC can provide core cooling, as can MFW. If one SRV sticks open, MFW is required for RPV
makeup and short-term core cooling, unless the RPV is depressurized so that low-pressure systems can be used.
If more than one SRV sticks open, then the low-pressure systems can be utilized without the need for automatic
or manual depressurization.

5. Feedwater [MFW]. MFW or FWCl can provide short-term transient mitigation. MFW is required for makeup
in transient-induced LOCA sequences and for heat removal in sequences when the IC system would have
mitigated 'he transient but was not available. FWCI is initiated automatically on low reactor level and uses the
normal feedwater trains to deliver water to the reactor vessel. When feedwater is successful, long-term decay
heat removal is required for complete tiansient mitigation. (PCS unavailability is assumed prior to MFW
demand.)

6. Isolation condenser and isolation condenser makeup [150]. If PCS is not available and significant inventory
has not been lost via the SRVs, then the IC system can provide decay heat removal and mitigate the transient.
The IC system is an essentially passive system that condenses steam produced by the core, rejecting the heat
to cooling water and returning the condensate to the reactor. Makeup is provided to the cooling water as needed.
The system does not pmvide makeup to the reactor vessel.

7. Depressurization via SRV or ADS [ ADS).

8. CRD injection [CRD).

9. Condensate system [CDS].

10. Low-pressure core spray [LCS].

I1. Fire water injection [FWS]. Fire water or other raw water systems can provide a capability similar to that
prmided by the RilRSW connection on Class C BWRs. As a backup source, if all normal core cooling is
unavailable, fire water can be aligned to the LPCS injection line to provide water to the reactor vessel.

12. Shutdown cooling [SDC). Like the shutdown cooling mode of the RIIR system at Class C plants, the SDC
system is a closed-loop system that performs the long-term decay heat removal function by circulating primary
coolant from the reactor through the system's heat exchangers and back to the reactor vessel. Success requires
the operation of at least one SDC loop.

13. Containment cooling [ CSS). If the SDC system fails to provide long-term decay heat removal, the CC system
can remove decay heat. De system utilizes dedicated pumps, drawing suction from the suppression pool,
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passing it through heat exchangers where heat is rejected to the service water system, and then either retuming
it directly to the suppression pool or spraying it into the dry well.

14. Containment venting [CVS].

15. CRD injection following venting [CRl].

16. Firewater injection following venting [FW 1]. This branch is equivalent to RIIRSW injection following venting
in BWR Class C.

The event tree constructed for a BWR plant Class B nonspecific reactor trip is shown in Figures B.M through B 28.
| The event tree is most similar to that constructed for BWR Class A plants. In fact, the branches are the same except that

| Class B plants are equipped with IIPCI systems instead of FWCl systems, and they am equipped ;'di an LPCI system

i that represents an additional capaldlity for pro iding low-pressure injection. Also, at Class P UWRs, the containment
I system considered in the event tree utilizes the LPCI pumps rather than having its own uedicated pumps.
|

B.6.2 Anticipated Transient Without Scram

The event trees constructed define potential plant response following an ATWS. Following a failure to automatically
and manually scram or insert rods, the fission process is terminated by tripping the recirculation pumps and injecting
soluble boron into the RPV. Availability of the PCS at this point terminates the transient. If PCS is unavailable, the
operators further control power by lowering the RPV level to the top of the active fuel and using IIPCI or IIPCS for
makeup. Failing this, RPV pressure is lowered to allow the low-pressure systems to provide makeup.

Similar event trees are used for each BWR class (differences exist in the systems used for makeup, consistent with the
systems available at each plant class). The event trees are shown in Figures B.34, B.40, and B.32, respectively, for
classes A, B, and C. Descriptions of the event tree branches that are unique to ATWS follow. Branches on the ATWS
trees that are also included on the transient event trees are not discussed further.

1. Initiating event (reactor shutdown) [RPS). The initiating event is an effective transfer from the transient event
tree for sequences involving failure to scram (sequence 80 for BWR Class C).

2. Recirculation pump trip [RRS]. Success for this branch requires the automatic or manual trip of the recirculation

pumps to reduce power.

3. Standby liquid control [SLC]. The operators manually start the riandby liquid control system to borate the

! RPV. This system is initiated immediately following a failure to scram since it takes some time to be effective.

4. ADS inhibited and level controlled [ADl]. Failing to shut down the reactor manually or by attemate means,
the operators must attempt to control power using RPV level. The major actions are as follows. First, inhibit
ADS. This both protects me contaimnent (by avoiding a major transfer of hot RPV water to the suppression
pool) and prevents the automatic actuation of LPCS and LPCI. Second, terminate injection. This excludes
standby liquid control system (SLCS) injection and CRD flow. RPV levelis deliberately lowered to the top of

j the active fuel (TAF). Levellowering reduces reactivity and powcr. Third, restore injection. If water level were
- to fall below TAF, there would be no assurance that core damage would be prevented. Ilence, level is reinstated.

5. liigh-pressure coolant injection [ hcl].

6. Manual reactor depressurization [DEP]. If the high-pressure systems are unavailable, the operators lower RPV
pressure to allow the use of the low-pressure systems for RPV makeup. This must be done carefully to prevent
flushing boron from the core region.

7. Condensate, LPCS, LPCI (if available) [CDS, LCS, LCl].

8. Residual heat removal or shutdown cooling and containment cooling [RIIR or SDC and CSS]. Only the
suppression pool cooling made of RIIR is viable because of the time periods and RPV pressures involved.

9. Containment venting [CVS).

.
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B.6.3 BWR Loss-of-Offsite Power

The event trees constmeted define responses of BWRs to a LOOP in terms of sequences representing success and failure
of plant systems. Only LOOPS that challenge the EPS and result in scram are addressed in the ASP Program

The event tree constructed for a LOOP at BWR Class C plants is shown in Figures B.37 and B.38. The event tree
branches associated with sequences leading to core damage are described below (branches that are identical to those for

a BWR Class C transient are not further described).

1. Initiating event (LOOP) [lE-L]. The initiating event for a LOOP corresponds to any situation in u hich power
from both the auxiliary and startup transformers is lost and scram occurs. This situation could result from grid
disturbances or onsite faults.

2. Reactor shutdown [RP1]. Given a load rejection, a scram signalis generated. Successful scram is the same as
for the transient trees: a rapid insertion of control rods with no more than two adjacent control rods failing to
insert. He scram can be automatically or manually initiated. Failure to scram following a LOOP is assumed
to result in core damage (this may be conservative).

3. Emergency power [EPS). Emergency power is provided by DGs at almost all plants. He DGs receive an
initiation signal when an undervoltage condition is detected. Emergency power success requires the starting
and loading of a sufricient number of DGs to support safety-n: lated loads in systems required to mitigate the
vansient and maintain the plant in a safe shutdown condition.

4. LOOP recovery (long-term) [OEP] Success for this branch requires recovery of offsite power or diesel-backed
ac power before the station batteries are depleted, typically 2 to 4 h.

5. SRVs close [SRV].

6. IIPCI (ot IIPCS) or RCIC [IlCI and RCI). Success requirements for these branches are identical to those
following a tunsient at Class C BWRs. Either RCIC or IIPCI (or iIPCS) can provide the makeup and short-term
core cooling required following most transients, including failure of the EPS. IIPCI and RCIC only require de
power and sutlicient steam to operate the pump turbines. IIPCS systems utilize a motor-driven pump but are
diesel-backed at;d utilize dedicated SW cooling.

7. Depressurization da SRV or the ADS [ ADS].

8. CRD injection [CRDL]. Given availability of emergency power to the CRD pumps, success requirements for
this branch following e LOOP are identical to those following a transient. Manual restart of the CRD pumps
is required following the LOOP.

9. LPCS, LPCI, and RIIR senice water injection [LCSL, LCIL, and SWSL]. Given availability of emergency
power, success requirements for these branches following a LOOP c.rc hlen ical to those following a transient.

10. Residcol heat removal [RIIRL). Given the availability of emergency power, the wccess requirements for this
branch are similar to those ibilowing a nonspecific reactor trip transient at Class C BWRs. Success for any one
of the three modes associated with RIIR can provide the long-term decay heat removal required for transient
mitigation. If emergency power falis,it must be recovered to power long-term decay heat removal equipment.
110 wever, long-term decay heat remeval is not required until -12-24 h after the LOOP (well beyond the time
at which emergency power must be recovered to avoid battery depletion).

11. Containment venting, CRD injection following venting, and RIIRSW injection following venting [CVS,
CRIL, and SWIL].

The event tree constructed for a LOOP at BWR Class A plants is shown in Figure B.22. The event tree is similar to that
constructed for BWR Class C plants with the major exception that Class A plants are equipped with ICs and FWCl
systems instead of RCIC and 1IPCI (or llPCS) systems. ilowever, given a LOOP, FWCI would be unavailable because
it is not backed by emergency power. Also, additional lor:g-term core cooling is not required with IC success, as long
as no transient-induced LOCA exists. In the emergency power failure sequences, the IC system is the only system that
can provide core cooling because FWCl would be without power. He event tree branches that are dif ferent from those
for a BWR Class A transient and a BWR Class C LOOP (LOOP-related branches only) are further discussed below.
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1. Initiating event (LOOP) [IE-L]. He initiating event is a LOOP similar to that described for Class C BWRs.

2. Reactor shutdown [RPl].

3. Emergency power [EPS).

4. LOOP recovery (long-term)[OEP].

5. SRVs close [SRV].

6. Feedwater [MFW). The feedwater system can provide short-term core cooling and makeup for transient
mitigation. Ilowever, MFW success requires normal power supplies on most plants. If emergency power can
be supplied to the MFW pumps (from a gas turbine, "or example), then MFW can provide short-term core
cooling and makeup.

.

7. Isolation condenser and isolation condenser makeup [1S0].

8. Depressurization via SRV or ADS [ ADS).

9. CRD injection [CRDL]. Given availability of emergency power to the CRD pumps, success requirements for
this branch following a LOOP are identical to those following a transient. Manual restart of the CRD ptuups
is required following the LOOP.

10. LPCS and fire water injection [LCSL and FWS]. Success requirements for these branches are similar to those
following a nonspecific reactor trip at Class A BWRs. With interim high-pressure cooling unavailable, either I

ILPCS or, as a last resort, fire water or another water source can be used to provide low-pressure water for core

makeup and cooling. LPCS pumps and valves require emergency power to operate. Plants typically have one
engine-driven fire pump that can run during a LOOP without emergency power,

11. SDC and containment cooling [SDCL and CSSL]. Given the availability of emergency power or recovery of
offsite power, success requirements fer these branches are similar to those following a nonspecific reactor trip
transient at Class A BWRs.

12. Containment venting, CRD injection following venting, and firewater injection following venting [CVS,
CRIL, FW1].

The event tree constructed for a BWR plant Class B LOOP is shown in Figures B.29 through B.32. The event tree is
most similar to that constructed for BWR Class A plants. The branches are the same, except that Class B plants are
equipped with IIPCI systems instead of FWCI systems and are equipped with a LPCI system, which represents an
additional capability for providing low-pressure injection. At Class B BWRs, the containment cooling system utilizes
the LPCI pumps rather than having its own dedicated pumps. In emergency power failure sequences, either the IC or i

I
IIPCI system can provide the required core cooling for short-term transient mitigation. Ilowever, if an SRV sticks open
(transient-induced LOCA), then the IC cannot provide the makeup needed, and iIPCI is required. The IC can also provide
long-term cooling, but when only IIPCI is operable, recovery of emergency power is necessary to power SDC-related
loads.

B.6.4 BWR Loss-of-Coolant Accident

The event trees constructed define the response of BWRs to a LOCA in terms of sequences representing success and

failure of plant systems. The LOCA chosen for consideration is a small-break LOCA that would require a reactor scram
and continued operation of high-pressure systems. A large-break LOCA would require operation of the
high-volume / low-pressure systems and is not addressed in the models.

The LOCA event tree constructed for BWR Class C plants is shown in Figure B.39. The event tree branches associated
with core damage sequences follow (only branches that are different from BWR Class C transient sequences are

described).

1. Initiating event (small LOCA) [lE-SL]. Any breach in the RCS on the reactor side of the MSIVs that results
in coolant loss in excess of the capacity of one CRD pump and a reactor scram is considered to be a LOCA.
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A small-break LOCA is considered to be one in which losses are not great enough to reduce the system pressure

to the operating range of the low-pressure systems.

2. Reactor shutdown [RPS). ]
3. MFW, IIPCI or IIPCS, and RCIC [MFW,11C1 and RCl]. )

4. Depressurizationvia SRV or ADS [ ADS).

5. Controlrod drive injection [CRD]. :

6. Condensate, LPCS, LPCI, or RilR service water [CDS, LCS, LCl, and SWS). !
!7. Residual heat removal [RIIR].

8. Contaimnent venting, CRD injection following venting, and RIIRSW injection following injection [CVS, C R 1, |

SWl]. ;

IThe small-break LOCA event tree constructed for BWR Class A plants is shown in Figure B.23. ne event tree branches
associated with sequences leading to core damage follow (only branches that are different from BWR Class A transient

,

branches are described). I

!

1. Initiating event (small-break LOCA) [lE-S]. He initiating event is a anall-break LOCA similar to that ;

described for BWR Class C plants.

2. Reactor slmtdown [RPS]. j

3. Feedwater [MFW). |
t

4. Depressurization via SRV or ADS [ ADS). i

5. CRD injection [CRD]. f
6. Condensate, low pressure core spray, and fire water injection [CDS, LPCS, and FWS]. !

7. Shutdown cooling and containment cooling [SDC and CSS]. !

8. Containment venting, CRD injection following injection, and firewater injection following venting [CVS, :
'CR1, and FWl].

The small-break LOCA event tme constructed for BWR Class B plants is shown in Figure B.33. The event tree is most ;

similar to that constructed for BWR Class A plants. In fact, the branches are the same, except that (1) some Class B
'

plants are equipped with liPCI systems instead of FWCI systems and (2) Class B BWRs have a LPCI system, which
provides an additional capability for low-pressur: injection. At Claw 11 BWRs, the containment cooling system uses
the LPCI pumps rather than having its own dedicated pumps.

!

B.6.5 Alternate Recovery Actions :

The BWR event trees have been developed on the basis that proceduralized recovery actions will be attempted if primary !
systems that provide protection against core da nage are unavailable. If feedwater,IIPCI, and RCIC are unavailable :
(FWCI and ICs on BWR Classes A and B) and cannot be recovered in the short term, the use of ADS (to depressurize
below the operating pressure oflow-pressure systems) and the CRD pumps is modeled. In addition, the potential for '

short-term recovery of a faulted system is also included in the appropriate branch model. ;

Alternate equipment and procedures, beyond the systems and functions included in the event tree, may be successful in i

mitigating the efTects of an initiating event, provided the appropriate equipment or procedure is available at a particular
plant. His may include: j

the use of supplemental diesel generators, beyond the normal safety-related units, to power equipment ;

required for continued core cooling and reactor plant instrumentation. A number of plants have added !

such equipment, often for fire prottetion.
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;

the use of electric power cross-ties among adjacent units. The potential use of these alternate recovery

|
actions was addressed in the analysis of the 1994 precursors when information concerning their
plant-specific applicability was available.

! B.7 Fault Tree Models

Fault tree models were developed for each branch included in the accident sequences represented on the plant-class
event trees. While a single fatdt tree could be used to model the failure logic for some systems, others required multiple
models to represent the different success criteria applicable to ditTerent sequences.

The system fault tree models consider (1) failures of active components that must start and mn or change position when
a system is demanded and (2) components such as manual valves that must remain in a preset condition. The common

| cause failure of redundant components that can directly result in system failure (a subset of all potential common cause

I failures) is also included. Operator actions required to actuate a manually actuated system are also addressed, as are
actions to recover an initially failed system.

Each fault tree was developed using "supercomponent" basic events that include grouped failures associated with a
major component such as a ptunp or a train of a system. 'Ihe use of supercomponents provides the same logic structure
as a model developed with individual component basic events but facilitates computer solution of the logic models. As
an example of a supercomponent, consider a train of a system that includes a motor-operated valve that must open, two
manual valves that must remain open, a check valve that must open, and a pump that must start and run. If none of these

components and failure modes are included elsen here in any other fault tree, except perhaps in the same grouping, then j
they can be combined into a single supercomponent. The supercomponent, which should have engineering meaning, is
then used as a single basic event representing the potential failure of the five components.

Basic event failure probabilities for each supercomponent are developed using individual component failure
probabilities, primarily from the ASP data base, earlier ASP program data, and NUREG-1032.7A 24-h mission time
is used for most components with hourly failure rates, such as a pump failing to mn (one exception was the mission
time for emergency diesel generators, which is based on the 90th percentile LOOP recovery time).

In the example supercomponent, probabilities for failure of the motor-operated valve to open (3.0 x 10~3), failure of
both manual values to remain open (2 x 10 ), failure of the pump to start and run for its mission time [3 x 10'3 (start) +4

d
24 h x 3 x 10 5/h (run)], and failure of the check valve to open (1 x 10 ) would be added to estimate the supercomponent

failure probability (7.0 x 10~3).

Common cause failure probabilities are quantified using the Multiple Greek Letter (MGL) method with data from
Proceduresfor Analysis of Common Cause Failures in Probabilistic Saferv Analysis, NUREGICR-580l.*

At the present time, the only support system failures that are modeled are emergency ac power failures following a
LOOP. The models may be expanded in the future to include other support system failures, such as those in the service

i water system.

An exampic ASP fault tree is included in Figure B.41. Additionalinformation conceming the development of the fault
tree models is provided in Ref. 9.

|
|
|

.
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Table B.I. ASP Reactor Plant Classes

Plant name Plant class
ANO - Unit 1 PWR Class D

ANO - Unit 2 PWR Class G

Beaver Valley 1 PWR Class A

i Beaver Valley 2 PWR Class A

Browns Ferry 1 BWR Class C

Browns Ferry 2 BWR Class C

Browns Ferry 3 BWR Class C

Braidwood 1 PWR Class B

Braidwood 2 PWR Class B

Brunswick 1 BWR Class C

Brunswick 2 BWR Class C
4

Byron 1 PWR Class B

Byron 2 PWR Class B

Callaway 1 PWR Class B I

Calvert Cliffs 1 PWR Class G

| Calvert Cliffs 2 PWR Class G

Catawba 1 PWR Class B

Catawba 2 PWR Class B |

Clinton 1 BWR Class C

Comanche Peak PWR Class B f
Cookl PWR Class B )
Cook 2 PWR Class B

Cooper Station BWR Class C

Crystal River 3 PWR Class D

! Davis-Besse PWR Class B

Diablo Canyon 1 PWR Class B

Diablo Canyon 2 PWR Class B !
I

Dresden 2 BWR Class B

Dresden 3 BWR Class B |

Duane Arnold BWR Class C

Farley 1 PWR Class B

Farley 2 PWR Class B ;

Fermi 2 BWR Class C

Fitzpatrick BWR Class C

Fort Calhoun PWR Class G j

Ginna PWR Class B !
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Table B.I. ASP Reactor Plant Classes (cont.)

Plant name Plant class
Grand Gulf 1 BWR Class C

IInddam Neck PWR Class B

IIarris 1 PWR Class B

llatch 1 BWR Class C

llatch 2 BWR Class C

llope Creek I BWR Class C

Indian Point 2 PWR Class B

Indian Point 3 PWR Class B

Kewaunee PWR Class B

LaSalle 1 BWR Class C

LaSalle 2 BWR Class C

Limerick I BWR Class C

Limerick 2 BWR Class C

Maine Yankee PWR Class B

McGuire 1 PWR Class B ,

McGuire 2 PWR Class B

Millstone 1 BWR Class A

Millstone 2 PWR Class O

Millstone 3 PWR Class A

Monticello BWR Class C

Nine Mile Point i BWR Class A

Nine Mile Point 2 BWR Class C

North Anna 1 PWR Class A *

North Anna 2 PWR Class A

Oconee 1 PWR Ciasa D

Oconee 2 PWR Class D

Oconee 3 PWR Class D j
Oyster Creek BWR Class A |

Palisades PWR Class G

Palo Verde 1 PWR Class H
'

Palo Verde 2 PWR Class 11

Palo Verde 3 PWR Class 11
'

Peach Bottom 2 BWR Class C
'

Peach Bottom 3 BWR Class C

Perry 1 BWR Class C
i

Pilgrim 1 BWR Class C '

,
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Table B.I. ASP Reactor Plant Classes (cont.)

Plant name Plant class
! Point Beach 1 PWR Class B

Point Beach 2 PWR Class B

Prairie Is!and 1 PWR Class B

Prairie Island 2 PWR Class B

Quad Cities i BWR Class C

Quad Cities 2 BWR Class C

River Bend 1 BWR Class C

Robinson 2 PWR Class B

Salern 1 PWR Class B

Salem 2 PWR Class B

San Onofre 2 PWR Class 11

San Onofre 3 PWR Class H

Seabrook 1 PWR Class B

Sequoyah! PWR Class B

Sequoyah 2 PWR Class B

South Texas 1 PWR Class B

St. Lucie 1 PWR Class G i

|
St. Lucie 2 PWR Class G

Summer 1 PWR Class B

Surry 1 PWR Class A

Surry 2 PWR Class A

Susquehanna1 BWR Class C

Susquehanna 2 BWR Class C

Three Mile Island 1 PWR Class D |

Turkey Point 3 PWR Class B
|Turkey Point 4 PWR Class B

Vermont Yankee BWR Class C

Vogtle 1 PWR Class B

Vogtle 2 PWR Class B

WNP 2 BWR Class C

Waterford 3 PWR Class 11

Wolf Creek 1 PWR Class B

Yankee Rowe PWR Class B

Zion 1 PWR Class B

Zion 2 PWR Class B
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Figure B.1. PWR Class A nonspecific reactor trip.
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Figure B.2. PWR Class A loss +f-offsite power.
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' Appendix C At-Power Precursors

i

C.1 At-Power Precursors

C.l.1 Accident Sequence Precursor Program Event Analyses for 1994

nis appendix documents 1994 operational events selected as accident sequence precursors that am analyzed with the
plant in an at-power condition.

Licensee Event Reports (LERs) and other event documentation describing operational events at commercial nuclear
power plants were resiewed for potential precursors if

1. the LER was identified as requiring resiew based on a computerized search of the Sequence Coding and Search
System dr's base maintained at Oak Ridge National Laboratory, or

2. the LER or other event documentation was identified as requiring review by the Nuclear Regulatory
Commission's Oflice for Analysis and Evaluation of Operational Data.

Details of the precursor review, analysis, and documentation process are provided in Section 2 and Appendix A of this
report.

C.I.2 Precursors Identified

Eight at-power precursors were identified among the 1994 events resiewed at the Nuclear Operations Analysis Center.
Events were identified as precursors if they met one of the following precursor selection criteria and the conditional

4
core damage probability estimated for the event was at least 10 -

,

1. the event involved the total failure of a system requimd to mitigate effects of a core damage initiator,

2. the event involved the degradation of two or more systems required to mitigate cfTects of a core damage initiator,

3. the event involved a core damage initiator such as a loss of offsite power or small-break loss-of-coolant
accident, or

4. the event involved a reactor trip or loss of feedwater with a degraded safety system.

The at-power precursors identified are listed in Tabic C.I.

:

i
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Table C.I. List of at-power pncursors

!

Event No- Plant Event description Page
2 3/94-004

q_ ddd Power Operated Relief Valves and Vital 480-V ac

IR 213S4-03

LER 237S4-018 Dresden 2 Motor Control Center Trips Due to Impmper
C.3 1Breaker Settings

LER 237S4-021 Dresden 2 L ng-Term Unsvailability ofIligh Pressum
CMCoolant Injection

|
| LER 250S4-005 Turkey Point 3 and 4 Load Sequencers Periodically Inoperable C.5-1

LER 266S4-002 Point Beach I and 2 Both Diesel Generators Inoperable C.6-1

Unavailability of Turbine-Driven AuxiliaryLER 304S4-002 Zion 2 C 7-1Feedwater Pump and Emergency Diesel Generator

Trip, Loss of 13.8-kV Bus. and Short-Term SaltLER 31864-001 Calvert Cliffs 2 C.8 1
|Water Cooling System Unavailability

Scram, Main Turbine-Generator Fails to Trip,
LER 458S4-023 River Bend Reactor Core Cooling Isolation Cooling and C.9 1

Control Rod Drive System Unavailable

C.1.3 Event Documentation

Analysis documentation and precursor calculation information for each precursor are attacled. The precursors are in
docket /LER number order. i

For each precursor, an event analysis sheet is included. This pmvides a description of the operational event, event-related
plant design infonnation, and the assumptions and approach used to model the event, analysis results, and mferences.

A figure is included that highlights the dominant core damage sequence associated with the event. Conditional core
damage calculation infonnation is also provided, including the following tables:

Probabilities for selected basic events,

Sequence logic, sequence probabilities and importances and system names for higher probability
sequences,and

. Higher pmbability cut sets for higher probability sequences.

,

1
|
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Appendix C LER Nos,213/94-004,-005,-007,-013; IR 213/94-03

C.2 LER Nos. 213/94-004, -005, -007, -013; IR 213/94-03

Event Description: Power-operated Relief Valves and Vital 480-V ac Bus Degraded

Date of Event: February 16 and 19,1994

Plant: lladdam Neck

C.2.1 Event Summary

On February 16,1994, testing revealed that one of two feeds to motor control center-5 (MCC-5) could jam and fail to
close when demanded. MCC-5 supplies power to a number of vital components in both safety system trains. During
testing on February 19,1994, it was discovered that air operators for the pressurizer power-operated relief valves
(PORVs) were experiencing control air leaks and that the PORVs could not be operated properly from their safety-grade
control air supply. Investigation revealed that repairs to fix a prior PORV failure were made incorrectly during the
previous refueling outage. He PORV diaphragmr were not seated correctly and were coated with a lubricant rather
than a required scalant. Substantial air leaks resulted, and the PORVs could not be opened more than 50%. He combined

d
conditional core damage probability estimated for these events is 1.4 x 10 .

C.2.2 Event Description

During a maintenance outage, an operability surveillance test was performed on the pressurizer PORVs on February 19,
1994. His test revealed that both PORV air operators had leaking diaphragms (LER 213/94 005). The PORV
diaphragms had been replaced during the 1993 refueling outage following a diaphragm leak in one of the two PORVs

(LER 213/93-007).

Surveillance testing of the PORVs in May 1993 revealed that one valve was experiencing leakage from its diaphragm
assembly (LER 213/93 007). This leak, in conjunction with failure of the associated air pressure regulator, resulted in
excessive air consumption. Ilad the system been demanded, operator action to isolate the leaking PORV would have
been required to ensure an adequate long-term supply of control air to the other PORV. Repairs to the system, including
replacement of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage.

The design of the new diaphragms varied somewhat from the original ones,which may have contributed to the difficulties
experienced during the replacement process. Ermrs were made during the replacement, including the use of a lubricant
instead of a sealant amund the diaphragm's bolt circle. This allowed the diaphragm to extmde out between the sections
ofits housing, creating a pathway for air leakage. An NRC inspection team report related to this event (50-213/94-03,
April 7,1994) indicates that both valves could only be opened about 50% during testing. The LER for the event indicates
that two safety functions were potentially compromised by the PORV failures: feed-and-bleed cooling and high-pressure
safety injection (IIPSI) makeup during certain small-break loss-of-coolant accidents (LOCAs).

The IIPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for
feed-and-bleed cooling to succeed. Air is supplied to the PORVs from the containment air compressors. He containment
air compressors, which are located within the containment building, are not rated for the emironmental conditions that
could occur during feed-and-bleed cooling, and the compressors could be expected to fait under such conditions. The
PORVs are provided with safety-related control air accumulators that maintain a reserve supply of control air in the
event of compressor failure, but these accumulators were inadequate to operate the PORVs during the time that the
air-operator diaphragms were da.naged. LER 213/94-005 reported that air leakage would have resulted in the eventual
loss of air and closure of the PORVs for feed-and-biced conditions. As a result of their incorrect installation, the PORV
air-operator diaphragms were damaged and subject to leakage from some unknown time after they were were replaced
during the 1993 refueling outage until the condition was discovered on February 19,1994.

C.2 1 NUREGICR-4674,Vol 21
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LER 213/94-005 also identified a concern related to the provision ofIIPSI minimum flow protection by the PORVs.
During small-break LOCA sequences, the IIPSI minimum flow recirculation line to the refueling water storage tank is
isolated, and minimum flow protection is provided by opening the PORVs. With the PORVs inoperable, this protection
would not be provided, and the IIPSI pumps would be subject to damage if reactor coolant system (RCS) pressure
remained above the IIPSI pump shutofihead. The LER indicates that an attemate strategy of using charging flow would
be successfulin maintaining the RCS filled for small break sizes that would not be large enough to ensure minimum
necessary IIPSI flow.

LER 213/94-004 reports that, during a period of time overlapping the PORV unavailability, the automatic bus transfer
(ABT) circuit for MCC-5 failed when tested. At the time of the event, MCC 5 supplied many pieces ofimportant
equipment in both trains, including equipment that may have been required for successful operation of IIPSI,
low-pressure safety injection (LPSI), recirculation, long-term cooling, containment spray, RCS loop isolation, one
PORV block valve, emergency boration, feedwater isolation, reactor coolant pump (RCP) seal cooling, service water,
control air, and the closed cooling water system. Subsequent to this event, modifications were made to reduce the
dependency upon MCC-5.

MCC 5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, the
alignment is aligned such that bus 5 is the preferred supply and bus 6 is the attemate supply. At the time of the event,
if the preferred supply was lost, the ABT system aligned MCC-5 to the altemate bus. If power was restored to the
preferred bus, the ABT would realign back to the preferred bus. During a test of the ABT system, bus 5 was deenergized.
As designed, the breaker supplying MCC-5 from bus 5 opened, and the supply breaker from bus 6 automatically closed
to restore power. When bus 5 was reenergized, MCC-5 automatically realigned itself to bus 5. During the second part
of the test, the preferred power source selector switch (PPSSS) for the ABT was moved to make bus 6 the preferred
power supply and bus 5 the altemate. When the PPSSS was moved to the bus 6 position, the bus 5 supply breaker opened
as expected, but the bus 6 supply breaker failed to automatically close, deenergizing MCC 5.

Subsequent investigation revealed that a mechanical defect in the MCC-5 feeder breaker from bus 6 prevented it from
closing. With bus 6 still energized and selected as the preferred power source to MCC-5, the bus 5 supply to MCC-5
was prevented from closing by the ABT system logic. NRC inspection report 50-213/94 03 indicated that the likely
cause of the faihire of breaker 1IC, the feeder from bus 6, was mispositioning of a breaker component (" snap ring")
during maintenance, ne snap ring being improperly located would cause the 11C breaker to have intennittent failures.
Vibrations of the breaker would cause the trip to occur at times and not to occur at other times. This condition would
result in intermittent failures of the MCC-5 ABT. Le fraction of time that the breaker may have operated is unknown.

LER 213/94-013 reported the failure of a IIPSI common header relief valve discovered during testing on May 5,1994.
While the actuallift pressure for the valve was not stated,it was reported that it did not lift during operation of the
A pump, which developed a discharge pressure of about 1460 psig; but the valve did lift prematurely during operation
of the B pump, which developed about 1510 psig. Leakage flow back to the refueling water storage tank (RWST) through
this valve was limited to a maximum of 35 gpm. Le condition is reported to have existed from the time that the B pump
was overhauled in 1993 until discovery on May 5,1994.

LER 213/94-007 reported the discovery that the chemical volume and control system (CVCS) pump conunon header i

!discharge relief valve minimum lift set point was 2653 psig. The maximum charging pump discharge pressure under
accident conditions was estimated to be about 2658 psig. Maximum flow through this relief valve is 30 gpm, which
would be directed to radwaste drain tanks. Since CVCS is utilized to provide high-pressure recirculation, this represents
a potential diversionary flow path from the CVCS during recirculation.

C.2.3 Additional Event-Related Information

ne description of this event and the modeling assumptions are based on the plant status at the time of the event.
,

Subsequent design changes have been made to reduce the likelihood and risk of future faihrres, such as elimination of !
the PPSSS MCC 5 ABT. Some plant modifications initiated after the June 1993 MCC 5 bus transfer failure that were |
complete at the time of this event included shifting the power supply from MCC 5 to MCC-12 for one residual heat ;
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removal (RHR) to charging pump suction valve, the A charging pump main tube oil pump, and one PORV block valve.
The power supply to PORV PR AOV-570 was also shifted to another source.

C.2.4 Modeling Assumptions

| C.2.4.1 General Modeling Issues ;

The NRC inspection report related to this event (Ref. 5) indicates that the PORVs are required to remain operable for
i 30 h and provide a total of four valve strokes during feed-and-bleed scenarios. The measured control air leak rate was ;

such that, during an actual event involving loss of the containment control air compressors and PORV demand, the
PORV control air accumulators wculd have been depleted within minutes. Although the valves were able to partially
open during testing, the valves would not be able to stay open for the required duration. Further, the containment air i

compressors are not rated for the containment environment that is expected after initiation of feed-and-bleed cooling.
Therefore, the event was inodeled as an unavailability of the PORVs for feed-and-bleed cooling. He PORVs would j
still be functional for ovegressure protection of the reactor coolant system.

LER 213/94-005 indicates that the last successful operation of the PORVs was during an outage in May and June of !
I1993 following installation of the new diaphragms. It further indicates that the likely cause of the PORV fsilure was

incorrect installation of the air-operator diaphragms during the 1993 outage. It was, therefore, assumed that the PORVs
were inoperable for feed-and-bleed cooling from July 1993 until the leakage was discovered on February 19,1994. His
was modeled by setting the PORVs as failed for feed-and-bleed conditions at the appropriate places in the model.

The defect, which led to the intermittent failure of the bus 6 feeder breaker, was presumed to have existed from the time
of the previous failure during the June 1993 refueling outage until the time of this event in February 1994. The interval
analyzed was the period from July 21,1993, until Febmary 19,1994, a period of 234 days (4728 h). Although the fa9ure
mechanism was intermittent, the fraction of time the component would have operated is unknown. It was assumed the ;

Ibreaker was failed throughout the period of interest. His is a conservative assumption.

The potential loss of HPSI minimum flow protection was not modeled because alternate means, such as the charging
system, were available for RCS makeup in event of a small-small-break LOCA.

The potential failure of the HPSI reliefvalve during operation of train B in recirculation mode after a small-break LOCA
was not modeled because, according to information from the LER, it would probably reseat following initiation ofsump
recirculation with secondary side cooling available. In any event, the maximum potential loss estimated for this pathway
during a 24-h demand would be about 50,000 gal, which would still leave adequate sump inventory.

Potential failure of the CVCS relief valve was not modeled because LER 213/94-007 indicated that expected losses
would be much less than the maximum relief valve flow rate of 30 gpm. He potential total diversion within a 24-h
mission time is less than for the HPSI relief valve and would not affect system operability.

This analysis is structured similarly to the analysis of LER 213/93-007 and Augmented Inspection Team (AIT) Report
213/93-80 provided in the 1993 Accident Sequence Precursor (ASP) Program Annual Report (NUREG/CR-4674
ORNL/NOAC-232, Vols.19 and 20). Dat analysis also dealt with failures of PORV control air system components
coincident with inoperability of the MCC-5 ABT. Minor modificcons to the 1993 analysis were required to adapt the
approach to the current event. Those modifications are noted.

i
Challenge Rate for Pressurizer PORVs and Safety Re'ief Valves (SRVs)

The DORV block valves are maintained in a closed position at Haddam Neck, and at least one is dependent on MCC-5.
Further, the PORVs are assumed failed in this analysis due to the diaphragm air leaks. Therefore, the PORV/SRV
challenge rate applies solely to the SRVs after a loss-of-offsite power (LOOP) with MCC-5 unavailable. Since the PORV
block valves are normally closed, it was assumed that the lift rate for SRVs is the same as when both the PORVs and
SRVs are available. Therefore, this value was not modified.

C.2-3 NUREG/CR-4674, Vol. 21
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PORV/SRV Resent of Challenged Pressuriser PORVs and SRVs

11 was assumed that the failure to rescat probability for the SRVs is the same as for the PORVs. The nonrecovery value
was set to 1.0 because the safety valves do not have block valves.

Feed-and-Bleed

Feed-and-blood requires the operation of HPI or the charging pumps, the high-pressure recirculation system (HPR), and
the pressurizer PORVs. One IIPI or charging pump and one PORV are required for success. Because the PORVs would
not remain open for the required duration, feed and-bleed was assumed inoperable.

C.2.4.2 Transient and Small-Break LOCA Sequences

Two cases were used to model the etiects of the failed PORVs during transient and small-break LOCA conditions.
'

In the first case (IRRAS case I A), the transient initiating probability was set to 1.0 (tme), and the PORVs were failed
(set to true). All other initiator probabilities were set to 0 (ignore).

The probability of a transient during the vulnerability period was calculated as follows:

d1 - exp(-At) = 1 - exp [-(1.85 x 10 /h) x (4728 h)] = 0.58.

In the second case (IRRAS case 1B), the small-break LOCA initiating probability was set to 1.0 (tme), and the PORVs
were failed (set to true). All other initiator probabilities were set to 0 (ignore).

The probability of a small-break LOCA during the vulnerability period was calculated as follows:

1 - exp(-At) = 1 - exp [ -(1.0 x 10 /h) x (4728 h)] = 4.7 x 10'34

The initiating event probabilities and IRRAS case conditional probabilities were used to calculate the core damage
probabilities from these initiators (see Table C.2.3 on p. C.2 11).

C.2.4.3 LOOP Sequences

To address the potential loss of MCC-5 and the failed PORVs following a postulated LOOP, a conditioning event tree
was used. This event tree characterized potential plant conditions involving emergency diesel generator (EDG) success
and failure, short-term (30-min) LOOP recovery, and short term MCC-5 recovery. The event tree, shown in Figure
C.2.1, includes the conditioning sequences shown in Table C.2.1.

,
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Table C.2.1. Sequences for conditioning event tree in Figure C.2.1

Sequence Description

Initial emergency power (EP) success with short-term recovery of offsite power and MCC-5
following the postulated LOOP. His is similar to a loss of feedwater but with a higler

1 probability of a transient-induced LOCA, because the SRVs would lift (if necessary) as a result
of the inoperable PORVs. Feed-and-bleed is failed in IRRAS Case 2.1 because of the
inoperable PORVs.

Initial EP success and short-term recovery of offsite power but with MCC 5 not recovered at
30 min. This is similar to sequence 1, but with the potential for an RCP seal LOCA if MCC-5

2 is not recovered at I h. IIPI is assumed unavailable if MCC-5 is not recovered 4).5 h following
a seal LOCA. IIPI following a stuck-open SRV and feed-and-bleed are also assumed to be
unavailable in IRRAS Case 2.2 since MCC-5 is unavailable at 30 min.

LOOP with EP initially successful, MCC 5 recovered, and feed-and-bleed unavailable (IRRAS
3 Case 2.1). liigher probability of a transient-induced LOCA.

LOOP with EP initially successful but neither MCC-5 nor offsite power recovered at 30 min.
There is a higher potential for an RCP seal LOCA if MCC-5 is not recovered. There is also a

4 higher probability of a transient-induced LOCA. IIPI following a stuck-open relief valve and
feed-and-bleed are also assumed to be unavailable (IRRAS Case 2.2) since MCC 5 is
unavailable at 30 min.

5 Station blackout.

6 Anticipated transient without scram.

LOOP Initiating Event Probability

The probability of a LOOP during the vulnerability period was calculated as follows:

4 4
1 - exp(4t) = 1 - exp [41.6 x 10 /h) x (4728 h)] = 7.3 x 10

The vulnerability period was esthnated at 4728 h. Ris is the operational time betw een plant restart in 1993 and discovery
of the PORV problem in February 1994.

Failure to Trip Probability

The failure to trip probability was not modified for this event. The value from the IRRAS model for lladdam Neck is
42 x 10 . This includes RPS hardware failures and subsequent operator recovery of the system.

Emergency Power

4
The probability for emergency power failure was not modified. This probability (2.3 x 10 ) includes operator ncovery
following postulated EDG failures.

LOOP Recovery in the First 30 min

The probability for failure to recover the LOOP in the first 30 min was based on LOOP recovery models described in
RevisedLOOP Recovery and PWR SealLOCA Models, ORN1/NRC/LTR-89/11. These models are based on the results
of the data contained in NUREG-1032, Evaluation ofStation Blackout Accidents at Nuclear Power Plants.

MCC-5 Failun and Restoration

Based on the condition of breaker 11C (feeder fmm bus 6 to MCC 5) and the unpredictability ofits observed failures,
breaker 1IC was assumed to be failed in this analysis. In addition to the failure of breaker 11C, one additional failure

1
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must occur for MCC-5 to lose power. Either breaker 9C (feeder from bus 5) must fail to reclose, or EDG A must fail to
start and run. |

After a LOOP with the PPSSS in the bus 5 (normal) position, power would be lost to buses 5 and 6. Two cases could
' hen occur.

Bus 5 is re-energized before bus 6. In this case, breaker 9C will attempt to reclose. If 9C fails to close, the
ABT will automatically try to close breaker 11C once bus 6 is energized. Ilowever, since breaker 11C is
assumed to be failed, manual operator action is required to restore power to MCC 5.

Bus 6 is re-energized before bus 5. In this case, breaker 1IC will attempt to close. Assuming iIC fails to
close, the ABT will attempt to automatically reclose breaker 9C after power is restored to bus 5. If breaker
9C fails to reclose, manual operator action is required to restore power to MCC-5. Data collected by the
licensee on EDG performance indicate that the time to rated speed and voltage for both of the EDGs was
essentially the same. This would mean that bus 6 would reach rated voltage first about 50% of the time.
(Circuit timing delays may affect this value somewhat but would have little impact on the analysis results.)
Assuming that breaker 11C will fail to close on demand, and a beta factor of 0.1 for breaker 9C since it
was subject to the same maintenance procedures as the failed 1IC breaker, the probability of failure of the
ABT given a LOOP is:

[p(5before6) x p(9C|11C)]+ [p(5before6) x {p(EDG A) p(9C|11C)}]=

[p(5before6) x p(9ClllC)] + p(5before6) x p(EDG A) + p(5before6) x p(9C| llc) =

p(9C|11C) + [p($before6) x p(EDG A)] = OJ + (0.5 x 0.05) = 0.125. *

The licensee performed a detailed analysis ofMCC-5 failure probabilities. Their assessment indicates that the probability
that MCC-5 fails to supply power is 0.059 for LOOP events. Ilowever, this assumed a nominal failure rate for ineaker
1IC.

To recover MCC-5 following a failure of the ABT, an operator must proceed to MCC-5, diagnose the situation, and
manually close one of the MCC 5 feeder breakers. During the June 1993 event, an operator took 4 min to complete this
action. Ilowever, the operator was already stationed at the selector switch, was immediately aware of the ABT failure,
and had a minimum of other distractions and stresses. Similarly, during one of two ABT test failures on February 16,
1994, operators took approximately 3 min to repower MCC-5 from bus 5. The time required to repower MCC 5 during
the second event is not known.

Following a postulated LOOP with the failure of MCC-5, additional delays would be introduced, including detection.m

time, delays for the control room to contact an auxiliary operator and describe the problem, and operator transit time.
Unavailability of power on MCC-5 is not directly addressed in procedure E-0," Reactor Trip or Safety injection," until
step 16. A median value was used in the analysis; this assumes 6 min for diagnosis and transit time and the observed
~4 min for recovery at the equipment. A 6-min diagnosis and transit time is considered possible because of the proximity
of MCC-5 to the control room. [The 10-min median value is somewhat longer than the licensee's estimate of 5 to 6 min
(2- to 3-min diagnostic time,1-min transit, and 2 min to operate breakers) and somewhat shorter than a 16-min value
that can be estimated based on a distribution of transit times in response to a faulted EDG (another important component)
included in " Electric Power Recovery Models," J. W. Reed and K. N. Fleming, Proceedings oftheInternational Topical
Meeting on Probabilistic Safety Assessment, PSA'93, January 26-29,1993.]

The probability of not recovering MCC-5 was estimated by assuming that the 10-min period was the median of a
lognormal distribution with an error factor of 3.2 (see Dougherty and Fragola, Human Reliability Analysis, John Wiley

* For situations where offsite power is recovered within 30 min, the probability for MCC 5 failure is 0.1.
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and Sons, New York,1988, Chap.10). This is the error factor for time-reliability correlations (TRCs) for actions without
hesitancy, which is considered appropriate based on the recognized importance of MCC 5. nree primary time intervals
for MCC-5 recovery were considered in this analysis. These intervals and the associated MCC-5 nonrecovery
probabilities are shown in Table C.2.2.

Table C.2.2. MCC-5 nonrecovery values

Time interval (h) p(MCC-5 rmt recovered)

0.5 6.0 x 10-2

1.0 5.6 x 10'3
4

1.5 9.5 x 10

For the conditioning event tree, the probabilities of MCC 5 failure followed by failure to recover MCC-5 were
determined as follows:

p(MCC-5 failed and not recovered | LOOP recovered within first 30 min) = 0.1 x (6.0 x 10-2)

= 6.0 x 10-3

p(MCC-5 failed and not recovered | LOOP not recovered within first 30 min) = 0.125 x (6.0 x 10 2)

= 7.5 x 10'3 .

Calculations for LOOP Conditioning Sequences I and 3 (IRRAS Case 2.1)

To reflect the conditions assumed in Figure C.2.1 for these sequences, the IRRAS model for iladdam Neck was evaluated
with the LOOP initiator set to 1.0, both PORVs failed for feed-and-bleed only (set to true) and nonrecoverable for
LOOP conditions (see General Modeling considerations for a discussion of the PORV operability), emergency power
successful (basic events for both EDGs set to false), and short-term LOOP nonrecovery set to 1.0. Potential EDG failures
are addressed in the conditioning event tree (Figure C.2.1). Other initiators were ignored for this calculation.

Calculations for LOOP Conditioning Sequences 2 and 4 (IRRAS Case 2.2)

For these two sequences, two calculations were performed. In the first, the IRRAS model was evaluated with the LOOP
initiator set to 1.0, both PORVs failed for feed-and-bleed only (set to true) and nonrecoverable under LOOP conditions,
emergency power successful (basic events for both EDGs set to false), short-term LOOP nonrecovery set to 1.0, and
both IIPI pumps failed (set to True) and nonrecoverable for both IFl and HPR. IIPI is assumed unavailable if MCC 5
is not recovered 45 h following a seal LOCA. HPl following a stuck-open SRV and feed-and-bleed are also assumed
to be unavailable since MCC-5 is unavailable at 30 min. Potential EDG failures are addressed in the conditioning event

tree on Figure C.2.1.

In addition to the IRRAS calculation, an event tree was developed to address the possibility of a seal LOCA (Figure
C.2.2). This tree was quantified as follows.

MCC-5 Recovered Before Seal LOCA and Seal LOCA Probabilities

Operator action is required to recover either means of RCP seal cooling (seal injection and thermal barrier cooling)
following a LOOP and the loss of MCC-5. Component cooling water, which provides thermal barrier cooling, is lost
following the LOOP due to the loss of instrument air. Le charging pumps, which provide seal injection, also trip
following a LOOP due to an automatic tripping feature that had recently been installed. During the 1993 ABT failure
event, because the main lube oil pumps for the charging pumps were powered from MCC 5, the charging pumps could

C.2-7 NUREG/CR-4674, Vol. 21
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not be restated without first recovering MCC-5 or aligning the alternate tube oil pumps. After the 1993 event, the power
supply to A charging pump lobe oil pump was realigned to MCC-12. However, instrument air is powered from MCC-5, ;

and loss of MCC-5 would cause the charging flow controlvalve to go wide open, depriving RCP seals of flow. Operator
'

actions would be required to either recover MCC-5 or to throttle charging flow and restore seal injection. |

!The potentialimpact of an RCP seal LOCA following loss of MCC-5 butwith emergency power available was addressed -
in the event tree model shown in Figure C.2.2. His model is applicable to sequences involving emergency power and

!auxiliary feedwater (AFW) success with the SRV closed. In this model, MCC-5 must be recovered or the charging
system must be restarted and realigned to pievent an RCP seal LOCA. Given that a seal LOCA has occurred, HPI and .

HPR are required to prevent core <lamage. Recovery of HPI requires recovery of MCC-5 or the charging system.
.

!To simplify the analysis, an RCP seal LOCA was assumed likely in nonblackout sequences if MCC-5 or the charging
system are not recovered at I h. He probability of not recovering MCC-5/ charging system at I h, given that they were

'

not recovered at 0.5 h (this probability is addressed in a conditioning event tree branch), was estimated to be ;
'

p(MCC 5 recovered at I h | MCC-5 not recovered at 0.5h) = (5.6 x 10'3/6.0 x 10 2) = 9.3 x 10-2,

The probability of seal LOCA occurring at this time was assumed to be 0.7, consistent with other ASP analyses.

HPI High-Pressure lajection

Following the loss of MCC-5, the HPI system is lost (Haddam Neck IPE Table B 1, System / Function 2, Sump |
Recirculation). Restoration of power to MCC 5 is required to regain HPl function. The charging pumps are also
unavailable following a loss of MCC-5 until they are realigned and restated.

For a stuck-open SRV, the probability of HP1 failure, given that MCC-5 was not recovered at 0.5 h, was assumed to
be 1.0. For an RCP seal LOCA with emergency power initially available, the failure probability for HPI was estimated
to be 0.17:

p(MCC-5 not recovered 0.5 h after a potential seal LOCA | MCC-5 not recovered at 1.0 h)* |

= 9.5 x 10 /5.6 x 10'3d

=0.17.
,

HPR High-Pressure Racirculation

The failure probability for HPR was determmed by using the system failure probability from the IRRAS model for
Haddam Neck.

Calculations for LOOP Conditioning Sequence 5

'Ibe event tree model used to address potential seal LOCAs following a station blackout is shown in Figure C.2.3. This
model utilizes the same assumptions regarding the onset of a seal LOCA and recovery of HPI as the nonblackout case. .

AFW Auxiliary Feedwater

Normal AFW flow controlis dependent on MCC-5. However, flow control is also possible using the hydraulically
powered turbine steam admission valves. AFW flow is contmiled using these valves during startup and shutdown, so
operators are familiar with their use. Herefore, nominal AFW response was assumed following the postulated loss of
MCC-5.

|

* Onset of seal LOCA assumed at I h-see MCC-5 failure and restoration.

NUREG/CR-4674,Vol 21 C.2-8
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MCC-5 Vulnerable to Failure When Power Restored

Following restoration of power, MCC-5 is vulnerable to failure if breaker 9C fails to operate. The failure probability of
breaker 9C is assumed to be 0.1 (the same as the beta factor) since the breaker was exposed to the same maintenance

practices that led to the failure of breaker 11C.

AC Power and MCC-5 Recovered in I h

For blackout sequences, both ac power and MCC-5 (or charging) must be recovered to prevent an RCP seal LOCA. He
probability of not recovering both in I h (the time at which RCP seal LOCAs are assumed to begin) is estimated to be
0.17 based on a convolution approach. ,

When MCC 5 is not vulnerable to failure when power is restored, the probability of failing to recover ao power is
estimated to be 0.12 based on LOOP recovery models described in ORNIJNRC/LTR-89/11. l

|
Seal LOCA Probability

As discussed above for the event tree in Figure C.2.2, the probability of an RCP seal LOC A occurring at I h was assumed

to be 0.7, consistent with other ASP analyses.

HPI High-Pressure Injection

Following the loss of MCC-5, HPI is lost (Haddam Neck IPE Table B 1, System / Function 2, Sump Recirculation).
Restoration of power to MCC 5 is required to regain IIPI function. The charging pumps are also unavailable following
a loss of MCC-5 until they are realigned and restarted. |

For an RCP seal LOCA following a station blackout, HPI recovery requires the recovery of both AC power and MCC-5
<

(or charging). He probability of failing to recover either of these, given they were not recovered at I h, is estimated to
|be 0.57. This value was approximated as:

p(offsite power not recovered at 1.5 h | offsite power not recovered at I h,0.47) +

p(MCC-5 not recovered at 1.5 h | MCC 5 not recovered at I h,0.17) .

AC Power Recovered in 6 h (Prior to Battery Depletion)

The probability of failing to recover offsite power before battery depletion at 6 h was estimated to be 0.037, based on
LOOP recovery models described in ORNL/NRC/LTR 89/ll. These models are based on the results of the data
contained in NUREG 1032. The probabilities of ac recovery at 6 h, given it was not recovered at I h, were calculated

as follows:

p(offsite power recovered at 6 h I offsite power not recovered at I h and MCC-5 vulnerable to failure
when power is restored)

= 0.037/0.17

= 0.22,

p(offsite power recovered at 6 h | offsite power not recovered at I h and MCC-5 NOT vulnerable to failure
when power is restored)

= 0.037/0.12

= 0.31.

C.2-9 NUREG/CR-4674,Vol. 21
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4

~ C.2.4.4 Core Datnage Probability Calculation -

Calculations were structured to parallel the similar precursor analysis of MCC-5 potential unavailability coincident with
PORV failures, which was performed in 1993 for AIT 213/93-80, LERs 213/93-006 and -007 (see NUREG/CR-4674,
ORNL/NOAC-232, Vols.19 and 20).

The impact of the failed PORVs on feed-and-bleed following postulated transients and small-break LOCAs was assessed
by actting the PORVs to true (failed)in the model and calculating the associated conditional core damage probability j
given the initiator. His value was then multiplied by the probability that those initiators would occur during the time !

interval between startup in July 1993 and discovery of the PORV failure in Februar< ?.994. j

To address the loss of MCC 5 and the failed PORVs following a postulated LOOP, a conditioning event tree was used. |
This event tree characterizes potential plant conditions involving EDO success and failure, short-term (30 min) LOOP

|
recovery, and short-term MCC-5 recovery. He event tree is shown in Figure C.2.3. '

>

Table C.2.3 provides the relevant branch and conditioning sequence probabilities and identifies the calculation or IRRAS !

case associated with each sequence. Specific model probability modifications are indicated in the tables of selected basic !

events that are included with this analysis. |
,

The conditional probabilities estimated in calculations IA (feed-and-bleed unavailable during transients), IB
(feed-and-bleed unavailable following a small-break LOCA),21 (conditioning sequences 1 and 3),2-2 (conditioning i

sequences 2 and 4), Figure C.2.2 (seal LOCA for nonblackout sequences), and Figure C.2.3 (station blackout) were
combined with the probabilities of such sequences occurring in the observation period to estimate the conditional
probability for the combined event.

,

,

dThe sum of the probabilities for the sequences is 1.4 x 10 . |

For operational events involving unavailabilities such as this event, the ASP Program estimates the core damage !

probability for the event by calculating the probability of core damage during the unavailability period conditioned on ;
the failures observed during the event and subtracting a base-case probability for the same period, assuming plant !
equipment performs nominally. Because a conditioning event tree was used to analyze some of the sequences associated ;

with a postulated LOOP, the computer code was not used to perform this differential calculation. Instead, the calculation
,

program was used to calculate the probability of core damage given the conditions observed during the event and a !
postulated initiating event. His probability was then multiplied by the probability of the initiator during the
unavailability period. De nominal core damage probability was estimated in the same way. For this analysis, the nominal ,

core damage probability for the period analyzed was found to be small and was neglected. ;

i

;

,

;

,

r

:
4

,
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,

Table C.2.3. Summary of conditional core damage probabilitier

Sequence p(sequence) p(ed | sequence) p(cd) Contr ution

.0xid 21.0'*
Tr ient (I SC eIA)

4 * 4
.x 0 .1 x 10 2.2

Small-bre kLOCA g Cat IB)

9x 4
5.5 x 10-2 4.3 x 10 30.0

LO P* C 2-1)

1.9 x 10-5 13.3
2.2

3'3 x 10-4
S Case 2-2)

!LOOP * l.1 10 2 3.6 x 10,, 2.5
! (seal LOCA, Fig. C.2.2.)

9x
1.7 x 10 2 l.3 x 10'5 9.1

} LO P* C Q
.

5.9 x 10 2; 7.7 x 10-6 5.4

1.3 x 10'4
0 ^ ** ')2.4

LOOP * 1.1 x 10 2
4

1. x 10,, 1.0
(seal LOCA, Fig. C.2.2.)

4
I* * 2 x 10 ISA

LO P* (black ut, F g. C.2.3.)

Total 1.4 x 10'4 100

see sante L:.2.2 sor a description of the LOOP sequences.-

C.2.5 Analysis Results

The conditional core damage probability estimated for the combined event is 1.4 x 10'd. Postulated LOOPS (Cases 2.1
through 2.5) contribute approximately 77% of the core damage probability. The dominant sequence, shown in Figure
C.2.4, which contributes about 30% of the total, involves a poc11ated LOOP, emergency power success, recovery of
ac power and MCC-5, and failure of AFW and feed-and-bleed cooling. Selected basic event probabilities, sequence
probabilities, system names, and conditional cut sets for each of the IRRAS cases are shown in Tables C.2.4 through
C.2.19.

C.2.6 References.

1. LER 213/94-004, Rev.1," Automatic 480 Volt Bus Transfer Failure Due to Circuit Breaker Malfunction,"
May 26,1994.

2. LER 213/94-005," Pressurizer PORVs Failed to Fully Stmke Open During Testing," March 18,1994.

3. LER 213/94-007," Potential for RadiologicalRelease During Post-LOCA Sump Recimulation," April 5,1994.
i

4. LER 213/94-013,"HPSI Pump Discharge Relief Valve Setpoint Found Low," June 3,1994.

5. NRC Inspection Report 213/94-03, April 7,1994.
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Figure C.2.1. Conditioning event tree for postulated LOOP.
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Figure C.2.4. Dominant core damage sequence for LER Nos. 213/94-004, -005, -007, -013 ; Inspection Report

213/94-03.
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'

Table C.2.4. Selected basic events for Case IA,PORVs unavailable during transients j

Base Current Modified
Event name Description probability pabability Type for this

event

AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A 3.3E-002 3.3E-002 N

AFW-TDP-FC-1B Failure of Turbine Driven Pump IB 3.3E-002 3.3E-002 N
1

" Cam F of
AFW 'IDP-CF-AB 1.4E-003 1.4E-003 Np p

paatw Fans to Rever MW
2.6E-001 2.6E-001 NAFW XIE NOREC

Paatm Faus to Reva W 2.6E-001 2.6E-001 NAFW-XIE-NOREC-A ,

Oper w 8 UP 4.0E-002 4.0E-002 NAFW-XIE-RWSS-A wg e gA S

"" * 8
E-LOOP ,

8.5E-006 0.0E+000 IGNORE Y

r Tube Rupture
1.63E-006 0.0E+000 IGNORE YIE-SGTR

IE SLOCA Small LOCA Initiating Event 1.0E-006 0.0E4000 IGNORE Y

IE-TRANS Transient Initiating Event 5.3E-004 1.0E+000 TRUE Y

MFW-SYS-TRIP Main Feedwater System Trips 2.0E-001 2.0E-001 N

0 ator FaiMo Rever Ma'm
MFW XIE-NOREC 3.4E-001 3.4E-001 N

7 ,,g

PPR-SRV-CC-PRV1 PORV 1 Fails To Open On Demand 6.3E-003 1.0E+000 TRUE Y

PPR SRV-CC PRV2 PORV 2 Fails To Open On Demand 6.3E-003 1.0E4000 TRUE Y

RPS-VCF-FO Reactor Trip System Fails 6.0E-005 6.0E-005 N

RPS XIE-XM-SCRAM Operator Fails to Manually Trip 3.4E-001 3.4E-001 N
The Reactor

Table C.2.5. Sequence probabHities for Case IA, PORVs unavailable during transients

LogicEven tree 3,q,,,,,,,,, p''9"*"'I tr ut h

TRANS 20 5.1E-005 98.3 /RT, AFW,MFW, FAD

TRANS 21-8 5.8E-007 1.1 RT, /RCSPRESS, AFW-ATWS

Total (all sequences) 5.2E-005 100.0

L

C.2-17 NUREG/CR-4674,Vol. 21
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Table C.2.6. System names for Case IA, PORVs unavailable during transients
;

System name Description

AFW No orlasumcient AFW Flow

AFW-ATWS No or Insumcient AFW Flow Following ATWS

F&B Failure to Provide Feed-and-Bleed Cooling
i

MFW Failure of the Main Feedwater System

RCSPRESS Failure to Limit RCS Pressure to <3200 psi

RT Reactor Fails to Trip During Transient

Table C.2.7. Conditional cut sets for higher probability sequences for Case I A

Cut set No. Frequency Cut setsCent ution

TRANS Sequence: 20 5.1E-005

AFW-XIIE-NOREC, MFW SYS-TRIP,
1 48.0 2.4E-005 MFW-X1E NOREC, AFW-TDP-CF-AB

AFW-XIIE NOREC, AFW-TDP-FC-1B,
2 37.4 1.9E-005 MFW-SYS-TRIP,MFW XIE NOREC,

AFW-TDP-FC-1A

' ^
TRANS Sequence: 218 5.8E-007

RPS-VCF F0, RPS-XIE-XM-SCRAM,
1 36.0 2.1E-007 'AFW-XIE-NOREC-A, AFW-XIE RWSS A

RPS-VCF FO,RPS-XIE-XM SCRAM, 12 29.7 1.7E-007 AFW XIE NOREC A, AFW 'IDP-FC 1 A '

RPS-VCF-F0,RPS-XIE XM-SCRAM,
3 29.7 1.7E-007 AFW-X1E NOREC-A, AFW-TDP-FC-1B

Total (all sequences) 5.2E-005 ' >

NUREG/CR-467-4,Vol 21 C.2 18
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Table C.2.8. Selected basic events for Case 1B
PORVs unavailable following a small-break LOCA ,

|
|

Base Current Modified
Event name Description probability probability Type for this

event

AFW TDP FC-1 A Failure of Turbine Driven Pump 1A 3.3E-002 3.3E-002 N

AFW-TDP-FC-1B Failure of Turbine Driven Pump IB 3.3E-002 3.3E-002 N

"
AFW-TDP-CF-AB 1.4E-003 1.4E-003 NDri nP

er w Fails to Ram MWAFW-X)E-NOREC 2.6E-001 2.6E-001 N

IIPI-MOV-OC-SUC Suction MOV From RWST Fails 4.0E-005 4.0E-005 N

Operatw Fails to Ram se WIHPI XIE-NOREC 8.4E-001 8.4E-001 N
System

w Fails to Ram 6e WRIIPR-XIE-NOREC 1.0E-000 1.0E-000 N
,

L f Offsite Power Initiating
IE-LOOP 8.5E-006 0.0E+000 IGNORE Y

r Tube Rupture[inE-SGTR 1.63E-006 0.0E+000 IGNORE Y

E-SLOCA Small LOCA Initiating Event 1.0E-006 1.0E+000 TRUE Y

E TRANS Transient laitiating Event 5.3E-004 0.0E+000 IGNORE Y

MFW-SYS-TRIP Main Feedwater System Trips 2.0E-001 N

Operator Fails to Recover Main
MFW-XI-E-NOREC 3.4E-001 N

Feedwater

PPR SRV CC-PRV1 PORV 1 Fails to Open on Demand 6.3E-003 1.0E+000 TRUE Y

PPR-SRV-CC PRV2 PORV 2 Fails to Open on Demand. 6.3E-003 1.0E4000 TRUE Y

h' g,
cat Enhangen Due t

1.4E-005 1.4E-005 NRIIR-HTX-CF-AB , ,

EM P I
4.5E-004 4.5E-004 NRHR MDP-CF ALL y, ,, C m aus

Operator Fails to Recover the RHR
1.0+000 1.0+000 NRHR-XIE NOREC

System

RPS VCF-FO Reactor Trip System Fails 6.0E-005 6.0E-005 N

RPS-XIE XM-SCRAM Operator Fails to Manually Trip
3.4E-001 3.4E-001 N

the Reactor

C.2-19 NUREG/CR-4674, Vol. 21
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!Table C.2.9. Sequence probabilities for Case IB
PORVs unavailable following a small-break

Ev ' D*Sequence name Frequency Cont utiona e

' ' '

SLOCA 03 5.3E-004 - 80.4

SLOCA 20 5.1E-005 7.7 /RT, AFW, MFW, F&B

SLOCA 06 3.6E-005 5.5 /RT, /AFW, HPI

SLOCA 21 2.0E-005 3.0 RT

SLOCA 05 1.8E-005 2.7 /RT, /AFW, /HPI, COOLDOWN, HPR

Total (all sequences) 7.1E-004

Table C.2.10. System names for Case IB
PORVs unavailable following a small-break LOCA

System name Description

AFW No orInsufficient AFW Flow

COOLDOWN RCS Cooldown to RIR Piessure using TBVs, etc.

F&B Failure to Provide Feed-and-Bleed Cooling

HPI No or Insufficient Flow From the HPI System

HPR No erInsufficient HPR Flow

MFW Failure of the Main Feedwater System |

RHR No or Insufficient Flow From the RHR System

RT Reactor Fails to Trip During Transient
i

NUREG/CR-4674,Vol 21 C.2-20
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Table C.2.11. Conditions. cut sets for higher probability sequences for Case IB

Cut set No- Frequency Cut setsContr ution
SLOCA Sequence: 3 5.3E-004

HPR-XIE-NOREC, RIIR MDP-CF-ALL,
1 83.9 4.5E-004 RIIR-XIE-NOREC

SLOCA Sequence: 20 5.1E-005

AFW XI-E-NOREC,MFW-SYS-TRIP,
1 48.0 2.4E-005 MFW-XIE NOREC, AFW-TDP-CF-AB

AFW-XIIE-NOREC, AFW-TDP-FC-1B,

2 37.4 1.9E-005 MFW-SYS-TRIP,MFW XIE-NOREC,
AFW TDP FC-1A

SLOCA Sequence: 06 3.6E-005

1 92.1 3.3E-005 IIPI XIIE-NOREC,IIPI-MOV OC-SUC

SLOCA Sequence: 21 2.0E-005

1 100.0 2.0E-005 RPS VCF FO, RPS-XIE-XFd-SCRAM

Total (all sequences) 7.1E-004

Table C.2.12. Selected basic events for Case 2-1
LOOP conditioning sequences I and 3

Base Current Modified |

Event name Description probability probability Type for this |
event

AFW-TDP-FC-1A Failure of Turbine Driven Pump 1 A 3.3E-002 3.3E-002 N

AFW-TDP-FC-1B Failure of Turbine Driven Pump IB 3.3E-002 3.3E-002 N
|

h,[" "" p ,'* l.4E-003 1.4E-003 NAFW TDP-CF-AD

AFW-TNK FC-PWST Primary Water Storage Tank Fails 4.1E-005 4.lE-005 N

AFW-XIE-NOREC-L 2.6E-001 2.6E-001 N
st D g B1 u

"
EPS-DGN-CF-ALL 1.3E-003 +0.0E+000 FALSE Y

G at rs

EPS-DGN-FC-1 A Diesel Generator A Fails 4.2E-002 +0.0E+000 FALSE Y

EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 +0.0E+000 FALSE Y
.

of-Offsite Power Initiating
("t 8.5E-006 1.0E+000 TRUE YIE-LOOP

5 Gener r Tube Rupture
IE-SGTR 1.63E-006 0.0E+000 IGNORE Y

IE-SLOCA Small LOCA Initiating Event 1.0E-006 0.0E+000 IGNORE Y

IE-TRANS Transient Initiating Event 5.3E-004 0.0E+000 IGNORE Y
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Table C.2.12. Selected basic events for Case 2-1
LOOP conditioning sequences I and 3 (cont.)

Base Current Modified
Event name Description probability probability Type for this ;

event

Recover Offsit
p ."g*I",

at
2.2E-001 +0.0E+000 YOEP-XHE-NOREC-2H g

0puatw o Raover Ohte
OEP XIE-NOREC-6H 6.7E-002 +0.0EM)00 Y

9 9

PPR-SRV-CC-PRV1 PORV 1 Fails to Open on Demand 6.3E-003 1.0E+000 TRUE Y

PPR-SRV,CC-PRV2 PORV 2 Fails to Open on Demand 6.3E-003 1.0E+000 TRUE Y

P
PPR-SRV-00-PRV1 3.0E-002 3.0E-002 NO

P " ' ' "
PPR-SRV-00-PRV2 3.0E-002 3.0E-002 NO ing

Opn
PPR XIE-NOREC L 1.1E-002 1.0E+000 TRUE Yg es D gL p

Table C.2.13. Sequence probabilities for Case 2-1
LOOP conditioning sequences 1 and 3

*' ," Sequence name Frequency b'8 ''"
I, Cont tion

LOOP 15 7.5E-004 95.5 /RT-L, /EP, AFW L, /OP-6H, F&B-L

Total (all sequences) 7.9E-004 100.0 "

Table C.2.14. System names for Case 2-1
LOOP conditioning sequences 1 and 3

System name Description

AFW L No or Insufficient AFW Flow During LOOP '

EP Failure of Both Trains of Emergency Power

F&B-L Failure of Feed-and-Bleed Cooling During LOOP

OP-6H Operator Fails to Recover Offsite Power Within 6 hrs

RT L Reactor Fails to Trip During LOOP

NUREG/CR-4674,Vol 2i C.2-22
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Table C.2.15. Conditional cut sets for higher probability sequences for Case 2-1
,

Cut set No. Frequency Cut setsContr ution

LOOP Sequence: 15 7.5E-004

1 48.1 3.6E-004 AFW XIE-NOREC-L, AFW-TDP-CF AB
,

|
' AFW-TDP-FC-1A, AFW-TDP-FC 1B,

2 37.4 2.8E-004 AFW-XIE-NOREC-L

Total (all sequences) 7.9E-004

'

Table C.2.16. Selected basic events for Case 2-2
LOOP conditioning sequences 2 and 4

i Base Current Modified
Event name Description probability probability Type for this

event

AFW-TDP-FC-1A Failure of Turbine Driven Pmnp 1 A 3.3E-002 3.3E-002 N

AFW-TDP-FC-1B Failure of Turbine Driven Pump 1B 3.3E-002 3.3E-002 N
,

" '
AFW-TDP-CF-AB l.4E-003 1.4E-003 ND nP

Opa m ' \
2.6E-001 2.6E-001 NAFW-XIE-NOREC-L D g B1 ou,

Common Cause Failure of Diesel
EPS-DGN-CF-ALL 1.3E-003 +0.0E+000 FALSE Y

EPS-DGN-FC-1A Diesel Generator A Fails 4.2E-002 K).0E+000 FALSE Y

EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 H).0E+000 FALSE Y

IIPI-MDP-FC-1A IIPIMotor Driven Pump 1 A Fails 3.9E-003 1.0E+000 TRUE Y

llPI-MDP-FC-1B IIPI Motor Driven Pump 1B Fails 3.9E-003 1.0E4000 TRUE Y

P*'" " *"8 ** *'
8.4 E-001 1.0E4000 TRUE Y} {pI-x}E-NOREC-L

Opuntor Fails to Recover the IIPR
1.0E-003 1.0E+000IIPR XIE-NOREC L

f-Offsite Power Initiating
E-LOOP 8.5E-006 1.0E+000 TRUE Y

ra m Tube Rupture
,[ 1.63E-006 0.0E+000 IGNORE YIE-SGTR

E-SLOCA Small LOCA Initiating Event 1.0E-006 0.0E+000 IGNORE Y
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Table C.2.16. Selected basic events for Case 2-2
LOOP conditioning sequences 2 and 4 (cont.)

Base Current Modified
Event name Description probability probability Type for this i

event i

E-TRANS Transient Initiating Event 5.3E-004 0.0E4000 IGNORE Y

0perato FM o Recover OfTsite
OEP XIE-NOREC-2H 2.2E-001 2.7E-001 Y

9

|

Operator F w ecover Offsite
6.7E-002 3.75-002 YOEP-XIE-NOREC-611 p

PPR-SRV-CC-PRV1 PORV 1 Fails to Open on Demand 6.3E-003 1.0E+000 TRUE Y

PPR-SRV-CC-PRV2 PORV 2 Fails to Open on Demand 6.3E-003 1.0E+000 TRUE Y

I ' ^
PPR-SRV-OO-PRV1 3.0E-002 3.0E-002 N

O

P ' ^
PPR-SRV-OO-PRV2 3.0E-002 3.0E-002 NO

Operator is to C se Block
PPR-XI-E-NOREC-L 1.lE-002 1.0E4000 TRUE Yy

Table C.2.17. Sequence probabilities for Case 2-2
LOOP conditioning sequences 2 and 4

Even tree
3,q,,,,,,,,, y''9"'"*I Cont ution

*

/RT-L, /EP, /AFW-L, PORV-L,
LOOP 08 5.9E-002 98.7 PRVL-RES, /OP-2H, HPI-L

LOOP 15 7.5E-004 1.2 /RT-L, /EP, AFW-L, /OP-6H, FAB-L

Total (all sequences) 5.9E-002 100.0

NUREG/CR-4674,Vol 21 C.2-24
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Table C.2.18. System names for Case 2-2
LOOP conditioning sequences 2 and 4

System name Description

AFW-L No or Insufficient AFW Flow During LOOP

EP Failure of Both Trains of Emergency Power

FAB-L Failure of Feed-and-Bleed Cooling During LOOP

HPI-L No or Insuflicient Flow From the HPI System During LOOP

OP-2H Operator Fails to Recover Offsite Power Within 2 hrs

OP-6H Operator Fails to Recover Offsite Power Within 6 hrs

PORV-L PORVs Open During LOOP

PRVL-RES PORVs and Block Valves Fail to Rescat (EP Successful)

RT-L Reactor Fails to Trip During LOOP
|

|

Table C.2.19. Conditional cut sets for higher probability sequences for Case 2-2

Cut set No. Frequency Cut sets ;
Contr ution !

LOOP Sequence:08 5.9E-002
1

1 50.0 3.0E-002 PPR-SRV OO-PRV1
'

2 50.0 3.0E-002 PPR-SRV OO-PRV2

LOOP Sequence: 15 7.5E-004

1 48.1 3.6E-004 AFW XHE-NOREC-L, AFW-TDP-CF AB

AFW-TDP FC-1A, AFW TDP-FC-1B,
2 37.4 2.8E-004 AFW-XHE-NOREC-L

Total (all sequences) 5.9E-002
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C.3 LER No. 237/94-018

Event Description: Motor Control Center Trips Due to improper Breaker Settings

Date of Event: June 8,1994

Plant: Dresden 2

C.3.1 Summary

Following an unexpected trip of a motor control center (MCC) at Dresden 2 during saveillance testing, three MCCs
were identified at Dresden 2 and Dresden 3 with improperly set feeder breakers. A review of MCC loading indicated
that load additions since the original settings were determined had created an overload situation. For two of the MCCs,
the overload condition would only have existed if an emergency diesel generator (EDG) had been runnmg following a
reactor trip with offsite power available. Load shedding following a loss-of-ofTsite power (LOOP) would have precluded
an overload condition for this initiating event. For one of the MCCs, the overload condition would also have existed

4
following a LOOP, The conditional core damage probability estimated for the event is 6.1 x 10

C.3.2 Event. Description

On June 8,1994, Dresden Unit 2 was operating at 99% power, and Unit 3 was in refueling. The Unit 2/3 standby gas
treatment (SBGT) system was in operation, and a 24-h endurance run for EDG 3 was in progress, as was a Unit 2
high-pressure coolant injection (HPCl) surveillance.

Shortly after the Unit 2 HPCI auxiliary oil pump started, MCC 39-2 tripped. As a result of the loss ofpower at MCC 39-2,
(1) EDG 3 tripped on high temperature following loss of power to its cooling water pump and ventilation fan, (2) the
125-V de and 250-V de battery systems had to be realigned to alternate chargers, (3) a half-scram for Unit 3 was generated ,

as a result ofloss of power to a reactor protection system (RPS) motor-generator, and (4) SBGT train A automatically (
started following loss of power to train B components.

MCC 39-2 loads were stripped, and the MCC feeder breaker was reclosed. MCC 39-2 loads were reenergized within
30 min of the breaker trip.

The trip of MCC 39-2 was caused by an incorrectly set feeder breaker. The feeder breaker for the MCC had a General
Electric dashpot type EC-2A overcurrent trip device, which was original equipment. The setting for this breater was
400 A. A review of the originalloading on the MCC indicated that the 400-A setting was adequate, but load additions
made to the MCC over time had increased the available runmng load current above the 400-A setting.

Two other breakers were subsequently identified with similar problems--MCC 28-3 and 38-3. He EC 2A trip devices
for both of these MCCs had been replaced with newer General Electric solid state type RMS-9 trip devices. Both of
these MCCs were also set to trip at 400 A. He licensee noted in the licensee event report (LER) that the setting for
MCC 38 3 was chosen to be identical with the original breaker setting based on the assumption that MCC loading had
not changed over time. However, since the loading had changed, the total connected load was greater than the protective
device setting. At the time of the MCC 28 3 trip device replacement,it was recognized that the overcurrent setting was
lower than the total connected load. However, it was assumed that the running load during accident conditions would

be within the setting of the protective device.

Based on the loads associated with each MCC, the licensee concluded that MCCs 38-3 and 39-2 could be overloaded

and trip during a safety actuation in which the associated EDG was runmng (e.g., for testing or following a spurious
start) while offsite power was still available. For these MCCs, loads shed following a LOOP would preclude an overload

C.3 1 NUREG/CR-4674,Vol 21
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condition. For MCC 28-3, however, the overload condition could exist for both LOOPS and other events in which the
associated EDG was running.

C.3.3 Additional Event-Related Information I

Three EDGs provide emergency power to the two Dresden units: EDG 2 yrmides power to Unit 2 bus 24-1, EDG 3
prmides power to Unit 3 bus 34-1, and swing EDG 2/3 prmides power to either Unit 2 bus 23-1 or Unit 3 bus 33-1 in
the event of a LOOP on Unit 2 or Unit 3, respectively. In the event of a dual-unit LOOP with a loss-of-coolant accident
(LOCA) on one unit, EDG 2/3 provides power to the unit with the LOCA. In the event of a dual-undt LOOP without a

j LOCA, EDG 2/3 powers the unit that suffers the LOOP first. Unit 2 bus 24-1 and Unit 3 bus 34-1 can be cmss-tied by
closing two normally open breakers.

Two 250-V de and two 125 V de batteries are shared between both units. He 250-V de batteries primarily powerlarge
loads, such as dc-powered pumps and valves, while the 125-V de batteries provide control power to components such
as circuit breakers. Battery chargers that normally supply de power and provide battery charging can be powered from
buses associated with EDG 2 (Unit 2) or EDG 3 (Unit 3) or the swing EDG. Each banery is sized to power its respective
loads for 4 h.

The isolation condenser (IC) and HPCI can prmide decay heat removal in the event of a LOOP with unavailability of
on-site ac power. Diesel-driven pumps provide IC secondary side makeup in this case. Since the IC does not prmide
RPV makeup, it cannot be used if an SRV sticks open or if a recirculation pump seal fails, ne mo<lel also assumes that
if ac power (the EDGs or offsite power)is cot tecovered prior to battery depletion core damage occurs. Following battery
depletion, all instrumentation would be lost, as would control power for breaker, turbine-driven pump, and de valve
operation. Potential recovery after this time, although possible, is extremely difficult and beyond the scope of this
analysis.

C.3.4 Modeling Assumptions

Four possible situations were addressed in the analysis of this complex event. All three MCCs could have tripped
following an initiating event in which emergency core cooling system (ECCS) actuation was required, offsite power
was available, and the EDG associated with the MCC was running (e.g., for testing or following a spurious start).
Analysis Case la addresses the situation in which one EDG was running. Analysis Case Ib addresses the situation in
which two EDGs were running. In addition, MCC 28 3 could have tripped following a LOOP. Analysis Cases 2a and
2b consider a plant-centered LOOP at Unit 2 and dual-unit LOOPS at Units 2 and 3. In all cases, the MCCs were assumed

,

'

to trip if they could have tripped. This assumption may be conservative.

Case la. PostntatM initiating event with offilte power available and one EDG running This situation could exist if a
transient or small-break LOCA occurred and one of the two EDCs associated with a unit was undergoing monthly
surveillance testing. The greatest potential impact is associated with MCCs 39 2 and 38 3 at Unit 3. These MCCs, in |
addition to supplying power to EDG components (and tuming gear components for MCC 38-3), also supply power to i

containment cooling service water (CCSW) cubicle fans. CCSW provides decay heat removal for the containment )
cooling mode oflow-pressure coolant injection. Le analysis assumed the two CCSW trains associated with the running
EDG would be unavailable after the MCC tripped. The trip of MCC 38 3 at Unit 3 (and 28-3 at Unit 2) also impacts
fire protection panel FP 3 (and FP 2). The analysis assumes these panels do not influence the use of firewater as an

4
alternate source oflow-pressure injection. He probability of a rmming EDO was estimated to be 1.4 x 10 , based on
an assumed 1-h surveillance run-time for each EDG per month.

The significance for this case was estimated by setting basic events associated with the two impacted CCSW trains to
true (failed) and calculating the increase in core damage probability for non-LOOP (transient and small-break LOCA)
initiating events over a 1 year period using the IRRAS-based ASP model for Dresden. Long-term unavailabilities such
as this event have typically been modeled in the ASP Program for a 1 year period, assuming the plant was at power
70% of the time; this is equal to 6132 h (365 d x 24 h/d x 0.7). The increase in core damage probability was multiplied |

|
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by the probability that an EDG would be running to estimate the conditional probability for Case la. His conditional
4

probability is less than 1.0 x 10'8. Since this is substantially below the 1.0 x 10 documentationlimit used in the ASP
Program, the calculational results are not inciuded here.

Case Ib. Postulated initiating event with offsite power available and two EDGs running. This situatirn could exist if a
transient or a small-break LOCA occurred and both EDGs associated with a unit were spuriously started. The analysis
for this case is similar to Case I a, except all trains of CCSW were assumed to be unavailable. The probability of spurious
EDG start was estimated using a Sequence Coding and Search System search of Boiling Water Reactor (BWR) automatic
or manual reactor trips with spurious EDG starts. Three such events were identified in 573 trips from power, resulting

4
in an estimated probability of spurious EDG actuation of 5.2 x 10 . He resulting conditional core damage probability

4is estimated to be 4.3 x 10-s, also well below 1.0 x 10 As for Case la, the calculational results are not included here.

Case 2a. Postulated plant-centered LOOP at Unit 2. For a postulated plant-centered LOOP at Unit 2 only, offsite power
remains available at Unit 3. Trip of MCC 28-3 will result in inoperability of swing EDG 2/3 and unavailability of power
to 4-kV bus 23-1. Power can be recovered to bus 241 if EDG 2 fails by recovering ofTsite power or by closing the
cross-tic from Unit 3 bus 34-1. Because of the shared de system at Dresden, de power will remain available for
instrumentation even if Unit 2 batteries are depleted. Therefore, a sequence invohing safety relief valve (SRV) rescat
and isolation condenser or HPCI st.ce== following a postulated station blackout will not proceed to core damage
(essentially all of sequence 44).

The probability of failing to recover power to bus 24-1 through closure of the cross-tie bieakers from Unit 3 w as assumed
to be 0.12 [ Accident Sequence Precursor (ASP) nonrecovery class R3, see Appendix A, Sect. A.1 to the 1992 Annual
Report, NUREG/CR-4674, Vol.17]. This value was chosen because recovery appeared possible in the required time
from the control room, but was not considered routine (the value chosen for this failure probability for this case is
considered a bounding probability and does not substantially impact the overall analysis results). This value is used in
lieu of the failure probability for EDG 3 in the IRRAS-based ASP models to reflect the failure to provide power from
bus 34-1. He probability of EDO common-cause failure was set to false to reflect the unavailability of EDG 2/3 and
the availability of power on bus 341.

After elimination of sequence 44 of the LOCP tree shown in Figure C.3.1 (since it does not proceed to core damage for
a single-unit plant-centered LOOP), a conditional core damage probability of 1.6 x 10-8 is estimated. As for Cases 1a
and Ib, the calculational results are not included here.

Case 2h. Dur.1-unit LOOP at Units 2 and 3. For a postulated dual-unit LOOP (primarily grid- and weather-related J
LOOPS), offsite power is unavailable to both units. If the LOOP occurs at Unit 2 first, trip of MCC 28-3 will result in

'

unavailability of swing EDO 2/3. EDG 3 will be required to power Unit 3 loads, leaving only EDG 2 to supply power
to Unit 2 loads (except for battery charging, which can be provided by either EDG 2 or EDG 3).

The frequency of a dual-unit LOOP and the probability of failing to recover ofTsite power in the short-term and before
battery depletion were estimated to be 1.7 x 10-2/ year,0.66, and 0.21, respectively, based on models described inRevised
LOOP Recovery andPWR Seal LOCA Models, ORNL/NRC/LTR-89/11, August 1989. These models are based on the
results of data distributions contained in Evaluation ofStation Blackout at Nuclear Power Plants, NUREG-1032. He
probability of the dual-unit LOOP occurring first at Unit 2 was assumed to be 0.5. His value is based on the assumption
that a dual-unit LOOP has an equal probability of occurring first at either unit. Therefore, the initiating event probability
is equal to (1.7 x 10 2/ year x 0.66 x 0.5 x 1 year). The failure probability for EDG 2/3 was set to true to reflect its
unavailability following a trip of MCC 28-3. The conunon-cause failure pmbability for the EDGs was revised to
4.4 x 10 to reflect the unavailability of EDO 2/3. Sequence 44, which involves failure of emergency power and failure4

to recover offsite power prior to battery depletion, dominates the analysis results. For this sequence to occur, both EDG 2
and EDG 3 must fail; otherwise power for battery charging will exist and the batteries will not deplete. The resulting

4
conditional core damage probability is estimated to be 6.1 x 10 . This is the only case that significantly contributes to
the conditional core damage probability for this event. Re calculational results are shown in Tables C.3.1 through C.3.5.
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C.3.5 Analysis Results )
4

The conditional core damage probability estimated for this event is 6.1 x 10 . & dommant core damage sequence, j
highlighted on the event tree in Figure C.3.1, involves a postulated dual-unit LOOP (Case 2b) with subsequent failure +

of all three Dresden EDGs and failure to recover offsite power prior to battery depletion. In the dominant sequence,
*

EDG 2/3 fails due to MCC 28-3 trip following its alignment to Unit 2 (the postulated dual-unit LOOP affects Unit 2 !
first), and EDG 2 and 3 fail for unspecified reasons (random or conunon-cause failures). !

The calculational resuhs for Cases Ia, Ib, and 2a were not included since they do not provide a significant contribution !

to the conditional core damage probability for the event. The calculational results for Case 2b are shown in Tables C.3.1 ;

Ithrough C.3.5. Definitions and probt.bilities for selected basic events are shown in Table C.3.1. The conditional
probabilities associated with the highest probability sequences are shown in Table C.3.2. Table C.?.3 lists the sequence ,

logic associated with the sequences listed in Table C.3.2. Table C.3.4 describes the system names associated with the |
donninant g-~. Cut sets associated with each sequence are shown in Table C.3.5, ;

i

C.3.6 ' Reference

1. LER 237/94-018, " Potential Trip of Motor Control Centers Due to improper Feed Breaker Settings," i
July 7,1994. !
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Figure C.3.1. Dominant core damage sequence for LER No. 237/94-018 (see Case 2b).
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|

Table C.3.1. Definitions and probabilities for selected basic events for LER 237/94-018 (Case 2b)

Base Current Modified
Event name Description probability probability Type for this

event

Conunon Cause Failure of Diesel
EPS-DGN-CF-DGNS 1.2E-003 4.4E-003 Y

EPS-DGN-FC-DG2 Unit 2 Generator Fails 4.4E-002 4.4E-002 N

EPS-DGN-FC-DG3 Unit 3 Diesel Generator Failure 4 4E-002 4.4E-002 N

EPS-DGN-FC DG23 Swing Diesel Generator Fails 4.4E-002 1.0E+000 TRUE Y

Opa a Recover
EPS-XHE XE-NOREC 8.0E-001 8.0E-001 Ng 9 g

IE-LOOP Loss-of-offsite Power Initiator 9.1E-007 5.6E-003 Y

IE-SLOCA Small LOCA Initiator 1.7E-006 0.0E+000 IGNORE Y

IE-TRAN Transient Initiator 3.4E-004 0.0E+000 IGNORE Y

Ope ator Fails to Recover OffsiteOEP-XHE-XE-NOREC 2.lE-001 2.1E@l Np9

Table C.3.2. Sequence conditional probabilities for LER 237/94-018 (Case 2b)

Conditional core
Core damage

pNgh p ability PYD$)
Event tree name Sequence name

( Cont ution
(CCDP)

LOOP 44 5.9E-006 3.5E-006 2.3E-006 96.7
Total (all sequences) 6.1E-006 '

Table C.3.3. Sequence logic for dominant sequences

for LER 237/94-018 (Case 2b)

Event tree
3,q,,,,,,,,, g,,g,

LOOP 44 /RP1, EPS, OEP

Table C.3.4. System names for LER 237/94-018 (Case 2b)

System name Description

EPS Emergency Power System Fails

OEP Offsite Power Recovery

RPI Reactor Shutdown Fails

IWREG/CR-4674,Vol 21 C.3-6
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Table C.3.5. Conditional cut sets for higher probability sequences for LER 237/94-018

Cut set No. Frequency Cut sets
Contr ution

LOOP Sequence: 44 6.0E-006
1

EPS-DGN-CF DGNS, EPS-XIE-XE-NOREC, l

I 69.5 4.lE-006 OEP-XIE-XE-NOREC ,

)
EPS-XIE-XE-NOREC,0EP-XIE-XE-NOREC, -

I2 30.6 1.8E-006 EPS-DGN-FC DG2,EPS-DGN-FC-DO3

Total (all sequences) 6.0E-006

l
i

|
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C.4 LER No. 237/94-021

Event Description: Long-Term Unavailability of High Pressure Coolant injection

Date of Event: August 4,1994

Plant: Dresden Unit 2

C.4.1 Summary

On August 4,1994, at 1559 hours, with the plant at 99% power, the high pressure coolant injection (HPCI) turbine.

tripped due to high exhaust pressure during a monthly surveillance test. He cause of the high exhaust pressure was
determined to be a failed check valve (No. 2 2301-74). The failure mechanism indicated that, since the last monthly
surveillance test, the HPCI turbine would have tripped shortly after starting if the HPCI system had been needed to

4
perform its safety function. The conditional core damage probability estimated for this event is 3.1 x 10 .

,

C.4.2 Event Description

On August 4,1994, at 1559 hours, with the plant at 99% power, the HPCI turbine failed the monthly surveillance test.
Prior to the automatic trip, the turbine was run up to 2500 rpm and manually tripped per the surveillance afler runmng
for appmximately 5 min. The turbine was restarted and automatically tripped afler 1 min due to high exhaust pressure
(100 psig). An inspection of the turbine drain system was performed, and the rupture diaphragm was replaced. On
August 7,1994, the HPCI turbine was retested. When the turbine was started, the exhaust pressure increased at a higher
tlum normal rate, and the turbine was manually tripped at an exhaust pressure of 30 psig to avoid an automatic trip. At
this point, the turbine exhaust check valves were examined. A local leak rate test of the check valve volume was
performed, and leakage that exceeded the technical specification limit was found. Since the HPCI exhaust line check ;

|
valves could not be repaired on line, the reactor was shut down on August 8,1994.

The two HPCI turbine exhaust valves (2-2301-45 and 2-2301-74) were disassembled and inspected (see Figure C.4.1).
The valve seats for 2 2301-45 were found to be slightly worn due to normal valve operation. This condition did not
affect the operation of the HPCI system. When valve 2-230174 was disassembled and inspected, the vah'c disk was
not attached to the valve guide piston. Further inspection revealed that the four tack welds, which prevent the assembly
from rotating, had broken recently due to fatigue. Exhaust pressure observed on previous tests was determined to have ,

been normal, supporting the assumption that the tack welds failed during the most recent test run. Once the tack welds |
were broken and the valve disc was off the closed seat, the steam flow was able to rapidly rotate the valve disc on the |

valve stem, causing the valve to close by elongating the stem and valve disc assembly. This, in turn, caused the exhaust
|

pressure to increase as observed in the last two tests.

C.4.3 Additional Event-Related Information

The HPCI system is designed to pump water into the reactor vessel under loss-of-coolant accident (LOCA) conditions
that do not result in rapid depressurization of the reactor pressure vessel (RPV). The HPCI system is designed to pump
5600 gpm within an RPV pressure range of about 165 to 1135 psia. The size of the system is selected to provide sufficient
core cooling to prevent clad melting until the RPV pressure decreases to the point where the core spray system and/or
the low pressure coolant injection (LPCI) subsystem become effective.

For medium-break LOCAs, RPV pressure decays away too slowly for the low-pressure injection pumps to inject and
prevent core damage without operator action to depressurize. Therefore, following HPCI failure, the automatic
depressurization system (ADS)is required to depressurize the RPV so that core spray and/or the LPCI subsystem become
etTective.

C.4-1 NUREG/CR-4674, Vol. 21
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C.4.4 Modeling Assumptions

The event was modeled as a long-term nonrecoverable unavailability of HPCI. Once the tack welds broke, the exhaust
check valve elongated itself closed in a matter of minutes (approximately 6 min during the failed surveillance). At this
point, the exhaust pressure would increase to the turbine trip set point (unless the pump was manually tripped). It was
assumed that any safety demand for the HPCI turbine, subsequent to the last successful monthly surveillance, would
>=ve resulted in several minutes of high pressure injection followed by a HPCI turbine trip. Herefore, the HPCI train

' modeled as failed (HCI-TDP-FC-TRAIN set to TRUE). He difficulty encountered in identifying the root cause of,

the pump failure indicates that the failure would not have been recovered during an actual demand. Therefore, the failure
was modeled as nonrecoverable (HCI-XHE-XE-NOREC set to TRUE). The HPCI system was considered unavailable
for one surveillance period (i.e.,720 h) prior to the failed surveillance. The system was also unavailable for an additional
107 h following the failed su:veillance prior to the unit shutdown. As a result, a total failure period of 827 h was modeled.

The run time involved in a successful smveillance of the HPCI turbine is less than the subsequent mission time that
would be required in certain accident scenarios. If the running vibration of the turbine is considered to be a significant
contributor to the tack weld failure mechanism, then previous tests could be viewed as consuming the remaining run
time available prior to the tack weld failure. Under this scenario, the failure feriod could include several previous
successful smveillances. If this were the case, the 827-h unavailability period would be increased to encompass these
additional surveillance periods. However, this time period is difficult to estimate with the information available.
Therefore, the 827-h failure period modeled was utilized, although this may be nonconservative.

A loss of the HPCI turbine leaves the plant more susceptible to core damage from a medium-break LOCA; therefore, a
medium-break LOC A event tree was added to the model that is consistent vith the event tree in the Dresden individual
plant examination (IPE). The existing fault trees that are used in conjunction with the other event trees for Dresden were
applied to the medium-break LOCA event tree. The medium-break LOCA initiating event frequency was modified to

4
8 x 10 / year, consistent with the value used in the Dresden IPE (Table 1.5.1-1). His was converted to a per hour

4 d
frequency of 1.3 x 10 by dividing the S x 10 / year value by 6132 h, assuming a 70% plant availability [(365 days / year)
(24 h/ day) (0.7 unit availability)].

Two different values were used for the operator error prevents depressurization probability under different
conditions.For medium-break LOCAs and transient-induced medium-break LOCAs (sequences 39 and 38-39), a

j
probability of 0.01 was used. For conditions where a medium-break LOCA were not present, a value of 0.001 was used. ;

These values were derived from a review of the individual plant examinations (IPEs) for a number of BWRs.

|

C.4.5 Analysis Results
d

The conditional core damage probability estimated for this event is 3.1 x IG . He dominant sequence highlighted on
the event tree in Figure C.4.2 involves a postulated medium-break LOCA, failure of HPCI, and failure of ADS.

For BWRs with isolation condensers (ICs) loss of HPCI under a medium-break LOCA (or transient-induced
medium break LOCA) requires the use of the ADS system to depressurize to allow injection oflow-pressure systems.
Medium-break LOCAs are defined as those that do not depressurize the system fast enough to allow low-pressure
systems to be effective on their own. However, core damage will be minimal if depressurization fails because the break
will eventually cause sufficient depressurization to allow low-pressure systems to inject. If HPCI works for a short
period of time prior to failure, this will accelerate the depressurization such that ADS may not be required. The two
medium-break LOCA sequences (39 and 38-39) contribute 63% of the overall conditional core damage probability for
this event.

Definitions and probabilities for basic events are shown in Table C.4.1. The conditional probabilities associated with
the highest probability sequences are shown in Table C.4.2. Table C.4.3 lists the sequence logic associated with the
sequences listed in Table C.4.2. Table C.4.4 describes the system names associated with the dominant nequences. Cutsets
associated with each sequence are shown in Table C.4.5.
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Figure C.4.1.Dresden 2 HPCI turbine exhaust check valve.

C.4.6 Reference
1. LER 237/94-021. "HPCI Turbine Tripped on High Exhaust Pressure Due to a Failed Exhaust Check Vahc,"

September 2,1994.
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Table C.4.1. Definitions and probabilities for selected basic events for LER 237/94-021

Base Current Modified
Event name Description probability probability Type for this

event

ADS-SRV-CC-VALVS ADS Valves Failto Open 3.7E-003 3.7E-003 N

Op tor r m ts
ADS-XIE-XE-ERROR 1.0E-002 1.0E-002* N

ADS-XIE-XE-NOREC Operator Fails to Recover ADS 7.1E-001 7.1 E-001 N

4 CRD-MDP-FC-TRNA Train A Failure 3.7E-003 3.7E-003 N

CRO-MDP-FC-TRNB Train B Failure 3.7E-003 3.7E-003 N

CRD-XIE XE-ERROR. Operator Fails to Align CRD 1.0E-002 1.0E-002 N |

CRD-XIE-XE-NOREC Operator Fails to Recover CRD 1.0E+000 1.0E+000 N

C """ "
EPS-DGN-CF-DGNS 1.4 E-003 1.4E-003 N I

G o

EPS-DGN-FC-DG2 Unit 2 Generator Fails 7.8E-002 7.8E-002 N

EPS-DGN-FC DG23 Swing Diesel Generator Fails 7.8E-002 7.8E-002 N

EPS-DGN-FC-DG3 Unit 3 Diesel Generator Failure 7.8E-002 7.8E-002 N

Opaatw F to
8.0E-001 8.0E-001 NEPS-XIE-XE-NOREC g ,g e

IICI-TDP-FC-TRAIN llPCI Train LevelFailures 3.9E-002 1.0E+000 TRUE Y

IICI-XIE-XE-NOREC Operator Fails to Recover IIPCI 7.1E-001 1.0E+000 TRUE Y

IE-LOOP Loss-of-OfTsite Power Initiator 5.9E-006 4.9E-003 Y
,

IE-SLOCA Small LOCA Initiator 1.7E-006 1.4E-003 Y

IE-TRAN Transient Initiator 3.4E-004 2.8E-001 Y

IE MLOCA Medium-Break LOCA initiator 1.3E-007 1.1 E-004 Y

0perator Fans to Recom OEsite
6.6E-002 6.6E-002 NOEP-XIE-XE-NOREC

9

PCS-SYS-VF MISC PCS Ilardware Components Fail 1.7E-001 1.7E-001 N

PCS-XIE-XE NOREC Operator Fails to Recover PCS 1.0E4000 1.0E+000 N

PPR-SRV-OO-2VLVS Two SRVs Fail to Close 1.3E-003 1.3E-003 N

PPR-SRV-OO IVLV One or Less SRVs Fail to Close 3.6E-002 3.6E-002 N

-U.u1 used Ior MLA>cA sequences,0.001 used for other sequences.
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Table C.4.2. Sequence conditional probabilities for LER 237/94-021 |

Conditional core Core damage
P *b ty

( DP D) Cont utionEvent tree name Sequence name
p b i ty p

(CCDP)
MLOCA 39 1.3E-006 1.5E-007 1.2E-006 43.0

TRAN 38-39 7.8E-007 8.9E-008 6.9E-007 25.3

LOOP 44 4.8E-007 4.8E-007 0.0E+000 15.6

LOOP 41 2.6E-007 2.9E-008 2.3E-007 8.2

Total (all sequences) 3.1E-006 8.3E-007 2.3 E-006

Table C.4.3. Sequence logic for dominant sequences for LE R 237/94-021

Even tree
Sequence name Logic

IE-MLOCA 39 HCI, ADS

TRAN 38-39 /RPS, PCS, P2, llCI, ADS

LOOP 44 /RPI, EPS, OEP

LOOP 41 /RPI, EPS, /OEP, P1, IICI

Table C.4.4. System names for LER 237/94-021

System name Description
ADS Automatic Depressurization Fails

EPS Emergency Power System Fails

liPCI Fails to Provide Suflicient Flow to Reactor
HCI

Vessel

OEP Offsite Power Recovery

P1 One or Less SRV Fail to Close

P2 Two SRVs Fail to Close

PCS Power Conversion System

RPI Reactor Shutdown Fails

RPS Reactor Shutdown Fails

NUREG/CR-4674, Vol. 21 C.4-6
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Table C.4.5. Conditional cut sets for higher probability sequences for LER 237/94-021

Cut set No. Frequency cut sets
Contr hution

E MLOCA Sequence: 39 1.3E-006 !
1

1 79.4 1.lE-006 ADS-XIE-XE ERROR

2 20.8 2.8E-007 ADS-SRV-CC-VALVS, ADS XIE XE-NOREC

' IRAN Sequence: 38-39 7.8E-007

ADS-XIE-XE-ERROR, PCS-SYS-VF-MISC,
1 79.2 6.2E-007 PCS-XIE XE-NOREC, PPR-SRV-00-2VLVS I

ADS-SRV-CC-VALVS, ADS X1E-XE-NOREC,

2 20.8 1.7E-007 PCS-SYS-VF-MISC, PCS XIE-XE NOREC,
PPR-SRV-00-2VLVS

LOOP Sequence: 44 4.9E-007

EPS-DGN-CF-DGNS, EPS-XIE-XE-NOREC,
1 74.7 3.6E-007 OEP-XIE-XE-NOREC

EPS XIE-XE-NOREC, OEP-X1E-XE-NOREC,

2 25.3 1.2E-007 EPS-DGN-FC-DG23, EPS-DGN-FC-DG2,
EPS-DGN-FC-DG3

LOOP Sequence: 41 2.7E-007

EPS-DGN-CF-DGNS, EPS-X1E-XE-NOREC,
1 74.7 2.0E-007 PPR-SRV-00-IVLV

EPS-XIE-XE-NOREC, PPR-SRV-00-1VLV,

2 25.3 6.7E-008 EPS-DGN-FC DG23,EPS-DGN-FC-DG2,
EPS-DGN-FC DG3

Total (all seque ces) 3.1E-006

C.4-7 NUREG/CR-4674, Vol. 21
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C.5 LER No. 250/94-005

Event Description: Load Sequencers Periodically Inoperable

Date of Event: November 3,1994

Plant: Turkey Point 3 and 4

C.5.1 Summary

During a Unit 4 Integrated Safeguards Test, the 3A sequencer failed to respond to the opposite unit's safety actuation
signal Troubleshooting resulted in the discovery of an error in the sequencer software logic that could prevent each of
the four Turkey Point sequencers from responding to a safety actuation signal As a result of the software error, each
sequencer was unavailable one-fourth of the time to respond to automatic safety actuation signals from its own train
and one-sixteenth of the time to respond to automatic signals from the other unit during both automatic self-testing and
manual testing. Unavailability of each sequencer would prevent the automatic actuation of safety-related equipment
associated with that train including the high head safety injection (IIIISI) and residual heat removal (RIIR) pumps.

4
The estimated increase in core damage probability for this event for a 1-year period is 1.8 x 10 , over a nominal value

4
for the same period of 9.5 x 10 . This value is applicable to each unit.

C.5.2 Event Description

On November 3,1994, Turkey Point Unit 3 was operating at 100% power, and Unit 4 was in Mode 5 during a refueling
outage. During the Unit 4 Integrated Safeguards Test, the 3A sequencer failed to respond to the opposite unit's safety
actuation signal. Troubleshooting resulted in the discovery of an error in the sequencer software logic that could prevent
each sequencer from responding to a safety actuation signal. The error impacted the Tmkey Point 3 s.squencers since
November 1992 and the Turkey Point 4 sequencers since May 1993.

The Turkey Point design utilizes four sequencers, one for each train at each unit. The sequencers are programmable
logic controller (PLC)-based cabinets that use a PLC for bus stripping and logic control The sequencers are designed
to respond to losses of offsite power (LOOPS), loss-of-coolant accidents (LOCAs), and combined LOOP /LOCA events.
The sequencers start the diesel generators and sequentially load safety-related equipment required to respond to the
initiating event. Each sequencer responds to safety actuation signals associated with its train plus signals from the
opposite unit.

Each sequencer is provided with manual and automatic self-test capabilities. The automatic test mode is normally in
operation. In the automatic test mode, the sequencer continually tests the input cards, output cards, and output relay
coils and exercises the program logic. He automatic self-test cycles through 15 of 16 possible sequencer test steps. The
test steps start roughly an hour apart and ialividually take about 10 s to complete. Here is I h during which no testing
takes place. The complete automatic test cycle, therefore, takes about 16 h and then begins again. He sequencer is
designed to abort the manual and automatic test modes in response to a valid input. If a valid input signalis received
during sequencer testing, the testing stops, the test signal clears, and the inhibit signal, if present, is supposed to clear.
The valid signal is then allowed to sequentially energize the output relays for the associated safety-related equipment.

The 3 A sequencer had dropped out of the automatic self-test without alarming, indicating that it had received a valid
input signal. During troubleshooting, the input light emitting diode (LED) for the 4A safety actuation signal was found
to be lit, indicating the signal was still present. The 3 A sequencer response should have been to start the 3 A IIIISI pump.
Ilowever, the pump failed to start because it did not receive a start signal from tle sequencer.

C.5-1 NUREG/CR-4674, Vol. 21
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A software design error was discovered that inhibited the 3 A HHS1 pump stan signal even though a valid input signal
was present. He design error was found to affect all sequencers during both manual and automatic testing in 5 of the
16 test steps. If a valid input signal was received 15 s or later into one of the hour-long test step periods, the test signal
cleared as intended, but the inhibit signal was maintained by means oflatching logic, his latching logic is established i

by the test signal but could be maintained by the process input signal ifit arrived prior to removal of the test signal.

His software logic error was introduced during the detailed logic design phase of the software development. The error
was not discovered during the validation and verification (V&V) process because the response to valid inputs was not
tested during all test sequences of the testing logic. In four loading sequence tests, the error prevented the sequencer
from responding to a valid safety actuation sig;ml on the same train. In one other loading sequence test, the error
prevented the sequencer from responding to a valid safety actuation signal on the opposite unit. His software error did
not impact response to LOOP or a combined LOOP and LOCA; only safety actuation with offsite power available was
affected. He logic error also did not affect sequencer operation with the test selector switch in the "off" position.

A detailed review of the sequencer software resulted in the discovery of one other error in the software, which was
independent ofthe test mode. A condition was identified that would have prevented the automatic start ofthe containment
spray pumps. ne condition would occur when a hi-hi containment pressure signal is received by the sequencer during -

a 60-ms time window beginning 12.886 s after receipt of a LOCA signal or 28.886 s after receipt of a LOOP /LOCA I
Isignal. His error does not impact core damage sequences and was not addressed in this analysis.

l

C.5.3 Additional Event-Related Information

For non-LOOP events, each sequencer sends start signals to the following equipment associated with its train: one RHR
pump, one HHSI pump, two intake cooling water pumps, two emergency containment cooler fans, two component
cooling water pumps, and two emergency containment filter fans. Some equipment may already be in operation and
would not be affected by a sequencer failure.

,

Turkey Point has four HHSI pumps, one per train for each unit. All four trains are normally cross-connected at the
discharge of the pumps. Each HHSI pump is capable of providing 50% of the required injection; two of the four pumps
are, therefore, required for high-pressure injection success following a small-break LOCA. To meet single failure
criteria for a safety actuation, each sequencer signals its associated HHSI pump to start, and the opposite unit's
sequencers signal their associated HHS1 pumps to start. For example, a safety actuation signal on Unit 3, Train A, signals

i

the 3A sequencer and both of the Unit 4 sequencers. With no equipment failures, all four HHSI pumps will respond to I

a safety actuation signal on either unit. Other equipment provided for each unit, including the two RHR pumps, is only
started by its associated sequencer.

C.5.4 Modeling Assumptions

his event was modeled as an unavailability of HHSI and RHR pump automatic actuation for LOCA-related sequences
during a 1 year period. Assuming the units were at power 70% of the time, an unavailability of 6132 h is estimated.

He Accident Sequence Precursor (ASP) Program typically considers the potential for core damage following three
postulated offsite-power-available pressurized water reactor (PWR) initiating events: transient, small-break LOCAs,
and steam generator tube rupture (SGTR). For each of these initiating events, unavailability of high-pressure injection,

.

when requimd to make up inventory lost from the reactor coolant system, is assumed to result in core damage. Two |
additional initiating events also exist that are impacted by the unavailability of the HHSI and RHR pumps: medium- !

and large-break LOCAs. For both of these initiating events, unavailability oflow-pressure injection is assumed to result
in core damage.

De significance of an unavailability such as this event is estimated in the ASP Program in terms of the increase in core
damage probability during the unavailability period. Since a nonrecoverable failure of multiple sequencers will fail
high- and low-pressure injection, and, since unavailability of high- and low-pressure injection following a LOCA

NUREG/CR-4674, Vol. 21 C.5-2
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|
proceeds to core damage, the significance of this event can be estimated directly from the change in high- and
low-pressure injection failure probabilities due to the sequencer software error and the probability of a small , medium ,
and large-break LOCA in the 6132-hour unavailability period.

Sm all-break I OCA. Small-break LOCA initiating events, SGTRs, and transient-induced LOCAs (primarily stuck-open
relief valves for non-LOOP transients) were considered small-break LOCAs in this analysis. He frequencies of these j

4
three events, based on data used in the ASP models, are 1.4 x 10'8/h(transientinducedLOCA),4.7 x 10 /h[small-break l

4 I
LOCA initiating events (spurious relief valve lifts, reactor coolant pump seal failures)], and 1.6 x 10 /h (SGTRs).

4
Summing these values results in an overall small break LOCA freguency of 2.1 x 10 /h. For the 6132-hour
unavailability period, the probability of a small-break LOCA is 1.3 x 10'

I
For a small-break LOCA, two of four IDISI pumps provide injection success; failure of three of the four pumps will, I

therefore, fail high-pressure injection. Since the software error did not affect sequencer response to LOOPS, only
single-unit initiating events are of concern in the analysis (if LOOP response was affected, then potential dual-unit
events such as a severe weather-related LOOP would also have to be considered). Assume the small-break LOCA occurs I

at Unit 3. The probability of the sequencers failing to actuate the four IDISI pumps is 0.25 for IDISI pumps 3A and 3B (
1

(the sequencers would not respond to a valid signal on the same train during 4 of the 16 loading sequence tests) and
0.0625 for HilSI pumps 4 A and 4B (the sequencers would not respond to a valid signal from the opposite unit during
one of the 16 loading sequence tests). The probability of three of the four pumps failing is estimated by considering the
pump failure combinations that can result in injection failure:

p(3A) x p(3B) x p(4A) + p(3A) x p(3B) x p(4B) +

p(3A) x p(4A) x p(4B) + p(3B) x p(4A) x p(4B) = 9.8 x 10-3

Consideration of the sequencer testing process indicates that an assumption that the sequencers failindependently is ,

reasonable. If the testing of the two seouencers on each unit is synchronized, the increased IHISI failure probability is
'

O.25 x 1.0 x 0.0625 + 0.25 x 1.0 x 0.0625 + 0.25 x 0.0625 x 1.0 + 0.25 x 0.0625 x 1.0 = 6.3 x 10-2,

using the same approach as in the last paragraph. If the testing of the four sequencers were somehow synchronized, the
increased IDISI failure probability would be zero, since the test step that prevents response from the opposite unit is
different from the steps that prevent response on the same train. He potential impact of synchronized testing of both
sequencers on an individual unit was addressed as a sensitivity analysis.

For a small-break LOCA, manual initiation of safety injection (SI) within 30 min of the LOCA is assumed to result in

injection success. Assuming 5 min to reach the procedure step to verify S1,25 min would be available for operz. tor
action. The probability of failure to recover SI due to operator error was estimated by assuming that the failure probability
can be represented as a time-reliability correlation (TRC) as described in Human Reliability Analysis (E. M. Dougherty
and J. R. Fragola, John Wiley and Sons, New York.1988). Operator response was assumed to be rule-based and without

hesitancy. For the 25-min period, a failure probability of 1.8 x 10" is estimated.

The incre ase in core damage probability for small-break LOC A s resulting from the sequencer sof tw are error is, therefore,

1.3 x 10-2(probability of a small-break LOCA in the 6132-h period) x

9.8 x 10'3(probability ofIUISI actuation failure due to the software error) x

1.8 x 10 (probability that the operators fail to manually initiate SI prior to core damage)d

= 2.2 x 10'8

Medium- and large-break LOCAs. He analysis of postulated medium- and large-break LOCAs follows the same
approach as a small-break LOCA. He frequency of medium and large-break LOCAs is estimated to be 1 x 10-3/ year
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and 2.7 x lo^lycar, respectively (see Analysis of Core Damage Frequency: Internal Events Methodology,
NUREG/CR-4550, Vol.1, Rev.1, Table 8.2-4 and Appendix 11 to this report). Mitigation of both medium and
large-break LOCAs requires low-pressure safety injection (LPSI) success. Two RIIR pumps are available for injection,
and one of two provides success. Since the two RIIR ptunps are actuated only by their same-train sequencers, an actuation
failure probability of 0.25 x 0.25 = 0.0625 is estimated.

Assuming manual initiation of SI within 20 min of a medium-break LOCA provides injection success (this value is
consistent with Analysis ofCore Damage Frequency: Surry, Unit 1, InternalEvents, NUREGICR-4550, Vol. 3, Rev.1,
Part 1, Table 4.8-4), an operator failure probability of 2.2 x 10-3 is estimated, using the same apprcach as described for
small-break LOCAs,

For a large-break LOCA an operator failure probability of 0.095 is estimated. This value was developed from simulator
data provided in the licensee event report (LER) using the same TRC appmach that was used to estimate operator failure
probabilities for small- and medium-break LOCAs. %e data provided in the LER were asstuned to represent unburdened
response; their standard deviation was revised to reflect burdened response as described on p.127 of Human Reliability
Analysis. He allowed response time was assumed to be 7.1 min, as specihed in Appendix D.4 of NUREG/CR 4550,
Vol. 3, Rev.1. This is the time to core uncovery estimated using the MARCII code during source term calculations
performed in 1984.

These estimates result in the following increase in core damage probability for medium and large-break LOCAs:

1.0 x 10'3(probability of a medium-break LOCA in a 1-year period (6132 at-power hours) x

0.0625(probability of LPSI actuation failure due to the software error) x

2.2 x 10-3(probability that the operators fail to manually initiate LPSI)

= 1.4 x 104 (medium-break LOCA),

and

2.7 x lod (probability of a large-break LOCA in a 1 year period (6132 at-power hours) x

0.0625 (probability of LPSI actuation failure due to the sonware error) x

0.095 (probability that the operators fail to manually initiate LPSI)

= 1.6 x 10-6 (large-break LOCA).

C.5.5 Analysis Results

Combining the probability estimates for small , medium , and large-break LOCAs results in an overallincrease in core

damage probability for the sequencer software error over a 1-year period of L8 x 10-6, contributed almost entirely by
postulated large-break LOCAs. This value is applicable to each unit. The dominant core damage sequence for the event ,

involves a postulated large-break LOCA and failure of low-pressure injection. This sequence is highlighted in I
Figure C.S.I. |

A greater than usual uncertainty is associated with this estimate. It is based on an estimated frequency of a large-break
LOCA (no large-break or medium-break LOCAs have occurred), an estimated time to core uncovery developed in
conjunction with source term calculations (there is large uncertainty in this estimated time), and assumptions regarding
operator actions following a large-break LOCA.

NUREG/CR-4674, Vol 2i C.5-4
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Appendix C LER N . 250/94-005

The nominal core damage probability over a 1-year period estimated using the ASP models for Turkey Point is4
approximately 9.5 x 10 . The failed sequencers increased this probability by 2% to 9.7 x 10 . This value is the
conditional core damage probability for the 1-year period in which the sequencers were degraded.

For most ASP anJyses of conditions (equipment failures over a period of time during which postulated initiating events
could have occurred), sequences and cutsets associated with the observed failures dominate the conditional core damage
probability (the probability of core damage over the un . 2sbility period, given the observed failures) The increase in
core damage probability because of the failures is therefore essentially the same as the conditional core damage
probability, and the conditional core damage probability can be considered a reasonable measure of the significance of
the observed failures.

1

For this event, however, sequences unrelated to the degraded sequencers dominate the conditional core damage i

probability estimate. The increase in core damage probability given the degraded sequencers,1.8 x 10 , is, therefore, f
4

a better measure of the significance of the sequencer problems. ,

1

If the sequencer testing was synchronized at each unit the actuation failure probability for the HHS1 pumps would ,

increase to 6.3 x 10-2 as described in the modeling assumptions. The failure probability for low-pressure injection I
actuation would also increase to 0.25. These failure probabilities were used in a sensitivity analysis to estimate the ;

potential impact if the testing were synchronized. The resulting estimated increase in core damage probability is i

47.1 x 10 , again primarily from large-break LOCAs.

C.5.6 Reference

1. LER 250/94-005, Rev.1," Design Defect in Safeguards Bus Sequence Test Logic Places Both Units Outside

the Design Basis," February 9,1995.

C.5-5 NUREG/CR-4674, Vol. 21
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Appendix C LER Ns. 266/94-002

C.6 LER No. 266/94-002
'

Event Description: Both DieselGeneratorsInoperable

Date of Event: February 8,1994

Plant: Point Beach I and 2.

C.6.1 Summary
,

Point Beach Units 1 and 2 were operating at 100% power when emergency diesel generator (EDG) G02 was taken out
of service for maintenance. Plant technical specifications require that, if one EDO is removed from service, the other
must be tested daily to verify its operability. When the EDG remaining in service was tested, electric fuel pump and
exciter failures were experienced, and the EDG was declared inoperable. Both EDGs were, therefore, simultaneously
unavailable. These unavailabilities would have impacted the Point Beach plant response to a loss-of offsite power
(LOOP) had it occurred during the unavailability period. The conditional core damage probability estimated for this

4event,1.2 x 10 ,is applicable to both units.

C.6.2 Event Description

i EDG G02, the B train emergency power source for both units at Point Beach,was removed from service for maintenance
at 0339 hours on February 7,1994. At 0753 hours on February 8,1994, an operability test of the A train emergency
power source, EDO G01, was begun. At 0951 hours trouble annunciations were received for that EDO.

Investigation determined that the electric fuel pump for EDG G01 had failed. The EDG continued to run, however, with'

fuel supplied by a shaft-driven mechanical pump. The diesel was allowed to continue to run unloaded widle repairs
were made to the electric fuel pump. At 1940 hours repairs were complete, and the EDG was shut down.

,

At 2046 hours EDG G01 was started and loaded for a hard run to clean its exhaust system of deposits accumulated

during the prior prolonged no-load run. At 2100 hours power swings were noted on the EDG varmeter. These swings ,

!
increased in intensity, and at 2204 hours EDG G01 was declared innperable.

A stationary brushjumper cable in the EDG's exciter was found to be contacting a rotating bus bar, shorting out the do
excitationvoltage. This condition was repaired, and the EDO was declared operable at 0244 hours on February 9,1994.

C.6.3 Additional Event-Related Information

The Licensee Event Report (LER) for this event indicates that the brushjumper cable was installed incorrectly during
an annual maintenance outage on February 3,1994. The report further indicates that EDG G01 was run for 3 h on
February 4,1.9 h on February 7, and 10.3 h on February 8 (while the electric fuel pump was repaired). The LER also
indicates that a gas turbine generator was available as a backup source of emergency ac power.

s

C.6.4 Modeling Assumptions
,

Tids event was modeled as a 47-h simultaneous unavailability of both EDGs. As it was out of service for maintenance,
EDG G02 was assumed to be unavailable after 0339 hours on February 7,1994. EDO G01 experienced fuel pump and
exciter failures that resulted in its being declared inoperable on February 8,1994. After investigation,the exciter failure
was attributed to maintenance errors that occurred on February 3,1994. EDG G01 was operated on occasion between

February 3 and February 8; however, the EDG ran unloaded for most of this time. After it was restarted to run under

C.6-1 NUREG/CR-4674, Vol. 21,
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l

load on February 8, the EDG only operated for about 15 min before erratic exciter performance was observed. While it
is possible that the EDG could have successfully run for an extended time in a loaded condition, this analysis assumes
EDO G01 was unavailable to perform its safety function of supplying long-term emergency power until the exciter
repair was completed on February 9,1994. Due to the nature of the EDG unavailabilities, no EDG recovery was assumed
to be possible. Because of the unavailability ofboth EDGs, the core damage sequences ofprimary concem in this analysis
are those associated with a postulated LOOP and subsequent station blackout.

The pmbability of a LOOP in the 47-h period,the probability ofits short-term and long-term recovery, and the probability
of a reactor coolant pump (RCP) seal loss-of-coolant accident (LOCA) following a postulated station blackout were
developed based on data contained in NUREG 1032, Evaluation ofStation Blackout Accidenu atNuclearPowerPlants,
and RCP seal loss-of-coolant (LOCA) models developed as part of the NUREG-1150 probabilistic risk assessment
(PRA) efforts, as described in RevisedLOOP Recovery andPWR SealLOCA Models, ORNL/NRC/LTR-89/11, August
1989.

The Final Safety Analysis Report (FSAR) indicates that a gas turbine generator is available at the Point Beach site that
can be started and loaded within 10 min. His gas turbine generator is credited as a source of emergency ac power in
the Point Beach Individual Plant Examination (IPE), and failure to recover ac power using the gas turbine is assigned
a probability of 0. I 3 in the IPE. That value is employed in this analysis for the prob ability of failure to recover emergency
ac power.

The IRRAS-based ASP model for Point Beach was modified to reflect the conditions observed during the event by
setting the independent failure basic events associated with each EDG (EPS-DGN-FC-1A, B) to true, the EDG
common-cause failure basic event (EPS-DGN-CF-ALL) to false, and the emergency power nonrecovery probability
(EPS-XIIE NOREC) to 0.13. Basic events and their probabilities are shown in Table C.6.1. The incremental core
damage probability over 47 h was then calculated by re-soking the accident sequence model.

The current ASP LOOP model for Point Beach assumes that the PORVs will be challenged, and that they will fail to
reclose with a probability of 3 x 104 (IRRAS model default value) each. His assumption may be conservative, but it
did not affect the dominant sequence for the event.

Calculations were performed for Point Beach Unit 1, the unit reported in the LER. Since EDO G01 and G02 also provide
emergency power for Unit 2, the calculations are equally applicable to that unit.

The FSAR for Point Beach also indicates that the station batteries are designed to carry shutdown loads following a
plant trip and loss of all ac power for a period of I h. Information pmvided by Point Beach indicates that the expected
battery lifetime is 2 h. This analysis was performed based on the expected 2 h battery lifetime.

C.6.5 Analysis ReSultS

4The estimated conditional core damage probability associated with this event at each unit is 1.2 x 10 . He dominant
core-damage sequence, highlighted on the event tree in Figure C.6.1, involves a postulated loss-of-offsite power,
unavailability of emergency power because of the unavailability of both EDGs, failure to recover emergency power
through use of the gas turbine generator, RCP seal LOCA, and failure to recover ac power prior to core uncovery.

Definitions and probabilities for selected basic events are shown in Table C.6.1. The conditional probabilities associated
with the highest probability sequences are shown in Table C.6.2. Table C.6.3 lists the sequence logic associated with
the sequences listed in Table C.6.2. Table C.6.4 describes the system names associated with the dominant sequences.
Cutsets associated with each sequence are shown in Table C.6.5.

!

C.6.6 Reference

1. LER 266/94-002,"Inoperability of Both Emergency Diesel Generators," March 9,1994.

NUREG/CR-4674, Vol. 21 C.6-2
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Figure C.6.1. Dominant core damage sequence for LER 266/94-002.
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Table C.6.1. Definitions and probabilities for selected basic events for LER 266/94-002

p,,f,*[*gggg ggh Type o t is"
Event name Description p

Turbine Driven Pmnp
AFW-TDP-FC-I A 3.3E-002 3.3E-002 N

AFW-XilE-NOREC-EP 3.4E-001 3.4E-001 N
A ng Stat o Blackout

AFW-XHE-XA-PSWEP Operator Fails to Align Backup
4.0E-002 4.0E-002 N

Water Source Dunng SBO

C on a Failure of tw
EPS-DGN-CF-ALL 1.1E-003 0.0E+000 FALSE Y

d , ,

EPS-DGN-FC-1A Diesel Generator A Fails 4.2E-002 1.0E+000 TRUE Y

EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 1.0E4000 TRUE Y

*'
EPS-XHE-NOREC 8.0E-001 1.3E-001 Y

r cy own

8' *
IE-LOOP 5.8E-006 2.7E-004 Y

,t g

' * * * ' " * ' " * Y "'"IE SGTR 0.0E+000 0.0E+000 Y
Initiating Event

IE-SLOCA Small LOCA Initiating Event 0.0E4000 0.0E+000 Y

IE-TRANS Transient Initiating Event 0.0E+000 ' O.0E+000 Y

Operator Fails to Recover
OEP-XHE-NOREC-BD Offsite Power Before Battery 8.3E-002 8.3E-002 N

Depletion

Fq 6.5E-001 6.5E-001 N#
;,,j,w er (Seal CA)

OEP XHE NOREC-SL

P ' I A
PPR SRV-OO-PRV1 3.0E-002 3.0E-002 N

O

*^
PPR-SRV-OO-PRV2 3.0E-002 3.0E-002 N

O g

jf*g" d 2.6E-001 2.6E-001 NRCS-MDP-LK 5EALS

NUREG/CR-4674,Vol 21 C.6-4
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Table C.6.2. Sequence conditional probabilities for LER 266/94-002

Conditional Core damage
Event tree name Sequence name babth Probability (hPorian h

* * " % Contributionpp D
((CCDP)

LOOP 37 5.9E-006 3.9E-007 5.5E-006 49.4

LOOP 30 2.9E-006 1.6E-008 2.9E-006 25.8

LOOP 38 2.lE-006 5.5E-008 2.0E-006 18.2

LOOP 39 8.7E-007 5.9E-008 8.1E-007 7.2

Total (all sequences) 1.2E-005

Table C.6.3. Sequence logic for LER 266/94-002

Ev ' Ib'9"*"'' """' b'8 *n

LOOP 37 /RT-L, EP, /AFW-L-EP, PORV-L, /PORV-EP, SEALLOCA, OP-SL
_

LOOP 30 /RT-L, EP, /AFW-L-EP, PORV-L, /PORV-EP, /SEALLOC A, OP-BD

LOOP 38 /RT-L, EP, /AFW-L-EP, PORV-L, PORV-EP
P

LOOP 39 /RT-L, EP, AFW L-EP

Table C.6.4. System names for LER 266/94 002

System name Description

AFW-L-EP No or Insuflicient AFW Flow During Station Blackout

EP Failure of Both Trains of Emergency Power

OP-BD Operator Fails to Recover Offsite Power Before Battery Depletion

OP SL Operator Fails to Recover Offsite Power (Seal LOCA)

PORV EP PORVs Fail to Reclose (No Electric Power)
~

PORV-L PORVs Open During LOOP

RT-L Reactor Fails To Trip During LOOP

SEALLOCA RCP Seals FailDuring LOOP

C.6-5 NUREG/CR-4674,Vol 21
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Table C.6.5. Conditional cut sets for higher probability sequences for LER 266/94402

Conditional

probah'Cut set No. Cut setsCont bution
(CCDP)

LOOP Seq: 37 5.9E-006

EPS-XIE-NOREC,0EP XIE-NOREC-SL,
1 100.0 5.9E-006 RCS-MDP-LK-SEALS

LOOP Seg:30 2.9E-006

1 100.0 2.9E-006 EPS-XIE-NOREC,OEP XIE-NOREC-BD

LOOP Seq: 38 2.lE-006

1 50.I 1.0E-006 EPS-XHE-NOREC, PPR-SRV-00-PRV1

2 50.1 1.0E-006 EPS-XIE-NOREC, PPR-SRV-00-PRV2

LOOP Seq: 39 8.7E-007

AFW-XIE-NOREC-EP, EPS-XIE-NOREC,
1 54.8 4.8E-007 AFW-XIE-XA-PSWEP

AFW-TDP-FC-1A, AFW-XIE NOREC EP,
2 45.2 3.9E-007 EPS-XHE-NOREC

Total (all sequences) 1.2E-005

NUREG/CR-4674,Vol 21 C.6-6
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C.7 LER No. 304/94-002

Event Description: Unavailability of Turbine-Driven Auxiliary Feedwater Pump and Emergency Diesel
'

Generator

Date of Event: March 7,1994
l

Plant: Zion Unit 2 j
i

C.7.1 Summary

During a refueling outage, with Unit 2 in hot shutdown, operators were performing a surveillance test on the
turbine-driven auxiliary feedwater (TDAFW) pump and an endurance test on the 2B emergency diesel generator (EDG).
During the tests, the TDAFW pump tripped on "overspeed," and the EDG cxperienced frequency swings and was
manually tripped. An operator also observed an incmase in lube oil and jacket water cooler temperatures for the EDG
before it was manually tripped. The cause of the TDAFW pump trip could not be determined. Re EDG frequency
swings were caused by a blown fuse, and the elevated lube oil and jacket water cooler temperatures were caused by
zebra mussel shells in the lube oil and jacket water coolers for EDG 2B. The conditional core damage probability

4
estimated for this event is 2.3 x 10

C.7.2 Event Description

Zion Unit 2 was performing several tests required to conclude a refueling outage. During a surveillance test on the
TDAFW pump, the pump tripped at 0533 hours on March 7,1994. The cause of the TDAFW pump trip could not be
determined. An endurance test of the 2B EDG was also being perfonned. During the endurance test, the EDG
cxperienced frequency swings, and tube oil and jacket water cooler temperatures increased. He EDO was manually
tripped at 0618 hours on March 7,1994. It was later determined that the frequency swings were caused by a blown fuse,
and the increased coolant temperatures were caused by zebra-mussel shells in the lube oil andj acket water coolers. Le
zebra mussels were fmm the fire protection header that was used to supply EDG cooling during a dual-unit service water

outage. |

The zebra-mussel shells were cleaned from EDG 2B, and the blown fuse was replaced. The coolers for the 0 EDG and I

the 2A EDG were inspected and few or no shells were found. The 1 A and IB EDGs were not inspected, but testing was

performed to verify that the EDGs were operable. ;

1

C.7.3 Additional Event-Related Information

The auxiliary feedwater (AFW) system consists of two 200% capacity subsystems. One subsystem utilizes two 100%
capacity motor-driven pumps that are powered from separate engineered safety features (ESP) buses. Each motor-driven
pump supplies a header, which in turn supplies all four of the steam generators (SGs). The TD AFW pump supplies all
four of the SGs. Steam to drive the TDAFW pump is supplied from either SG 2A or SG 2D.

There are three safety related buses for each unit. There are three sources of power for each bus-a normal feed from
the respective unit's transformers, a cross-tic to the opposite unit, and an emergency diesel generator. There are five
diesel generators-two for Unit 1, two for Unit 2, and one common diesel that can serve one bus on both units. If a
safety injection signal is present, the conunon diesel generator will align to the unit with the safety injection signal. If
a safety injection signalis absent, the common diesel generator is capable of supplying power to the associated electrical
bus of each unit simultaneously.

C.7-1 NUREG/CR-4674, Vol. 21
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C.7.4 Modeling Assumptions

Although this event occurred during a refueling outage, it was modeled assuming it could have occurred with the plant
at power. The fuse failure that rendered the EDO inoperable could have occurred at any time. The failure mechanism
for the TDAFW pump could not be detennined, but is was assumed that the failure could also have occurred at any
time. nc zebra mussel shells could have been introduced during a short outage, and the plant could have been returned
to a power condition prior to performing an endurance nm of the EDG. Herefore, this event was modeled as ifit occuned
during power operation.

It was assumed that the EDG 2B was inoperable for one-half ofits 30-day surveillance period. It was assumed that the
EDO surveillance tests performed every 30 days would have run the EDO long enough to detect the degraded cooling
condition. It was also assumed that the TDAFW pump would have tripped on "overspeed" during this period. The
equipment powered by the 2B EDG would be unavailable during a LOOP event prior to restoration of offsite power.

This event was modeled as an unavailability of the 2B EDG and the TDAFW pump for a period of 15 days (360 h). He
TDAFW pump failure to start and nm pmbability (AFW-TDP-FC-lC) was set to 1.0 (TRUE) to reflect its condition,
and the operator nonrecovery probability was set to 0.04 because recovery was considered to be proceduralized and
could have been performed from the control room. Note, this value is the default value and is nearly identical to the
probability used for the failure of auxiliary feedwater. The 2B EDG failure probability (EPS-DGN-FC-1B) was set to
1.0 (TRUE). The emergency power system was treated as a three-train system because of the common diesel.
Common-cause failure probabilities are estimated using the MGL model. In this model, the nominal common-cause

basic event for a three-train system is Q x p xy . If one train suffers a random failure and the other trains are exposed to

this failure mechanism, then,the common-cause basic event becomes p x y. Herefore, the common-cause failure
probability becomes 2.7 x 10" (0.1 x 0.27). He initiating event frequency for allinitiators was calculated for a 360-h
period.

C.7.5 Analysis Results |

4The conditional core damage probability estimated for this event is 2.3 x 10 . The dominant sequence highlighted on
the event tree in Figure C.7.1 involves a postulated LOOP, a successful reactor trip, failure of emergency power, a PORV
lift and successful rescat, recovery of AFW, and failure to recover offsite power per to core imcovery following a
reactor coolant pump seal LOCA. If the zebra mussels were judged not to be a common cause failure, then the CCDP
would be 7 x 10-

Definitions and probabilities for selected basic events are shown in Table C.7.1. The conditional probabilities associated
with the highest probability sequences are shown in Table C.7.2. Table C 7.3 lists the sequence logic associated with
the sequences listed in Table C.7.2. Table C.7.4 describes the system names associated with the dominant sequences.
Cutsets associated with each sequence are shown in Table C.7.5.

C.7.6 Reference
1. LER 304/94-002, Revision 1," Exceeded Limiting Condition for Operation 3.7.2 Action e for Placing Unit in

Mode 4 with a Turbine-Driven and Motor-Driven AFW Pump Inoperable," July 25,1994.

NUREG/CR-4674, Vol 21 C.7-2
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Figure C.7.1. Dominant core damage sequence for LER 304/94-002.
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Table C.7.1. Definitions and probabilities for selected basic events for LER 304/94-002

Modified
Event name Description p,,h[gggy ,$gji,y Type for this'

p
event

,

AFW-TDP-FC-IC AFW Turbine Driven Pump Fails 3.9E-002 1.0E+000 TRUE Y

}P or sm
AFW-XIIE NOREC-EP 3.4E-001 4.0E-002 YD 9 Blac t

AFW-XIE-NOREC-L P '

2.6E-001 4.0E-002 YLOO

Cormnon Cause Failure of DieselEPS-DGN-CF-ALL 1.0E-003 3.7E-003 Y

EPS-DGN-FC-10 Diesel Generator 0 Fails 3.7E-002 3.7E-002 N
,

EPS-DGN-FC-1A Diesel Generator IA Fails 3.7E-002 3.7E-002 N

EPS-DGN-FC-1B Diesel Generator IB Fails 3.8E-002 1.0E+000 TRUE Y

"EPS-XIE-NOREC 8.0E-001 8.0E-001 Nrg c

IIPI-MOV-OO-RWST IIPI RWST isolation MOV Fails 3.0E-003 3.0E-003 N

IIPR-MOV-CC-RIIRB RIIR Train B Discharge MOV Fails 3.0E-003 3.0E-003 N
IIPR-MOV-CC SMPB Failure of Sump MOV SI-8811B 3.0E-003 3.0E-003 N

P[*[D
' 'HPR-XIE-NOREC L 1.0E4)00 1.0E+000 NgLO

Loss-of-OfTsite Power InitiatingIE-LOOP
Event 8.6E-006 3.1E-003 Y

b'*** * " * ' " * ' " * "PIE SGTR 1.6E-006 5.9E-004 YInitiating Event

"" " ' * " ^ *"IE-SLOCA 1.0E-006 3.6E-004 YInitiating Event

IE-TRANS Transient Initiating Event 5.3 E-004 1.7E-001 Y
Opu 'OEP-XIE-NOREC BD 3.lE-002 3.lE-002 Np9 e fo bane - et o

0 peat aHs to Recover OffsiteOEP-XIE-NOREC SL
9 L 5.7E-001 5.7E-001 N

ORV 1 Fans to RdodaPPR SRV-00-1 3.0E-002 3.0E-002 NOpening

P 2 Fails to Reclose AfterPPR-SRV-00-2 3.0E-002 3.0E-002 N

RCS-MDP-LK SEALS E 2.7E-001 2.7E-001 Nand inj

R11R-MDP-FC-1B RIM Train B Fails 4.0E-003 4.0E-003 N
C '" fRIIR-MOV-CF-RWST 2.6E-004 2.6E-004 NRI Sf 0s

NUREG/CR-4674, Vol. 2I C.7-4
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Table C.7.1. Definitions and probabilities for selected basic events
for LER 304/94-002 (cont.)

Base Current Modified
Event name Description probability probability Type for this

event

RIIR-MOV-OO-RWSTA RIIR/RWSTIsolation MOV
3.0E-003 3.0E-003 N8812A Fails to Close

RIIR-MOV-00-RWSTB RIIR/RWSTIsolation MOV
3.eE-003 3.0E-003 N

8812B Fails to Close

RIIR-XIIE-NOREC P*' ' '* *'
l.0E+000 1.0E+000 N

*' ''
RIIR-XIIE-NOREC-L 1.0E+000 1.0E4000' N

g gLO

l

Table C.7.2. Sequence conditional probabilities for LER 304/94-002 ;

Conditional core Core damage
dama e

"P bCDh
" % Contributionp ab ityEven'.tsse name Sequence name CDp } gy

(CCDP)

LOOP 37 1.0E-005 1.2E-006 9.6E-006 46.2

LOOP 38 4.2E-006 1.7E-007 4.0E-006 18.0

LOOP 39 2.8E-006 1.8E-007 2.6E-006 12.0

LOOP 30 2.lE-006 5.lE-008 2.lE 006 9.3

LOOP 05 1.7E-006 1.7E-007 1.5E-006 7.4

Total (all sequences) 2.3E-005 2.4E-006 2.lE-005

Table C.7.3. Sequence logic for LER 304/94-002

Event tree Sequence name L'E CI
name

LOOP 37 /RT-L, EP, /AFW L EP, PORV L, /PORV EP, SEALLOCA, OP-SL

LOOP 38 /RT-L EP, /AFW-L EP, PORV L, PORV-EP

LOOP 39 /RT-L,EP, AFW L EP

LOOP 30 /RT-L, EP, /AFW L-EP, PORV-L, /PORV EP, /SEALLOCA, OP-BD

/RT-L, /EP, /AFW L, PORV L, PRVL RES, /OP 21I, /1IPI-L,
LOOP 05 /C00LDOWN, R1IR-L,1 IPR-L

C.7-5 NUREG/CR-4674, Vol. 21
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Table C.7.4. System names for LER 304/94-002

System name Description

AFW-L No or Insufficient AFW Flow During LOOP

AFW L EP No or Insufficient AFW Flow During Station Blackout

COOLDOWN RCS Coo 1Down to RIIR Pressure Using TBVs, etc.

EP Failure of Both Trains of Emergency Power

HPI-L No or Insufficient Flow From 11PI System During LOOP

HPR-L No or Insufficient 11PR Flow During LOOP i

OP-211 Operator Fails to Recover Offsite Power Within 2 hrs

OP-BD Operator Fails to Recover Offsite Power Before Battery Depletion

OP SL Operator Fails to Recover Offsite Power (Scal LOCA)

POR [ PORVs Fail to Rectose (No Electric Power)

PORV L PORVs Open During LOOP

PRVL-RES PORVs and Block Valves Fail to Reclose (EP Succeeds)

RHR-L No or Insufficient Flow From RIIR System During LOOP ,

RT-L Reactor Fails to Trip During 1 OOP

SEALLOCA RCP Seals FailDuring LOOP

Table C.7.5. Conditional cut sets for higher probability sequences for LER 304/94402

C set
Frequency Cut setsCo th

LOOP Seq: 37 1.1E-005

EPS-DGN-CF-ALL, EPS-XIE-NOREC,,OEP-XIE-NOREC-SL,
1 94.9 1.0E-005 RCS-MDP LK SEALS

EPS-DGN FC-1 A, EPS XIE-NOREC, OEP-XIE-NOREC-SL, i
2 5.0 5.4E-007 IRCS-MDP LK SEALS,EPS-DGN-FC-10

LOOP Seq: 38 4.2E-006

1 47.4 2.0E-006 EPS-DGN-CF ALL,EPS-XIE-NOREC,PPR-SRV-OO 2

2 47.4 2.0E-006 EPS-DGN-CF ALL,EPS-XIE-NOREC,PPR-SRV-OO-1

LOOP Seq: 39 2.8E-006

1 94.9 2.7E-006 AFW-XIE NOREC-EP, EPS-DGN-CF-ALL, EPS-XIE-NOREC

AFW XIE-NOREC-EP, EPS-DGN-FC-1 A, EPS-XIE-NOREC,
2 5.0 1.4E-007 EPS DGN-FC-10

LOOP Seg: 30 2.2E-006
|

1 94.9 2.1E-006 EPS-DGN-CF ALL,EPS-XIE-NOREC,OEP XIE-NOREC-BD

EPS-DGN-FC 1 A, EPS-XIE-NOREC, OEP XIE-NOREC-BD,
2 5.0 1.lE-007 EPS-DGN-FC 10

NUREGICR-4674,Vol 21 C.7-6

.



Apperdix C LER Ns. 304/94-002

Table C.7.5. Conditional cut sets for higher probability sequences for LER 304/94402 (cont.)

!$ Frequency Cut setso Contr l>ution

LOOP Seg: 05 1.8E-006

EPS-DGN-FC-1 A, IIPR-XIE-NOREC-L, PPR SRV-00-2,
1 20.5 3.6E-007 RHR-MDP-FC-1B, RIIR-XIE NOREC-L

EPS-DGN-FC-1A, IIPR XIE-NOREC-L, PPR-SRV-OO-2,
2 15.3 2.7E-007 RHR-XIE-NOREC-L, HPR-MOV-CC-RHRB

EPS-DGN-FC-1 A, HPR-XIE-NOREC-L, PPR SRV-OO-2,
3 15.3 2.7E-007 RI1R-XIE-NOREC-L, RiiR-MOV-OO-RWSTA

EPS-DGN-FC 1 A, IIPR-XIE-NOREC-L, PPR-SRV-OO-2,
4 15.3 2.7E-007 RIIR-XI E-NOREC-L, l IPI-M O V-00-RW ST

EPS-DGN-FC-1A, HPR XIE-NOREC L, PPR-SRV-00-2,
5 15.3 2.7E-007 RIIR XIE-NOREC-L, HPR-MOV-CC-SMPB

Total (all sequences) 2.3E-005

C.7-7 NUREG/CR-4674, Vol. 21
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C.8 LER No. 318/94-001

Event Description: Trip, I oss of 13.8-kV Bus, and Short-Term Saltwater Cooling System Unavailable

'

Date of Event: January 12,1994
j

Plant: Calvert Clifts 2

C.8.1 Summary
.

Calvert Cliffs Units 1 and 2 wene both operating at 100% power with emergency diesel generator (EDG) 11 and saltwater

1 (SW) loop 11 for Unit I removed from service for scheduled maintenance. A modification to install three 13.8-kV
voltage regulators on each unit was also in progress. The new voltage regulator protective trip circuits to the 13.8-kV$

supply feeder breakers, which had been connected earlier in the modification sequence, were believed by the plant staff
tc be functionally isolated from existing plant equipment.

However, the protective trip circuits were not completely isolated, and a gmund on Unit 2 do bus 21 resulted in the
;

spurious tripping of three 13.8-kV breakers for Unit 2 over a 27 min period. Unit 2 tripped and power was lost to 4-kV,

safeguards bus 14. Flow was consequently lost to the remaining Unit 1 SW loop, but this was recovered by the manual:
closure of an alternate feeder breaker that reenergized bus 14. The conditional core damage probability estimated for

4this event is 1.3 x 10

!

C.8.2 Event Description

Calvent Clitis Units I and 2 were operating at 100% power on January 12,1994. At 0405 hours, EDG 11 and SW loop

11 for Unit I were removed from service for scheduled maintenance.

Also at this time, a modification was in progress to install six 13.8-kV voltage regulators, three for each unit, between
the unit senice transformers (USTs) and their 13.8-kV supply feeder breakers (a simplified drawing of the electrical
distribution system as it impacted this event is included as Figure C.8.1). On the morning of January 12,1994, all six

'

voltage regulators were mounted in place, but the 13.8-kV cables were not connected to existing plant equipment. Their
annunciation circuits were tagged out uith the fuses removed.

The voltage regulator protective trip circuits to the 13.8-kV supply feeder breakers had been connected earlier in the
modification sequence. Rese protective circuits are designed to open the associated feeder breaker and deenergize the
regulator and UST in the event of a sudden pressure increase from a fault inside a winding compartment. Utility staff
believed these protective trip circuits were functionally isolated from existing plant equipment.

At 0552 hours, a sudden pressure trip relay actuated in voltage regulator 2112103, tripping open the 13.8-kV feeder
breaker (breaker 252-2103, see Figure C.8.1) to UST U-4000-22. The feeder breakers for buses 22,23, and 24 also
tripped open on undervoltage, and Unit 2 tripped. Auxiliary feedwater (AFW) flow was initiated, and EDG 21 started
and loaded as designed. The 13.8-kV electrical components were inspected. There was no localindication of any breaker

protective devices tripped, but the UST U-4000-22 feeder breaker's lockout desice was tripped.

At 0617 hours (+25 min), the 13.8-kV feeder breaker (252 2102) to UST U-4000-21 tripped open, with a subsequent
undervoltage trip of the Unit 14 kV bus 14 feeder breaker (152 1414). Flow was lost in Unit 1 No.12 SW loop when
the No.12 SW ptunp stopped due to the loss of power to bus 14. Since the No. I 1 SW loop had previously been removed
from senice for maintenance, SW cooling was unavailable to Unit 1. Swing EDG 12 started upon loss of power to
bus 14. Unit I control room operators closed attemate feeder breaker 152-1401, which reenergized bus 14. No.12 SW

pump was restarted, and SW ilow was restored in the No.12 SW loop approximately 2 min after flow was lost.

C.8-1 NUREG/CR-4674,Vol 21
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At 0619 hours (+27 min), the 13.8-kV feeder breaker (252 2101) to UST U-4000 23 tripped open, resulting in a loss
ofpower to Unit 2 buses 25 and 26. By 0628 hours (+36 min) the operators concluded that the spurious 13.8-kV breaker
trips were isolated to 13.8-kV bus 21, and they deenergized the bus by opening feeder breaker 252-2104.

Approximately 2 min laser, plant electricians determined that a ground existed on Unit 2125.V dc bus 21. Subsequent
troubleshooting isolated the de ground to vohage regulator 2H2102 (the regulator for UST U-4000-21, which supplies I

power to 4-kV bus 14). The sudden pressure trip circuits for the breakers associated with the Unit 213.8-kV vokage
'

regulators were disconnected. b three Unit 2 voltage regulator transfer switch assemblics were then tagged and locked -
in the bypass mode.

At 1535 hours,9.75 h after Unit 2 tripped,13.8-kV bus 21 was reenergized. At 1550 hours, the other Unit 2 4-kV buses !
were restored to a normal lineup. Unit i buses were restored to a normal electncal Imeup, with the voltage regulators

'

isolated and the trip circuits removed, at about 1845 hours. i

& actuation of the sudden pressure trip circuits for the 13.8-kV voltage regulators was caused by intermittent gmunds
!

on their associated 125 V de bus. Electrical bench testing after the event confmned that the circuit would actuate in the '

presence of a do ground in the condition the circuit was in at the time of the event. An actuation would not occur if the i

circuit was in its final (completely installed) designed configuration. h utility believed the ground was due to loose ;

leads from a terminal block in the 2H2102 bypass transfer switch cabinet coming in contact with the inner cabinet door.

s

C.8.3 Additional Event-Related Information -

UST power is provided from two 13.8-kV buses, bus 11 for Unit I and bus 21 for Unit 2 (a simplified drawing of the
'

electrical distribution system is included as Figure C.8.1.). Each bus powers equipment associated with its own unit :

with the exception of one safety-related 4-kV bus, which is powered from the other unit. Unit 2 4-kV bus 21 is powered
from Unit 1 13.8-kV bus 11, and Unit 14-kV bus 14 is powered from Unit 213.8-kV bus 21.

Three EDGs provide power to four safety-related buses. EDGs 11 and 21 can provide power to one bus in either unit. |
EDG 12 can provide power to any one of the safety-related buses. '

The SW cooling system for each Calvert Cliffs unit is a three-pump, two-train system. & SW system provides cooling i
for the service water heat exchangers, the component cooling water (CCW) heat exchangers, and the anergency core
cooling system coolers. SW pumps 11 and 12 supply SW headers 11 and 12, respectively. SW pump 13 can supply
either header 11 or 12 and is normally aligned to header 12 and powered by bus 11. j

b CCW heat exchangers provide cooling for the low pressure safety injection (LPSI) and high-pressure safety !
ispection (HPSI) pumps,the shutdown cooling heat exchangers,the reactor coolant pump (RCP) seal and lube oil coolers, i

' and control element drive mechanism (CEDM) coolers. The service wster heat exchangers provide cooling for the EDGs,
the feed pump turbine and condensate pump lube oil coolers, and the instrument and plant air compressors.

Bus 14 supplies power to LPSI pump 12, HPSI pumps 12 and 13, contammant spray pump 12, service water pumps 12
'

and 13, and SW pumps 12 and 13.

,

The AFW pumps at Calvert Cliffs are self cooled and are not affected by the loss of the SW cooling system. The HPSI
pumps require CCW for both the injection and recirculation phases following a loss-of-coolant accident (LOCA) or if
required for feed and bleed.

.

!

Unlike many other RCP seals that utilize both seal injection and thermal barrier cooling, the RCP seals at Calvent Cliffs
use only thermal barrier cooling. Unsvailability of CCW for an extended period of time, resulting from the loss of SW i

cooling, may result in seal failure and a small-break LOCA.

|

|
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C.8.4 Modeling Assumptions

The analysis considered three situations relevant to the event: (1) the trip and loss of power to the 13.8-kV buses at Unit
2, (2) the potential for an extended loss of SW cooling at Unit 1, and (3) the potential for a trip-induced loss-of-offsite
power (LOOP) in conjunction with the loss of SW cooling and potential trip of Unit I following the Unit 2 trip.

Case 1: Trio and loss of power to 13.8-kV buses at Unit 2

The loss of power to the Unit 2 USTs resulted in an effective plant-centered LOOP to Unit 2 with the exception of 4-kV
bus 21, which remained powered from Unit 1. The IRRAS-based ASP model for Calvert Clifts was revised as follows
to reflect the conditions observed during the event.

Because EDG 11 was out of service for maintenance and Unit 2 4-kV bus 21 remained powered from Unit 1, the
LOOP-r elated fault trees were modified by deleting basic events associated with a loss of power to bus 21 and including
both EDO 12 and EDG 21 as power sources for 4-kV bus 24. Failure of ac power to bus 24 components was modeled
as (1) the common-cause failure of EDGs 12 and 21, (2) the independent failure of both EDGs, or (3) the failure of EDG
21 and alternate feeder breaker 152 1401 (if this breaker failed to close, EDG 12 would be needed to provide power to

I
bus 14 in order to recover SW cooling to Unit 1)-

,

EPS-DGN-CF-ALL + (EPS-DGN-FC B x (EPS-DGN-FC SWG + EPS-152-1401)).

Since one of the safety-related buses remained powered from Unit 1, a Unit 2 station blackout was assumed to be
impossible. Failure of emergency power was made false by setting the emergency power nonrecovery basic event
(EPS-XIE-NOREC) to false. This effectively eliminated station blackout sequences from consideration in the analysis
of this case. Due to the length of time required to identify the cause of the breaker trips, the probability of failing to
recover offsite power to Unit 2 4-kV buses 22-26 before 6 h (the longest recovery time considered in the ASP models)
was assumed to be 1.0, and OEP-XIE-NOREC-2H, -6H were set to TRUE to reflect this. Similarly, short-term LOOP |

|nonrecovery (in IE-LOOP) was revised to 1.0. The other LOOP recovery values (OPE-XIE-NOREC-BD and
OPE-XIE-NOREC-SL) and the RCP seal LOCA due to failure of cooling (RCP-MDP-LK-SEALS) have no effect on
the results since failure of emergency power is precluded in this case.

The common-cause failure probability for the EDGs (EPS-DGN-CF-ALL)was also revised from 1.1 x 10'3to 4.2 x 10'3
to reflect the unavailability of EDG 11.

The basic event changes for this case are shown in Table C.8.1. The core damage probability associated with this case
was calculated by solving the accident sequence model for the LOOP sequences using the modified fault trees and this

change set.

Case 2: Potentialloss of SW cooling at Unit 1

Since SW cooling loop 11 was out of service for scheduled maintenance, the loss of power to 4-kV bus 14 resulted in
a totalloss of SW cooling at Unit 1. If SW cooling 14 had not been quickly recovered, heat removal via the CCW and
SW systems would have been lost. The resulting loss of cooling to the feed pump lube oil coolers, instrument air
compressors, RCP lube oil coolers, and CEDMs was assumed to result in an automatic or manual scram and a loss of

feedwater (LOFW).

The AFW pumps at C alvert Cliffs are self-cooled and were considered available without the SW cooling system. Because
the high-pressure safety injection (HPSI) pumps require CCW for both the injection and recirculation phases following
a LOCA or if required for feed and bleed, high-pressure injection (HPI) would have been unavailable until the SW
cooling system was recovered. 'ihis analysis assumes the operators stop operating components prior to their being
damaged by the loss of cooling.

C.8-3 NUREG/CR-4674, Vol. 21
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The core damage model used to analyze this case considered the potential failure of the operators to recover SW cooling
(a) prior to a reactor trip and LOFW resulting fmm the unavailability of cooling to the feedwater pump and RCP lube
oil coolers, instrument air compressors, and CEDMs; and (b) prior to the need for IIPI to mitigate a LOCA resulting
from a potential stuck-open primary relief valve or RCP seal failure or for feed and bleed.

A conditioning event tree was used to characterize the plant status associated with success or failure in recovering SW
cooling through restoration ofpower to 4-kV bus 14. This event tree is shown in Figure C.8.2. Six sequences involving
failure to recover SW cooling prior to reactor trip are listed, along with the associated plant status, the conditioning
sequence probability, the conditional core damage probability given the conditioning sequence, and the overall core
damage pmbability for the sequence. he probabilities are for Unit I alone; the combined impact of the event at both
units is developed later in this analysis. The following assumptions were made when developing this event tree.

Successful recovery of SW cooling within 10 min was assumed to prevent a reactor trip (although a plant shutdown
may still be required). Failure to recover SW cooling at 40 min (one-half hour after the assumed trip) was assumed to
render llPI inopes able ifit were required to mitigate a stuck-open primary relief valve or if it were required for feed and
bleed. The RCP seals were also assumed to be vulnerable to failure if SW cooling was not recovered within 40 min.
Failure to recover SW cooling within 30 min of an RCP seal failure was also assumed to render IIPI unavailable.

The event tree includes the following branches related to the recovery of 4-kV bus 14 and SW cooling:

Loss ofSW cooling. The initiating event is a loss of SW cooling caused by the loss of power on 4-kV bus 14.

SWcooling not ucovered(componentfailures). This branch represents nonrecoverable component failures that prevent
recovery of SW cooling at Unit 1. SW cooling can be recovered by recovering power to bus 14. Bus 14 was assumed
to be recoverable either through the use of alternate feeder breaker 152 1401 (this breaker was used during the event)
or through the use of EDG 12. SW cooling can also be recovered by ma.mally starting SW pump 13 and providing flow
to SW header 12. Failure to recover SW cooling is assumed to result in core damage if an RCP seal LOCA occurs, since
neither SW loop is availabic for heat removal. The probability for this branch can be approximated by

[p(EPS-DGN-FC.SWG) + p(EPS-DGN-CF ALL)] x p(EPS-152-1401) x p(SW pump 13 fails to start and tun)

[4.2 x 10-2 + 1.1 x 10'3] x 3.0 x 10'3 x 3.7 x 10'3 = 4.8 x 10#

llowever, the cutsets must be preserved to ensure EDG 12 is not credited with powering loads on Unit I and Unit 2 at
the same time.

SW cooling recoveredprior to trip. The control room operators recover SW cooling within approximately 10 min. A
reactor trip and LOFW resulting from loss of cooling to the feedwater pumps, RCPs, CEDMs, and instrument air
compressors are prevented. The probability of failing to recover SW cooling due to operator error was estimated by
assuming the failure probability can be represented as a time-reliability correlation (TRC) as described in Human
ReliabilityAnalysis, E. M. Dougherty and J. R. Fragola, Jolm Wiley and Sons, New York,1988. Because of the sequential
nature of the failures and the lack of understanding of their cause, the " response (rule-based) with hesitancy" TRC, as
described in Chap. I 1, was utilized in the analysis. The probability distribution for this TRC is lognormal, with a median
response time of 2 min and an error factor of 6.4. The probability of crew failure at 10 inin, estimated using this TRC,
is 0.073.

SW cooling recovered at 40 min. SW cooling is recovered within 40 min ofits initial loss. IIPI is available to mitigate
a stuck-open reliefvalve and for feed and bleed cooling. Using the approach described above, the conditional probability
of failing to recover SW cooling at 40 min, given it was not recovered at 10 min, is estimated to be 0.047. Recovery of
SW cooling within 40 min is assumed to result in a LOFW with unavailability of the one train of the emergency core
cooling system (ECCS) cooled by the SW loop out of service for maintenance.

RCP sealfailure. Unavailability of RCP seal cooling may result in an RCP seal failure and a small-break LOCA. In this
analysis, the probability of an RCP seal LOCA was assumed to be zero up to 60 min after the reactor trip (70 min after
the loss of SW cooling). Beginning at 60 min after the trip, the probability of an RCP seal LOCA was assumed to increase

NUREG/CR-4674, Vol 2i C.8-4
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I

linearly to 0.083 at 1.5 h after the trip, after which no additional seal failures were assumed to occur (see Appendix 11
for additional information concerning this seal failure model). His type of seal failure model is similar to that used in'

the ASP Program for modeling station blackout sequences (see ORNL/NRC/LTR-89/11, RevisedLOOP Recovery and
PWR SealLOCA Models, August 1989).

For example, the probability of sequence 5, which involves an RCP seal failure and the failure to recover SW cooling
following the seal failure is calculated as follows:

~

p(seq 5) = p(opr failsto recover SWcooling at 40 min) x j fst(t) x Psw (t + 0.5)dt ,

where fstit) is the probability density function for an RCP seal LOCA and psw (t + 0.5) is the probability of not
recouring SW at t + 0.5 h. Since fst (t) is assumed to be nonzero only between 1.0 and 1.5 h following the trip, and
psw = @{[In(t + 0.5)-In(median)]/o), the probability of the sequence is

1

:

, b 3W2I3
dt = 0.0033.0.073 x 0.047 x

J3 30 . In(6.4)/1.645 , ,

1

SWcooling recoveredfollowing a sealLOCA. Failure to recover SW cooling within one-half hour of an RCP seal LOCA
is assumed to result in core damage, since IIPI is unavailable for RCS makeup. Recovery of SW cooling within the
half-hour is assumed to result in a LOCA with one train of ECCS unavailable.

Using a convolution approach similar to that in ORNL/NRC/LTR-89/11 allows estimation of the probabilities of
conditioning event tree sequences involving potential RCP seal failures and SW cooling recovery.

Probabilities estimated for the combined events involving RCP seal failure and SW cooling following a seal LOCA are
as follows:

p(RCP seal failure occurs and SW cooling recovered) = 0.0061;

p(RCP seal failure occurs and SW cooling not recovered) = 0.0033;

p(RCP seal failure does not occur) = 0.99.

The basic event changes associated with the plant status for each conditioning sequence included in Figure C.8.2 are
shown in Tables C.8.2 through C.8.4. He core damage probability given each conditioning sequence was calculated
by solving the accident sequence model for the relevant sequences using the appropriate chanFe set. These conditional
probabilities are included in Figure C.8.2, along with overall sequence probabilities.

Case 3: Potential trin induced I.OOP at Unit I following the Unit 2 trip

If SW cooling had not been quickly recovered at Unit I and the unit had tripped, thea the potential wot:'J have existed
for a LOOP to Unit I caused by the sudden separation of both Calvert Cliffs units from the grid. If this were to occur,
EDG 12 would have been required to supply emergency power to Unit 1. Both units would have been required to respond
to LOOPS with only one EDG per unit.

The probability of a trip-induced LOOP is 1.0 x 10'3 (Reactor Safety Studv, WASil-1400, NUREG-75/014, p.1-90).
Combining this value with the probability of trip given the loss of SW cooling,0.1 from Case 2, results in a probability
of LOOP given the loss of pow er to the Unit 213.8-kV buses of 1.0 x 10". He postulated LOOP would be grid-related
for Unit I and for Unit 2 (since bus 21 is recovered once offsite power is recovered to Unit 1). The l'esic event changes
for this case are shown in Tables C.8.5 and C.8.6. In addition to the basic event changes, the electric power fault tree
was revised to reflect the one EDG per tmit that would be available. Combining the sequence conditional probabilities
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for LOOP calculated using the basic event changes with the probability of LOOP results in the LOOP sequence
probabilities for this case.

The probability of long term offsite power recovery was developed based on data contained in NUREG-1032,
Evaluation ofStation Blackout Accidents at Nuclear Power Plants.

C,8.5 Analysis Results
5

The conditional probability estimated for this event is 1.3 x l'J . The conditional probabilities for Cases 1,2, and 3 are
1.3 x 10 ,1.1 x 10 5, and 5.1 x 10'8, respectively. Case 2 contributes 85% of the total conditional probability. The4

dominant sequence highlighted on the event tree in Figure C.8.2 is from Case 2 and involves a postulated loss of SW
cooling on Unit 1, failure to recover SW cooling, and a subsequent RCP seal LOCA.

The results of this analysis are strongly dependent on assumptions concerning the probability of not recovering SW
cooling and the probability of a subsequent RCP seal LOCA. Because of the uncertainties inherent in both probability
estimates, the overall conditional probability estimate is also subject to considerable uncertainty. As an example of this
impact, an assumption that the seal failure probability is a factor of ten lower than that used in the analysis results in a

4
conditional probability estimate of 2.9 x 10 , a factor of 4.5 lower.

The conditional probabilities associated with the highest probability sequences are shown in Table C.8.7. Table C.8.8
describes the system names associated with the dominant sequences.

'

C.8.6 Reference

1. LER 318,94-001, Rev.1, " Reactor Trip Due to Opening of 13.8 Kilovolt Feeder Breaker," March 16,1994.

|

|
|
4
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Figure C.8.1. Simplified drawing of Calvert Cliffs electrical distribution system.
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1

Table C.8.1. Basic event changes for Case 1

|

Base Current
Event name Description . probability probability Type

EPS-DGN-CF-ALL Common Cause Failure of Diesel Generators 1.lE-003 4.2E-003

EPS-DGN-FC A Diesel Generator A Failures 4.2E-002 1.0E+000 TRUE

EPS-XIE-NOREC Operator Fails to Recover Emergency Power 8.0E-001 0.0E+000 FALSE j

IE-LOOP Initiating Event - Loss of Offsite Power 8.6E-006 1.0Ee00

Initiating Event - Steam Generator Tube
IE-SGTR 1.6E-006 0.0E+000 1

Rupture !

IE-SLOCA initiating Event - Small Break LOCA 1.0E-006 0.0Ee00

IE-TRANS Initiating Event -Transient 4.0E-004 0.0E+000 J
O EOEP-XIE-NOREC-211 2.2E-001 1.0E+000 TRUEW 2

Operamr Fails to Recover Offsite Power Within
OEP-XIE-NOREC-611 6.7E-002 1.0Em00 TRUE

6 hrs

OperatodaHs to Remm OWte Power Mor
OEP-XIE-NOREC-BD , 1.4E-002 2.2E-005

Battery Depletion

Operator Fails to Recover Offsite Power (Seal
OEP-X1E-NOREC SL 5.5E-001 4.8E-001

LOCA)

RCS-MDP-LK-SEALS RCP Seals Fall Without Cooling and Injection 1.4E-001 2.8E-002

Table C.8.2. Basic event changes associated with Case 2
Note 2 of Figure C.8.2

Base Current
Event name Description probability probability Type

" " " ""* "'"'* " * *
CSR-IITX CF ALL 1.4 E-005 1.0EM00 TRUE

Exchangers

CSR MDP-CF AB Common cause Failure of CSR MDPs 4.lE-004 1.0E+000 TRUE

IIPI-MDP-CF-ALL Common Cause Failure ofIIPl MDPs 1.0E-004 1.0E+000 TRUE

IE-LOOP Initiating Event - Loss of Offsite Power 8.6E-006 0.0E+000

laitiating Event - Steam Generator Tub
1.6E-006 0.0E%00IE SGTR

Rupture

IE SLOCA Initiating Event - Small Break LOCA 1.0E-006 0.0E+000

IE-TRANS Initiating Event - Transient 4.0E-004 1.0E+000

LPI-MDP-CF-AB Common Cause Failure of LPI Trains 5.6E-004 1.0E +000 TRUE

MFW-SYS-TRIP Main Feedwater System Trips 2.0E-001 1.0E+000 TRUE

MFW XIIE-NOREC Operator Fails to Recover Main Feedwater 3.4 E-001 1.0E+000 TRUE

PCS-VCF IIW TBVs/COND/ CIRC Faihires 3.0E-003 1.0E+000 TRUE

PPR-MOV-OO-BLK2 PORV 2 Block Valve Fails to Close 3.0E-003 1.0E+000 TRUE

C.8-9 NUREG/CR-4674, Vol. 21
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Table C.8.3. Basie event changes associated with Case 2
Note 3 of Figure C.8.2

Event name Description profa$lity ha$111ty Typea
** * " * " " "

CSR-HTX-CF-ALL 1.4E-005 0.0E4000 FALSE

CSR-HTX-FC-1A Shutdown Heat Exchanger A Feils 1.4E-004 1.0E+000 TRUE

CSR-MDP-CF-AB Common Cause Failure of CSR h.DPs 4.lE-004 0.0E+000 FALSE

CSR-MDP-FC-1A CSR MDP Train IA Failures 3.9E-003 1.0E4000 TRUE

HPI-MDP-CF ALL Common Cause Failure of HPI MDPs 1.0E-004 3.7E-004

HPI-MDP-FC-1A HPIMDP Train IA Failures 3.9E-003 1.0E+000 TRUE ,

IE-LOOP Initiating Event - Loss of OfIsite Power 8.6E-006 0.0E+000

IE-SGTR Initiating Event - Steam Generator Tube Rupture 1.6E-006 0.0E+000

IE-SLOCA Initiating Event- Small Break LOCA 1.0E-006 0.0E+000

IE-TRANS Initiating Event -Transient 4.0E-004 1.0E+000

LPI-MDP-CF-AB Common Cause Failure of LPI Trains 5.6E-004 0.0E+000 FALSE

LPI-MDP-FC-1A LPITrain A Fails 3.9E-003 1.0E4000 TRUE

MFW SYS-TRIP Main Feedwater System Trips 2.0E-001 1.0E+000 TRUE

MFW-XHE NOREC Operator Fails to Recover Main Feedwater 3.4E-001 1.0E+000 TRUE

PCS-VCF-HW TBVs/COND/ CIRC Failures 3.0E-003 1.0E+000 TRUE

Table C.8.4. Basic event changes associated with Case 2
Note 4 of Figure C.8.2

l
Base CurrentEvent name Description probability probability Type

mm Cam Failm of Shutdown Heat
CSR-HTX-CF ALL 1.4E-005 0.0E@00 FALSE

CSR-HTX-FC 1A Shutdown Heat Exchanger A Fails 1.4E-004 1.0E+000 TRUE

CSR-MDP-CF AB Common Cause Failure of CSR MDPs 4.lE-004 0.0E+000 FALSE '

CSR MDP-FC 1A CSR MDP Train IA Failures 3.9E-003 1.0EM00 TRUE

HPI MDP-CF ALL Common Cause Failure of HPI MDPs 1.0E-004 3.7E-004

HPI-MDP FC-1A HPIMDP Train IA Failures 3.9E-003 1.0E+000 TRUE

IE-LOOP Initiating Event - Loss of OfIsite Power 8.6E-006 0.0E+000

IE-SGTR Initiating Event - Steam Generator Tube Rupture 1.6E-006 0.0E+000

IE-SLOCA Initiating Event - Small Break LOCA 1.0E-006 1.0E4000

IE-TRANS Initiating Event - Transient 4.0E-004 0.0E+000

LPI-MDP-CF-AB Common Cause Failure of LPI Trains 5.6E-004 0.0E+000 FALSE

LPI-MDP-FC-1A LPI Train A Fails 3.9E-003 1.0E4000 TRUE

MFW-SYS TRIP Main Feedwater System Trips 2.0E-001 1.0E+000 TRUE

MFW-XHE-NOREC Operator Fails to Recover Main Feedwater 3.4E-001 1.0E+000 TRUE

PCS-VCF-HW TBVs/COND/ CIRC Failures 3.0E-003 1.0E+000 TRUE

NUREG/CR-4674,Vol 21 C.8-10
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Appendix C LER Nc. 318/94-001

Table C.8.5. Basic event changes for Case 3
Unit I analysis

Base Current
Event name Description probability probability Type

* * " * * " " " ' * " * " " * *
CSR-HTX-CF ALL 1.4E-005 0.0E+000 FALSE

Exchangers

CSR HTX-FC-1A Shutdown Heat Exchanger A Fails 1.4E-004 1.0E+000 TRUE

CSR-MDP-CF-AB Common Cause Failure of CSR MDPs 4.1E-004 0.0E4000 FALSE

CSR-MDP-FC-1A CSR MDP Train IA Failures 3.9E-003 1.0E+000 TRUE

EPS-DGN-CF-ALL Common Cause Failure of Diesel Generators 1.lE-003 0.0E+000 FALSE

EPS-DGN FC-A Diesel Generator A Failures 4.2E-002 1.0E+000 TRUE

EPS-DGN-FC-B Diesel Generator B Failures 4.2E-002 1.0E+000 TRUE

HPI-MDP-CF-ALL Common Cause Failure ofIIPI MDPs 1.0E-004 3.7E-004

HPI-MDP-FC-1A HPIMDP Train lA Failures 3.9E-003 1.0E+000 TRUE

E-LOOP Initiating Event - Loss of Offsite Power 8.6E-006 4.8E-001

* 8 *"I~'"" " " ' ' *
E SGTR 1.6E-006 0.0E+000

Rupture

E-SLOCA Initiating Event - Small Break LOCA 1.0E-006 0.0E+000

E-TRANS Initiating Event-Transient 4.0E-004 0.0E+000

LPI-MDP-CF AB Common Cause Failure of LPI Trains 5.6E-004 0.0E+000 FALSE

LPI-MDP-FC-1A LPITrain A Fails 3.9E-003 1.0E4000 TRUE

Operator Fails to Recover Offsite Power Within
2.2E-001 1.lE-001OEP-XIE-NOREC-2H

2 hrs

Operator Fails to Recover Offsite Power Within
6.7E-002 3.6E-004OEP-XIE-NOREC-6H 6 hrs

Operator Fails to Recover Offsite Power Before 1.4E-002 5.4E-006OEP XIE-NOREC BD Battery Depletion

Opnator Fans to Recova ONe Pown (Seal 5.5E-001 4.4E-001OEP XIE-NOREC-SL
LOCA)

RCS-MDP-LK SEALS RCP Seals Fail Without Cooling and Injection 1.4E-001 2.5E-002
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Table C.8.6. Basic event changes for Case 3
Unit 2 analysis

Base Current
Event name Description probability probability Type

EPS-DGN-CF ALL Common Cause Failure of Diesel Generators 1.lE-003 0.0EM00 FALSE

EPS-DGN-FC-A Diesel Generator A Failures 4.2E-002 1.0E+000 TRUE

EPS-DGN-FC-SWG Swing Diesel Generator Failures 4.2E-002 1.0E+000 TRUE

IE-LOOP Initiating Event - Loss of Offsite Power 8.6E-006 4.8E-001

tiating Emt - Steam Generator Tube
E-SGTR 1.6E-006 0.0E+000Rupture

IE-SLOCA Initiating Event - Small Break LOCA 1.0E-006 0.0E400

E-TRANS Initiating Event - Transient 4.0E-004 0.0E+000

Operator Fails to Recover OWte Power WWn
OEP-XIE-NOREC-211 2.2E-001 1.lE-0012 hrs

Operator Fails to Recover Offsite Power Within
OEP-XIE-NOREC-611 6.7E-002 3.6E-0046 hrs ,

Operator Fails to Recover Offsite Power BeforeOEP-XilE-NOREC-BD , 1.4E-002 5.4E-006Battery Depletion

Operator Fails to Recover Offsite Power (Scal
OEP XIE-NOREC-SL 5.5E-001 4.4E-001

LOCA)

RCS-MDP-LK SEALS RCP Seals Fail Without Cooling and Injection 1.4E-001 2.5E-002

Table C.8.7. Sequence conditional probabilities for LER 318/94-001

%Even ce Sequence Probability Contribution Logie

fC 5 5.2E-005 96.3 /SWNR, SWTP, SW40, RCPLOCA, SWI.OCAe2

21 1.2E-006 1.8 /RT-L, /EP, AFW-L, OP-611, F&B-L
Ca e 1)

Total (all sequences) 5.4E-005

' All Case 3 sequences have probabilities of 10

NUREGICR-4674, Vol 21 C.8-12
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|
.

Table C.8.8. System names for LER 318/94-001 |

System name Description !

AFW-L Auxiliary feedwater system fails (LOOP)

EP Emergency power system fails

F&B-L Feed and bleed fails (LOOP) i

OP-6H Failure to recover offsite power at 6 h (EP success)

RCPLOCA RCP seal LOCA

RT-L Reactor trip fails (LOOP)

SWLOCA Bus 14 not recovered following RCP seal LOCA

SWNR Bus 14 not recovered (component faults)

SWTP Bus 14 not recovered before trip

SW40 Bus 14 not recovered at 40 min

l

.
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C.9 LER No. 458/94-023

Event Description: Scram, Main Turbine-Generator Fails to Trip, Reactor Core Isolation Cooling and
Control Rod Drive Systems Unavailable

Date of Event: September 8,1994

Plant: River Bend

C.9.1 Summary ;

With the plant at 97% power, spurious high-level scram signals from two newly replaced reactor level transmitters '

resulted in a reactor trip. Due to the nature of the trip signal, the main turbine and generator did not automatically trip
and were manually tripped by plant operators. The manual generator trip resulted in a slow transfer of plant preferred
power supplies to components in the condensate, feedwater, reactor protection system (RPS), circulating water, service ;

water, and instrument air systems. A voltage transient at the time of the power supply transfer caused a control power i

fuse in the control rod drive (CRD) system to open, causing the loss of power to must control room indicators for the
system and the CRD flow contml valves to fail shut. Operators attempted to align the scactor core isolation cooling

Isystem (RCIC) to provide cooling water makeup to the reactor, but it tripped on overspeed and could not be restarted.
The high pressurc core spray (IIPCS) system was then used to provide reactor makeup water. The conditional core !

4 l

damage probability estimated for this event is 1.8 x 10

l
,

C.9.2 Event Description ;
|

River Bend Station was operating at 97% power when two of four reactor water level channels simultaneously initiated j

spurious high-level scram signals, causing a reactor trip. Subsequent investigation determined that the two newly
replaced channels oflevel instnunentation were insufficiently damped and were overly sensitive to random noise. Since
only two of the channels sensed a high level, the logic for the turbine / generator and feedwater system trips was not
satisfied.

Within 2 min of the reactor trip, the main generator megawatt output declined to zero and the generator began motoring.
The reverse power relay protection for the generator failed to cause a trip due to a high power factor. Approximately
7 min after the n: actor trip, the operators noticed that the main turbine had not tripped. Following a discussion, the i

'

turbine was manually tripped. He operators expected the main generator output breakers to open automatically at this
point. When they did not, the operators manually tripped the breakers. ;

!

When the main generator output breakers were manually opened, the plant responded differently from the way the
operators were trained to expect. The delayed power transfer resulted in the unexpected loss of the nonsafety-related
electricalloads. His required the operators to manually restore power to these affected loads.

The power transfer delay caused the loss of all main feedwater pumps, all condensate pumps, both trains of the RPS,
the A and C main circulating water pumps, one of two nmning normal senice water pumps, both recirculation pumps,
the turbine building ventilation system, one instrument air compressor, and miscellaneous nonessential control room
indications. In addition, the main steam isolation valves (MSIVs) and other containment isolation valves closed, and

the standby senice water system automatically started.

The transfer delay did not affect the safety related electrical busses (because they are normally powered from a different
power source). Since no safety-related loads were lost, the emergency diesel generators did not get a start signal. The
loss of the balance of plant (BOP) loads caused loss of the normal heat sink for reactor decay heat removal.

C.9-1 NUREG/CR-4674, Vol. 21
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At the same time, a fuse in the CRD system blew. As a result, almost all the control room CRD indications were lost,
and the CRD flow control valves failed shut. It took approximately 2-1/2 h for the operators to identify that the CRD
parameters were not reading correctly. De only available indication of the CRD system operability was pump current.

,

'

Operators attempted to align RCIC to provide reactor vessel makeup, but it tripped on overspeed and could not be
restarted. He HPCS pump was started to provide vessel injection. He operators also manually opened the safety relief
valves (SRVs) intennittently to reduce reactor pressure by relieving steam to the suppression pool. The llPCS system
isolated four times during the event due to swells from the lifting of the SRVs.

While taking the actions described above, the operators were also taking actions to return power to the RPS busses and
to restore the feedwater system, condensate system, and turbine building ventilation. The condensate and feedwater
systems required venting before they could be arstarted.

About I h into the event (at 2127 hours), the residual heat removal system (RHR) was placed in the suppression pool
cooling mode. At 2140 hours, the HPCS system suction switched to the suppression pool because of high suppression
poollevel.

At approximately 2209 hours, the shift superintendent declared an Unusual Event because (1) there was only one source
of high-pressure makeup water to the reactor, (2) the event had the potential of degrading, and (3) additional personnel
were required to assist in returning the BOP systems to service.

To help control the reactor pressure and water level, valves in the mai'i steam drain system were opened to provide
equalization of pressures around the MSIVs and to assist with pressure control by dumping steam to the condenser.

At approximately 2220 houn, operators had restored the condensate system, and at approximately 2321 hours the
feedwater system was restored to service. He MSIVs were then opened, and the operators verified that reactor water
level and pressure were being properly controlled. At 0017 hours on September 9, the HPCS pump was secured. At
0030 hours the Unusual Event was exited, and the plant was cooled down to the cold shutdown condition.

Additional information regarding this event can be found in NRC Augmented Inspection Team (AIT) Report
50-458/94 20, October 19,1994 (Ref. 2).

.

C.9.3 Additional Event-Related Inforniation

The event was initiated by a sensed high reactor water level. The reactor trip was set for +51 in. (level 8). He
turbine / enerator and feedwater pump trips would also occur at this level. Here are four sensors (channels)in the RPSF
that detect a level 8 condition. The channels, identified as A, B, C, and D, are arranged in one-out-of-two-taken-twice
logic for a reactor trip. The high-level condition must be detected by channels A or C and B or D. During this event,
only channels C and D sensed high level. Channels A, B, and C are ananged in a two-out-of three logic for feedwater
system and turbine / generator trip signals. Since channels A and B did not sense a high level, the feedwater system and

'
the turbine / generator did not automatically trip.

Post-event investigation revealed that the sensors for channels C and D were a different model than that used in channels
A and B. The sensors for channels C and D were installed during the recent refueling outage. They were found to be
overly sensitive to transient level signals.

The main generator did not automatically trip on reverse power dne to the high-power factor that was experienced during
the event. There are two reverse power relays. One is set at approximately 3 MW (at a O power factor angle) and is only
enabled if the turbine stop valves are closed, as is the case following a turbine trip. He second relay is also set at
approximately 3 MW (also at a O power factor angle) but does not require a turbine trip permissive. Post-event-
investigation found that these relays were sensitive to large power factor angles such as the power factor angle
(approximately 85') that existed when the main generator was motoring.

I
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Post-event investigation revealed that the normally open RCIC governor valve was stuck in the open direction. As a
result, when steam was admitted to the turbine, its speed incr:ased until the overspeed trip setpoint was reached. Upon*

disassembly, the govemor valve stem was found to have excessive corrosion in the gland area. His corrosion caused
the valve stem to stick and resist the hydraulic pressure that otherwise would have repositioned the valve.

1
,

C.9.4 Modeling Assumptions

This event was modeled as a transient with the power conversion system (PCS), condensate, feedwater, RCIC, and CRD

| systems unavailable.

The PCS was modeled as failed and not recoverable. During the actual event, it took approximately 2-1/2 h to equalize

pressure across the MSIVs and restore the PCS. Therefore, the system failure probability (PCS-SYS-VF MISC) and |
; the nonrecovery value (PCS-XHE-XE-NOREC) were set to 1.0 (true). ,I

The condensate and feedwater systems were modeled as failed and not recoverable. During the actual event, it took f
approximately 2 h to restore the condensate system and approximately 3 h to restore the feedwater system. A step in

|

the feedwater system (FWS) abnormal procedure required the venting of the system under these circumstances regardless )
of whether system indications indicated the need for system venting. He emergency procedure for the FWS does not |

,

require the system to be vented. However, it is unclear when the emergency procedure would be used as opposed to the i
,

'

abnormal procedure used during this event. It is also unclear whether the system actually needed to be vented to ensure
its operability under the conditions observed during this event. A high priority was placed on the restoration of the FWS,
as its unavailability was, in part, the basis for declaring a Notification of Unusual Event. Given the other equipment that

i needed to be manually recovered during the event, it does not appear as if the FWS could have been recovered any

| faster, nerefore, although the pumps and valves were operable, the extended time period required to vent the system
makes it unavailable as a source of high-pressure makeup. Herefore, the system failure probabilities ,

4

(CDS-SYS-VF-COND and MFW-SYS-VF-FEEDW) and the nonrecovery values (CDS-XHE-XE-NOREC and;

MFW-XHE-XE-NOREC) were set to 1.0 (true).
'

Since there were no failures in the FW or condensate systems, the systems would be recoverable in the long term. The
current ASP models do not account for recovery at this point in the sequences. However, since the dominant sequence

(sequence 31) involves early injection system failures, incorporation of long-term feedwater recoven into the modela

! would have little affect on the conditional core damage probability for this event.
3

I The RCIC system was modeled as unavailable and nonrecoverable. Following the event, investigation revealed that the
turbine govemor would not function due to excessive corrosion. Therefore, the system failure probability
(RCl-TDP-FC-TRAIN) and the nonrecovery value (RCI-XHE-XE-NOREC) were set to 1.0 (true). j

Re CRD system was modeled as failed and not recoverable. The lack of control room indication and the failed closed -
flow control valves were not identified for approximately 2-1/2 h into the event. Once the incorrect readings were noted,

|
it took an additional 55 min to restore the system to operability. The operators were concemed with high-pressure

4

: injection systems as noted by the basis for the declaration of the notification of unusual event. It would seem unlikely
I that the CRD system could have been restored faster based on the number of tasks that needed to be accomplished

(systems that needed to be restored) and the need for additional manpower. Therefore, modeling the system as inoperable
and unrecoverable in the time period required to maintain core cooling is appropriate. The pump train failure probabilities
(CRD-MDP-FC-TRNA and CRD-MDP-FC-TRNB) and the nonrecovery value (CRD-XHE-XE-NOREC) were set toj

l.0 (true). It was assumed that the system could be recovered in time to operate following the successful operation of'

low-pressure core spray or low-pressure coolant injection, failure of RHR, and successful containment venting.
Therefore, the operator nonrecovery value under these conditions (CRI XHE-XE NOREC) was not modified.

The HPCS isolation valve closed four times during the event due to a high vessel level (level 8 signal). De additional
,

cycling of the isolation valve was not explicitly modeled.

Standby Service Water Pump 2A discharge valve 1-SWP*MOV40A did not fully open when the pump started andI

control room position indication for the valve was lost. Post-event investigation indicated that the valve opened

C.9-3 NUREG/CR-4674, Vol. 21
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approximately 20% The valve was subsequently opened manually by an operator. De valve failed to fully open due ;

to a short in one of the control cables. Although this valve did not fully open automatically, the valve was modeled with
*

a nominal failure rate. Given that the other SSW pumps and valves operated, flow through the system was sufficient to i

provide the design cooling loads.

Other support systems, such as instnanent air, were also impacted by the slow power transfer that occurred during this
. event. Ilowever, it was assumed that these systems were restored quickly following the recovery of offsite power to the i

nonemergency buses. It was assumed that the loss of these systems had minimalimpact on the oepration of safety-related
systems. As a result, the modeling was not modified as a result of these support system failures.

'

C.9.5 Analysis Results *

4The conditional core damage probability estimated for this event is 1.8 x 10 . He dominant sequence highlighted on
the event tree in Figure C.9.1 involves a trip, failure of the PCS, operation of the SRVs with no mo.v than one valve '

failing to close, failure of high-pressure makeup systems (MFW,llPCS, and RCIC), failure of the ADS system, and
failure of the CRD system.

A sensitivity calculation was performed to determine the impact of assuming the condensate and main feedwater systems
were unrecoverable, if the nominal nonrecovery values are used, the conditional core damage probability for the event

4decreases by a factor of 2.2 to 8.0 x 10
,

Definitions and probabilities for basic events are shown in Table C.9.1. The conditional probabilities associated with
the highest probability sequences are shown in Table C.9.2. Table C.9.3 describes the system names associated with the

,

dominant sequences. Cutsets associated with each sequence are shown in Table C.9.4. '

,

!

C.9.6 References
,

1. LER 458/94-023, Rev.1, " Reactor Scram Due to Spurious Signals fmm Undamped Rosemount Model 1153
Tr==mitters," December 12,1994,

2. NRC Augmented Inspection Team Report No. 50-458/94-20, October 19,1994.

,

,
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Figure C.9.1. Dominant core damage sequence for LER 458/94-023.
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|

Table C.9.1. Definitions and probabilities for selected basic events for LER 458/94-023

dmed
Base Current

Event name Description Type for th.

probability probability n ent

ADS-SRV-CC-VALVS ADS Valves Fail to Open 3.7E-003 3.7E-003 N
,

ADS XIE-XE-ERROR Paato r hents
1.0E-003 1.0E-003 ND g

ADS-XIE XE-NOREC Operator Fails to Recover ADS 7.lE.001 7.1E-001 N

Condensate Hardware Components
CDS-SYS-VF-COND 3.4E-001 1.0Ew00 TRUE Yp

0pa '
CDS-XHE-XE-NOREC l.0E+000 1.0E+000 TRUE Y99d s

CRD-MDP-FC-TRNA Train A Failures 7.2E-004 1.0E4000 TRUE Y

CRD-MDP-FC-TRNB Train B Failures 7.2E-003 1.0E+000 TRUE Y

CRD-XHE-XE-NOREC Operator Fails to Recover CRD 1.0E4000 1.0E+000 TRUE Y

t ai s o Recover CRD
CRI XIIE-XE-NOREC 1.0E+000 1.0E+000 N

HCS-MDP-FC-TRAIN HPCS Train Level Failures 6.6E-003 6.6E-003 N

IICS XIE XE-NOREC Operator Fails to Recover HPCS 7.0E-001 7.0E-001 N

IE-LOOP Loss-of-Offsite Power Initiator 1.7E-005 0.0EM)00 IGNORE Y

IE-SLOCA Small LOCA Initiato: 4.8E-007 0.0E+000 IGNORE Y

IE-TRAN Transient Initiator 1.1E-003 1.0E+000 Y

MFW SYS-VF-FEEDW MFW Hardware Components Fail 4.6E-001 1.0E+000 TRUE Y

MFW-XHE-XE-NOREC Operators Fail to Recover
3.4E-001 1.0E+000 TRUE YFeedwater

PCS-SYS VF-MISC PCS Hardware Components Fail 1.7E-001 1.0E+000 TRUE Y
,

PCS-XHE-XE-NOIEC Operator Fails to Recover PCS 1.0E+000 1.0E+000 TRUE Y

RCI-TDP-FC-TRAIN RCIC Train Component Failures 4.0E-002 1.0E+000 TRUE Y

RCI-XHE-XE-NOlEC Operator Fails to Recover RCIC 7.0E-001 1.0E+000 TRUE Y

SRV One or Less SRV Fail to Close 2.2E-003 2.2E-003 N

NUREG/CR-4674, Vol. 21 C.9-6
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Table C.9.2. Sequence conditional probabilities for LER 458/94-023

Conditional
Event core %3,q ,,,c, damage Itree E',,,, Contribution
name probability

(CCDP)
TRANS 31 1.6E-005 89.8 /RPS, PCS, /SRV, MFW, llCS, RCI, ADS, CRD

TRANS 07 1.5E-006 8.1 /RPS, PCS, /SRV, MFW, /IICS, RIIR, CVS
-

Total (all sequences) 1.8E-005

Table C.9.3. System names for LER 458/94-023

System name Description

ADS Automatic Depressurization Fails

CRD Insuflicient CRD Flow to RCS

iCVS Containment (Suppression Pool) Venting

HCS HPCS Fails to Provide Suflicient Flow to Reactor Vessel

MFW Failure of Main Feedwater System

PCS Power Conversion System

RCI RCIC Fails to Provide Suflicient Flow to RCS

RHR Residual Heat Removal Fails

RPS Reactor Shutdown Fails

SRV One or Less SRV Fail to Close

Table C.9.4. Conditional cut sets for higher probability sequences for LER 458/94-023

Cut set No. Frequency Cut sets *
Contr ution

TRANS Seg: 31 1.600E-005

ADS SRV-CC-VALVS, ADS-XIE XE NOREC,
1 72.3 1.200E-005 liCS XIE-XE-NOREC, HCS-MDP-FC-TRAIN, /SRV

ADS-SRV-XE-ERROR, HCS-XHE-XE NOREC,
2 27.5 4.600E-006 IICS-MDP-FC-TRAIN, /SRV

TRANS Seq: 07 1.5E-006

CVS XIIE XE-VENT,RHR-MDP-CF MDPS,/SRV,

1 65.5 9.9E-007 CSS-XIIE XE-NOREC, SDC-XIIE XE-NOREC,
SPC-XIE-XE-NOREC

CVS-XIIE XE-VENT, RHR-MDP-FC 'IRND,

2 9.4 1.4E-007 RHR-MDP-FC-TRNA, /SRV, CSS-XIIE-XE-NOREC,
SDC-XIIE-XE-NOREC

Total (all sequences) 1.800E-005

C.9-7 NUREG/CR-4674, Vol. 21
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Appendix D Shutd;ws Prec:rs:rs

D.1 Shutdown Precursors

D.1.1 Accident Sequence Precursor Program Event Analyses for Shutdown
Events for 1994

This appendix documents 1994 operational events selected as accident sequence precursors that are analyzed with the
plant in a shutdown condition.

Licensee Event Reports (LERs) and other event documentation describing operational events at commercial nuclear
power plants were reviewed for potential precursors if

1. the LER was identified as requiring review based an a computerized search of the Sequence Coding and Search |

System data base maintained at Oak Ridge National Laboratory or

2. the LER or other event documentation was identified as requiring review by the NRC Office for Analysis and
,

Evaluation of Operritional Data.
'

Details of the precursor review, analysis, and documentation process are provided in Chapter 2 and Appendix A of this
report.

D.1.2 Shutdown Precursors Identified

One shutdown precursor was identified among the 1994 events reviewed at the Nuclear Operations Analysis Center. |
Events were identified as shutdown precursors if they met the following precursor selection criteria:

|
1. the event iuvolved a core damage initiator such as a loss of shutdown cooling, loss of reactor vesselinventory,

loss of offsite power, or a loss-of-coolant accident, and

2. the initiator could only have occurred with the plant in a shutdown condition, and
4

3. the conditional core damage probabi'ity estimated for the event was at least 10 i

The shutdown precursors identified are listed in Table D.I.

Table D.1 List of shutdown precursors

Event No. Plant Event deseription Page

Reactor Coolant System Blows Down to

IR 482/94-18 WolfCreek Refueling Water Storage Tank During Hot D.2-1
Shutdown

D.I.3 Event Documentation

Analysis documentation and precursor calculation information for each shutdown precursor are attached. The precursors
are in docket /LER number order.

The analysis of each shutdown precursor includes a description of the operational event, event-related plant design
information, the assumptions and approach used to model the event, conditional core damage calculation information,

analysis results, and references.

D.1-3 NUREG/CR-4674, Vol. 21
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Appendix D LER Ne. Inspectio2 Report 482/94-18 |

D.2 LER No. Inspection Report 482/94-18

Event Description: Reactor Coolant System Blows Down to Refueling Water Storage Tank During Hot
Shutdown

I
Date of Event: September 17,1994

Plant: WolfCreek

D.2.1 Summary

On September 17,1994, about 28 h after shutting down to begin a refueling outage, an inappropriate alignment of the
residual heat removal (RHR) system allowed the rapid transfer of about 9,200 gal of water fmm the reactor coolant
system (RCS) to the refueling water storage tank (RWST). Operators corrected the misalignment within about 66 s.
Subsequent analyses have shown that, had the operators not acted within about 3 min, the RCS could have been voided
down to the loop piping elevation, potentially rendering all emergency core cooling systems (ECCSs) inoperable. With
the RCS vented to the environment through the RWST, core uncovery could have occurred in as little as 30 min. The
conditional core damage probability estimated for this event is 3.0 x 10'3

D.2.2 Event Description l

At 0400 hours on September 17,1994, Wolf Creek was in Mode 4 preparing to begin a refueling outage with an RCS
pressure of 340 psig and temperature of 300*F. Two reactor coolant pumps (RCPs) were in service, the steam generators
(SGs) were filled, and the condenser and condensate systems were secured. 'lhe safety injection (SI) pumps and one of
two centrifugal charging pumps were out of senice with breakers open to prevent low-temperature overpressurization.
RHR train A was in service to provide shutdown cooling.

Activities in progress included monitoring RCS cooldown and depressurization, performing a 24-h emergency diesel
generator test run, and responding to alarms caused by minor component cooling water (CCW) system problems.
Maintenance work was being performed on RHR valve 8716A, the A RHR to SI system hot leg recirculation isolation
valve, and efforts were in progress to ready RHR train B for use.

RHR train B was being lined up for recirculation back to the RWST in order to raise boma concentration before placing
the train in service. His required ihe opening of valve 8717, a manualvalve in the 8 in. common line from the RHR
pump discharge headers to the RWST ECCS pump suction header. A nuclear station operator (NS0) was dispatched
to locally open valve 8717.

The reactor operator was controlling the chemical and volume control system (CVCS) in preparation for takmg the RCS
solid. His effort was complicated by failure of the volume control tank's nitrogen cover gas pressure regulator. The
balance of plant (BOP) operator was lining up the B RHR train for service and adjusting the CCW system to deal with
incoming alarms. The operators then received a call from a plant electrician requesting that valve 8716A be stroked
(closed and reopened) in support of a test pmcedure. Meanwhile, the NSO had arrived at valve 8717 and prepared to
open it.

Approximately 3 ft from the NSO, the electrician was working on valve 8716A, but neither he nor the NSO recognized
the significance of opening valves 8717 and 8716A simultaneously. When opened together, valves 8716A and 8717
provide a direct pathway from the RHR pump discharge to the RWST ECCS suction header. When the control room
operator closed valve 8716A from the control room, the operator stationed at valve 8717 apparently had only begun
opening it. As water flowed from the RCS to the RWST, pressurizer level dropped about 2%, but this was not noted
until the event was reviewed later. After valve 8716A closed, the contal room operator waited about 30 s and then

reopened it.

D.2-1 NUREG/CR-4674,Vol 21
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Valve 8717 was fully open by this time, and reactor coolant inventory began rapidly flowing to the RWST. The operator
stationed at 8717 observed loud flow and water hammer noises, called the control room to report them, and was instructed
to close the valve. This instruction was apparently based on good operating practice to reclose a valve when unexpected
flow and noise results from opening it, rather than from an understanding of the circumstances of the event. At the same
time, control room personnel received a high RWST level alann, the pressurizer level high annunciator cleared, and the
pressunzer level instrumentation " pegged low."

Operators responded by tripping the RCPs, increasing charging flow, and manually isolating letdown. A relief
supervising operator who was present at the time identified the flow path through vah'es 8716A and 8717 to the RWST.
Operators closed valve 8716A, isolating the blowdown about 66 s irjo the event.

During the time that the blowdown was in progress, about 9,200 gal flowed from the RCS to the RWST causing the
RWST to overflow. Appmximately 650 gal overflowed from the RWST to the waste holdup tank.

The RIIR and charging systems remamed in service, and RCS level was gradually restored.

Additional information related to this event is contained in LER 482/94-013, " Personnel Errur Resulted in an
Unanticipated Loss of Reactor Coolent Level."

D.2.3 Additional Event-Related Information

Subsequent analysis determined that, had the blowdown not been quickly isolated, the primary system could have
drained down to the RCS loop elevation in as little as 3 min. The RWST ECCS suction header could have been filled
with steam shonly thereafter. It was further determined that an operating RIIR pump could have been damaged by as
little a 0.5 min of operation afler the primary system drained down to the RCS loop clevation. Unisolated, the blowdown
could have led to core uncovery in as little as 30 min, based on a Westinghouse analysis of the event.

The Westinghouse analysis, performed after the event, suggests that once the RWST ECCS suction header voided,
operation of the multistage Si pumps would have resulted in their failure. Isolation of the blowdown path would have
allowed water to flow back from the RWST into the suctionheader; however, there is no assurance that the ECCS pumps I

could fulfill their functions while drawing water from the RWST following such an event. I

The Westinghouse analysis also indicates that if the suction header voided, recovery would be problematic even if the ,

RIIR pumps were shut offin time. In less than the time required to fill, vent, and restart an RIIR pump, reactor pressure !

could exceed the RHR reactor high-pressure shutoff point.

Also noteworthy in this event is the fact that the containment was bypassed. Had me blowdown not been isolated, core
damage could have occurred in as little as 30 min. A direct pathway would have existed via the RHR return line to the
RWST and to the environment via the RWST vent. Off-site doses could be expected to exceed technical specification
limits under such conditions.

D.2.4 Modeling Assumptions

Evaluation of this event is strongly influenced by assumptions regarding human reliability, the time and degree of effort
required to recover ECCSs, and the viability of the " reflux" cooling method, wherein steam from a boiling core may be j
condensed in the SG tubes with the condensate draining back to the reactor. Substantial uncettainty is associated with i

each of these assumptions.

Approximately 3 min was available for the operatcrs to diagnose and isolate the blowdown before all RHR and ECCS
pumps were rendered inoperable. Even though procedures did not address the response to this condition, the operators'
understanding of the existing system alignment allowed them to rapidly diagnose and correct the problem. During the
event, the blowdown was isolated after a period of 66 s.

NUREG/CR-4674,Vol 21 D.2-2
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I To estimate the likelihood that operalors would fail to isolate the blowdown prior to uncovering the RCS loops, the time
reliability correlation (TRC) models from fluman Reliability Analysis (Dougherty and Fragola, Wiley,1988) were j.

employed. Operator response within the first 3 min was assumed to be rule-based and without hesitancy. This is i
,

i considered appropriate based on the indications available to the operators at the time. Assaning the median response |

time to be the response time observed in this event (~60 s), and using Table 10-8 of Dougherty and Fragola, a crew error ;

probability of 0.06 is estimated. !

Had operaton failed to isolate the blowdown path within 3 min, a direct vent path would have been established from
"

'

the RCS through the RWST. Analyses were performed showing that core damage could have occurred as little as 27
min later.

a
'

After the RCS loops voided at 3 min, the ECCS common suction header would have begun to void. Additional
consequences of a failure to terminate the event prior to this point would require more difficult operator actions. These
actions were considered recovery (general diagnosis that must be used in the absence of rules) with hesitancy (due to i

|conflict, burden, and uncertamty) within the context of the TRC model. Based on Table 10-11 in Dougherty and Fragola,
a crew failure probability of 0.05 is estimated for the 27-min time period

i

If the blowdown had been isolated after the loops voided (after 3 min, but before 30 min), substantial time and effort !

would have been required to refill and vent the RWST ECCS suction header and the ECCS pump suctions that are j'

aligned to it. An analysis performed by Westinghouse indicates that significant voids entrained in the suction supply
'

.

(5 to 20%) would guarantee a loss of ECCS prime [ Reference 3], and other analyses have shown that operation in that |

condition for more than a minute or two would cause pump failure.
1

|
Without extensive venting and priming, the high-pressure pumps would be expected to fail after loop voiding. A report i

concerning the event indicated that there was no assurance that the ECCS pumps would fulfill their function while j

drawing water from the RWST following the event [ Reference 4]. Further, questions have been raised regarding the j

structural integrity of the RWST,ifit were subjected to the water hammer effects from a blowdown. The high-prewure
ECCS pumps were, therefore, assumed in this analysis to be unavailable once the RWST ECCS suction header voided.

A conservative analysis (without consideration of SG secondary-side inventory that existed during the event) showed
that, without some form of decay heat removal, pressure in the RCS could exceed the RHR shutoff head within as little
as 15 min. " Ibis is less than the time that would likely be required to restore the RHR system to service. Because the
power-operated relief valves were found to be inoperable subsequent to this event,it was assumed that depressurization
of the RCS would have been difficult to achieve. The RHR pumps were, therefore, assumed to be inoperable once the
RWST ECCS suction header voided. The only remaining decay heat removal path would be reflux cooling via the SGs.
The SGs were available during the event, and reflux cooling was considered a viable core cooling method. In the short
term, the water inventory in the SG would provide decay heat removal. Eventually, SG makeup and the opemag of

,

atmospheric vent valves would be required for continued heat removal via this method. Reflux cooling was assumed to
require two SGs and one source of feedwater for success (consistent with SBO requirements). Assummg both
motor-driven auxiliary feodwater pumps and all four SGs and their atmospheric dump valves are available, a failure
probability of ~ 7.0 x 10 is estimated for reflux cooling based on sq=st failure probabilities used in thed

IRRAS-based ASP models for Wolf Creek. It should be noted that this estimate addresses equipment availability only

and not the uncertainty in the viability of the reflux cooling method. Since consideration of such uncertainty is beyond I

the scope of this manlysis, the potentialimpact of reflux cooling being unavailable or ineffective was addressed m a ,

!sensitivity analysis.
|

The analysis of this event follows the simple event tree in Figure D.2.1. The tree includes the following branches: ,

|
BLOFDN. Blowdown. Blowdown of RCS inventory via valves 8717 and 8716A. I

I

ISOS-S. Isolation in the short term (3 min). Isolation of the blowdown within 3 min is assumed to prevent voiding of
the RCS. After the RCS loops voided at 3 min, RCS pressure would have rapidly dropped, and the ECCS common

;

suction header would have begun to void. It was assumed that once the RWST ECCS suction header voided, the'

high-pressure ECCS pumps would be unavailable.
i

D.2-3 NUREG/CR-4674, Vol. 21
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,

ISOS-L. Isolation in the long term (within the next 27 min). Ilad operators failed to isolate the blowdown path within
3 min, a direct vent path would have been established from the RCS through the RWST. Analyses were performed
showing that core damage could have occurred as little as 27 min later.

REFLUX. Successful use of SG reflux cooling. If the blowdown is successfully isolated 3 to 30 min after the initiating
event, SG reflux cooling must be successful to prevent core damage. ECCS is assumed to be unavailable due to voiding
in the suction header.

D.2.5 Analysis ReSultS

The probability of core damage for this event is the probability of sequence 3 (failure to isolate the RCS blowdown
before voiding the RCS loops, successful isolation before core uncovery, and failure of reflux cooling) plus the
probability of sequence 4 (failure to isolate the RCS blowdown before voiding the RCS loops and failure to isolate the
blowdown before core uncovery):

0.06 x (1-0.05) x 7.0 x 10" + 0.06 x 0.05 = 3.0 x 10'3.

If reflux cooling is assumed to be viable, a core damage probability of 0.003 is estimated. This estimate is probably '

conservative because it assumes that all ECCS pumps are unavailable once significant voiding occurs in the ECCS
common suction header. Assumptions concerning the viability of reflux cooling play an important role in the core
damage probability estimated for this event. For example, it may be ofinterest to consider what reflux cooling failure
probability would lead to a doubling of the estimated core damage probability. An assumed failure probability of 4).05
for reflux cooling raises the estimated core damage probability by a factor of 2, to 6.0 x 10~3 .

D.2.6 References

1. LER 482/94-013, " Personnel Error Resulted in an Unanticipated Loss of Reactor Coolant Level,"
January 4,1995.

2. NRC Inspection Report 482/94 18, " Drain-down event of September 17,1994," December 9,1994.

3. Wolf Creek RCS Draindown Event Analysis, NTD-NSRLA 95-083, Westinghouse Electric Co., February
1995.

4. Reactor Coolant System Blowdown at Wolf Creek on September 17,1994, AEOD/S95-01, J. Kauffman and
S. Israel, USNRC, March 1995.

|
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Appendix E P:tenti:lly Significa:t Everts C :sidered Imprcctical to An:Iyze !

E.1 Potentially Significant Events Considered Impractical to Analyze

Twelve events have been identified as potentially significant but impractical to analyze. It is believed that such events
are cap able ofimpacting core damage sequences. Ilowever, the events usually involve component degradations in which
the extent of the degradation could not be determined or the impact of the degradation on plant response could not be
ascertained.

The events identified for 1994 are shown in Table E.1. A summary, event description, and any additional event-related

information are provided for these events.

Table E.1. Events identified as potentially significant but impractical to analyze

Event No. Description Plant name Page

213/94-012 Potential Loss of Service Water Due to Potential Flooding IInddam Neck E.2-1

ergmcy # er ecl8r NPeraMe Due t
219/94-010 Oyster Creek E.3-1

Biological Foulmg

237/94-004 IIPCI Steamlitie Drain Potentially Inoperable Dresden 2 & 3 E.4 1

237/94-006 Shutdown Cooling Pump Motor Replacement Inadequate Dresden 2 E.5-1

249 94;8 [ Cracks in Reactor Core Shroud E.6-1ad it s 15 /9 50
255/94-008 IE and Non-lE Circuits Not Properly Separated Palisades E.7 1

Potential Catainment Sump Blockage from Signs,1.abels, and Palisades E.8-1255/94-014 Tape

Alternate Cooling Tower System Inoperable During Warm Vermont
E.9-1271/94-002 Weather Yankee

Reactor Core Isolatim Culing Fund Inoperable During Pilgrim E.10-1293/94-004 Surveillance

295/94-011 Violation of 10CFR50, Appendix R Analysis Separation Criteria Zion 1 E.11-1 .

B mponent Cooling Water 11 eat Exchangers Potentially Waterford3 E.12 1382/94-004 d

"'I ** **
B) Ton 1 E.13 1454/94-003 liarsh Environment

E.1-3 NUREG/CR-4674,Vol. 21
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Appendix E LER Nr. 213/94-012

E.2 LER No. 213/94-012 :

Event Description: Potential Loss of Service Water Due to Potential Flooding

Date of Event: April 28,1994

Plant: Haddam Neck

E.2.1 Summary

A previously unidentified external flooding scenario was discovered that had the potential to incapacitate the service
water (SW) system during a river flood scenario less than that assumed in the design analysis.

E.2.2 Event Description

The Updated Final Safety Analysis Report (UFSAR) discusses the potential for flooding at Haddam Neck. 'Ibe UFSAR
states the probable maximum flood (PMF) occurs at an elevation of 39.5 ft mean sea level (MSL) and discusses the
flood protection features at the site. He plant is protected from extemal floods up to an elevation of 30 ft MSL (plant
grade level is about 21 fi MSL). Floods above 30 ft MSL are considered of very low probability, and no pennanent
features are provided; procedures and temporary equipment are to be used in case such floods occur.

A Service Water Operational Performance Inspection (SWOPI) was conducted to verify the ability of the SW system
to meet its design basis. A flood slightly in excess of grade elevation was postulated as part of the SWOPL This assumed
flood would enter the intake stmeture and flood the lower level by meus of a stairwell. Although the SW pumps would
be protected by temporary fiberglass cans placed around the pump motors upon waming of an impendmg site flood, the
flooding of the lower level of the intake structure would make the SW pump discharge strainers inaccessible for cleaning
by normal means. River debris could then clog the discharge strainers to the point that the SW pumps would be incapable
of delivering sufficient flow to maintain vital functions, such as emergency diesel generator cooling and residual heat
removal.

Since the plant's emergency operating procedures require a plant shutdown prior to flooding at the plant site, the SW
flow required would be greatly reduced compared to that for normal operation. The estimated total SW flow reqmred
would be ~2000 gpm compared to a single pump runout flow of about 7000 gpm. Herefore, the limited cooling
requirements under this scenario would be satisfied for some period after flooding had rendered the strainers inaccessible
by normal methods. Other actions would also be available to plant staffif this scenario occurred.

E.2.3 Basis for Selection aS An Impractical to Analyze Event

The uncertainties with respect to the probability of the postulated flooding, the timing and magnitude of the SW flow
loss, and the potential mitigating actions make this event impractical to analyze.

E.2-1 NUREG/CR-4674,Vol 21
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i

E.3 LER No. 219/94-010
,

,

Event Description: Emergency Service Water Declared Inoperable Due to Biological Fouling

Date of Event: July 5,1994

Plant: Oyster Cmek

E.3.1 Summary

i On July 5,1994, both containment spray (CS) and emergency service water (ESW) systems were declared inoperable
due to high differential pressure on the tube side of the heat exchangers. He high differential pressure was due to
biological fouling, specifically, blue mussel shells.

E.3.2 Event Description

During performance of the normal monthly system operability test for CS and ESW system 2, indications of heat
exchanger tube side plugging were noticed on the control room instrumentation. The flow rate of the ESW pumps was
indicating 2400 gpm versus the expected value of 3500 gpm. CS and ESW system I were tested, and similar results
were obtained. The local heat exchanger tube side differential pressure indicators exceeded the operability limit of
40 psid for both heat exchangers. Both systems were declared inoperable.

The cause of the degraded performance was found to be plugging caused by blue mussel shells on the first pass tube
sheet (the heat exchangers are a four-pass design). Almost all the mussels were found dead with very little tissue left in ,

the shells. He source of the mussel shells was believed to be the ESW piping. The shells were released when the intake I

water exceeded the life supporting temperature of about 80*F, which can occur each summer. Plugging of the tube side j
of ESW heat exchangers has occurred during previous summers, but never to the extent observed during this event. This
may have been due to the loss of the chlorination system, which is intended to operate when the ESW system is idle,
but had been secured prior to this event.

Investigation reveeled that the actual ESW flow rate was 3200 gpm, while the design basis flow rate is 3000 gpm. The
flow rate error was due to plugging of the flow instmment sensing lines. One of the heat exchangers exceeded its
structural limit of 70 psid. Inspection of the heat exchanger baflie plates indicated they were in a normal condition.

One of the additional corrective actions was to install piping inspection ports to assist in early detection of future
biological growth inside the piping.

|

E.3.3 Basis for Selection as An Impractical to Analyze Event

Since the condition was discovered prior to complete dislodging of all the dead mussels in ESW piping, the final
differential pressure that would have occurred is not known. In addition, the heat exchangers were degraded, but the i

flow rate was above the design basis flow rate. He effects of the degraded flow rates observed are difficult to determme i

Therefore, this event is impractical to analyze.
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Appendix E LER No. 237/94-004

!
'

E.4 LER No. 237/94-004

Event Description: IIPCI Steamline Drain Potentially Inoperable

Date of Event: January 24,1994

Plant: Dresden 2 & 3

E.4.1 Summary
,

On January 15,1994, the Unit 3 high pressure coolant injection (IFCI) steamline drain isolation valve was replaced.
During the replacement,it was determined that the existing valve had been installed backwards. On January 17,1994,
the Unit 2 valve was examined and also found to be installed backwards. ne incorrect orientation could have prevented
the valves from functioning as designed.

E.4.2 Event Description

During maintenance, the Unit 3 IFCI steamline drain isolation valve was disassembled and found to be installed
backwards. Due to this discovery, the Unit 2 valve was also checked and also found to be installed backwards. The i

valves had been installed in the incorrect orientation since the plant's original construction and had been undetected |
|during subsequent maintenance activities.

These valves are designed to open with system pressure assisting, i.e., flow under the plug. With the valves installed
backwards, the flow is over the plug, and system pressure inhibits valve opening. The Unit 2 valve had a stronger spring
installed on May 5,1993. An engineering evaluation by the licensee showed that the valve would have functioned )

|correctly after that date, even though it was installed backwards.

The HPCI steam line isolation valve is normally closed. The valve is maintained closed with air pressure and fails open
due to its spring force. Upon HPCI initiation, the valve is signaled to open. If the drain valve fails to open during a HPCI
initiation moisture could not drain from the HPCI steam line and would eventually back up through the drainline and

the steam trap. If the HPCI turbine subsequently tripped and then was restarted, the accumulated moisture could be
introduced into the HPCI turbine steam chest. In addition, if sufficient water were to collect upstream of the HPCI
Turbine Steam Inlet valve, restarting the HPCI turbine could cause a slug of water to enter the turbine. He moisture in
both cases potentially would damage the turbine blading, but not the turbine casing, which is designed to withstand such
a condition.

Since damage could only occur after the HPCI turbine has initiated and the amount of water potentially entering the
turbine is unknown, the safety significance was considered minimal. He likely principal etTect would be to shorten the
life of the turbine blades, but not the operability of the system. Historically, the drain valves had been the 53nrce of
recurrmg problems, which were probably due to the incorrect installation.

E.4.3 Basis for Selection as An Impractical to Analyze Event

Although the valves were installed incorrectly, the HPCI turbine operated during previous demands of the pump. In
addition, the amount of water collected was not known, and the possible HPCI turbine damage could not be quantifled.
Therefore, this event is impractical to analyze.
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Appendix E LER Nr. 237/94-006

f

E.5 LER No. 237/94-006 .

Event Description: Shutdown Cooling Pump Motor Replacement Inadequate

Date of Event: February 5,1994

Plant: Dresden 2

E.5.1 Summary

The protective relay setpoints for the shutdown cooling pump (SDC) motors were inadequate. The pump motors had
been mplaced without reviewing the setpoints.

E.5.2 Event Description

While installing new SDC pump motors on Dresden 3, it was recognized that the similar replacement on Dresden Unit 2
had not received an evaluation of the effect of new motors on the protective relay (breaker) settings. He Unit 2 SDC

pump motors were then declared administratively inoperable.

An engineering analysis was performed to determine the correct relay setpoints and the effect on the engineered
safeguard systems (ESS) buses of the cid and new setpoints with the new pump motors. This analysis found that the
existing settings were too low for the new pump motors. As such, the motor could have spuriously tripped its feeder
breaker due to a high current signal The feeder ESS buses would not be injeopardy of becoming unavailable due to a
fault at or on any of the SDC pump motors.

De SDC system at Dresden is not considered safety related, although it is included as one means of decay heat removal
in accident sequence models. Since the protective relay settings were found to be conservative, i.e., too low, no threat
to the ESS buses supplying the SDC pump motors existed due to this event.

E.5.3 Basis for Selection as An Impractical to Analyze Event

This event involves the potential loss of all or part of shutdown cooling due to false, spurious tripping of the SDC pump
motor caused by relay settings. Since the pmbability for the tripping of one or more SDC pump motors could not be
detennined within the resources available to the ASP Program, this event is impractical to analyze.
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Appendix E LER N2 249/94-S01,254/94-S01

E.6 LER No. 249/94-S01,254/94-S01

Event Description: Cracks in Reactor Core Shroud
1

Date of Event: N/A

Plant: Dresden 3 & Quad Cities 1
1

E.6.1 Summary

During refueling outages, cracking in the reactor core shroud was discovered at both units.

E.6.2 Event Description !

In April 1994, while both of these units were performing scheduled refueling outages,360* circumferential cracking in |

the heat-affected zone (HAZ) of the "H5" weld was identified during visual inspections. Subsequent ultrasonic testing
determined that the maximum crack depth for Dresden 3 was 0.84 in. (2.13 cm). He H5 weld is a horizontal weld that
joins the core plate support ring to the core shroud. Crack indications had been previously reported at core shroud welds
in domestic and overseas BWRs at the beltline region and higher in the shroud. Further information is available in NRC
Information Notices IN 93-79, IN 94-42, and IN 94-42, Supplement 1. 1

l

The core shroud is a 2 in.-thick steel cylinder that surrounds the reactor core inside the reactor vessel. It provides the
'

attachment point for the jet pumps and directs the water flow through the re.ctor core. It could be possible, during a
seismic event, for the crack to completely extend through and around the core shroud.

E.6.3 Basis for Selection as An Impractical to Analyze Event

Because the probability of such catastrophic cracking occurring during a seismic event has not been quantified, this
event is impractical to analyze.

|
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' Appendix E LER N=. 255/94-008
;.

t

E.7 LER No. 255/94-008

Event Description IE and Non lE Circuits Not Properly Separated
,

Date ofEvent: March 29,1994

Plant: Pahaaks

E.7.1 Summary

Durmg the sprmg of 1994 while in cold shutdown,12 instances were identified where Class IE and non-Class IE
eqmpment was not isolated or separated as required

E.7.2 Event Description

Non-Class IE w - ' is reqmrod to be isolated from Class IE ciremts so that a fault in a non Class IE circuit will
not affect a Class IE circuit. During inspections at the Palisades plant, the following cucats/ systems were found to have
cables viotating these isolation requuemcats:

j>

low-temperature overpressme piotection, j.
.

inverter power cables,.

subcooled margin monitors, |.

reactor protection system (power supplies), ;.

suxilimy feedwater system,.

condensate storage tank level,.

RPS temperature protection and thermal margin monitor,.

inverter output,.

core exit thermocouples, and

main steam isolation valves..

Allbut one of the discrepancies were corrected prior to starting up from the maintenance outage. The cause of the event
was the inadequate or incomplete review of the systesn's design, which allowed the circuits to be modified or lea in
place without adequate isolation or separation. Contributing to the problem was the lack of composite schematic
diagrams for use by engineering personnel. These problems have existed since the mid 1980s.
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E.7.3 Basis for Selection as An Impractical to Analyze Event

Althotigh a relatively large number of circuits / systems were deficient, no actual failures were observed.1he probability
of a fault occurring in a single non-Class IE circuit and then affecting the nearby Class IE circuit is imknown. This
makes analyzing the event impractical.

,

,

NUREG/CR-4674,Vol 21 E.7-2

- - . _ _ _ _ _ _ - _ _ - _ _ _ - - _ _ - _ _ _ _ _ - _ _ - - _ _ _ _ _ _ _ _ _



. - -

Appendix E LER Nc. 255/94-014

E.8 LER No. 255/94-014

Event Description: Potential Containment Sump Blockage from Signs, Labels, and Tape

Date of Event: May 30,1994

Plant: Palisades

E.8.1 Summary

With the plant in cold shutdown for a maintenance outage, signs, adhesive labels, and tape with the potential to block
the containment sump were identified.

E.8.2 Event Description

Double-sided tape has been used to attach signs to walls, installed equipment, and piping. Self-adhesive labels and duct
tape wem also used within containment. In a worse-case scenario, if these items came loose, they could obstruct the
containment sump screens and cause an unacceptable flow blockage for containment sump recirculation.

Following recognition of this condition, an extensive clean-up and relabeling effort was performed. All nonessential
self-adhesive labels were removed from equipment including Dymo-tape labels, self-adhesive labels, duct tape, and

2
other adhesive tapes used as markers on equipment. It was estimated that about 100 ft oflabeting material was removed.

2It was estimated that less than 10 ft oflabeling material remained in unaccessible areas.

An engineering analysis established that plastic signs and labels greater than 5.1-fl radial distance from the containment
sump downcomer would not be drawn into the containment sump. Similarly, duct tape greater than 10.1 -ft radial distance
from the downcomer would also not be drawn into the sump. These areas were completely cleared of potential debris.
With the limited labeling left in the containment, the analysis showed that there was no potential for affecting the
operability of the containment sump.

Other corrective actions included revising the containment cleanliness checklist and the plant consumables control

program. A comprehensive sign, tag, and labeling standard was also planned.

E.8.3 Basis for Selection as An Impractical to Analyze Event

Because the probability for actually degrading the containment sump cannot be quantified within the resources available
to the ASP Program, this event is impractical to analyze.

E.8-1 NUREG/CR-4674,Vol 21



Appendix E ~ LER Nr. 271/94-002

E.9 LER No. 271/94-002
|
,

Event Description: Alternate Cooling Tower System Inoperable During Warm Weather

Date of Event: February 9,1994

Plant: Vermont Yankee l

|

|
E.9.1 Summary |

The alternate cooling system (ACS) was found to be incapable of performing its design function under hot weather
conditions.

E.9.2 Event Description

The ACS at Vermont Yankee is designed for removal of shutdown heat loads in the event all four service water (SW)

pumps are unavailable due to (1) a loss of the Vemon Dam, (2) a postulated probabic maximum flood (PMF), and (3) a
major fire in the intake structure. There is no safety design basis for the ACS in the Final Safety Analysis Report (FSAR),
and the system is not designed for redundancy, accident mitigation function, or single failure resistance.

During a scif assessment of the SW and ACS, a deficiency was identified. nc water supply for the ACS is a deep basin
located under one of the two circulating water cooling towers. De FSAR stated that the ACS was designed to supply
85'F cooling water to the three residual heat removal service water pumps. During periods of warm weather operation,
the initial temperature in the deep basin can exceed the 85'F assumed initial temperature limit of the ACS.

Analysis found thd sufficient cooling would exist with a mmimum flow of 8000 gpm, but this would exceed the normal
heat exchanger flow limits in the operating procedures. Further analysis was performed, and the operating procedure
for the ACS was revised. The revised procedure will accommodate a maximum initial deep basin temperature of 105'F j

(peak circulating retum temperature recorded is 102*F) and the increased flows necessary. No plant equipment changes |

were necessary. !

1

1

!E.9.3 Basis for Selection aS An Impractical to Analyze Event

The ACS is a nonsafety-related system designed to provide backup in case of the complete loss of the SW pumps. The
;

!

probabilities of system failures fr im this cause are unknown. As a result, this event is impractical to analyze.

|
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! Appendix E LER N:. 293/94-004

E.10 LER No. 293/94-004

Event Description: Reactor Core Isolation Cooling Found inoperable During Surveillsace

Date of Event: August 3,1994

Plant: Pilgrim

E.10.1 Summary

On August 5,1994, the reactor core isolation cooling (RCIC) turbine speed began to oscillate during postmaintenance
testing due to problems with the turbine's lube oil system.

E.10.2 Event Description

On August 3,1994, the RCIC system isolated on a high steam flow signal during performance of a system quarterly
surveillance test. His isolation was due to binding of the governor valve. Following repair of the valve by properly
aligning the fulcrum dowel pins, the system was operated on August 5,1994. After the turbine had operated for about !
15 min, the turbine speed began to oscillate, mid the turbine was manually tripped. Concurmitly, oil began to spray
from the governor end bearing cover, the oil level on the coupling end bearmg housing dmpped below the sight glass
level, and oil was seen on the turbine skid.

1

IFollowing troubleshooting and discussions with the pump vendor, the cause of the oil level changes was determined to
be air entrained in the system's lubricating oil. He air formed a bubble in the drain line fmm the governor and bearing,
which prevented the oil from properly draining and caused the governor end bearmg oil level to increase. The decreased
oil level in the coupling end bearing was due to that bearmg tw+ '=3 the major source of oil to the sump because the
other source, the governor end bearing, was not properly draining i

1,

A number of corrective actions were taken in an attempt to prevent the entrainment of the air. Dese included sealing J

the oil pump suction tubing joints, verification of proper initial oil level, replacement of the tube oil (new oil had been
used), replacement of the oil pump and oil pump regulator (relief) valve, and installation of vent line on both bearing
oil drain lines. After each change, RCIC was operated, and in each case, the air entrainment occurred after 15-20 min i
of operation. Although a temporary vent line installation did provide conditions for a successful test run, the permanent

'

veut installation resulted in minimal improvement.

Observations during troubleshooting and testing revealed that the oil aeration problem was mimmized at turbine speeds
less than rated. Since the tube oil pump is drivenby the turbine shaft through worm gears, reduced lube oil pressure was
a possible remedy. Based on this and with the concurrence of the turbine manufacturer, the oil relief / pressure control
valve setpoint was adjusted from 12-15 to 8-10 psig. He reduced lube oil pressure proved to be m ful at solving
the problem.

This condition appears to be inherent to the system design. It had gone undetected since initial plant startup (more than
20 years) due to two facts: (1) prior operation, either for testing or actual demand, usually lasted less than 15 min; and
(2) such operation was typically at less than rated speed, which resulted in reduced tube oil pressare.

NRC Information Notice (IN) 94-84, Air Entrapment in Terry Turbine Lubricating Oil System, was issued to address
this problem. It documented this event and a similar one for the turbme-driven auxiliary feedwater system at Sequoyah
1. His IN noted that the turbine vendor had observed similar problems with some of the turbines during factory test
runs or startup testing. A modification used by the manufacturer was to increase the bearing drain line size from I to
1.5 in.

E.10-1 NUREG/CR-4674,Vol 21
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E.10.3 Basis for Selection as An Impractical to Analyze Event

The RCIC turbine's ability to fully function had been impaired since initial criticality. The system had been determined
to be operable most of the time based on its ability to pass surveillance and post-maintenance testing as well as to function
in response to plant trips and losses of ofTsite power. However, the RCIC system had never been nm for the long mission
times assumed in accident sequence models. Since no data exists conceming the expected nm times with the RCIC
turbine in tids condition, this event is considered impractical to analyn.

,
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Appendix E LER Nr. 295/94-011

E.11 LER No. 295/94-011

Event Description: Violation of 10CFR50, Appendix R Analysis Separation Criteria

Date of Event: July 14,1994

Plant: Zion 1

E.11.1 Summary

A deficiency in the Appendix R fire analysis was found that had the potential to disable the 0 emergency diesel generator
(EDG) and the l A and 1B centrifugal charging pumps.

E.11.2 Event Description

The 0 EDG is capable of supplying power to both Units I and 2. Dwmg preparation for work to replace Thenno Lag
associated with the 0 EDO,it was noted that an adjacent cable was not fire-wrapped. This did not confonn to Appendix R

,;;:s. The unwrapped conduit provides power to a Unit 2 bus and is on the 0 EDO side of a Unit 2 bus feeder-:

breaker. Since the cable is unprotected, it has a much greaterlikelihood offailing in a fire. This would render the 0 EDG
inoperable since no protective device exists between the EDO output and the cable. The IB centnfugal panp receives
power from the 0 EDO, and the power cable for the 1 A pump is routed through the same fire zone.

Dutheg the fire scenano of concern for this event, a loss-of-offsite power occurs in conjuncten with the fire. With the
disabling of both trains of the chemical and volume control system due to the loss of the two chargmg pumps, seat
injection to the reactor coolant pumps (RCPs) would be unavailable, and an RCP seal LOCA could occur.

No immediate conective action was necessary since the area had been under continuous fire watch since 1992 due to
the use oflhermo Lag in the area.

E.11.3 Basis for Selection as An Impractical to Analyze Event

During a postulated fire in the fire zone, multiple trains of eqmpment could be lost, which would lead to a seal LOCA.
However, the probability of fire in the fire zone ofinterest, the progression of the fire, and possible mitigating actisities
cannot be easily quantified. Therefore, this event is impractical to analyze.
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Appendix E LER Nr. 382/94-004

|

|

E.12 LER No. 382/94-004 i

Event Description: Both Component Cooling Water lleat Exchangers Potentially Degraded

Date of Event: March 7,1994

Plant: Waterford 3

!

E.12.1 Summary |
l
'

The component cooling water (CCW) heat exchanger A was found to be degraded after performance testing. His
condition was caused by biological fouling.

E.12.2 Event Description

During a refueling outage, performance testing of the A CCW beat exchanger was conducted in response to Generic
Letter 89 13 requirements. The results of the testing revealed that the heat exchanger performance was degraded. The
CCW system is designed to provide cooling water to safety-related components at a maximum temperature of Il5'F
under accident conditions. The extrapolated test results would result in a CCW outlet temperature of 117.2*F. Inspection
with a boroscope of both CCW heat exchangers revealed deposits and microbiological activity on the outside diameter
of the heat exchanger tubes. Both heat exchangers were chemically cleaned.

E.12.3 Basis for Selection as An Impractical to Analyze Event

Potentially, both CCW heat exchangers did not provide the required cooling. However, since the B CCW heat exchanger
was not tested prior to its chemical cleaning, its actual condition due to the biological fouling is indetermmate. As a
result, this event can not be analyzed.

|
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Appendix E LER N:. 454/94-003

E.13 LER No. 454/94-003

Event Description: Auxiliary Feedwater Isolation Valves Potentially Exposed to Harsh Environment

Date of Event: March 14,1994 |

l

Plant: Byron 1 and 2 ;

!

E.13.1 Summary

The removal of the flood seal openings (FS0s) betweenthe main steam tunnel and the auxiliary feedw ater (AFW) tunnel |
could expose AFW isolation valves to a harsh emironment, a condition for which they are not analyzed. '

-

E.13.2 Event Description

The FSO plates provide a barrier for the AFW from the cmironment created in the event of a main steamline break ,

(MSLB) in the main steam safety valve room or steam pipe tunnel. They also ensure a watertight environment in the ]
AFW tunnel in the event of turbine building flooding due to a circulating water pipe break. In part due to the barrier |

'

provided by the FSO plates, the environment in the AFW tunnel is considered mild, and the AFW isolation valves are2

not in the equipment qualification (EQ) program. However, the plates had been removed periodically since 1985 for
maintenance activities during plant operations as allowed by plant administrative procedures. No basis for this removal
of the FSO was documented,

if a MSLB or turbine building flooding occurred with the FSO removed, the potential existed for not being able to isolate

a steam generator using the isolation valves in the AFW tunnel,

i E.13.3 Basis for Selection as An Impractical to Analyze Event
i

Information concerning the potential for valve failure under flooding, high-temperature, or high-humidity conditions, ;
'

and the frequency ofinitiating events that could impact these values is unavailable. This makes quantification of this
event impractical.

!

I.

|
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Appendix F Centai: melt-Rel:ted Even*a

F.1 Containment-Related Events

One reactor plant operational event for 1994 was selected as a containment-related event. Such events involve
unavailability of a containment function, such as containment isolation, containment cooling, contamment spray, or
postaccident hydrogen control Containment-related events are not currently considered precursor events as dermed by
the Accident Sequence Precursor (ASP) Program; however,information conceming historic failures that could result
in reduced containment performancejustifies their inclusion in the report. Containment models have not been developed
as part of the ASP Program. The event identified for 1994 is shown in Table F.1

A summary and event description are provided for this event.

Table F.1. Events identified as containment-related

Docket /LER No. Description Plant Name Page

336/94-040 Design Error Allows Unfiltered Release Path Millstone 2 F.2-1

F.1-3 NUREG/CR-4674,Vol 21
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LER No. 336/94-040
Appendix F

F.2 LER No. 336/94-040

Event Description: Design Error Allows Unfiltered Release Path

Date of Event: December 6,1994

Plant: Millstone Point 2

F.2.1 Summary

On December 6,1994, with the plant defueled, it was determined that a release path existed that allowed a direct
discharge to atmosphere without charcoal filtration.

F.2.2 Event Description

A system engineer reviewing a work package identified that a nonsafety-related system provided an untreated flow path
from the enclosure building (containment) to the atmosphere. A hydrogen analyzer cabinet and sample hood exhaust
fan were found to take suction on the enclosure building and discharge approximately 1000 cfm out the unit's main
exhaust stack. Although the flow path did have IIEPA filters, no charcoal adsorbers were in the flow path. An analysis
concluded that 10C11100.11 limits would be exceeded in the case of a major accident involving the release of

appreciable quantities of the core's fission products.

F.2.3 Analysis Results

This event was not modeled as an accident sequence precursor since it is a containment-related event.

l

l
,

F.2-1 NUREG/CR-4674, Vol. 21

_ _ _ _ _ _ _ _ _ . -_ _ _ --- - _ ______ _-_____- _-__-_____-___-__ ____ __-_ _ _ _ _ _ _



Appendix G

Appendix G:

" Interesting" Events

G.1-1 NUREG/CR-4674, Vol. 21



Apperdix G "Interesti:g" Evrts

G.1 " Interesting" Events

Nine reactor pla'11 operational events for 1994 were selected as " interesting" events. These events are documented in
,

this section. " Interesting" events are not normally precursor events as defined by the Accident Sequence Precursor !

Program; however, they provide insight into unusual failure modes with the potential to compromise continued core
cooling. The events identified for 1994 are shown in Table G. I.

A summary, event description, and any additional event-related information are provided for these events.

Table G.I. Index of" Interesting" events
|

Dock t/LER Description Plant name Page

Testing Error Drains Reactor to Drywell Spray While
Millstone 1 G.2-1245/94-015 Plant Shutdown

Past Unavailability of the Emergency Condenser i
'

269/94-004 Circulating Water and Low-Pressure Service Water Oconee 1 G.3 1
Systems

Reactor Trip, Two Safety Injection Actuations, and gggg j9
Solid Pressurizer Operation

275/94-020 Dual Reactor Trip Due to Grid Disturbances Diablo Canyon 1 & 2 G.5-1

295/94-003 No Containment Pressure Indication on Startup Zion 1 G.6-1

298/94-010 Difficulty Establishing Shutdown Cooling Cooper G.7-1

324/94-008 Plant-Centered Loss-of-Offsite Power Bmaswick 2 G.8-1

366/94-003 Loss of Shutdown Cooling Hatch 2 G.9-1

* *8 * * ' '"E' Y "" * * '
Palo Verde 2 0.10 1529/94-002 Coolant Pump Trip and Reactor Tnp
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Appendix G LER No. 245/94-015

G.2 LER No. 245/94-015

Event Description: Testing Error Drains Reactor to Drywell Spray While Plant is Shut Down

Date of Event: April 10,1994

Plant: Millstone 1

G.2.1 Summary

During testing on day 85 of a plant outage, the shutdown cooling (SDC) system was inadvertently aligned to the drywell
spray system. Approximately 12,000 gal of reactor coolant inventory was sprayed into the drywell before operators
identified and isolated the leakage pathway.

G.2.2 Event Description

On April 10,1994, Millstone Unit I was in day 85 of an extended outage when testing was begun on the low-pressure
coolant injection (LPCI) system logic. With the LPCI pump breakers racked out, LPCI valve 1-LP-10B, train B outboard
containment isolation valve, was opened. He SDC system at Millstone, unlike many boiling water reactor (BWR)
plants, shares some piping with the LPCI system but employs dedicated SDC pumps instead of relying on the LPCI
pumps. SDC discharge is piped into the B train LPCI injection line,just downstream of the 10B valve. When the 10B
valve was opened, the B LPCI train was pressurized by the SDC system. The A LPCI train was pressurized as well
through the normally open cross-connect between the LPCI trains.

Subsequently, LPCI drywell spray valves 1-LP-15A and 1-LP 16A were opened. This directly aligned the SDC system
to the A train LPCI drywell spr y system. About 3 min later, a drywell sump hi-hilevel alarm was received in the
control room. At that time, operators observed that reactor vessel level had declined from about +85 in. on the " flood-up"
(wide-range) level gauge to about 40 to 50 in. and was decreasing rapidly. Approximately 2 min later, operators closed
the LPCI valves and terminated the transfer of reactor coolant to the drywell sprays. At that point, the reactor level was
about +6 in. on the wide-range level gauge or about +20 in. on the narrow-range gauges. It was estimated that
approximately 12,000 gal was lost from the reactor coolant system at 2200 gpm during the 5.5-min event.

Had reactor level dropped an additional 12 in., which would have occurred approximately 30 s later, the low level Group
III isolation would have been initiated. Among other things, the Group III isolation signal provides for isolation of all
SDC motor-operated valves, which would have automatically terminated the event. If the blowdown path had not been
successfully isolated and the level continued dropping, an emergency core cooling system start signal would have been
provided to the inoperable LPCI pumps, as well as to the core spray (CS) system, which was operable but set in
" pull-to-lock." The CS system is capable of providing 3600 gpm from each ofits two pumps. Had reactor level dropped
further, to about 118 in., core uncovery would have occurred. It was estimated that core uncovery would have occmied
approximately 13 min from the start of the event.

G.2.3 Basis for Selection as An " Interesting" Event

Automatic isolation of the drain down should occur when the vessellevel reaches 132 in. above the top of the active
fuel. This would require the closure of one of the three motor operated valves upon receipt of a Group III islation
signal. If the isolation did not occur, makeup via the CS pumps would be possible. The LPCI pumps were unavailable
since their bre.kers were racked out. If neithrr of these actions is successful, the vessel will be drained to the top of the
active fuelin about 10 min. Re drain down will continue until the SDC pumps lose adequate suction head.
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G.2.4 Factors ofInterest

This event involved an intersystem LOCA at shutdown. This event is similar in nature to the Wolf Creek event described
in Appendix D. However, due to the slower transfer rate and the lower decay heat rate in this event, this event is an
"Intemsting" event and not a piw=ovi.

,

i

!

:
I
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G.3 LER No. 269/94-004

Event Description: Past Unavailability of the Emergency Condensor Circulating Water and Low-Pressure
Service Water Systems

Date of Event: July 26,1994

Plant: Oconee 1

G.3.1 Summary

On July 13,1994, during planning for valve maintenance that would take the elevated water storage tank (EWST) out
of senice, the system engineering group was asked to detennine the applicable limiting conditions for operation (LCO).
This determination found that the low-pressure service water (LPSW) system, a postaccident core cooling system,could
be rendered inoperable. This inoperability would occur if the lake level was more than 2 ft below the full pond level
and a loss-of-offsite power (LOOP) event occurred while the EWST was out of service. The emergency condenser
circulating water (ECCW) system would not maintain siphon flow under these conditions. Subsequent investigations
revealed that the LPSW system was also vulnerable on other occasions due to the Unit 1 main feeder 1,us (MFB) being
out of service longer than 72 h.

G.3.2 Event Description

It was determined that scaling water supplied from the EWST to the condenser circulating water (CCW) was necessary
to prevent loss of ECCW siphon flew when take level is less than 798.13 ft (about 2 ft below full pond level) during a
LOOP event.

The CCW system supplies the LPSW system through the CCW crossover header. The ECCW is part of the CCW and
performs two separate functions. One of these is to recirculate CCW to the intake canal following the loss of Lake
Keowee (dam failure). The second function is an unassisted siphon during LOOP. This siphon supplies suction for the
LPSW system and provides cooling water flow though the condenser. The LPSW system pmvides cooling for
components in the turbine building, the auxiliary building (AB), and the reactor building (RB). LPSW also cools
engineering safeguards equipment in the AB and RB and is required by technical specifications for these functions.

An evaluation to support repair work revealed that a lake level of 798.13 ft or greater was sufficient to proside gravity
flow for suction supply to the LPSW. However, if the lake level is less than 798.1311 and the EWST is unavailable
during a LOOP, the ECCW may not maintain siphon flow due to assumed air in leakage through the CCW pump seals,
thus rendering the LPSW pumps inoperable.

The evaluation found that the EWST had been taken out of service during 1985 and 1990 while lake level was less than
798.13 ft. In 1985, between August and November, the EWST was removed from service to be painted, and lake les el
was 811 below full pond level. In 1990, at various times between July and September, the EWST was removed from
service for valve maintenance. During these periods, the ECCW and LPSW had been technically inoperable.

The IIPSW system pmvide a source of fire protection, bearing lubrication, sealing, and cooling water to various
equipment for all three Oconee units. Its pumps are powered from the Unit 1 MTBs. In the event of a LOOP, the HPSW
via the EWST automatically supplies cooling water to the turbine-driven emergency feedwater pump (TDEFW) and its
oil cooler and maintains CCW pump seal water and pump cooling. If one of the Unit 1 MFBs is taken out of service for
maintenance during an outage, then IIPSW would be vulnerable to a single failure, rending the system inoperable. This
potential effect on the CCW and LPSW for all three units had not been recognized, and the appropriate LCO had not
been entered. The LPSW system was determined to have been inoperable in the past.

G.3-1 NUREG/CR-4674,Vol 21
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G.3.3 Basis for Selection as An " Interesting" Event
i

lhis event was not modeled as an accident sequence precursor. The principal difficulty in such an analysis would be i

the need to model the plant's 1985 and 1990 configurations. Also, the actual lengths of time for when the LPSW had
been inoperable due to the potential loss of suction to the system's pumps from the removal of the EWST or one of the
two Unit 1 MFBs are not readily available.

G.3.4 Factors ofInterest

This event involves the potential inoperability of numerous safety-related systems for approximately 6 months.

|

.

|

|
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G.4 LER No. 272/94-007

Event Description: Reactor Trip, Two Safety injection Actuations, and Solid Pressurizer Operation

Date of Event: April 7,1994
.

Plant: Salem 1
.

G.4.1 Summary !
!

Salem I was reducing power in preparation for taking the main turbine off-line because ofcirculating water (CW) system |

problems caused by large quantities of river marsh grass and debris that were clogging the intake structure. Following
an unexpected reactor trip, two safety injections were automatically initiated. nc first, caused by a main steam pressure
pulse, resulted in the pressurizer filling completely with water (solid condition) in a shorter than expected period of

,

time, ne second was caused by a rapid decrease in reactor system pressure when a secondary safety valve opened with

the pressurizer solid. The pressurizer power-operated relief valves (PORVs) actuated over 300 times during the event

| and passed a significant quantity of water. Once safety injection was terminated, the operators reestablished a bubble
in the pressurizer, ne operators were unaware of a yellow path procedure to restore a pressurizer bubble and instead
relied on support from ' rhnical Support Center personnel outside of direct EOP guidance.

1
'

G.4.2 Event Descriptiona
: 1

Salem I was operating at reduced power on April 7,1994, because seasonal river marsh grass and debris were severely
affecting the CW intake structure. A load reduction was in progress to take the main turbine otT-line following the ;

clogging of several traveling screens and numerous CW pump trips. Reactor power was reduced to 7% by inserting j

control rods and by increasing the boron concentration in the reactor coolant system.d

; Initially, during the downpower maneuver, operators reduced turbine power ahead of reactor power, and the resulting
power mismatch caused a sliahtly higher than normal reactor coolant system (RCS) temperature. At 1043 hours, the'

nuclear shift supervisor (NS5j directed the operator controlling reactor power to go to the electrical distribution panel
and begin shifting plant loads to offsite power sources. At the time, the control room crew believed the plant was stable;
however, they failed to recognize that reactor power was still decreasing due to the delayed effect of the boron that had

,

been added. His led to a reversal of the power mismatch and a decreasing RCS temperature

At 1045 hours, the NSS identified the resulting overcooling condition, went to the reactor control panel, and began
withdrawing control rods to ral::e RCS temperature. Den he turned over rod control operation to the original operator.<

This operator continued to withdraw the control rods, and reactor power increased from approximately 7% to 25% of1

full power. Since the reactor had dropped below 10% power, the power range high-neutron flux tow setpoint trip had
automatically reinstated, establishing a 25% power reactor trip setpoint. At 1047 hours, reactor power reached this level;

and the reactor tripped.

Ahnost immediately following the reactor trip, an automatic safety injection (SI) signal actuated. De SI occurred only
on the train A logic and was caused by high steam flow coincident with low RCS temperature. He licensee later,

determined that the high-steam flow signal was the result of a short-duration pressure pulse created in the main steam
lines by the closing of the turbine stop valves when the turbine tripped. Because of the short duration of the pressure
pulse, only SI train A actuated, and a number of components had to be manually placed in their SI positions. This'

included some of the main steam isolation valves (MSIVs) and main feedwater isolation valves, which were closed from
the control room. The main feedwater (MFW) pumps were also manually tripped. Si train A was reset with its automatic
actuation in the " blocked" position. SI train B actuation logic remained armed.

.
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Once the MSIVs were closed, the primary coolant systec continued to heat up because of decay heat and the running
reactor coolant pumps. This caused steam generator (SG) pressure to. increase. Due to a design problem in the valve
controllers for the main steam atmospheric relief valves, these valves did not automatically open to control SG pressure,
nor did the secondary nuclear operator manually open the valves as required to prevent lifting the SG safety relicf valves
(the operator was occupied with the many manual valve repositionings required after the single-train SI actuation).

As a result of the primary hea+up and the water added by the SI, the pressurizer filled to solid or near-solid conditions,
and the PORVs periodically opened to control primary pressure. Shortly before i126 hours, SG pressure increased to
the safety valve lift setpoint in the No.11 SG. De opening of two SG safety valves caused a primary system cooldown
and, due to the solid water state of the primary system, primary system pressure rapidly decreased. At 1126 hours,
primary pressure decreased to the GI setpoint of 1755 psig. Since train B of the SI logic remained armed, a second
automatic SI was actuated by that train of logic. The operators had also identified the decreasing RCS pressure and
manually initiated SI moments after the automatic actuation.

At 1149 hours, the pressurizer relieftank (PRT) rupture disk ruptured to relieve the increasing tank pressure that resulted
from the volume of primary inventory discharged through the PORVs. He PORVs actuated over 300 times to relieve ,

'

water to the PRT (PORV PRI cycled 109 times and PORV PR2 cycled 202 times based on " valve not fully closed"
indication). Following the event both PORVs were inspected. New stainless steel valve internals had been installed in i

1993; these internals had no service life other than testing prior to the event. PORV PR2 exhibited galling of the stem |
where it passed through the bonnet and severe wear and scrapes along part of the plug and cage. PORV PRI did not
exhibit stem wear, although there was some wear to the plug and cage, and there was a possible cut in the valve seat.
Both valves had an axial crack on both sides of the antirotation pin. Damaged parts were to be replaced prior to the
unit's returning to power. There was no indication that any primary safety valve lifted during the event.

The operators were faced with the task of cooling down the plant from normal operating temperature and pressure
without having a steam bubble in the pressurizer to accommodate pressure fluctuations. Once SI was terminated, ,

'
operators controlled primary pressure through a combination of charging and letdown using the chemical and volume
control system. Significant variations in RCS pressure in response to minor temperature changes were prevented by
keeping the reactor coolant pumps (RCPs) running and by recovering a bubble in the pressurizer prior to initiating a
plant cooldown (with the RCPs tripped, a one-degree change in temperature could have resulted in a 100 psi change in
RCS pressure).

At 1316 hours, the licensee voluntarily declared an Alert to ensure the actuation of the Technical Support Center (TSC)
to provide the operators with any technical assistance that might be required as they cooled down the plant. By 1410

|

hours, the T5C had been staffed, and at 1511 hours the operators restored a bubble in the pressurizer. '

Guidance for reestablishing a steam space in the pressurizer for pressure control was available to the operators by use
of the Critical Safety Function Coolant Inventory Status Tree yellow path " Response to High Pressurizer Level."
However, this was not used. He operators were unaware of a yellow path to establish a pressurizer bubble. Instead, the
operators continued through the Emergency Operating Procedure (EOP) for Si termination and, with technical support
from the TSC, reestablished the steam space in the pressurizer outside of direct EOP guidance.

The Salem and Hope Creek service water systems were unaffected by the river debris that clogged the Salem CW intake
structure.

Additional information conceming this event is provided in Augmented Inspection Team (AIT) Report 50-272-94-80
dated June 24,1994 (Ref. 2).

G.4.3 Additional Event-Related Information

ne Salem charging system includes three pumps: two centrifugal charging pumps and one positive displacement pump.
The shutoff head of the centrifugal pumps is 2670 psig, well above the PORV setpoint of 2330 psig.

NUREG/CR-4674, Vol. 21 G.4-2
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The AIT report for the event noted that the Salem Final Safety Analysis Report (FSAR) analyses include an allowance
of 20 min to reset Si following inadvertent actuations. Westinghouse Electric Corporation (the Nuclear Steam Supply
System vendor) analyses assume a shorter,10-min operator response time. A June 30,1993, letter from Westinghouse
to the licensee noted that potentially nonconservative assumptions had been used in the licensing analysis of the
inadvertent Operation of the Emergency Core cooling System (ECCS) at Power accident, and that a water solid condition
could occur in less than the 10-min operator action time assumed by Westinghouse to identify the event and terminate
the source of fluid increasing the RCS inventory. Reference 2 concluded that the Westinghouse-assumed 10-min time
period may need to be reexamined in light of this event. The Salem operators took about 17 min to tenninate safety
injection following the first Si and 12 min to terminate safety injection following the second SI. The pressurizer became
water solid during the event, although the plant operators responded appropriately to the inadvertent Si actuations in
accordance with approved EOPs.

.

G.4.4 Basis for Selection as An " Interesting" Event

The event was not modeled as an accident sequence precursor, primarily due to the difficulty associated with the
development of a PRA model for plant response following a solid pressurizer condition. No existing analyses that address
solid operation were identified, and the complete development of such a model is beyond the scope of the ASP program.

G.4.5 Factors ofInterest

The event involves the occurrence of a solid pressurizer condition in a shorter than expected time period following a
spurious St. Although the Salem operators responded expeditiously to the Si in accordance with the EOPs, they could
not prevent the pressurizer going solid.

The PORVs were repeatedly challenged once the pressurizer was solid, which increased the likelihood of their sticking
open and resulting in a transient-induced LOCA (galling and unexpected wear were observed during the valve inspection 1

'

following the event).

If the reactor coolant pumps had been secured by the operators, large fluctuations in RCS pressure could have occurred
following minor temperature changes. This could have resulted in the formation of voids in unusual pans of the system,
including the SG U-tubes, with a resulting loss of natural circulation.

The operators were faced with the difficult task of controlling the plant once the pressurizer was solid. They were
unaware that a Critical Safety Function Coolant Inventory Status Tree yellow path," Response to High Pressurizer
Level," existed for Salem and did not use it to establish a pressurizer bubble. Instead, the operators continued through

I

the EOP for Si termination and reestablished the pressurizer bubble outside of direct EOP guidance.

G.4.6 References

1. LER 272/94-007, Revision 1, " Reactor Trip from 25% Power /Two Safety Injections, Manually Initiated
Mainstream Isolation, and Discretionary Declaration of Alert," May 10,1994.

2. NRC Augmented Inspection Team (AIT) Report No. 50-272/94-80 and 50-311/94-80, June 24,1994.
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G.5 LER No. 275/94-020
;

Event Description: Dual Reactor Trip Due to Grid Disturbances

Date of Event: December 14,1994

Plant: Diablo Canyon 1 & 2

G.5.1 Summary

On December 14,1994, both Diablo Canyon units tripped due to a grid disturbance.

G.5.2 Event Description

At 1226 hours on December 14,1994, both Diablo Canyon reactors tripped due to an undervoltage condition on the i

buses supplymg the reactor coolant pumps (RCP). This undervoltage condition was due to a grid disturbance that started I

in Idaho and affected most western states and Canadian provinces. The reactor trip is anticipatory and designed to I

minimize the effects of the expected trip of the unit's RCPs. In this event, the voltage on the buses supplying power to
the RCPs did not decrease enough to actually cause the RCPs to trip, and they continued to operate throughout the
transient. Except for minor equipment anomalies, this was an uncomplicated trip. j

l

G.5.3 Basis for Selection as An " Interesting" Event

This event is bounded by the normal trip since no significant equipment failures occurred.

!

G.5.4 Factors ofInterest

The cause of the trip (large-scale grid disturbance) was unusual; however, the trip response was nominal.
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G.6 LER No. 295/94-003

Event Description: No Containment Pressure Indication on Startup

Date of Event: March 23,1994

Plant: Zion 1

G.6.1 Summary

On March 23,1994, during the reactor startup following a 6-month refueling outage, containment pressure indications
did not change during a containment vent. Investigation revealed that the sensing lines on all of the safety-related
containment pressure transmitters were capped inside containment.

G.6.2 Event Description

During the reactor startup, the lack of containment pressure changes during containment venting resulted inverification
of the valve lineups and draining of the vent lines. After these actions had no effect, further investigation discovered
pipe caps on the instrument sensing lines on the inside of the containment penetrations. The pipe caps were found to
have been installed four days before on March 19,1994, while the plant was in cold shutdown, but the condition was
discovered when the plant was in the startup mode. The pipe caps caused the containment pressure engineered safety
features actuation logic, narrow and wide-range indicators, and recorder to be inoperable during this period. The cause
oithe event was the lack oflabeling on containment penetrations inside the containment. Additionally, the work to cap

open containment penetration lines was deficient in planning and execution.

Although the ECC S high-containment pressure functions were not available, the temaining actuation systems and ECCS
systems were available, and the core decay heat was minimal.

G.6.3 Basis for Selection as An " Interesting" Event

This event was not modeled as an accident sequence precursor due to the short time period during which the plant
response to accidents would have been impacted and the availability of alternate actuation signals for safety injection.

G.6.4 Factors ofInterest

This event is an example of a common-mode failure that resulted in the disabling of all the instrumentation for a
safety-related process variabic.
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G.7 LER No. 298/94-010

Event Description: Difficulty Establishing Shutdown Cooling

Date of Event: May 26,1994

Plant: Cooper Station

G.7.1 Summary

On May 26,1994, while attempting to place the residual heat removal (RHR) system in the shutdown cooling (SDC)
mode, the SDC isolation valves automatically closed three times on high-pressure signals. The cause was found to be
leakage though the B RHR pump mmimum flow valve to the suppression pool (toms).

G.7.2 Event Description

Prior to the first isolation occurrmg, heatup and flushing of the B RHR loop piping was in progress in preparation for
placing the B loop in the SDC mode of operation. When the RIIR SDC suction valves were opened, an isolation occurred
with indications of a pressure perturbation, and reactor pressure vessellevel dropped approximately 4.5 in. A walkdown
of the accessible RHR piping revealed no damage to the RHR system. The cause of the pressure perturbation was
asmuned to be a steam void from the heated water (~250*F), which had been static for more than 2 h. This led the plant

personnel to be aware of the potential for a second isolation and the assumed need to reset the isolation and reopen the
valves as soon as possible if a second isolation did occur.

When the isolation logic was reset and the RHR SDC suction valves reopened, a second isolation did occur. Another
pressure perturbation occurred, and the RPV level decreased 13.5 in. Nine minutes later, after resetting the isolation
logic and reopemng the valves, the same thing happened again with RPV level decreasing 16.5 in. The cogninnt system
engineer subsequently noted audible leakage through the B RHR pump mmimum flow valve to the suppression pool.
In an unrelated investigation,it had been noted that suppression poollevel had been slowly increasing since amund the
time the flushing and bestup for the SDC mode had begun. The B RHR pump munmum flow valve was manually closed
and declared inoperable. RHR SDC mode was subsequently placed in senice.

The failure of the minimum flow valve to fully close was due to foreign material on one of the valve's torque switch
contacts. Although the RHR suffered no damage from the water hammer induced by the steam voids created when the
RHR lines refilled, the potential existed due to the failure of engineering and operations personnel to develop actions
to eliminate the steam void and ensure that the piping was properly filled and pressurized.

G.7.3 Basis for Selection as An " Interesting" Event

This event was not modeled as an accident sequence precursor since limited equipment failures occurred and SDC was

subsequently initiated.

G.7.4 Factors ofInterest

This event is ofinterest due to the multiple, repeated, unnecessary challenges to plant systems while shut down with

high-decay loads.
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G.8 LER No. 324/94-008

Event Description: Plant-Centered Loss-of-Offsite Power

*

Date of Event: May 21,1994

Plant: Brunswick, Unit 2

G.8.1 Summary

On May 21,1994, with Brunswick Unit 2 in a refueling outage, the system dispatcher notified the Brunswick control
room that maintenance had been completed on the Whiteville 230-kV line. Prior to returning the line to service, testing
had to be conducted on the circuit breakers. Testing of the Whiteville breakers would involve opening three breaken
in the Brunswick switchyard. At 1509 hours, the dispatcher opened the wrong breakers. This caused a loss-of-offsite
power (LOOP) to Bmnswick Unit 2, while Unit I remained powered from offsite sources. All four emergency diesel
generators (EDGs) started, and loads automatically sequenced onto the buses for EDGs 3 and 4. With the exception of
the reactor building ventilation system, all other engineered safety features responded as required. Offsite power was
restored 2 min later at 1511 hours. By 1618 hours, the plant buses were realigned back to their normal supplies and the
EDGs were shut down. )
If this switchyard testing had been performed at power, the same results would have been obtained; Unit 2 would !

experience a LOOP. A similar event (LER 324/89-009) occurred at Brunswick Unit 2 in 1989 with the plant at 76%
power. On June 17,1989, troubleshooting activities related to a startup auxiliary transformer (SAT) ground caused the ;

SAT to trip. Due to the loss of power to the recirculation pumps, the plant was manually tripped. This resulted in a i

LOOP event at Brunswick Unit 2. Corrective actions for the 1989 event did not indicate that maintenance and
troubleshooting ofthe SAT would be restricted to when the Brunswick units were shut down. nerefore, it was concluded
that this event could also occur at power.

G.8.2 Event Description

Brunswick Unit 2 was in a refueling outage on May 21,1994. The system dispatcher notified the Brunswick control
room that maintenance had been completed on the Whiteville 230-kV line. He also informed them that testing would
be required on the circuit breakers prior to restoring them to service. He Unit 2 SAT was being supplied from switchyard
bus 28. Testing of the Whiteville breakers would involve opening one breaker on switchyard bus 2B (breaker 28B) and
two breakers on switchyard bus 2A (breakers 27A and 30A). At 1509 hours, the dispatcher opened breaker 28B as
required. Then, instead of opening breakers 27A and 30A, he opened breakers 27B and 30B. His resulted in a LOOP
to Unit 2. All four Brunswick EDGs started, and loads automatically sequenced onto the buses for EDGs 3 and 4. He
reactor protection system motor generators A and B tripped. The spent fuel pool cooling pumps and supplemental spent
fuel pool cooling pumps tripped. The 2A nuclear service water pump automatically started. The reactor building
ventilation system isolated, and the standby gas treatment (SBGT) system automatically started. The reactor building
ventilation system inboard dampers did not automatically isolate due to a relay failure in the SBGT control relay logic.

Brunswick notified the dispatcher that there had been an automatic start of the EDGs. De dispatcher realized that he
had opened the B circuit breakers instead of the A circuit breakers. At 151I hours, the B circuit breakers were closed,
and power was restored to the SAT. By 1618 hours, the plant buses were realigned back to their normal supplies, and
the EDGs were shut down. By 1828 hours, switching operations were completed, and the 230-kV buses were in their
normal configuration.
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G.8.3 Additional Event-Related Inforniation

There are 4 EDGs at Brunswick. EDGs I and 2 normally provide emergency power for Unit 1, and EDGs 3 and 4
normally provide emergency power for Unit 2. However, the emergency buses from each unit can be cross-tied. Thus, )
emergency power for Unit 2 could be supplied from the Unit 1 buses via otTsite power sources or EDGs I and 2. j

Each of the four emergency buses is designed to power one residual heat removal (RHR) pump for each unit, and the
five senice water pumps are powered such that at least one is available from the opposite unit's emergency buses. Thus,
the unit that loses offsite power has RHR capability that is powered from a separate switchyard and is not dependent
on the postulated loss of the unit's emergerg buses.

During power operations the SAT feeds the reactor recirculating pumps, and the unit auxiliary transformer (UAT) feeds
all other plant loads. The UAT is supplied by the main generator. Therefore, any loss of power to the SAT would cause
the recirculation pumps to trip. This, in tum, would require the operators to mr.nually trip the reactor. Once the reactor
is tripped, the main generator would trip and the UAT would be lost. This would result in a plant LOOP.

G.8.4 Basis for Selection as An " Interesting" Event

A similar event (LER 324/89-009) occurred at Bnmswick Unit 2 in 1989. On June 17, 1989, with the plant at
76% power, troubleshooting activities related to an SAT ground caused the SAT to tnp. Due to the loss of power to the
recirculation pumps, the plant was manually tripped. This resulted in a LOOP event at Brunswick Unit 2. Corrective
actions for the 1989 cvent did not indicate that maintenance and troubleshooting of the SAT would be restricted to when
the Bnmswick Units were shut.down. The ASP analysis of LER 324/89-009 is documented in Precursors to Potential
Severe Core Darnage Accidents: 1989 A Status Report, NUREGICR-4674, Vol. I2.

Any loss of power to the plant from the SAT would cause the recirculation pumps to trip. This, in turn, would require
the operators to trip the reactor. Once the reactor is tripped, the main generator would trip, and the UAT would be lost.
This would result in a plant LOOP.

,
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G.9 LER No. 366/94-003
|
4

4

y . Event Description: Loss of Shutdown Cooling

Date ofEvent: March 17,1994j

! Plant: Hatch 2

G.9.1 Summary

On March 17,1994,34 h aAer the start of a refueling outage, the operstmg loop of shutdown cooling (SDC) for Hatch
Unit 2 was isolated by a control circuit fault. Approximately I h and 20 min elapsed before the standby loop was placed
in service. De reactor coolant temperature rose from 168'F at the start of the event to saturation temperature when=

localized boiling occurred. Reactor pressure peaked at 9 psig despite an open half-inch vent line. A similar event occurred
Iat Peach Bottom Unit 2 and is briefly described in the event description .-

;

;

j G.9.2 Event Description
1

j Hatch 2 was in cold shutdown with decay heat removal provided by SDC loop B on March 17,1994, at 1131 hours,
34 h aAer shutdown for a refueling outage. An' engineer was tracing the route of a wiring bundle and inadvertently1

caused an exposed bare wire strand to contact the metal wire raceway. ne subsequent circuit ground caused the spurious;

; activation ofcertam primary containment isolation system (PCIS) functions. nis included the closure of the SDC loop B ,

ldischarge valve, which terminated SDC.,

.

Reactor coolant systen (RCS) temperature was approximately 168'F when SDC was lost. Due to a failure of a process
computer low-flow alam4, it took 9 min (1140 hours) for the operators to recognize that SDC loop B was not providing i

any flow through the core. When operators attempted to reopen the SDC loop B discharge valve, it opened and ;

j immediately closed due to the locked-in, spurious PCIS signal. Operators then shut down the operatag residual heat
; removal (RHR) pump and began trying to diagnose the problem with the assistance of the engineer who intmduced the ,
'

fauh.

ne operators entered the " Loss of Shutdown Cooling" procedure and raised reactor water level from 37 to $7 in. to . ;

promote natural circulation. Temperature was monitored at the inlet to the reactor water cleanup (RWCU) system. It
'

'

remained steady over the first 30 min of the event. His was probably due to the effect of adding cold makeup water to
.

raise the reactor water level and the effect of monitoring temperature within the RWCU system, which takes a suction ,

!
i' ' from the bottom of the reactor vessel. If temperature approaches 212*F, the procedure directs that an alternate cooling
!

{ path be established. Pressure was also used as an indication of the rising core temperature. However, the pressure
indication used was a 0- to 1200-psig gauge marked in 20-psig increments. His was inadequate to observe a small

,
pressure increase. RHR loop A was available for SDC, but this was not pursued while the teinperature apparently
remained stable. Instead, efforts were concentrated on discovering the reason for the spurious PCIS signal.4'

;

nirty minutes aAer the initiation of the PCIS signal (1202 hours), temperature at the inlet to the RWCU system began'

to rise. nis pmmpted operators to begin to line-up RHR loop A for SDC. Some delay was encountered while a temporary
procedure change was processed to allow the operators to waive the normal system flush before placing loop A in
service. RWCU inlet temperature rcee to 185'F, and reactor pressure rose to 9 psig before SDC loop A was placed in

,

; service, 80 min aAer the spurious PCIS signal interrupted flow from SDC loop B. RWCU inlet temperature ultimately
rose to 195'F before it began to decrease. 'Ib.#.at the event, a half-inch reactor vessel vent line was open. However,
this did not provide enough cross-sectional area to prevent the reactor vessel from pressurizing. Analysis by the nuclear"

steam supply system vendor indicated that the bulk temperature remained less than 212*F; however, localized boilingi

i did occur.

.
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By 1325 hours, a blown fuse in the PCIS initiation circuitry had been found and replaced. Subsequently, the PCIS signal
was reset, and the SDC loop B discharge valve was cycled to ensure its operability, herefore, SDC loop B was restored
to standby status at 1325 hours,1.75 h afw the discovery that no SDC flow existed (1140 hours).

A similar event occurred at Peach Bottom 2, near the end of a refueling outage. The B reactor recirculation pump (RRP)
was secured to limit the heat input. This placed the plant in a natural circulation mode with the reactor head vent open.
Operators planned to test run the A RRP while flushing SDC loop B. However, the operators were unsuccessful in
starting the A RRP. Reactor head Gange temperature and RWCU inlet temperature were to be monitored every 15 min.
The operator observed the RWCU inlet temperature decrease steadily and failed to recognize the increasing reactor head
flange temperature until reactor pressure increased I psig. Flange temperature had reached 230'F, and bulk temperature
was 205'F wbw W loop B was restarted 4 h after initially securing the B RRP.

iG.9.3 Factors ofInterest

Both these events are interesting due to the time required before beginning to restore SDC. In the Hatch event, high
decay heat loads existed just 34 h after shutdown; however, operators waited to see an indication of increasing
temperatures before commencing efTorts to restore a SDC loop. This time delay was further increased while processing
a procedure change. In the Peach Bottom event, operators watched the incorrect temperature indication for several hours
and chose not to question continually decreasing temperatures even though they were knowledgeable of decay heat
generation in the core.

Both events are also interesting due to the inadequate instrumentation monitored during the events. In both events,
RWCU system temperatures were monitored when other indications were available, in the Hatch event, a pressure
instrument calibrated in 20-psig increments was monitored when a much smaller pressure change was expected. Pressure
indication at a much finer resolution was available via the plant computer,

t

)

|
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G.10 LER No. 529/94-002

!

Event Description: Refueling Water Storage Tank Flood Caused Reactor Coolant Pump Trip and Reactor !

Trip
|

Date of Event: May 28,1994

Plant: Palo Verde 2

1
1

G.10.1 Summary

On May 28,1994, water from the refueling water storage tank (RWST) had gravity-drained through a containment spray
'

(CS) isolation valve after maintenance was performed on the wrong logic train. ne water sprayed into containment via
the auxiliary CS nozzles. This resulted in a reactor coolant pump (RCP) trip when water from the CS system entered
an RCP termination box and caused a short circuit. His caused the reactor to trip.

G.10.2 Event Description

Maintenance troubleshooting and replacement of a relay in the A train engineered safety features actuation system
(ESFAS) was authorized. The relay of interest controlled the CS isolation valve. He A train relay cabinet was
deenergized in preparation for work by the maintenance technicians, but the technicians incorrectly worked on the
B train relay cabinet. When the incorrect relay was removed, the B train CS isolation valve opened as designed, without
actuating any control room alarms. The opening of this valve created a flow path that allowed borated water to
gravity-drain from the RWST into containment through the auxiliary CS nozzles.

Some of the borated water entered an RCP penetration termination box that contained the 1B RCP 13.8-kV power leads.
He water caused a short circuit, which tripped the IB RCP. The RCP trip caused a reactor trip on low departure from
nucleate boiling ratio (DNBR), which is the expected plant response. The plant response to the reactor trip was nominal.

Approximately 7000 gal of borated water drained from the RWST over a 2-h period. His represents about a 1% level
change in the RWST level, which is not noticeable on the RWST level instmmentation. High containment sump levels
and increasing containment humidity caused by the leakage were being investigated by the plant staff. After verifying
that the source of water was not from the primary coolant system, a containment entry to identify the source of the
leakage was in progress when the reactor trip occurred, ne CS isolation valve was closed after the flow path thmugh
the CS nozzles was visually identified.

Components within the area affected by the borated water from the auxiliary CS nozzles were inspected and repaired
as necessary.

G.10.3 Basis for Selection as An " Interesting" Event

nis event was not modeled as an accident sequence precursor since the response to the reactor trip was uncomplicated.

G.10.4 Factors ofInterest

The initiation of the reactor trip due to activation of the CS system caused by maintenance activities is unasual.

G.10-1 NUREG/CR-4674, Vol. 21
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Resolution of Comments on the i

Preliminary 1994 ASP Analyses
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H.1 Introduction

His appen Jix contains the comments received from the applicable licensees and the Nuclear Regulatory Commission
(NRC) sta' f for each of the potential precursors. He comments for each potential precursor are listed and discussed in4

docket nr mber order, where the docket number refers to the plant that reported the problem. Comments are further
separate 4 into licensee and NRC comments. Only comments considered pertinent to the accident sequence precursor
analysis are addressed. Due to the length of the comments received, they are paraphrased in this appendix. Comments
simply pointing out grammatical or spelling errors were addressed in the revision of the analyses but are not listed or
ad%ssed in this appendix. De reanalysis of the potential precursors resulted in the elimination of some events from
Ge final set of precursors contained in Appendices C and D of this report. These events are noted in Table H.l.

.

Table H.l. List of comments on preliminary ASP analyses

Event No. Plant Event description Page

LERs 213/94-004' Power-Operated Relief Valves and Vital 480-V a
-005,-007,-013; Haddam Neck H 2-1"

Bus Degraded
IR 213/94-03

Motor Control Center Trips Due to improper
LER 237/94-018 Dresden 2 H.3-1

Breaker Settings

L ng enn Unavailability of High Pressur
1 LER 237/94-021 Dresden 2 HM

Coolant injection
,

Testing Error Drains Reactor to Drywell Spray
H.5-1LER 245/94-015' Millstone 1 While Plant is Shut Down

LER 250/94-005 Turkey Point 3 and 4 Load Sequencers Periodically Inoperable H.6-1

LER 266/94-002 Point Beach 1 Both DieselGenerators Inoperable H.7 1

Reactor Trip, Two Safety injection Actuations, and
H.8-1LER 272/94-007* Salem 1 Solid Pressurizer Operation

Unavailability of Turbine-Driven Auxiliary H 94LER 304/94-002 Zion 2 Feedwater Pump and Emergency Diesel Generator

Trip, Loss of 13.8-kV Bus, and Short Term
H.10-1LER 318/94-001 Calvert Cliffs 2 Saltwater Cooling System Unavailability

LER 324/94-008* Brunswick 2 Plant-Centered Loss of Offsite Power H.11 1

LER 366/94-003* Hatch 2 Loss of Shutdown Cooling H.12-1

Scram, Main Turbine-Generator Fails to Trip,

LER 458/94-023 River Bend Reactor Core Cooling isolation Cooling, and H.13 1
Control Rod Drive System Unavailable

Reactor Coolant System Blows Down to Refueling
H.14-1IR 482/94-18 WolfCreek Water Storage Tank Dur, g Hot Shutdownm

Emergency Diesel Generator 11 and

LER 498/94-012* South Texas 1 Turbine-Driven Auxiliary Feedwater Pump 14 H.15-1
Simultaneously inoperable

Emergency Diesel Generator 22 Long-Term HMirs 499/94-13, -16* South Texas 2 Unavailability

9ms event climmated from set of final precursors.

H.1-3 NUREG/CR-4674, Vol. 21
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H.2 LER Nos. 213/94-004,-005,-007,-013, Inspection Report 213/94-03

Event Description: Power-Operated Relief Valves and Vital 480-V ac Bus Degraded

Date of Event: February 16 and 19,1994

Plant: Haddam Neck

H.2.1 Licensee Comments

Reference: Letter from J. F. Opeka, Northeast Utilities Service Co., to U.S. NRC, dated July 19,1995,
NUSC letter B15299

Comment 1: ne ASP models fail to properly credit the use of the "A" charging pump for mitigating the effect of
reactor coolant pump (RCP) seal induced loss-of-coolant accident (LOCA), given motor control

center 5 (MCC-5) failure.

Response 1: Use of the charging system is credited in the ASP analysis. In the event of a loss-of-offsite power
(LOOP) and loss of MCC-5, the charging pumps will trip. Because MCC-5 powers the instrument
air system, instrument air will not be available to control charging and seal injection flows unless
MCC-5 is recovered. Current Haddam Neck procedures direct operators to simultaneously attempt
recovery of MCC-5 and to reestablish charging flow.

In the event labeled "MCC-5 Recovered Before Seal LOCA," the ASP model considers the likelihood
that MCC-5 will be recovered at that charging will be independently restored prior to occurrence of
seal LOCA. This is discussed in Section C.2.4.3 of the analysis. A single operator nonrecovery
probability is believed to be appropriate for the combined activities because they are competing
actions undertaken at approximately the same time and success of either is assumed to prevent seal
failure.

Given that a seal LOCA occurs, a source of high-pressure injection (HPI) is assumed to be required
to prevent core damage. The failure probabilities used for the HPI fimetion in seal LOCA sequences
for this event reflect dominant operator nonrecovery probability values, while equipment failure
contributions are neglected. The ASP HPI and high-pressure recirculation (HPR) system models do
consider the charging pumps as redundant sources of HPl.

The wording of the modeling assumptions section has been revised to clarify this point.

Comment 2: The last sentence of the fourth paragraph of Event Description section (of the preliminary analysis),
which indicates that "He PORV air-operator diaphagms are believed to have been damaged during
the 1993 refueling outage." should be revised. He damage to the valves consisted of improperly
installed diaphragms. His caused no physically or functionally observable degradation at first. De
degradation took place over a period of time. It is impossible to determine exactly when that
degradation progressed to this point of inoperability, but it is reasonable to assume that it occurred
well after the stan of the cycle. In addition, the problem affecting the power-operated relief valves
(PORVs) had a significant impact only on their ability to operate long term as for feed and bleed. For
a short-term operation, such as relieving an overpressure condition, they would have functioned
properly.

Response 2: The sentence has been revised to say,"As a result of their incorrect installation, the PORV air-operator

diaphragms were damaged and subject to leakage at an unknown time after they were replaced during
the 1993 refueling outage." However, the analysis still assumes that the valves were failed for

H.2 1 NUREG/CR-4674, Vol. 21
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i

feed-and-bleed from the end of the refueling outage until the problem was discovered. The installation j
errors caused the eventual degradation of the valves until the point where they were no longer i
functional for feed-and-bleed. De point at which the valves were no longer operable cannot be
detennined. it was conservatively assumed that the valves were inoperable since the end of the
refueling outage,

ne air-operator diaphragm damage and attendant air leakage were assumed not to affect PORV
availability for overpressure relief. j

i

|

Commsent 3: ne second sentence of the sixth paragraph of the Event Description section (of the preliminary
,

analysis) reads as follows: " containment spray, reactor coolant (RC) system loop isolation, at least i

one PORV block valve " It is recommended that the words "at least" be deleted since only one PORV j

block valve was at that time powered by MCC-5 and the words "at least" imply more. j
Response 3: ne words "at least" were deleted.

|

Comssent 4: In the first paragraph of the Modeling Assumptions section (of the preliminary analysis), second ime, j
CYAPCO suggests deleting the word "must." he ability to cycle the valves four times is an arbitrary j
design requirement.

|
Response 4: The word "must" was deleted. !

Comment 5: It appears from the loss-of-offsite power event tree and the data tables that the SRVs were assumed f
to open with probability 1.0 given a LOOP and the PORVs unavailable. This is quite conservative. [
lt then appears that a conditional probability of sticking open (given a challenge) of 3 x 10-2 ,, y,3y, ;p
is used. Supplemental information provided by the licensee notes that based on best-estimate transient
analyses, the pressurizer PORV set point would not be challenged on a LOOP event with auxiliary ,

feedwater available. nerefore, the conditional probability ofever challenging the PORV/SRV given
a LOOP is not 1.0 but some small fraction thereof. His factor does not appear in the ASP modeling.

.

|
If so, LOOP sequence 8, case 2-2, accounting for some 19% of the CDP (in the preliminary analysis), |

would decrease somewhat. If 3 x 10-2 represents the combined probability of SRV challenge and .

sticking open, then the modeling is correct. But PPR-SRV-00-PRV1 in Table 12 should be clarified.

Response 5: The ASP models cuTently assume the probability of PORY lift given LOOP is 1.0 for this plant class. 4

This value is acknowledged to be conservative and will be revised on a plant-class basis in a later
model revision. While some PRAs have assumed a lift rate of 1.0, others have used values in the range !

of 0.1. The potential impact of the use of a reduced PORV challenge rate following LOOP was
explored during the resolution of these comments and was determined to have a minor impact on
analysis results; (it does not affect the dominant sequences) therefore, the value used in the preliminary
analysis was retained. Note that while the PORV lift rate may be conservative, the combined lift and |

failure to rescat probability, which is the probability of a transient-induced LOCA, is realistic based
'

on the next-to-the-last sentence in the summarized licensee comments.

!Event PPR-SRV-00-PRI does represent the probability that the PORV/SRV fails to rescat, given that
it was challenged.

Comment 6: As noted under general comments above, the ASP model does not credit the use of the "A" charging
,

, . pump (powered by "B" electrical division equipment) to mitigate the consequences of a small LOCA,
I including an RCP seal induced LOCA. Best estimate LOCA analyses confirm the adequacy of one

2charging pump to mitigate small breaks of up to about 0.02 ft . The LOCA analysis supports the
conclusion that one centrifugal charging pump can mitigate a RCP seal failure-induced LOCA.

NUREG/CR-4674, Vol. 21 H.2-2
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I

Given failure of MCC-5 and induced RCP seal LOCA, it is possible to restart the charging pump and
mitigate the consequences of the seal-LOCA after confirming adequate electrical power.

Response 6: As described above, the ASP model for the event does credit recovery of charging and seal injection
,

as a means of preventing seal LOCA. Given that a seal LOCA occura, recovery of a source of HPI is j

assumed to be required to prevent core damage. He failure probabilities used for the HPI function
'

in seal LOCA sequences for this event reflect dominant operator nonrecovery probability values, and
equipment failure contributions are neglected. The ASP HPl and HPR system models do consider the i

'

charging pumps as a redundant source of HPI.

Comment 7: Missing from Table 3 are transients and high-energy line breaks (feedline and steamline) where
significant credit is taken for feed and bleed. The impact can only be quantified using a detailed model

dsuch as the IPE. Hence, the 1.4 x 10 value in the preliminary ASP is reasonably coTect, although
about one-half the sequences are not accurate. These models should be corrected if for no other reason
than future use of the IRRAS may result in incorrect analysis.

Response 7: The ASP models consider complicated trips and LOFWs, LOOPS, small LOCAs, and SGTRs.
Plant-specific initiating events such as high-energy line breaks, in which the location of potentially
impacted components can play an important role, cannot be considered unless detailed special
interaction information is provided by the licensee in the LER. Such analyses are usually beyond the
scope of th: analysis effort.

Comment 8: Finally, the value of 0.2 for MFW-SYS-TRIP, main feedwater (MFW) system trips, is a reasonable
number if it is used as a modifier of the transient initiating frequency. The MFW recovery value of
0.34 would not, in general, be appropriate for a plant design such as the Haddam Neck plant where
the MFW pumps are motor-driven, and very reliable, are not tripped on safety injection or high
containment pressure, and are easily restarted. All transients are lumped together as a single initiator,
this modeling approximation is adequate.

Response 8: The value 0.2 for MFW-SYS-TRIP reflects the probability that the feedwater system is unavailable,

given that an initiator has occurred.

The ASP models assume average probabilities for MFW recovery, given that feedwater is postulated
to be lost. Values that reflect event specifics are utilized in cases where an actual LOFW is observed.

H.2.2 NRC Comments

None.
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;

H.3 LER No. 237/94-018
f

Event Description: Motor Control Center Trips Due to Improner Breaker Settings

Date of Event: June 8,1994

Plant: Dresden 2

H.3.1 Licensee Comments

Reference: Memo from P. D. O'Reilly, U.S. NRC, to file, September 8,1995.

Consserat1: De Additional Event-Related Information section is limited to a' discussion of ac and de power
sources and does not discuss the isolation condenser (IC) or its operation during a loss-of-offaite power

(LOOP). Infonnation concerning the IC was provided by the licensee.

Response 1: The Additional Event-Related Information section was revised to describe the IC and its makeup
,

water source.

Conauerst 2 ne modeling of the LOOP sequences in the preliminary analysis is overly conservative because the
analysis does not credit the IC system for extended station blackout (SBO) events (events in which
offsite power is not recovered prior to battery depletion). Although the response tree given in the
preliminary analysis appears to include an IC node,it follows the HPCI node, ne tree appears to be
incorrectly based on an implicit assumption that the IC would be used only if offsite power were ' !

recovered but HPCI failed.

Enhancements to procedure DGA 13," Loss of 125 VDC Battery Chargets with Simultaneous Loss
of Auxiliary Electric Power," effective August 17,1993, detail operator actions to prevent isolation
of the IC due to battery depletion. After that date the Dresden IPE credits operator action to maintain
the IC available following battery depletion, which significantly reduces the importance of extended
SBO sequences. Herefore, the model used in the preliminary ASP analysis should not be applied to
conditions after August 17,1993.

Response 2: It is acknowledged that the current ASP model incorrectly addresses the potential use of the IC for
long-term core cooling following HPCI success. His does not impact the analysis of this event and
will be corrected the next time the models are revised. De current model also does not address the
potential for a recirculation pump seal LOCA following a station blackout. His will be addressed
during further modeldevelopment.'

All ASP models assume core damage will occur if offsite power is not recovered by the time the
batteries deplete. At that time all instrumentation would be lost, as would control power for breaker,
turbine-driven pump, and de valve operation. Components and instrumentation would change state
and cease functioning when component-specific voltages are reached during the gradual loss of de
power (these voltages are usually more conservative than manufacturers' specifications and are often
temperature danandant); the plant state would be unpredictable. Potential recovery after this time,
although possible, is extremely difficult to address and is beyond the scope of the analysis.

Comessent3: ne condition involving the trip setting for the MCC 28-3 breaker began in March 1993, as discussed
in the LER. Since changes to procedure DG A 13 became effective August 17,1993 (see comment 2),
a more realistic duration for the event would be approximately 5.5 months.

H.3-1 NUREG/CR-4674, Vol 21
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Response 3: See the response to comment 2. Since the ASP models assume core damage occurs once the batteries ,

deplete, the duration utilized in the preliminary analysis is considered appropriate. |

I
Comessent 4: De preliminary ASP analysis estimated a probability of 0.21 of failing to recover offsite power prior {

to battery depletion after 4 h. His estimate appears to be based on data in NUREG-1032 and an .

assumption that the station has a single switchyard. ne estimate in the preliminary analysis is overly !
conservative, however, because Dresden has two switchyards. De Dresden IPE also uses a 6-h j
mission time instead of the 4-h battery depletion time used in the preliminary ASP analysis. De {
probability of failing to recover offsite power at 6 h is estimated to be 0.0205 in the Dresden IPE
(information concerning the approach used to estimate the nonrecovery probability was provided by

the licensee). ;

Response 4: ne likelihood of failing to recover offsite power in the ASP models is estimated using data from !

NUREG-1032. De plant-centered, grid, and severe-weather groups and their recove;y groups are the
same as those used in the Dresden IPE. De ASP model assumes an extreme severe-weather group
SS3, however, which is considered reasonable for Dresden's location. De ASP analyses distinguish ;

the different types of LOOPS (plant-centered, grid-related, etc.) and estimate LOOP frequencies and
nonrecovery probabilities for each type in terms of Weibull distributions developed from data in - !

Appendix A of NUREG-1032 for each type of LOOP instead of from cluster data. This allows i
different types of LOOPS observed in the operating experience to be specifically addressed. ne ASP
LOOP models estimate a LOOP nonrecovery probability at 4 h for an " average" LOOP at Dresden
(which considers all four LOOP types by weighting the four Weibull nonrecovery distributions based

'
on the frequency of each type of LOOP) to be 0.0238, very clo::e to and slightly smaller than the
O.02% estimated at 4 h by the licensee based on cluster data. As described in the response to ,

comment 2, the ASP models assume core damage will occur if offsite power is not recovered at the |
time the batteries deplete following a station blackout. Since the batteries will deplete in 4 h at ;

Dresden, that value is appropriate for the analysis. It is acknowledged that if the recirculation pump
seals remain intact, the IC may extend the time of core damage to beyond the battery depletion time.
However, such considerations are beyond the scope of the current analysis.

'

Analysis Case 2b, the only case that significantly contributes to the results, considers dual-unit LOOPS
(primarily grid- and weather-related LOOPS). For these LOOPS, the probability of failing to recover
offsite power at 4 h is higher than for nominal (cluster data) LOOPS, since more easily recovered
plant-centered LOOPS are excluded. However, the frequency of dual-unit LOOPS is also smaller ;

because of the exclusion of the relatively higher frequency plant-centered LOOPS.

The LOOP nonrecovery probabilities used in the preliminary analysis are considered appropriate and i

'

have been retained.

:

H.3.2 NRC Comments
,

i
'

None.

7

i
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:

H-.4 LER No. 237/94-021

Event Description: Long Term Unavailability of High Pressure Coolant Injection
3

Date of Event: August 4,1994
.

Plant: Dresden Unit 2
4

H.4.1 Licensee Comments

Reference: Letter from Thomas P. Joyce, Commonwealth Edison Co. (Comed), to the U.S. NRC, dated
July 5,1995, TPJLTR 95 0077

Comment I: The preliminary NRC analysis assumed that the event made Unit 2 high pressure coolant injection
,

(HPCI) unavailable for one month (i.e.,720 h). In fact, the Unit 2 HPCI operated at 2500 rpm for;

5 min immediately prior to the subsequent failure. His should be considered a valid test. Comed,

'

believes thet the actual Unit 2 HPCI unavailability was probably 107 h. This 107.h period represents
the time from the failure occurrence on August 4,1994, until Unit 2 was shut down, when HPCI was'

no longer required.

Response 1: The Licensee Event Report (LER) indicated that HPCI turbine exhaust stop check valve 2-2301-74
was disassembled and inspected. The inspection revealed that the four tack welds had failed recently
due to fatigue. The fatigue failure was suspected to have occurred during the most recent 5-min turbine
run for the manual trip test portion of the monthly surveillance. Durmg this period, the failure of the
tack welds allowed the steam flow through the valve to rapidly start rotating tle disk from the valve'

stem. His motion essentially elongates the valve stem, forcing it into a closed position, which then
resulted in a high turbine exhaust pressure. It appears fortuitous that the manual shutdown occuned
prior to the valve elongation, causing a high-pressure trip. The check valve would have likely worked
itselfclosed if the manual trip test had lasted another minute or two, and the turbine would have tripped
on high exhaust pmssure at that point. Therefore, it was assumed that the HPCI turbine would have
failed within minutes of being demanded if it had been required to perform its safety function
subsequent to the last monthly surveillance. This period was assumed to be 720 h (30 d) prior to the
observed failure. Because power operation continued for another 107 h, a more appropriate failure

j period of 827 h was used in the analysis.

Comment 2: The preliminary NRC analysis appears to be based on a generic boiling water reactor (BWR)
probabilistic risk assessment (PRA) model. Use of a generic modelis conservative for some accident
scenarios and nonconservative for others. Idaho National Engineering Laboratory (INEL) has
developed a Dresden model for use with the SAPHIRE code that is based on the Dresden IPE. This
model should be used because it more accurately reflects Dresden plant response, especially
conceming loss-of-offsite power (LOOP) sequences.

Response 2: Tbc Dresden model used in the analysis is based on previous work by ORNL and was converted into
a SAPHIRE-based model by INEL. His model was developed specifically for the ASP Program. It
is intended to be similar to and consistent with the other plant models used by the ASP Program. The
Dresden model referred to by the licensee was based on the Dresden IPE and converted into a
SAPHIRE-based model by INEL. Due to the variety of methodologies and level of detail in the
licensee-developed plant specific IPEs and the limited review that the IPEs have received to date by
the NRC, these models are not appropriate for use in the ASP Program. Plant-specific IPE insights
may be incorporated into the ASP models following completion of the NRC IPE reviews.

+
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Comment 3: The preliminary NRC analysis defines an "Importance" value for the event as the resulting increase
in core damags probability. The "Importance" calculated in the preliminary NRC analysis is

42.1 x 10 . If the NRC analysis had used 107 h, the calculated event "importance" would have been -

3.1 x 10'7. Results from the current Comed PRA model for Dresden 2 gives an "importance" of
7.0 x 10'' for this event if 107 h of HPCI unavailability is used. The Comed PRA modelincludes
many more accident sequences and initiating events than were included in the preliminary NRC
analysis.

Response 3: As explained in response 1,jt appears more appropriate to use a failure period of 827 h. This yields
<

an "Importance" of 2.6 x 10 from the NRC analysis. Utilizing the formula provided in the Dresden |

response and DresdenIPE values with an 827-h HPCI turbine unavailability period, the"Importance"
4

is calculated at 5.4 x 10

H.4.2 NRC Comments

None.

1

|
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1

d

H.5 LER No. 245/94-015,

H.5.1 Licensee Comments'

None.

H.5.2 NRC Comments

None.

;
a

e

|
.

I

,

i
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Appendix H LER Na. 250/94-005

H.6 LER No. 250/94-005

Event Description: Load Sequencers Periodically Inoperable

Date of Event: November 3,1994

Plant: Turkey Point 3 and 4

H.6.1 Licensee Comments -

Reference: Letter from T. F. Plunkett, Florida Power and Light, to the U.S. NRC, L-95 197, dated
h!y 18,1995, and supplementalinformation faxed on August 29,1995, from Florida
Power and Light to the U.S.NRC.

Comment 1: Because of the unique design of the high-head safety injection (HHSI) system at Turkey Point (four
pumps shared by two units), a failure of two sequencers in an accident unit does not directly cause a
loss of automatic HilSI capability; two sequencers on the other unit will provide automatic actuation
capability. He HilSI pumps, along with the accumulators, will extend the time available for the
operators to take recovery actions during a large-break loss-of-coolant accident (LOCA).

Response 1: The large-break LOCA model used in the analysis of this event, like the Turkey Point Individual Plant
Examination (IPE),utilizesanearlycoreheatremovalsuccesscriterionofIof 2residualheatremoval
(RHR) pumps (plus accumulators). He potential use of the HHSI pumps to support early core cooling
for large-break LOCA is not addressed. Although HHS1 pump success may delay core uncovery, no
thermal-hydraulic analyses exist to support this proposition or to provide information on operator
response timing.

Comment 2: By reviewing the information provided in NUREG/CR 4550 (7 to 10 min to recover from core
uncovery) and the resuhs from simulator drills for LOCA scenarios in which HHSI and low-head
safety injection were successfully initiated by the operators within the first 2 min, Florida Power and
Light (FPL) calculated an operator error probability of 0.06 for failing to manually initiate safety
injection (SI) following a large-break LOCA (in later, faxed, information, an operator failure
probability of 0.03 was estimated).

Response 2: The ASP models define the undesired end state " core damage" to occur following core uncovery. It
is acknowledged that clad and fuel damage will occur at later times, depending on the criteria used
to define " damage." The potential for recovery following core uncovery is not addressed in the models.

The times referred to in the comment by Florida Power and Light are provided in Appendix D.4 of
the Surry PRA. Times to core uncovery (following a large-break LOCA) of 7.1 and 9.4 min are listed,
based on data included inRadionuclideRelease UnderSpecylcLWR Accident Conditions, BMI 2104,

July 1984. The BMI-2104 calculations assumed all safeguants are unavailable, ne 7.1 min time is
based on a 4 volume analysis and is presumably a better estimate than the 9.4 min developed using
a 2 volume analysis.

The calculations were done using MARCH for the purpose of estimating accident source terms; the
results of the thermal-hydraulic calculations used to estimate the time to core uncovery have large
uncertainty. However, since no later large-break LOCA analyses were identified duri ig resolution of
this comment, the core uncovery time of 7.1 min included in BMI 2104 was used in this analysis. (11
should be noted that Appendix D.4 also includes Figures D.41 and D.4 2, which provide curves of
the time to core uncovery as a function of break size developed from a variety of timing estimates.

H.6-1 NUREG/CR-4674, Vol. 21
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Based on ebene curves, the 7.1 min time to core uncovery cos reed.to approximately a 6-in. break, f

the low and of ferge-break LOCA sizes. LOCAs of this size are more likely than larger ones.)

The table on p.13 of the LER provides the results of three simulator scenanos involving design bans i

accidents with failed sequenonrs. For the scenano applicable to this comment, a large-break LOCA, ;

the response time for full safeguards actuation ranged from 1.5 to 3.25 min, with an average time of
about 2 min. At least some of the simulator runs were completed after the problem with the sequencers
was identified at Turkey Point, which may skew the results low. It is also likely that the simulator
exercises did not represent the operator burden that would be expected following a large-break LOCA.

!

An estunate of the probability of the operators failing to ma==tly recover SI was developed based
on the simulator data provided in the LER, the 7.1 min available before core uncovery, as listed in ,

BMI-2104, and logswrmal time-reliability correlation as described in Human Reliability Analysis '

(E. M. Dougherty and J. R. Fragola, Jolm Wiley and Sons, New York,1988). The simulator data
provided in the LER was assumed to represent unburdened response; its standant deviation was
resised to reflect burdened response as described on p.127. An operator failure probability of 0.095 ;

is estimated using this approach.

The NUREG/CR-4550 PWR probabilistic risk assessments (PRAs) were also reviewed to determine ,

what recovery credit was provided in those analyses. Documentation for the Zion and Sequoyah PRAs
discuss manual initiation of LPI following a,large-break LOCA. In those PRAs, a probability of 0.1
was used for failure to manually initiate ECCS pumps following sequencer failure. That value is
consistent with the operator failure probability estimated here. ;

r

Comment 3: The ASP analysis used initiating event frequencies of 1.0 x 10'' and 5.0 x 10 for a medium- and i
d

4and 1.0 x 10'3for |large-break LOCA, respectively. The Turkey Point IPE used the values 1.0 x 10
these two frequencies. FPL believes the plant-specific IPE values should be used in the analysis (in ;

dlater, faxed infonnation FPL stated 1.0 x 10 was considered more appropriate than 5.0 x 10" ), j

Response 3: The frequencies for medmm and large-break LOCAs used in the Turkey Point IPE are significantly
lower than the values used in almost all other IPEs, particularly for large-break LOCAs. For example,
the following is a listing of medium- and large-break LOCA frequencies from five other IPEs:

'
Medlem-break LOCA Large-break LOCAPlant freenmacy frwenemey *

d dDiablo Canyon 4.6 x 10 2.0 x 10

Oconec 7.0 x 10" 7.0 x 104
,

Salem 1.0 x 10~3 5.0 x 10 d

d dSequoyah 2.6 x 10 2.0 x 10 i

dSt. Lucie Not provuled 2.7 x 10
i

*

The above values are typical of the frequencies usod for medium and large-break LOCAs in IPEs
and PRAs.

The frequencies for a medium-break LOCA are typically in the 10 range, instead of 1.0 x 10'3, as4

used in the analysis. However, since the results for a medium-break LOCA do not dominate the overall
results, the medium-break LOCA frequency was not reviced. The initiating event frequency for a

d
large-break LOCA was revised, however, to 2.7 x 10 , the same value as used in the St. Lucie IPE.

This reflects a survey of 13 IPEs, in which the estunated frep' range. f a large-break LOCA ranged
o

d 4 4from 1.0 x lo to 7.0 x 10 , with most values in the 2-5 x 10 (The mean estimate 2.7 x 10
d

is equivalent to a median estimate of 1.0 x 10 with an error factor of 10 as used in the Reactor Safety
Study.)
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!

Cxnment 4: The small-break LOCA analysis assumes that the plant is at power for 70% of a year. This factor was |
not included in the medium- and large-break LOCA analyses. !

Response 4: The factor 0.70 is used to estimate the number of at-power hours in a year when converting initiating
event frequencies from a yearly to an hourly basis. Initiating events used to estimate an initiating event
frequency are assumed to occur at power. Since this event was analyzed for a 1 yr duration (6132
at-power hours), the net effect is the same as using the yearly frequency.

Comment 5: The sequencers start the diesel generators for LOCA, LOOP, and LOOP plus LOCA events. Because i

of this, "if required because of a LOOP" should be deleted from the second paragraph of the Event i
1Description.

Response 5: The Event Description section has been revised to reflect this.

Comment 6: While the sequencers were vulnerable to failure from the time one of the affected test steps started
until the start of the next step (a period of I h), the actual test step took approximately 10 s to complete.
The wording in the second and fifth paragraphs of the Event Description, which currently describes
each test step as requiring I h to complete, should be revised to reflect this.

Response 6: The Event Description has been revised to ch:rify the time required to complete each test step.

Comment 7: The calculation for the increase in core damage pmi,dility for medic- and large-break LOCAs
should be clarified (pmposed example calculations were provided).

Response 7: The calculational approach for medium- and large-break LOCAs has been clarified as suggc::ted. l
|
|

H.6.2 NRC Comments

None.
1

l

P
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. H.7; LER No. 266/94-002 i
!
i

Event Description: Both Diesel Generators Inoperable j

|
Date of Event: February 8,1994 ;

Plant: Point Beach 1 and 2 !

:

|

H.7.1 Licensee Comments

Reference: Letter fmm Bob Link, Wisconsin Electric Power Company, to U.S. NRC, dated April 10,1995,
WEPCO Letter NRC 95-021

Comment 1: The prelimmary analysis assumed a 1-h battery lifetime. Nonsafety battenes installed in 1993 reduced
safety related battery loading by half, increasing battery lifetime to 2 h.

Response 1: The analysis has been revised to consider a 2-h battery lifetime.

|

Comment 2: The preliminary ASP analysis conservatively assumes that for every occurrence of a loss-of offsite |
power (LOOP) the pressurizer power-operated relief valves (PORVs) will open. Because of_the !

'
reduced primary pressure at Point Beach, PORV liR following LOOP is considered unkkely. Point
Beach thermal-hydraulic analyses and expenence with one LOOP supports this. The liR probability
during LOOP should be set conservatively at 0.05.

Response 2: The ASP models currently assume that the probability for PORV liR following LOOP is 1.0 for this
plant class. This value is acknowledged to be conservative and will be revised on a plant-class basis
in a later model revision. While some PRAs have assumed a lift rase of 1.0, others have used values

in the range of 0.1. The potentialimpact of the use of a reduced PORV challenge rate following LOOP
was explored during resolution of these comments and was determined to have a minor impact on
analysis results (it does not affact the dominant sequences); therefore,the value used in the preliminmy
analysis was retained

Comment 3: ne preliminary ASP analysis assumes that the probability offailure of the auxiliary feedwstor(AFW)
turbine-driven pump is 1.5 x 10'3. This is given under primary name AFW TDP-FC 1A, "AFW
turbine-driven pump fails." Recommend the probability of item AFW-TDP FC-1A be set to
6.0 x 10 2,

Response 3: The probability of turbine-driven AFW pump failure has been reevaluated. The value currently used
in the ASP modelis 3.3 x 10-2 ,

Comment 4: The preliminary ASP analysis assumes the probability of failure of the operator to recover AFW
during station blackout is 3.4 x 10-3. As stated in the Point Beach Nuclear Plant (PBNP) Individual
Plant Examination (IPE) submittal, the probability that an operator will fail to control steam generator
flow with minimum steam generator levelindication is 2.4 x 10-3. P~m==aad the probability of j

item AFW-XHE-NOREC-EP be set to 2.4 x 10'3 |

Response 4: Basic event AFW XHE-NOREC EP addresses the probability that an initially failed AFW
turbine-driven pump train will not be recovered in the short term, not the probability that the operators
will fail to control AFW flow with minimum SO levels. He nonrecovery probability recognizes that
some turbine-driven AFW pump failures are recoverable evenfollowing a stationblackout. The value ,

used is consistent with those used in other analyses. Since there is no operating exponence peitaining |

i
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to station blackouts, this value was developed based on recovery from turbine-driven pump failures
,

following reactor trips.

H.7.2 NRC Comments

None.

,
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H.8 LER No. 272/94-007

Event Description: Reactor Trip, Two Safety injection Actuations, and Solid Pressurizer Operation

Date of Event: April 7,1994

Plant: Salem 1

H.8.1 Licensee Comments

Reference: Letter from J. J. Hagan, Public Service Electric and Gas Company, to U.S. NRC, dated

April 21,1995.

Comment 1: The probability used in the analysis for failure to realign the AFW pump suction source to an altemate
source upon CST depletion is overly conservative. A plant-specific value for this action has been
calculated to be 8.3 x 10", The plant-specific value is considered appropriate since multiple alarms
and procedural actions would have to fail in order for the alignment not to occur.

Response 1: Following completion of the preliminary analysis, this event was deleted from the set of precursors
and included instead as an " interesting" event. Difliculties associated with the development of a risk
model within the scope of the ASP program that could address potentialplant response following the
solid pressunzer condition observed during the event prevented a reasonable estimate of the
significance of the event.

H.8.2 NRC Comments

None.
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,

H.9 LER No. 304/94-002

Event Description: Unavailability of Tmbine-Driven Auxiliary Feedwater Pump and Emergency Diesel
Generator

Date of Event: March 7,1994

Plant: Zion Unit 2

H.9.1 Licensee Comments

Reference: Letter from T. W. Simpkin, Commonwealth Edison Company, to the U.S. NRC, dated
May 19,1995.

Comment 1: The description of the auxiliary feedwater system states that each motor-driven pump supplies two
steam generators. Each of the two motor-driven pumps is capable of and normally aligned to supply
water to all four steam generators individually.

Response 1: h description of the auxiliary feedwater systems was revised to state that the two motor-driven.

pumps supply all four steam generators.

Comment 2: The statement that the common diesel generator will align to only one unit at a time is inaccurate.
This is true only in the event that a safety injection signalis present on either of the units. Absent a
safety injection signal, the common diesel generator is capable of supplying power to the associated
electrical bus of each unit simultaneously.

Response 2: The description was revised to state that if a safety injection signalis present, the common diesel
generator will align to the unit with the safety injection signal. If a safety injection signal is absent,
the common diesel generator is capable of supplying power to the associated electrical bus of each
unit simultaneously.

Comment 3: Given the discovery of zebra mussels, it was assumed that the common-cause diesel generator failure
should be set 25 times higher than normal. The LER makes it clear that the heat exchangers for the
other two diesel generators had essentially zero zebra mussel buildup. In other words, there was no
common-cause failure involved here. The common-cause terms should have been left at their normal
values. Removing the common-cause increase in the Commonwealth Edison model yields only a
smallchangein rin

Response 3: The emergency paa <vstem is treated as a three-train system because of the common diescl. b
nominal common-cat,,: basic event for a three-train system is Q x S x y. If the other trains were also
exposed to the same failure mechanism that caused the failure of one train (i.e. the zebra mussels),
then the common-cause basic event becomes p x y or (0.27 x 0.1). This value is approximately 25
times greater than the original value. h common-cause failure probability used in the preliminary
analysis has been retained. However, the reason for changing the common-cause failure probability
was clarified.

Comment 4: It was assumed that the turbine-driven auxiliary feedwater pump was inoperable during the entire
15-day period of the diesel generator inoperability. Inspection and repeated subsequent testing of the
pump revealed no identifiabic cause for the overspeed trip. Sinc.: the failure was not repeatable and
no cause could be found, one must conclude that it was some kind of random event, rather than an
indicator of a defective pump. b pump was not broken; it just failed for unknown reasons on that

-
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particular start. Given a demand, the probability of the pump working would be much higher than the
probability ofit failing. Herefore, the assumption that the turbine-driven auxiliary feedwater pump
was inoperable for 15 days is notjustified.

Response 4: The turbine-driven auxiliary feedwater pump tripped on overspeed. Since this operation of the pump
was the first demand since me last surveillance of the pump, it was assumed that the pump would
have tripped if the pump had been demanded during the period in which the emergency diesel
generator was also unavailable. While it is not clear, either in the LER or in the comments provided
by the licensee, that the pump operated normally on its next demand (the licensee states that no cause

or ablem could be found), it was assumed that operators could have readily reset the pump and
subsequently started the pump. Herefore, the pump was modeled as unavailable with a nonrecovery
probability of 0.04. His nonrecovery probability reflects the assumption that the pump is easily
recoverable from the control room, that the recovery is tuutine, and that procedures existed at the time
of the event to recover the pump.

H.9.2 NRC Comments

Reference: Memo from S. S. Lee, U.S. NRC, to P. D. O'Reilly, U.S. NRC, dated May 5,1995.

Comment 1: Since the zebra mussel shells did not affect the other emergency diesel generators, why was the
common-cause factored into the analysis? Secondly, even if there was a common-cause effect by the
mussels, why was an increase factor of 25 chosen?

Response 1: An explanation was provided as part of the response to licensee comment 3.

Comment 2: Why were some of the base case values modified?

Response 2: The valves were modified to reflect revised probabilities for certam basic events identified after the
original model was developed. Rese changes do not reflect the circumstances of the event. Since
these were corrections to the model and not modifications to reflect the circumstances of the event,
they are not described in the event analysis.

NUREG/CR-4674,Vol 21 H.9-2
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H.10 LER No. 318/94-001

Event Description: Trip, Loss of 13.8-kV Bus, and Short-Term Saltwater Cooling System Unsvailable

Date of Event: January 12,1994

Plant: Calvert Cliffs 2

H.10.1 Licensee Comments

Reference: Letter from R. E. Denton, Baltimore Gas and Electric Company, to U.S. NRC, dated
June 5,1995

Comment 1: Additional information was provided concernag sakwater pump configurations and their power
supplies. Alternate acronyms were proposed for the saltwater and semce water systems.

Response 1: The Additional Event-Related Information section has been revised to include information on the
configuration of the saltwster pumps and their power supplies. Acronyms have been consistently used
throughout the analysis.

Comment 2: The conditional probabilities for sequences 1 and 6 (Case 2) could be reduced by considering, in
addition to the recovery of bus 14, the recovery of saltwater (SW) header 12 by starting SW pump 13.
This pump caribe powered from bus 11 or 14.

Response 2: The analysis has been revised to consider the potential use of SW pump 13 powered from bus 11.
Consideration of SW pump 13 impacts sequence 1, which addresses component failures, but not
sequence 6, which concerns operator actions related to the restoration of SW cooling. Failure of such
operator actions is estimated using a time-reliability correlation (TRC) model, which in this case

,

would also address the use of SW pump 13 within the set of response actions. *

Comment 3: C y==t cooling water (CCW) would still be circulating even if SW cooling flow was lost. This
circulation would remove heat from the reactor coolant pump (RCP) and high-pressure safety
irsection (HPSI) pump seals until an equilibrium temperature is reached. His circulation is expected
to reduce the heatup rate for these components and allow additional time for recovery.

Response 3: While circulating CCW may delay seal heatup and extend the time available for recovery,its impact
cannot be practically estimated. The impact of continued CCW flow is one of the many issues
contributmg to the uncertainty in the RCP seal failure model(see the response to comment 4).

Comment 4: Calvent Cliffs RCP seals include four stages, each capable ofholding full primary pressure. De failwe
probability edimdad for the four seal stages is 3.7 x 10 for a loss of CCW (1.5 x 10~3 for all fourd

RCPs). His value was developed in " Reactor Coolant Pump Seal Failure Probability Given a Loss
of Seal Cooling," Combustion Fnpaaarmg Owners Group (CEOG) Task 742, November 1992.

Response 4: The likelihood of RCP seal failure given a loss of CCW st Combustion Engineermg (CE) plants has
been the subject ofconsiderable discussion both within the NRC and between the NRC and the CEOG,
and at the present time the issue is unresolved. Individual Plant Examinations (IPEs) for CE plants
typically utilize an RCP seal failure probability consistent with the referenced CEOG task report. The
CEOG developed an estimate of the RCP seal failure probability by estimating the probability of stage
failure based on historic data and then applying generic Multiple Greek Letter (MGL) values to
estimate the probability that the remaming stages would fail. The IPE for Arkansas Nuclear One,
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Unit 2 (section 3.7.4), however, acknowledges that differing opinions on the likelihood of RCP seal
failure exist and provides an ahernate analysis with an assumed failwe probability of 0.2 for the fowth
seal stage.

Information on RCP seal design, operating experience, and related issues was provided by the CEOG
in a meeting with the NRC on May 17,1994 (memorandum from S. K. Shaukat to C. Z. Serpan,
CEOG/NRCMeeting on GI-23, "RCP SealFailure, " dated August 15,1994).

The list of historic losses of RCP seal cooling and related tests presented by the CEOG was modified
to aflect certain Brookhaven National Laloratory (BNL) comments and then used to develop a crude
RCP seal failwe model for this analysis. In particular, seven tests were deleted from the CEOG list,
the number of pumps subjected to loss of RCP cooling was revised for two events, and in the
December 19,1984 loss of RCP cooling at St. Lucie 2, one stage was wdd -M failed on each of
two pumps. Since many questions remain unresolved and no process equivalent to that used to develop
the Westinghouse RCP seal failwe model during the NUREG-Il50 effort was performed, large
uncertainties exist in the model that was developed.

No seal failures occured following any of the losses of RCP seal cooling. The observation of no seal
failures in 24 losses of seal cooling of greater than 60 min was used to estimate a pre-pump failwe
probability of 0.0208. Consistent with the NUREG IISO model for Westmghouse seals, the seals
were assumed to be vulnerable to seal failure if cooling was lost for more than 60 min, and any seal
failure that was going to occur was assumed to have occurred by 90 min. ' ibis approach results in a
cumulative seal failure probability for a fow pump plant like Calvert Cliffs of.

O t s 60

Fg (t) m 2.78 == 10-3 (t-60) 60< t s 90

833x10-2 t > 90

Although the stage failures that occurred on two stopped pumps at 30 min at St. Lucie may imply the
60-min mimmum time to failure is optimistic, an assumption that addhional time would exist before
seal failure following a stage failwe is considered reasonable.

The above distribution, which has a lower long-tenn RCP seal failure probability thsen the distribution
assumed in the preliminary analysis, was used in the avised analysis of LER 318/94-001.

It shoul.1 be noted that if the CEOG modelis revised to include the additional St. Lucie stage failures
and climinate several tests that were nonrepresentative, a fow-pump seal failure probability of 2.9 x
10'3is estimated. Applying this value to the loss of CCW modeling approach described in the Calvert
Cliffs IPE results in a similar core damage probability as estimated in the revised analysis.

H.10.2 NRC Comments

None.
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H.11 LER No. 324/94-008

Event Description: Plant-Centered Loss-of-Offsite Power

Date of Event: May 21,1994

Plant: Brunswick, Unit 2

H.11.1 Licensee Comments

Reference: Letter from R. P. Lopriore, Carolina Power & Light Company, to U.S. NRC, dated June 21,
1995.

Comment 1: The " Additional Event-Related Information" section does not include a discussion of the capability
of the emergency bus configuration that provides for uninterrupted availability of one service water
pump and two residual heat removal pumps on the unit experiencing the loss ofoffsite power (LOOP).
Accident sequences 49 and 71 do not account for the availability oflow pressure coolant injection
(LPCI) and containment heat removal.

Response 1: A discussion of the emergency bus configuration was added to the appropriate section. De ability
to cross-tie the emergency buses to the other unit before battery depletion results in a conditional core

4
damage probability less than 1.0 x 10 . Rus, this event is no longer considered a precursor.
Consideration of LPCI and containment heat removal in sequences 49 and 71 does not result in a
significant change in the conditional core damage probability. Although this event was removed from
the set of 1994 precursor events, it was included in Appendix G as an " Interesting" event, since it is
similar to a precursor event from 1989.

Comment 2: ne analysis includes all plant-centered LOOPS and their recovery times. His event is a subset of all
plant-centered LOOPS and should be treated as such.

Response 2: The ASP Program has utilized the division of LOOPS that was developed in NUREG-1032. This
consists of four categories: plant-centered, grid related, severe-weather related, and extreme
severe-weather related. Division of the events into these four categories ensures that a proven and
consistent methodology is utilized for these events.

H.11.2 NRC Comments

None.
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H.12 LER No. 366/94-003

Event Description: Loss of Shutdown Cooling

Date of Event: March 17,1994

Plant: Hatch 2

H.12.1 Licensee Comments

Reference: Letter from J. T. Beckham, Jr., Geor gia Power Company, to the U.S. NRC, dated July 21,1995,
HL-4889

Comment 1: Core damage would not occur as a result of a loss of shutdown cooling unless additional equipment
failures occurred. Specifically, a mode change to hot standby conditions would not immediately cause
core damage. All safety equipment, except steam-driven equipment [high pressure core spray (HPCS)
and reactor core isolation cooling (RCIC)), was still available 34 h into the outage. Failure of
suppression pool cooling would not result in core damage within 24 h. Several other methods for
transferring heat from the suppression pool exist, which could have easily been attempted in that
period. He shutdown model for this event, therefore, is not as extensive as it should be to accurately
predict conditional core damage probability.

Jtesponse 1: Further consideration was given to the shutdown model concerning the plant response to a reactor
pressure vessel heatup. With the head still in place and failing to reinitiate shutdown cooling (SDC),
there appear to be two attemative paths to prevent core damage. First, the operator could open a safety
relief valve (SRV) to rapidly remove energy and prevent vessel pressurization. This would require a
means to dissipate the core heat and provide for a makeup source of water to the core area. Water
could be injected via the residual heat removal (RHR), control rod drive (CRD), or low pressure core
spray (LPCS) systems, which were all available at the time of the event. This was previously
considered the only acceptable altemative to restarting SDC that would not lead to core damage.
However, if vessel pressurization occurred and the SRV was not opened, additional mitigation
strategies would still be available. Since only 34 h had passed since initiating the outage, all
electrically powered safety equipment was readily available. A portion of the transient model,
exclusive of steam-driven equipment, was incorporated into the loss of shutdown cooling (LSDC)
model to more accurately reflect the possible recovery atrategies. This allowed consideration of
additional mitigation strategies including the use of automatic depressurization system (ADS), RHR,
and containment cooling. He resulting conditional core damage probability resulting from the revised
analysis is below the ASP Program cutoff for events identified as precursors (1 x 109. He LSDC <

described in LER 366/94-003 has been removed from the set of 1994 accident sequence precursors.
However, the event has been included ir the report in Appendix G as an interesting event due to the
difficulties experienced during the loss of shutdown cooling.

H.12.2 NRC Comments

None.
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Appe: dix H LER N:. 458/94-023

H.13 LER No. 458/94-023

Event Description: Scram, Main Turbine-Generator Fails to Trip, Reactor Core Isolation Cooling and
Control Rod Drive Systems Unavailable

Date of Event: September 8,1994

Plant: River Bend

H.13.1 Licensee Comments

Reference: Letter from James J. Fisicaro, Director Nuclear Safety, to U. S. NRC, dated June 9,1995

Comment 1: Operations personnel could have recovered the feedwater system (FWS) if necessary to mitigate the
event. This system failed due to the slow transfer of plant electrical loads to offsite power sources.
All FWS pumps and valves were operable.

Response 1: The following time line is excerpted from the NRC's Augmented Inspection Team (AIT) report related
to this event.

Tim'
Time (b) Eventtd

0825 0 min Reactor trip.

The control room supervisor asked the at-the-controls operator
about the availability of the condensate and feedwater systems.0845 +20 mm,
They determined that the system needed to be vented prior to
restarting the condensate pumps.

The nuclear equipment operators began locally venting the0905 +40 min
condensate system.

Nuclear equipment operators reported that valve MOV-CV0112
0938 +73 mm.

would not open to provide fill to the condensate system.

Nuclear equipment operators manually opened valve
0948 +83 min MOV-CV0112 and began filling and venting the condensate

'

system.

Shift superintendent declared a notification of unusual event
because only one source of high pressure water to the reactor was

1009 +104 min available, the event had the possibility to degrad:, and additional
support was needed to help return the condensate and feedwater
systems to service.

I121 +176 min Operators started feedwater pump 1 A.

After verifying that the feedwater system was maintaining reactor
1217 +232 mm.

vessel level, the operators secured the HPCS system.

A step in the feedwater system (FWS) abnormal procedure required the venting of the system under
these circumstances regardless of whether system indications indicated the need for system venting.
The emergency procedure for the FWS does not require the system to be vented. However, it is unclear
when the emergency procedure would be used as opposed to the abnormal procedure used during this
event. It is also unclear whether the system actually needed to be vented to ensure its operability under

!
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LER Nr. 458/94-023 Appendix H

the conditions observed during this event. A high priority was placed on the restoration of the FWS,
as its unavailability was, in part, the basis for declaring a Notification of Unusual Event.j

A sensitivity calculation was performed to determine the impact of asenming the condensate and main
feedwater systems were unrecoverable. If the nominal nonrecovery values are used, the conditional

4
core damage probability for the event decreases by a factor of 2.2 to 8.0 x 10 .

Comment 2: Both trains of the control rod drive (CRD) system must be manually started for adequate initial reactor
cooling. CRD is recoverable in this cuent. He operators could have manually opened the CRD flow
control valves or changed the control valve control circuit fuses (which blew because of the slow
transfer) in tirr , to use CRD as an injection source in this event. Herefore, CRD should be modeled
as available, u - 2 appropriate recovery factors.

Response 2: The folio . .ar, .ane line is excerpted fmm the NRC's Augmented Inspection Team (AIT) report related

to this event.

Time (h) Time after trin Event

0825 0 min Reactor trip.

Shift supenntendent declared a notification of unusual event
because only one source of high-pressure water to the reactor

1009 +104 min was available, the event had the possibility to degrade, and
additional support was needed to help return the condensate
and feedwater systems to service.

Operators identified that the CRD hydraulic system parameters

1100 +155 min were not reading correctly. The only available indication was
pump current.

Operators replaced the blown fuse in CRD hydraulic system
1155 +210 min circuitry and returned the system to service.

From this, it would appear that the operators did not notice that the system was not functioning
properly for over 2.5 h. Once the incorrect teadings were noted, it took an additional 55 min to restore
the system to operability. The operators were concemed with high-pressure injection sptems as noted
by the basis for the declaration of the notiScation of unusual event. It would seem unlikely that the
CRD system could have been restored faster based on the number of tasks that needed to be
accomplished (systems that needed to be restored) and the need for additional manpower. Therefore,
modeling the system as inoperabic and nonrecoverable in the time period requhed to maintain core
cooling is appropriate.

Comment 3: Do the unavailability numbers for high-pressure core spray (HPCS), residual heat removal (RHR),
automatic depressurization system (ADS), etc. include terms for maintenance unavailability? If so,
the analysis should reflect that these systems were available and not out of service due to maintenance

activities.

Response 3: Test and maintenance unavailabilities are not included in the values provided for the HPCS, RHR,
and ADS systems. Lese systems were available during the event. As noted in Appendrx A of this
report, systems that were observed to fail during the event are modeled as[ ailed (set to true). The
failure probabilities for components that were observed to perform properly, or were not challenged
during the event,were set to their nominal failure rates. Therefore, the probabilities used in the analysis
for HPCS, RHR, and ADS reflect the nominal failure rates of the components.

Comment 4: For transient sequence 7, please note that RBS does not have an RHR containment spray subsystem.
RBS [ River Bend Station] has containment unit coolers that are independent of RHR, but dependent

NUREG/CR-4674,Vol 21 H.13-2
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on nonnal/ standby service water system. This is a plant-specific difference between RBS and the
generic BWR/6 model.

Response 4: There are three 100% capacity contaimnent cooler units, each consisting of a fan and associated air
to water heat exchanger. Normally two of the units are runnmg with cooling water supplied by the
chilled water system. Under accident conditions, cooling water is supplied by the standby service
water (SSW) system.1here are three chiller pumps and four SSW pumps. The interaction between
the SSW rystem and the chilled water system could not be determmed from the information provuled
in the FSAR. The modeling of this system has little effect on the overall results for the event. Therefore,
the containment spray subsystem was elimmared from the modeling. In effect, this models the
contamment unit coolers as components that are 100% reliable. This is somewhat nonconservative,
but this simplification has little effect on the conditional core damage probability for this event.

Comment 5: RBS performed an analysis of core damage probability associated with this event. The analysis was
performed using the RBS plant-specific PSA. Assumptions included (1) a transient initiator with loss
ofnormal feedwster/ condensate, loss ofinstrument air, and closure of the main steam isolation va:ves
(MSIVs); (2) reactor core isolation cooling failed due to overspeed; (3) no loss-of-offsite power, no
loss of reactor primary containment cooling water system (CCP), etc.; (4) emergency core cooling
systems (ECC S) were not removed from service due to maintenance activities; (5) recovery from slow
transfer is approximately equal to recovery of the power conversion system (PCS) modeled in
NUREG/CR-4550, page 8-46; and (6) standby service water train A flow was sufficient to supply
the necessary plant loads since adequate flow was available and operators were able to quickly open
SSW pump A discharge valve. This assumption is supported by the use of RHR A for suppression
pool cooling.

RBS re-quantified the appropriate transient sequences and added appropriate recovery factors. Based
on the quantification, the probability of core damage given the above scram is 1.21 x 10 5 compared
to the 6.0 x 10-5value presented in the NRC letter.

Response 5: The ASP Program modeled the event in essentially the same manner as the licenses with the exception
of the recovery values. The differences in these values are discussed in the response to comments 1,
2, and 3 above. The results obtained were similar to those obtained by the licensee. If the ASP models
are modified to allow for recovery of the FWS and CRD systems, the conditional core <temage
probability is 2.2 x 10-5. This is in good agreement with the value obtained by the licensee (1.2 x
10 5),

H.13.2 NRC Comments

None.
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Appendix H hspectiom Report 482/94-18

H.14 Inspection Report 482/94-18

. Event Description: Reactor Coolant System Blows Down to Refueling Water Storage Tank Durmg Hot
Shutdown

Date of Event: September 17,1994

Plant: WolfCreek

II.14.1 Licensee Comments

Reference: Letter from N. S. " Buzz" Cams, Wolf Creek Nuclear Operating Corp. (WCNOC), to U.S. NRC,
dated July 26,1995, WM-0118.

Comment 1: Two references in the preliminary analysis could be construed to imply that the operators did not
initiate action to close valve EJHV-8716A until 66 s into the event. De 66 s included the time for
diagnosis of the event, operator action to close the valve, and time for the valve to cycle from full
open to full closed.

Response 1: ne references have been clarified.
.

Commernt2: The first sentence in the Summary section should read, "the drain down event was initiated
approximately 28 h following shutdown" instead of 24 h.

Response 2: ne sentence has been clarified.

Commernt3: The Westinghouse analysis sing actual event conditions, indicates that core uncovery could have
occurred in approximately 30 min (not the 25 min discussed throughout the preliminary analysis).
De 25-min time used throughout the preliminary analysis should be changed to 30 min.

Response 3: This has been changed.

Comment 4: Sections 1 and 4 of the preliminary analysis both state that the conditional core damage probability
(CCDP) for the event is 3.0 x 10',. This CCDP is about an order of magnitude greater than the
preliminary CCDP estimated by WCNOC in the Incident Investigation Team (IIT) report for this
event. In consideration for the difference between the two CCDP values, and due to the concems
recently identified by the NRC with the human reliability analysis methodology utilized by WCNOC
in performing the individual plant examination, WCNOC requested NUS Corporation to perform an
evaluation of the event using their human interactions methodology. NUS calculated the conditional

d
core damage probabili:/ to be 3.5 x 10 . The assumptions and methodology used in the determination

d
of the 3.5 x 10 conditional core damage probability value are documented in the NUS report,
" Human Interactions Evaluation," dated hly 1995, which is enclosed for your review.

Response 4: As discussed in the preliminary analysis, substantial uncertainties exist with respect to human
reliability and other issues relevant to this event. However, a reanalysis of the event incorporating the
SHARP method employed in the NUS analysis and other corrections su
resulted in a conditional core damage probability estimate of 2.5 x 10'gested by Wolf Creek, as described in detail
following the response to comment 5. His value is consistent with the conditional probability
estimated in the ASP analysis.

H.14-1 NUREG/CR-4674, Vol 21
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Inspectin R: port 482/94-18 Appendix H .

Casusnest 5: he first sentence of Section 4, paragraph 5, states that after the RCS loops void at 5 min, RCS
pressure would rapidly drop. However, the Westinghouse analysis of the draindown event (identified
above) indicates that the RCS pressure would drop to saturation conditions within 30 to 60 s, after
which the RCS pressure would slowly increase due to the absence of decay heat removal capability.

Respone 5: Conceming the Westinghouse computer simulations, the referenced report says (p. 9, paragraph 2)
[W]ithout operator recovery actions the vessel began to void within 2 to 3 min after event initiation
and the RHR pump was predicted to fail about 30 s aAer the vessel began to void.

His was clarified in the analysis. it should be noted that the reduction in the assumed blowdown time
interval from 5 min to 3 min impacts the conditional core damage probability estimated by the NUS
application of the SHARP methodology.

I
Further Response to Comnaents 3-5: )

To estimate the combined effects ofcomments 3-5, a calculation was performed utilizing the SHARP
approach, assuming that 3 min was available for action ISO-S and 27 min for action ISO-L (see
response to comment 5). Details of the SHARP-based methodology employed in the analysis can be
found in the NUS repon.

De SHARP method requires estimation of a cognitive / procedural error probability, Pl . His involves
identifying that a blowdown is occurring, identifying the blowdown source, and isolating the
necessary valve. Pi is estimated based on the potential for misdiagnosis, clarity of procedures, plant
interface difficulties, and lack of training, adequacy of time for correction of cognitive slips, and
intuitiveness ofrequired actions.

During the event, there were multiple clear indications that RCS inventory was being lost, including
alarm annunciation and low-level indications on pressurizer level instrumentation.' However,
procedures did not permit a timely diagnosis of the event. De specifics of the event were not
previously stressed in training. With available time for isolation of the blowdown path limited to
3 min instead of 5 min used in the NUS analysis, the time for correction of a cognitive slip was very
shon. Isolation of the blowdown was assumed to be an intuitively reasonable action.

Given that at least two of the variables determining P1 were negative (scenario not rehearsed in
training and little time for correction of slips as well as possible procedural weakness) P1 is defined

d d dto be greater than 10 and not more than 10 . In this analysis, P1 is assumed to be 10 , based on the
- two negative factors relevant at 3 min (the use of two negative factors is considered at most slightly I

conservative considering the possible procedural weakness; the assumption of one negative factor in !
the NUS analysis is considered optimistic). .

l

ne crew nonresponse probabilities, P23 min and P227 min , can be calculated by the methods described j
in the NUS report: |

i

P2 3 min = 1 - @[In((150)/60)/0.6] = 0.063 :

P2 27 min = 1- @ [In((1590/300)/0.8) = 0.019.

The manipulative error probabilities, P3, were retained from the NUS analysis:
'

P3 3 min = 3.0 x 10-3 ;

P3 27 min = 1.5 x 10'3.

The human error probabilities for ISOL-S and ISOI L can then be calculated:

NUREG/CR-4674, Vol. 21 H.14-2
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ISOL-S = 1 x 10-3 + 6.3 x 10-2 + 3.0 x 10-3 - 6.7 x 10-2 ;

ISOL-L = 1 x 10-3 + 1.9 x 10 2 + 1.5 x 10-3 = 2.2 x 10-2,

The NUS analysis developed the following algebraic equation describing the conditional core damage
probability, summing sequences 3 and 4 from the event tree shown in Figure A.1-5 of the preliminary
ASP analysis:

CCDP = [ ISO-S x (1 -ISO-L) x REFLUX] + [ ISO-S x ISO-L) .

Observing that the P1 (cognitive) probability for event ISO-L is dependent between both human error
events, the NUS analysis modified the equation:

CCDP = [(ISO-S - P1) x (1 -(ISO-L - PI)) x REFLUX] + [(ISO-S - P1) x (ISO-L - PI)] + P1.

The values of P1, P2, and P3 obtained above can be substituted into this expression:

[(6.6E-2) x (1 - 2.1E-2) x 7.0E-4] + [(6.6E-2) x (2.1E-2)] + 1.0E-3

= 4.5E-5 + 1.4E-3 + 1.0E-3

= 2.4E-3

to obtain a CCDP value which is consistent with the value obtained by other methods in the
preliminary ASP analysis.

This value is consistent with the values developed using the TRC HRA model in the ASP analysis.

H.14.2 NRC Comments

None.
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Appendix H LER No. 498/94-012

H.15 LER No. 498/94-012
.

Event Description: Emergency Diesel Generator 11 and Turbine-Driven Auxiliary Feedwater Pump 14
Simultaneously Inoperable

Date of Event: March 11,1994

Plant: South Texas 1

H.15.1 Licensee Comments

Reference: Letter from T. H. Cloninger, Houston Lighting & Power, to the U.S. NRC, dated May 16,1995,
ST-HL-AE-5084.

Comment 1: (Summary)Re event followed an extended shutdown of approximately 1 year, and decay heat levels
were extremely low. Under these conditions, it w uld take over 24 h for the steam generators to dry
out without any auxiliary feedwater. Also, at low decay heat levels, it is unlikely that the PORVs
would lift. Herefore, more time should be allowed in the analysis for the recovery of electric power
prior to assuming core damage will occur.

Response lf he Accident Sequence Precursor (ASP) Program has typically reviewed shutdown events to
determine if these events could have occurred with the unit at power. If so, the event is then screened
for analysis as a possible precursor, using conventional ASP selection criteria in this event, the
combination of the emergency diesel generator (EDG) failure and the unavailability of the

~

turbine-driven auxiliary feedwater (TDAFW) pump could have occurred with any power history and
would then meet the selection criteria for analysis. However, given the extended shutdown power
history prior to this event, translating this event to an at-power condition may be considered overly
conservative.

Comment 2: (Summary) EDG 1I should not be modeled as guaranteed to fail for the entire 633-h period since
there were six successful starts between the two related failures. His gives a failure-to-start
probability during the period ofinterest of 2/8. The only period with a guaranteed failure of EDG 1I
should be the 148-h period between the last successful start (February 23,1994, at 0657 hours) and
the second failure (March 1,1994, at 1120 hours).

Response 2: It appears that the failure of the spring associated with the Kl relay was somewhat sporadic or was
correctly (although temporarily) realigned during the maintenance following the initial EDG failure
(February 3,1994, at 0204 hours). Two of the six successful starts were not documented as valid tests;
however, valid successful tests were performed before and after the TDAFW pump maintenance
period (Febmary 8,1994, through February 13,1994). So, it is reasonable to expect EDG 11 to have
started and loaded as required during the TDAFW pump maintenance period. Derefore, the period
that EDG 11 was unavailable and the period that the TDAFW pump was unavailable do not overlap.
As a result, this event no longer meets the typical selection criteria for analysis by the ASP Program.
De unavailabilities of the individual components were within the plant's technical specification
requirements. Den fore, the event was not analyzed as a long-term single-train unavailability. As a
result, the unavail. lity of EDG 11 and the TDAFW pump described in LER No. 498/94-012 has
been removed fron. .he set of 1994 accident sequence precursors.

H.15.2 NRC Comments

None.
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Appendix H Inspectian Reports 499/94-13 and 499/94-16

H.16 Inspection Reports 499/94-13 and 499/94-16

Event Description: Emergency Diesel Generator 22 Long-Term Unavailability

Date of Event: March 2,1994

Plant: South Texas 2

H.16.1 Licensee Comments

Reference: Letter from L. E. Martin, Houston Lighting and Power, to U.S. NRC, dated August 31,1995,
ST-HL-AE-5153.

Comment 1: Although the 4R piston was damaged, all indications are that it was still functioning at the time of the
18-month inspection. It is not known how long the piston skirt had been broken, but the damage had
not progressed to the point of disabling the cylinder. Because the damage did not cause failure, there
is nothing to indicate when it had occurred.

Comment 2: The broken piston would not necessarily cause engine failure, as it did not cause failure during the
latest test. It would be accurate to say that the diesel was in a degraded condition and to postulate that
the probability of failure was higher than average while this condition existed. But the failure
probability was demonstrably not equal to one, as damage was found only by inspection of the piston,
not by failure of the engine.

Comment 3: Houston Light and Power (HL&P) disagrees with the statement that the piston failure would not be
detected unless EDG 22 was run. The piston failure was detected by a teardown inspection, and not
by runmng the engine. In fact, in previous tests with the engine nmning, the cylinder gave normal test
indications.

Comment 4: HL&P disagrees with the logic applied to speculate that the EDG 22 piston failure could have occurred
at power. The unit was not at power, but was in a shutdown that had lasted for almost exactly 1 year.
No fuel was in the core, and considering the low level of decay heat in the fuel pool, aloss of ac power
would have had to last a long time to have any consequence.

Responser The failure of the EDG occurred following an extended shutdown period of approximately 1 year.
The EDG was found in a degraded conditiou. The preliminary analysis assumed that further operation
of the EDG would result in further degradation of the EDG and its eventual failure. Although the
event occurred with the plant in a shutdown condition, the event was originally analyzed with the
plant in an at-power condition. Previously, the ASP Program has reviewed conditions discovered with
the plant in a shutdown condition to determine if the condition was unique to the shutdown condition.
In other words, was there a specific factor involved in the event that would prevent it from occurring
with the plant at power? If the answer to this question was no, then the event would have been analyzed
as an at-power event regardless of whether the event actually affected ct-power operation. Since the
prelimmary analysis of this event was completed, the ASP Program guidelines for analysis of this
type of event has changed. Now, only those conditions identified with the plant shutdown that had
the potential to affect at-power operations will be candidates for analysis as at-power events.

In the case of this event, it was assumed that the EDG had been tested throughout the extended
shutdown period. As a result,it was assumed that the degradation of the EDO would not have affected
the plant during its previous power operation (over 1 year previous to this event). Based on the change
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Inspectio3 Reports 499/94-13 ccd 499/94-16 Appendix H

in the guidelines for reviewing this type of event, the event would now be analyzed as a shutdown
event. As a result, the conditional core damage probability for the event falls below the precursor

4
cutoffvalue (1 x 10 ). Therefore, the event has been eliminated from the set of 1994 precursorevents.

H.16.2 NRC Comments
;

None.
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