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PREFACE
,

[

This report is an outgrowth of work performed under the Oak Ridge
National' Laboratory (ORNL) research project Operational Aids for Nuclear

o. Power Plant Operators. It attempts to summarize the results of two tasks
of that project. In the first task, a review of operational and
decision-making aids, twelve' computer-based aids were analyzed with
respect to their function and design.- These particular aids were chosen,

because they added intelligence to the data collection and display pro-< . *.
cess beyond merely rearranging and concentrating already existing data.#

Appendix A contains a summary of the data collected on these aids organ-
I ized by the following topics:

1. problem definition 6. operation
2. function 7. maintenance and testing
3. design 8. user training
4. plant interface and environment 9. documentation
5. performance 10, work status4

The second task developed a classification scheme and an evaluation

L method that would evaluate a proposed operational aid using the following
criteria:3

!
1. compliance with present and developing regulatory requirements and<

|
standards,

i 2. user operability,

i 3. system maintainability,
L

4. training support, and4

i

5. documentation required.for effective interface to the control room
environment.

,

Appendix B, which contains a review of applicable U.S. Nuclear Regulatory
Commission (NRC) documents and a categorization of acceptance criteria,

,

4 addresses the first item; the remaining items are treated in the main

j body of the report. The methodology developed for classification and
evaluation of operational aids builds on the results of other tasks com-

| pleted under the operational aids program and cited in the text.,

1 This report, which concludes the Operational Aids for Nuclear Power Plant
] Operators Program, should provide a reasonable basis for classifying and i

evaluating certain aspects'of decision aids. The method described, how-e

ever is not highly proceduralized, so the evaluator will have to exercise
specific skills in judgment. The need for other extensions'and refine-

] ments will likely become apparent with experience 'in using the proposed
; methodology.

;

i
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ABSTRACT

e
This report presents a proposed methodolgy that involves a two-stage
process of classification and analytical evaluation of decision aids for
nuclear power plant operators. The classification scheme relates any
particular aid to one or more general decision-making tasks. Evaluatione

proceeds using a normative top-down design process based on the classifi-
cation scheme and involves determining how various design issues associ-
ated with this process were resolved by the designer. The result is an
assessment of the "understandability" of the aid as well as the identifi-
cation of training and display requirements necessary to ensure under-
standability. The methodology is illustrated by applying it to the eval-
uation of an aid designed to support operators in recovery of critical
safety functions at a pressurized-water reactor.

Two appendices are included. Appendix A contains information collected*

from manufacturers, developers, and users of operational aid systems.
Appendix B is a review of NRC documents and guidelines that might apply "

to operational aids.
e

= |
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1. INTRODUCTION

In the wake of Three Mile Island and the subsequent requirements by the
U.S. Nuclear Regulatory Commission (NRC) for the installation of safety
parameter display systems (SPDSs) in all nuclear power plants (Ref. 1),
electric utilities and system vendors have responded with a wide variety,

of SPDS alternatives. Many of these alternatives go beyond the NRC-
dictated requirements and potentially provide a wider range of support
for operator decision making. As a result, the considerable variety of
options makes it difficult to compare and evaluate alternatives. This
situation is not very different from that which exists in the military,
where the variety of decision aids appears to be even greater
(Refs. 2,3).

In fact, an initial survey of the alternatives might lead one to conclude
that the proposed types of decision aids are substantially more numerouso

than the types of human decision making in need of support. This percep-
tion is, of course, due to a lack of standardization in terminology and,
in some cases, rather sweeping claims by decision-aid designers. What is
needed is a method for transcending the detailed engineering peculiari-*

ties of any particular aid and focusing on the nature of the general
decision-making tasks supported. This report discusses such a method.

The essence of the method presented here is a two-stage process of clas-
sification and evaluation. The first stage, classification, maps any
particular decision aid to one or more general decision-making tasks. The
taxonomy of general decision-making tasks employed in this mapping is
based on a conceptual model of human decision making (see Sect. 2). To
illustrate the use of this model-based classification, four specific aids
were classified: Diagnosis of Multiple Alarms (DMA), Safety Assessment
System (SAS), Disturbance Analysis and Surveillance System (STAR), and
Procedure Prompting System (PPS). This illustration leads to an inter-
esting comparison of the aids, particularly in terms of the distinctions
among them.

The second stage of the proposed method, evaluation, is based on a norma-
tive top-down view of a system design. In general, an aid is evaluated
by first assuming that it was produced using this normative design pro-

*
cess and then determining how the various design issues associated with
this process were resolved by the designer. More specifically, an aid is
evaluated in terms of the attuations and tasks for which it was intended,
the forms of information appropriate for each situation, the prototypical,

messages required to support each task, and the knowledge necessary to
understand these messages. The result of evaluation is an assessment of
"understandability," as well as the training and display requirements

necessary to ensure understandability.

I
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The top-down approach to classification and evaluation was chosen in

order to avoid having to infer the purpose of the various attributes of
any partir.ular aid. Instead, the design objectives for the aid are used
to determine the attributes that should be present. Given these
requirements, the aid (as well as the design documentation and the
designer) is then audited to detennine how these attributes are realized.

,

This approach supplies the evaluator with a series of top-down questions
to be asked rather than a series of answers (i.e., the attributes of an
existing aid) to be justified. In this way, as noted earlier, evaluation
transcends the peculiarities of any particular aid and focuses on the .

extent to which decision making is actually supported.

Program Background

The NRC has sponsored a number of research programs aimed at simplifying
operators' tasks and improving their performance in an ef fort to facili-
tate the safe operation of nucicar power plants under both normal and
abnormal conditions. These programs include the addition of control room
aids; more and better training, especially for handling emergencies; the
development of better control room procedures; and increased automation. -

As the research program has progressed, it has become increasingly appar-
ent that the focus should not be on the performance of the operator in
isolation but rather on the functioning of the operator within the human-
machine system as an entity. It is important not only to know the capa- *

bilities and limitations of the two major components--the human and the
machine--but also to understand the interactions betweea them and the
consequences of those interactions. With the human and the machine both

acting properly as conceived by the system designers, the consequence is
a smoothly operating plant. On the other hand, the consequence of
improper performance by one component could be a serious degradation of
the system that could be made worse or mitigated, depending on the
response of the other component.

The Oak Ridge National Laboratory (ORNL) has been actively involved in
the research of human-machine interactions since 1979, when (among other
human factors programs) the Human Interactions Review Program began. The
title of that program was later changed to Operational Aids for Nuclear
Power Plant Operators to reflect the emphasis on real-time decision aids.
The underlying theme of that research has been that the subject of human-
machine interaction must be treated holistically, with the operating crew
included as a system element. The program has had the overall goal of
providing NRC with the technical basis for developing design requirements

,

and review criteria, as well as assessing the improvements to plant
safety for methods to enhance the capabilities of nuclear plant opera-
tors. To determine this technical basis two basic objectives were pur-
sued: determine the role of the operating crew, and develop a method to .

characterize the function and effectiveness of operational aids that
might be proposed for installation at nuclear power plants.

The program began by defining the operating crew's function, organiza-
tion, and responses to the work environment (Refs. 4-14). Because of
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the complexity of the subject and the paucity of specific research, it
was necessary to build on a number of seemingly disparate research
results, methods, techniques, and human-machine interface models. These
indirectly related areas included operator acceptance of computerized
aids (Refs. 15,16), allocation of. control functions (Ref. 17-20), and
acdeling of human cognition (Refs. 21-23). The research in these areas,

has proved useful both within the Operational Aids Program and outside as
well, stimulating.research by others and providing useful derign and
evaluation tools. These findings together contribute to the first basic
objective: to investigate 'the role of the operator.e

The program has concluded by summarizing its findings relative to the
second basic objective, that is, to develop a method for characterizing
operational aids so that similarities and dif ferences across aids and the
meaning of those differences might be made apparent, thus paving the way
for an objective evaluation of the usefulness of such aids. This report
summarizes these findings in three parts: (1) presentation of the

theory, the methodology, and an example of application; (2) reviewing 12
proposed and functioning computer-based operational aids for nuclear
plant operators (Appendix A); and (3) reviewing NRC and other criteriao

and guidelines that could apply to operational aids not mandated by NRC
3

j (Appendix B). This program will allow NRC regulators to evaluate
i computer-based operational aids for nuclear power plant operation in
| order to determine the effects of an aid's proposed design on the opera-*

tor's understanding of plant processes and to determine the implication4

of these processes on important operator decisions concerning planti

I safety.

;
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2. OPERATOR DECISION MAKING

A recent survey of the decision-aiding literature (Ref. 3) concludes thato
virtually every aid reviewed is aimed at supporting one or more of three
general decision-making tasks: (1) situation assessment, (2) planning
and commitment, and (3) execution and monitoring. Figure 1 illustrates
an elementary conceptual model of the basic relationships among theseo
general tasks. Other aspects of the relationships among these tasks
(e.g., iteration) are discussed in Sect. 2.1. |

l

Situation assessment is required when the information received by an
operator differs from his or her expectations in other than an acceptable

Unexpected deviations prompt the operator to question the valid-manner.
ity of a priori assumptions regarding the status quo. This questioning
leads to a search for an explanation of what has happened, is happening,
or may happen. As " situation assessment" implies, its goal is to assess
the underlying situation that produced the unexpected information. |*

Given an explanation of the new situation, the next general task is plan-
ning and commitment--which involves generating, evaluating, and selecting
among alternative courses of action relative to criteria that reflect |,

tradeoffs between possibly competing objectives (e.g., availability ver-
sus safety). In many engineering systems, alternative plans are readily
available in terms of formal procedures for dealing with particular situ-

!'ations. Further, operators' training may, in effect, prescribe the
course of action they will take so that alternatives need not be actively |

considered. However, when situations arise that were not anticipated in
the design of the procedures or that are unfamiliar because they were not
considered in the design of the training, operators can be required to
pursue planning and commitment. In such situations, operators' decision-
making and problem-solving abilities, as well as their breadth of experi-
ence, are likely to be crucial.

The third general decision-making task, execution and monitoring,
involves implementing the plan selected, observing its consequences, and
evaluating deviations of observed consequences from expectations. Most |

operator activities are dominated by execution and monitoring. The vast I

majority of the time, dif ferences between observations and expectations
are minor, and consequently situation assessment or planning and commit-. .

|
ment are not required. However, when they are required (i.e. , when the

' deviations are unacceptable), the role of the operator becomes central to
ensuring continued system operations and safety.

e

i 2.1 RELATIONSHIPS AMONG DEGISION-MAKING TASKS

Based on the above discussion, Fig. I can be modified to yield Fig. 2,
which refines the description of the relationships among
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decision-making tasks. Four modifications are particularly noteworthy.
First, in order to avoid the potentially misleading impression from
Fig. I that situation assessment is always the initial decision-making
task, Fig. 2 illustrates execution and monitoring as proceeding directly
from the a priori situation, plan, and expectations.

A second noteworthy modification is the explicit updating of expecta- a

tions. Execution of a plan seldom results in exactly what was expected;
therefore, updating is required even if deviations are never sufficient
to prompt situation assessment. This leads to the third important modi-
fication, namely, the discrimination between routine and nonroutine iter- *

ations through the decision-making process, as represented by the loops
in Fig. 2. This distinction is useful for clarifying the differences

'

between normal display scanning and problem-directed information seeking,
where the former behavior is more pattern recognition oriented (i.e.,
skill based) and the latter behavior is more oriented toward problem
solving (i.e. , rule and knowledge based). As might be expected, these
two processes require different forms of decision aiding.

The fourth and final noteworthy modification of this conceptual model of
decision making involves the explicit indication or "cperator-computer ,

interface" in Fig. 2. Because the same information displays, input
devices, and dialogue structure can support different decision-making
tasks--albeit perhaps in different ways--the operator-computer interface

,

is shown as common to each of the three general decision-making tasks.
For example, the act of obtaining information from displays is not viewed
as a separate decision-making task per se.

This distinction is quite important. It reflects the focus of this
report: evaluating the extent to which an aid is likely to support oper-
ator decision making. This is quite a different focus from that found,
for example, in NUREG-0700 (Ref. 24) where the emphasis is on human fac-
tors issues associated with basic display parameters rather than how the
displayed information is used. While these two perspectives are differ-
ent, however, they are not conflicting; in fact, they are complementary
and necessary to an overall evaluation (see Sect. 4.3).

2.2 SUBTASKS OF GENERAL DECISION-MAKING TASKS

While execution and monitoring, situation assessment, and planning and
commitment are the general decision-making tasks of interest, they are
somewhat too broad in scope to provide the classification of decision *

functions needed to categorize aids. Thus these general tasks have been
further subdivided as shown in Fig. 3. In contrast to Fig. 2, the
ongoing processes involved with the operator-computer interface are not
depicted in Fig. 3. This serves to emphasize the nature of utilizing *

the interface as a support function rather than a decision-making task.

Sections 2.2.1 through 2.2.4 elaborate upon the tasks shown in Fig. 3.
To clarify the definitions presented, examples from four existing aids
(DMA, SAS, STAR, and PPS) are used. These aids are considered in more
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Figure 3. Subtasks of general decision-making tasks.
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detail later in Sect. 3 and in Appendix A, where the complete set of
functions provided by each aid is described.

I2.2.1 Execution and Monitoring
)

Four subtasks comprise the range of operator activities during the execu-
tion and monitoring phase of decision making. As noted in Fig. 2, these =

subtasks apply to routine as well as nonroutine activities related to
system operations.

|

1. Implementation of Plan. Given the a priori situation, plan, and *

expectations, the operator implements the plan through specific man-
ual activities to exercise control and coordination of plant compo-
nents. Typically, control activities center on communication and
manipulation (e.g., supervisory senior reactor operator (SRO)
instructions to other crew members reactor operators (RO) and balance
of plant operators (BPO)). Coordination activities contribute to
sequencing and balancing the deployment of resources (e.g., use of
crew members and alternative backup systems).

*In studying existing aids to identify aid functions that support
decision tasks, it appears that plan implementation resides solely
with a person and not a machine, at least for the aids reviewed in
this study. Beyond the social / political constraints inhibiting .

development of a machine-controlled nuclear plant, all of the aids
reviewed by the authors appear to be premised on the importance of
the operator maintaining ultimate control. In other words, despite
rapid advances in aiding technology, there does not appear to be any
explicit objective of ultimately eliminating an operator's overall
responsibility for managing events.

2. Observation of Consequences. Plans are normally implemented with
anticipated consequences. The subtask of observing consequences
involves acquiring information and correlating it with the course of
action implemented. At this point the decision-making task requires
further data namely, an evaluation of deviations from expectations
and a determination of whether or not these deviations are
acceptable.

3. Evaluation of Deviations from Expectations. This subtask involves
determining whether or not the actual course of events deviates sig-
nificantly from what was anticipated to be the result of plan imple- ,

mentation. While some deviations are quite normal, excessive -

deviations indicate that something is awry (e.g., the situation
assessment may have been wrung). The quantitative definition of
eressolve depends on the uncertainty associated with a priori
expectations of consequences. *

4. Selection Between Acceptance and Rejection. At this stage of the
decision process, the operator is at the decision point of Fig. 2
that asks " deviation acceptable?" This decision represents the point
at which the discrimination is made between routine and nonroutine

m
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situations. Acceptance or rejection of the observed deviations as
normal involves trading off the costs ot false acceptance or rejec-
tion, in terms of the cost of incorrectly proceeding with execution
and the cost of wrongly abandoning execution to pursue situation
assessment and/or planning.

Given sufficient information, this selection task can be viewed as
simply one of choosing the minimum expected cost alternative. How-
ever, since the probability and cost of selection errors are usually
not explicit, this selection process is not very straightforward. '

,
Thus some form of computer aiding may be appropriate to assist the
operator in identifying and resolving these tradeoffs and, more
importantly, to assist the operator in identifying nonroutine
situations. .:

An 6xample of an aid that supports execution and monitoring tasks is
provided in some of the functions of SAS. The top-level displays of SAS
are designed to indicate " key parameters for assessing safety status of
plant" and in this capacity support the observation of consequences task.
In addition, three safety-related monitors of SAS support the observa-.

tion, evaluation, and selection subtasks of execution and monitoring by
using an algorithm to compare real-time data to data obtained from a
tree-structured logic table.

.

2.2.2 Situation Assessment: Information Seeking

Situation assessment tasks are prompted by the observation of information
that is inconsistent with expectations. One might be tempted to use the
phrase " unanticipated event" to describe situations that are inconsistent
with an operator's " internal model" of what should happen. However, the
term avant implies a well-defined, discrete situation--which is cer-
tainly not the only possibility. In the environment of a nuclear power
control room, multiple indicators may point to an unusual situation, but
the local manifestations of this situation may be distributed among many
subsystems of the plant. Thus at this point in the decision-making pro-
cess, the operator must often contend with complicated, redundant, and
seemingly contradictory information. In fact, the widespread trend
toward " symptom-based" procedures reflects a recognition of this
possibility.

Situation assessment can be viewed as involving two phases information
seeking and explanation. The first phase, information seeking, includes

* generating / identifying, evaluating, 2nd selecting among alternative
information sources, which are usually fairly well defined in the opera-
tion of a nuclear power control room. They include displays, data bases
(both hard-copy and computer-readable), and collecgues in the control

,
room and elsewhere in the plant.

1. Generation / Identification of Alternative Information Sources. This
subtask involves rapidly (and perhaps unconsciously) considering the
large number of information sources available and delimiting a rea-
sonabic subset for further consideration. As an example, to enhance

- _ - _ _ - - _ _ - _
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DMA's primary function of detecting and locating' leaks, control room
radiation conditions and leak rate displays are used to generate /
identify information related to overall plant safety.

2. Evaluation of Alternative Information Sources. This subtask involves
assessing the relevance, information content, and resource require-

*mento associated with alternative information sources. In the con-
text of aids for nuclear power plant operators, this subtask could be
supported by having the computer assess the relevance of the informa-
tion on each display page to the critical safety functions currently ,

being threatened. The aid could also support an operator in this
subtask by assessing the consistency among multiple sources of
information.

3. Selection Among Alternative Information Sources. This subtask basic-
ally involves the allocation of information acquisition resources
(e.g., operator time and limited space on display pages) relative to
criteria such as uncertainty reduction and resource constraints.
Given the outputs of the evaluation task and explicit allocation
criteria, selection in terms of resource allocation can be posed as a .

standard optimization problem. Ilowever, humans do not appear to
approach selection quite so rigorously, partially because criteria
are usually far from explicit. Selection may therefore provide
opportunities for aiding. *

As an illustration of one possible approach to aiding that supports situ-
atton assessment, as discussed in Sect. 3.3, STAR appears to support the
operator in the processes of evaluating and selecting among alternative
information sources via the function of suppressing nuisance alarms. By
reducing the number of alarms requiring operator attention, STAR somewhat
compensates for human limitations in making complicated tradeoffs and
dealing with uncertainty and constraints.

| 2.2.3 Situation Assessment: Explanation

| The explanation phase of situation assessment includes generating, evalu-
- ating, and selecting among alternative explanations of the situation.
1
'

1. Generating Alternative Explanations. This subtask involves synthe-
sizing possible explanations of what has happened, is happening, and
may happen. A typical a default explanation is that a priori expec-
tations have been, are, or will be fulfilled. The process whereby
other alternatives emerge appears to depend on previous experiences, *

pattern-recognition abilities, and perhaps creativity. Not too sur-
prisingly, there appears to be a void in the support of this process
by the prototype aids reviewed.

,

2. Evaluation of Alternative Explanations. This subtask involves find-

ing the degree of corraspondence between each candidate explanaticn
and the assessed situation. For example, as discussed in Sect. 3.2,
the accident identification and display system of SAS calculates a
weighted factor for each of four major accidents and displays this

<

. . . _ . . . _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ . _ ___ _ _
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probability as a bar height to the operator. Beyond assessing the
degree of fit (likelihood of correct selection), evaluation also
includes determining the cost of both types of misevaluation (i.e.,
false acceptance or rejection of alternatives). In general, the cost

of falsely accepting an alternative depends on the particular
alternative that la consequently falsely rejected. In ambiguous
situations where many alternative explanations are feasible, theo

interdependencies of these costs of error can be complicated and
therefore difficult to keep in mind; this would seem to be a poten-
tial area for computer aiding.

,

3. Selection Among Alternative Explanations _. This subtask involves
trading off the feasible explanations in terms of the degree of cor-
respondence with the assessed situation and the costs of falso accep-
tance and rejection. For instance, evaluation and selection among
alternative explanations are both involved in the DMA function of
analyzing the need for the manual addition of emergency cooling
water. If the values of all of the parameters associated with these
tradeoffs were known, selection could be viewed as merely a cost-
optimization problem. However, it is very unlikely that humans make

, selections this formally, partially because of inherent ambiguities
in situations and explanations and partially due to human information
processing limitations. Therefore, as with selection among informa-
tion sources, colection among explanations may be an appropriate task.

for aiding.

2.2.4 Planning and Commitment

The planning and commitment task includes generating, evaluating, and
selecting among alternative courses of action. This task differs from
situation assessment primarily in teries of being purely future oriented
and of emphasizing a sequence of actions over time rather than an assess-
ment at a particular point in time. Thus situation assessment attempts
to determine what has happened, is happening, or may happen, while plan-
ning and commitment focuses on manipulating future situations by choosing
appropriate courses of action.

1. Generating Alternative Courses of Action. This subtask is similar to
generating alternative orplanations. Typically, the operator will
consider courses of actioa that have been successfully used before in
the given situation. Often, such courses of action or plans may be
available in the form of procedures. Alternative plans also may
emerge from experiences with analogous situations or, if absolutely*

necessary, f rom analytical |tudy of the situation. The source of
truly novel alternatives is difficult to pinpoint, which makes
alternative generation a difficult process to aidi nevertheless, the

* subtask does support a design principle requiring sufficient system
flexibility to avoid inhibiting creativity when it is needed.

2. Evaluation of Alternative Courses of Action. This subtask involves
assessing or imagining the consequences of plans, both in teras of
resource requirements and of impact on future situations. This type
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of evaluation is usually performed by mapping (correctly or other-
wise) from possible actions to previously experienced consequences.
In many situations, training will enable reasonably accurate antici-
pation of effects of actions. When the cost of erroneous forecasting
is high and time allows, evaluation of alternative actions may be
performed using predictive models, perhaps the simplest operational

,
form of which is a predictor display.

3. Selection Among Alternative Courses of Action. This subtask involves

the allocation of action resources (proil'e and equipment) subject to ,

resoarce constraints and relative to criteria that assess the degree
to which objectives are achieved over some planning horizon. As with
the other types of selection tasks, given sufficient information,
selection among alternative courses of action can be posed as a con-
e. rained optimization problem. Ilowever, the complexity of such a
formulation dictates that unaided humans are very unlikely to pursue
selection in this manner. While aiding may be possible, its feasi-
bility is likely to depend totally on the amount of available infor-

mation that humans have difficulty assessing and/or communicating.
.

An example of an aid that supports planning and commitment is PPS. It

appears to support all planning and commitment tasks in determining the
next attainable safe state and how to get there. As discussed in detail
in Sect. 3.4, given a table of safe states and acceptable system configu- '

rations, PPS can generate, evaluate, and select a list of instructions

appropriate for an off-normal condition. New instructions are generated,
evaluated, and selected based on operator actions and plant response.

2.2.5 Common Attributes of Decision Making Tasks

! The terms used in Fig. 3 and in Sects. 2.2.1 through 2.2.4 ere designed
to emphasize common attributes of operator decision-making tasks.
Clearly, the three most central words in this formulation of the
decision-making process are generation, evaluation, and selection rela-
tive to alternative information sources, explanations, courses of action,
and deviations from expectations. Beyond these types of decisions,

! acquisition and integration of information as well as observation of
I consequences (input) and plan implementation (output) are the

other activities, depicted in Fig. 3. These input-output (I/0) types of
| activities involve less conscious decision making than generation,
l evaluation, and selection. Nevertheless, these I/O activities are good
! candidates for aiding in order to f ree humans to attend to generation,
; evaluation, and selection. *

| 2.3 RELATIONSHIP OF PROPOSED MODEL TO EXISTING MODELS
,

i

| In formulating the proposed conceptual model of the decision-making tasks
| required of nuclear power plant operators, the authors studied descrip-

tions of several alternative models of operator behavior and decision!

! making in the process-control domain. Most of these alternatives are

st.mmarized in the Proceedinga of the Workshop on Cognitive Modeling of
!
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Nuolsar Plant Control Room Operatora (Ref. 21). A recent comprehensive
review of models in this area is provided by Rouse (Ref. 25). The most
relevant of the alternative models are briefly reviewed in Sect. 2.3.1
and contrasted with the proposed model.

2.3.1 Alternative Models,

The proposed model has many parallels with the authors' previous work on
human problem solving (Ref. 26). Their most recent efforts in this area
involve a model that includes three levels of decision making: recogni-o '

tion and classification. planning, and execution and monitoring. These
three levels are virtually identical with those in Fig. 1. Depending on
the type of information on which a decision is based, alternative deci-
sion processes are either state oriented or structure oriented. State-
oriented processes are considered from an artificial intelligence
perspective involving frames, scripts, and basic pattern recognition at
the three levels. Structure-oriented processes involve basic principles,
planning heuristics, and the use of functional structure at the three
levels. In general. this model of human problem solving is very similar
to the model proposed here; the main difference is that the proposeda

model explicitly considers decision functions, which is essential if
decision aids are to be classified.

Rasmussen's pyramid of the mental activities encountered by the control*

operator in his thought processes and manual activities (Ref. 27) corre-
sponds closely to the model proposed here. In general both models focus
on relatively high-level activities dealing with planning and decision
making. One major difference is that Rasmussen's model explicitly con-
siders lower level mental activities that are only implicitly addressed

by Rouse (Ref. 25). For example, the stereotyped and often unconscious
mental activities that enable the operator to bypass certein intermediate
states of knowledge are explicitly depicted by Rasmussen as " rule-based
short cuts"; in contrast, Rouse aggregates these and other cypes of
activities into the general category of S-rules.

A close comparison can be made with Rasmussen's model ty correlating the
situation assessment tasks and monitoring activities in Figs. 1 through 3
with the tasks on the left leg of Rasmussen's pyramid (i.e., knowledge-
based analysis). The right leg of the pyramid corresponds to many of the
planning ar commitment tasks and execution tasks in the proposed model.
Monitoring is an activity that Rasmussen uses to connect the right and
left legs at the base of tha pyramid.

,

Another model with close resemblance to the proposed model is discussed
by Thorndyke (Ref. 28). Three general phases of the situation ansessment
and pinnning model (influenced by previous developments of Ilayes-Roth.

(Ref. 29)) are in completa agree.nent with the proposed modelt situation
namessment (which includes both routine monitoring and anticipation /*

explanation of unusual events), planning, and plan execution.
Thorndyke's model includes, in effect, a loop back to the planning and
commitment phase of the proposed model to illustrats the iterative nature
of planning as an aspect of problem solving.

. _ _ _ _ _ _ _ _ . - _ _ _ _ _ _ _ _ _ _ - _ - __
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j A supervisory control model structure is offered by Baron (Ref. 30).
Each portion of his model corresponds to some phase of decision making
included in the proposed model:

I 1. ' display processor,
2. information processor,

,

3. situation assessor,
4. response selector / formulator, or
5. response effector.

.

: The major distinction between Baron's model and the others discussed

thus far is the control-theoretic approach to formulating and predicting
I operator behavior and decision making. Sheridan's model of human diag-

nostic behavior (Ref. 31) is similar in that it is also couched in con-
; trol theory and state variables. While control-theoretic models of

operator behavior have a. rich history, such formulations may not be
; appropriate for higher level operator activities such as problem solving.
[ It may be that control-theoretic part-task models are useful but that an

overall framework premised on control-theoretic concepts is too:

constraining. *

1 Siegel and Wolf (Ref. 32) have developed a " General Nuclear Power Plant
Model," partially based on the Newell-Simon theory of problem solving

| (Ref. 33). In modeling the probability of a correct decision, Siegel and '

Wolf have formulated a methematical expression that captures the differ--

ence between the ability required of the task and the operator's actual
ability. Their model is noted in this discussion because it is an inter-

-

[ esting mathematical model of the decision as an end product; however,
i Siegel and Wolf offer no description of the process of decision making by

the operator. Thus the model is of limited use for guiding evaluation of,

| aids for the decision-making process.
!

}. It should be emphasized, however, that this is not an inherent limitation
j- of the Newell-Simon theory of human problem solving. Indeed, there are
4 strong elements of this theory in the model of the authors as well as
; those of Rasmussen and Thorndyke. Thus, it is clear that N well ande
| Simon's seminal work has had a substantial impact on efforts in the cog-

nitive modeling area.

,

2.3.2 An Alternative Tagonomy4

i
;

Considering decision aidieg;from a very broad perspective, Rockmore
~ ,

et al.-(Ref. 2) reviewed more than 75 decision aids that appeared to have
potential relevance to desision making in the command and control task ofi

..

target aggregation. In their categorization of aids they briefly iden-,
7'tify the decision-making function (s) primarily supported by each aid. .

! .Five of the six fr actions' appear similar to the proposed model:
j' .; cs ^*

}
'

l. information acquisition and fusion,..
, .

'i
.

'' - 2; information ritriev'al,;
'y4 3. information asse'ssment,
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4. . plan generation; and
5. plan evaluation.

The sixth function, generic aid or aid in building aids, is.not relevant
to the issues of interest in this report.

" "

Rockmore et al. include very limited discussioc of these six decision-
making functions. Thus it is unclear whether their first two functions ,

map to the situation assessment phase of-the proposed model, where infor-
~

.- mation received by the operator conflicts with his or her expectations,
or whether these functions correlate with the routine activity associated
with observation of. consequences and the evaluation of deviations from
expectations. Nevertheless, there is general compatibility between these-
two conceptual models.

2.3.3 Summary

The proposed model of operator decidion making is consistent with the
various alternatives reported in the literature (Ref. 37). The proposed
model does, however, provide more than just a synthesis of alternatives.e.

It also describes operator decision making in terms of aidable functions
! rather than on the basis of elementary human information processing or
| aggregated system-oriented functions. This provides the necessary. frame-

work for classifying operator aids. The next consideration is the degree| *
,

j to which nuclear power plant operator decision making can be classified
in terms of these general functions.

l '

| 2.4 COMPARISON WITH A TAKONOMY OF OPERATOR TASKS
i

! The conceptual model outlined earlier in this section will provide the
foundation for classifying decision aids designed to assist nuclear power,

! plant operators. Before discussing the classification of such aids,
. however, the proposed conceptual model should be compared with an exist-
! ing taxonomy of tasks performed by nuclear power operators. Kisner and

Frey (Ref. 4) have proposed such a taxonomy for both normal and emergency
| operations in nuclear power plants. They divide the operator's role into
' three general areas: supervision of plant operations, maintenance of

equipment, and coordination of support activities. Kisner and Frey elab-
orate on tasks related to the first two areas. These tasks are listed in
Fig. 4, with a numerical mapping by number to tasks listed in Fig. 3.

~* In general, this. taxonomy is compatible with the model espoused in this-
report;. most differences can be explained by the dif ference in perspec-
tive. The major thrust of the Kisner-Frey taxonomy appears to be super-
visory and maintenance activities characterized by the execution and,

monitoring tasks found in Fig. 3. Planning is mentioned, but specific-
nuclear _ operator tasks are not elaborated on, and situation assessment
tasks do not appear, relevant. Thus while one might expect'a taxoncmy
covering planning and diagnosis activities to correlate closely with the-
proposed conceptual model of general decision-making tasks, the two
approaches to classification have different emphases: While Kisner and

!
:.
!

f-

i

f

!

'
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1. PLANNING (11-13)* .

2. MONITORING (1-3)

ALARM MONITORING .

STATE MONITORING

SIGNAL YERIFICATION

SYSTEM-OPERATION VERIFICATION

PARAMETER-DEVIATION DETECTION

3. CONTROLLING PLANT SYSTEMS (1-3)

MANUAL TASKS

MECHANIZED TASKS *

MANUAL-AUTOMATIC TASKS

MACHINE-AUTOMATIC TASKS

.

4. DIAGNOSING PROBLEMS

PROBLEM ANTICIPATION (12)
PROBLEM SOLVING (10, 13, 4)

RECONFIGURING (11-13)

5. MAINTENANCE OF EQUIPMENT

PLANNING (11-13)
TESTING (3, 9)
IMPLEMENTATION (1, 2)
EQUIPMENT MODIFICATION (11-13, 1-4)

* NUMBERS IN PARENTHESES REFER TO DECISION MAKING TASKS IN FIGURE 3.

SOURCE: R.A. KISNER ann P.R. FREY, "PUNCTIONS
AND OPERATIONS OF NUCLEAR POWER PLANT CREWS,"
NUREG/CR-2587, ORNL/TM-8237, APRIL 1982.

.

Figure 4. Taxonomy of nuclear plant operator role.

.

_ _ _ _ _ _ _ _ _ _ _ _ . _ _ _ _ _ __
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Frey focus on a systems-oriented identification of tr.sks, this report

presents a behavior-oriented description of the process of decision
making.

Additional explanations for the differences in the proposed conceptual
model of decision making and the Kisner-Frey taxonomy emerge when oney
considers the source of information on which their taxonomy is based.
Beginning with recently developed emergency procedures for nuclear power
plants, Kisner and Frey infer the role of the operator "that had been
intended by designers and trainers." While such an approach is an excel-e
lent way to begin an analysis of behavioral requirements, it is not suf-
ficient because a description of the role of the operator based solely on
a procedure-oriented perspective may be quite deficient with regard to
planning and diagnostic behavior. As a result, the Kisner-Frey taxonomy
omits the information-seeking and explanation tasks of the situation
assessment phase emphasized in Figs. I through 3.

Kisner and Frey describe operator behavior via two conceptual models: a
hierarchical model, which captures the goal-oriented behavior of the
operator, and a process model, which captures fault diagnosis via proce-*

dural guidelines. Both models are applied to describing operator behav-
ior in terms of the emergency procedures of three different types of
plant. While the activities included in the models are relatively spe-

* cific, they can be aggregated to correspond to the general level of tasks
in Fig. 1. Howaver, as might be expected based on the above discussion,
the activities emphasize the iterative loop between planning and commit-
ment and execution and monitoring.

In general, the conceptual model proposed in this report appears to be
quite consistent with the results of the analysis of Kisner and Frey.
Further, the proposed model provides significant elaboration in the area
of planning and diagnosis, particularly with regard to the nenroutine
aspects of a situation assessment. Thus the model encompasses a wider
range of behaviors that potentially might be aided.

2.5 SUMMARY

Section 2 discusses the conceptual foundation of a scheme for classifying
operator decision aids in terms of functions aided. It compares this
foundation to various models discussed in the literature and to an exist-
ing taxonomy of operator tasks. At this point, the proposed conceptual.,

model appears to be reasonable. The practicality of classifying aids on
the basis of this model is the next issue of interest.

'o

|
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3. CLASSIFYING DECISION AIDS

To illustrate how decision aids can be classified based on the proposed*

conceptual model, this section considers four available decision aids.
Chosen from the 20 decision aids described in the literature (most of
which are summarized in Appendix A), the four aids were selected ~pri-

* marily because they were described with relative completeness and because
they are,in use in an operational facility. Furthermore, it seemed
desirable to select a group of aids _that supported a range of decision
tasks in order to demonstrate the adaptability of the classification
scheme. - The aids chosen for this discussion are: DNA, SAS, STAR, and

PPS.

The advantage of using the proposed model-based classification. scheme is
to allow one to capture the essence of the decision-making tasks sup-
ported by the functions of an aid. For each function described in the,
literature, a mapping was made to one or more of the decision-making
tasks discussed in Sect.~ 2 and listed in Fig. 3. As illustrated in
Sects. 4 and 5, this mapping allows evaluation issues to be raised in
terms of the general decision-aiding objectives of an aid, rather .than in: ,

terms of specific design features and nuances. At the end of this sec-
tion, discussion focuses on a comparison of the four aids with respect to
the type of decision-making tasks supported by each.'

i

{ 3.1 DIAGNOSIS OF MULTIPLE ALARMS (DMA)

|- -3.1.1 Brief Description

DMA is installed at the Savannah River Laboratory (SRL) in three produc--
; tion reactors, where, unlike the typical nuclear power plant, plutonium

is the end product of interest. The primary function of DMA is to assist
the operator in identifying the location of leaks through analysis of

'
~ multiple alarm patterns (Ref. 341 Rather than alarm prioritization, DMAi

focuses on evaluation of alarm patterns and problem location (i.e. , leaks
'

in the primary and secondary cools og systems). The aid offers advice by-
identifying the proper procedure f ar locating the leak.,

l

3.1.2 Decision-Making Tasks Supaorted-

|
'

Figure 5 lists the functions of DMA, and for each function a correspond-
ing decision task is identified from the classification scheme of Fig. 3.

'' -DMA analyzes alarm patterns to detect and locate leaks. This involves
three of the four subtasks of the execution and monitoring _ phase and

,
.

Foraccounts for the highest concentration of decision tasks, 34%.
environmental safety reasons, operators are motivated to' avoid actuating,

j the emergency core-cooling system. DMA supports operators in this task
by assessing the situation relative to the need for additional manual-'

E
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FUNCTION DECISION-MAKING TASK (from Fig. 3)

1. DETECT AND LOCATE LEAKS 1. OBSERVATION OF CONSEQUENCES

2. EVALUATION OF DEVIATIONS FROM EXPECTATIONS
: 3. SELECTION BETWEEN ACCEPTANCE AND REJECTION

2. ANALYZE NEED FOR MANUAL EMERGENCY COOLING- 1. EVALUATION OF ALTERNATIVE EXPLANATIONS
WATER ADDITION 2. SELECTION AMONG ALTERNATIVE EXPLANATIONS *

,

:

3. DIRECT OPERATORS TO THE CORRECT WRITTEN 1. EVALUATION OF ALTERNATIVE COURSES OF ACTION
; PROCEDURE 2. SELECTION AMONG ALTERNATIVE COURSES OF
! ACTION S!

4. DISPLAY LEAK RATES 1. 6ENERATION/ IDENTIFICATION OF ALTERNATIVE
INFORMATION SOURCES

.

t
'

5. DISPLAY CONTROL ROOM RADIATION CONDITIONS 1. 6ENERATION/ IDENTIFICATION OF ALTERNATIVE
INFORMATION SOURCES

Figure 5. Classification of diagnosis of multiple arms (DMA).

J

j

. . . .
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emergency cooling water. In this capacity DMA supports evaluation and
selection among alternative explanation subtasks.

In the event of a leak, DMA will (via SRL's Automated Procedures System)
advise the operator of the correct procedure to consult for controlling
the problem, and an appropriate procedure is identified by evaluating and
selecting among the alternative courses of action offered. Additional*

information is displayed to the operator regarding the rate of the leak
and radiation conditions in the control room. These functions support
the operator's need for information by displaying (i.e., generating /tden-

* tifying) alternative sources of information.

3.2 SAFETY ASSESSMENT SYSTEM (SAS)

3.2.1 Brief Description

The motivation for developing SAS is stated as a need for an aid to
assist the operator in assessing the safety status of the plant and in
detecting abnormal conditions (Ref. 35). SAS is designed to fulfill the

* SPDS requirements for pressurized-water reactors and was developed for
use at the Point Beach Nuclear Plant of Wisconsin Electric Power Company.

3.2.2 Decision-Making Tasks Supported.

Figure 6 lists _the functions of SAS, mapping them to one or core
decision-making tasks identified in the classification scheme of Fig. 3.
Most (nearly 80%) of the decision-making tasks supported by SAS can be
categorized as execution and monitoring. Two functions (top-level dis-
plays and trend graphs) display output to the operator and support the
observation-of-consequences subtask. Three monitor functions [ safety
system readiness (SSR), safety system performance, and critical safety]
routinely assess the plant state, and thereby support the observation,
evaluation, and selection subtasks of the execution and monitoring phase.

Two functions support the information seeking phase. The malfunction
monitor acts as a filter for bad data and thus supports evaluation of
alternative information sources, and the top-level message display lists
the currgnt value of key parameters among other variables related to
plant st..te. After an off-normal condition has been detected, the three
monitor displays feed information to the top-level message display in an
effort tc provide the operator with supporting information.

.

The SAS AIctdent Identification and Display System (AIDS) function offers
a fixed set of alternative explanations (total of five) during an unusual
condition. Each explanation is evaluated by AIDS and displayed to the

* operator, who must make the selection of explanation (s). Thus the
function of AIDS can be stated simply as evaluation of alternative
explanations.

5
e
e.

9
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FUNCTION DECISION-MAKING IASK (from Fig. 3)

1. TOP-LEVEL DISPLAYS KEY PARAMETERS FOR 1. OBSERVATION OF CONSEQUENCES

ASSESSING SAFETY STATUS OF PLANT

2. ACCIDENT IDENTIFICATION AND DISPLAY SYSTEM 1. EVALUATION OF ALTERNATIVE EXPLANATIONS

3. TREND GRAPHS OF RELATED PARAMETERS 1. OBSERVATION OF CONSEQUENCES

4. SAFETY SYSTEM READINESS MONITOR TO ASSESS 1. OBSERVATION Or CONSEQUENCES

STATUS OF SELECTED SAFETY SYSTEM
2. EVALUATION OF DEVIATIONS FROM EXPECTATIONS

3. SELECTION BETWEEN ACCEPTANCE AND RFJECTION

5. SAFETY SYSTEM PERFORMANCE MONITOR TO ASSESS 1. OBSERVATION OF CONSEQUENCES

SYSTEMS SEQUENCING AND PERFORMANCE $

3. SELECTION BETWEEN ACCEPTANCE AND REJECTION

6. CRITICAL SAFETY FUNCTION MONITOR WHICH DEFINES 1. OBSERVATION OF CONSEQUENCES

CONDITIONS TO ASSESS STATUS OF FIVE CRITICAL
SAFETY FUNCTIONS 2. EVALUATION OF DEVIATIONS FROM EXPECTATIONS

3. SELECTION BETWEEN ACCEPTANCE AND REJECTION

7. CHANNEL MALFUNCTION MONITOR TO LIST DATA THAT 1. EVALUATION OF ALTERNATIVE INFORMATION SOURCES

HAVE BEEN REJECTED OR DELETED

8. TOP-LEVEL MESSAGE DISPLAY 1. 6ENERATION/ IDENTIFICATION OF ALTERNATIVE
INFORMATION SOURCES

Figure 6. Classification of safety assessment system (SAS).

,
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.3.3 DISTURBANCE ANALYSIS AND SURVEILLANCE SYSTEM (STAR)

.3.3.1 Brief Description

.STARLwas developed with a perspective slightly different from the previ-"

ously. described systems. _ The operator's fault-diagnosis activity isg supported.to enhance plant availability and safety (Refs. 36, 37).
Developed for use at the Grafenrheinfeld pressurized-water reactor in the
Federal Republic of Germany,- STAR is an example of a "next-generation"
SPDS, .namely, a disturbance analysis and surveillance system (DASS).,

'3.3.2 Decision-Making Tasks Supported

Figure 7 maps the. functions of-STAR to the decision-making tasks outlined
in Fig. 3. Like SAS, the highest percentage of' decision-making' tasks
supported by STAR occur in~the execution and monitoring phase. Terms
such as status surveillance, availability and operability, and
verification imply such tasks as observation of consequences, evalua-
tion of deviations from expectations, and selection between acceptance

4 and rejection.

Approximately 30% of the decision-making tasks supported involve the
situation assessment phases concerning alternative information sources
and explanations. .The primary aid functions are concerned with " deter-*

mine primary cause/ plant state" and " suppress nuisance alarms."

The planning and commitment activity accounts for 20% of the decision-
making tasks supported by STAR. Generation, evaluation, and. selection
among alternative courses of action are all represented in these func-
tions. Implementation of cause-consequence diagrams by STAR enables it
to " determine possible consequences" and " predict system behavior," which
relate to the planning phase of decision making. That the automated -

procedural guide offers support in selecting an appropriate course of
action with respect to small loss-of-coolant accidents (LOCAs) is implied
in the function description.

3.4 PROCEDURE PROMPTING SYSTEM (PPS)

3.4.1 Brief Description

The Hanford Engineering Development Laboratory developed two aids for use
in a liquid-metal fast-breeder reactor and has implemented them on a*

subsystem of the fast flux test facility (FFTF) (Ref. 38). Based on
Rasmussen's'model of operator behavior in large-process control systems
(Ref. 39) these aids have been designed to support nuclear-operators in.

, -assessing the status of the plant and to guide operator actions during
off-normal conditions. The system currently consists of .tuo major com-
ponents which will eventually be integrated: PPS and Master Information
Data' Acquisition System (MIDAS).
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EuMIne DECISION-MAKING IASli (f rom Fig. 3)

1. STATUS SURVEILLANCE OF THE PROCESS DURING 1. OBSERVATION OF CONSEQUENCES
NORMAL AND DISTURBED OPERATION

2. GENERATION / IDENTIFICATION OF ALTERNATIVE
INFORMATION SOURCES

.

2. AVAILABILITY AND OPERABILITY INDICATION OF 1. OBSERVATION OF CONSEQUENCES
AUTOMATIC FUNCTIONS

7 p p p

3. SELECTION BETWEEN ACCEPTANCE AND REJECTION
.

3. VERIFICATION OF OPERATION SEQUENCE OF SAFETY 1. OBSERVATION OF CONSEQUENCES
SYSTEMS (POST TRIP' y p , p ,

3. SELECTION BETNEEN ACCEPTANCE AND REJECTION

4. DETERMINATION OF THE PRIMARY CAUSE OF A 1. EVALUATION OF ALTERNATIVE EXPLANATIONS
DISTURBANCE

5. SUPPRESSION OF NUISANCE ALARMS 1. EVALUATION OF ALTERNATIVE INFORMATION SOURCES

2. SELECTION AMONG ALTERNATIVE INFORMATION
SOURCES

6. DETERMINATION OF POSSIBLE CONSEQUENCES OF l. 6ENERATION OF ALTERNATIVE COURSES OF ACTION ,
PROPAGATION OF THE DISTURBANCE 2. EVALUATION OF ALTERNATIVE COURSES OF ACTION

7. SURVEILLANCE OF MASS, ENERGY, AND AN9MALouS 1. EVALUATION OF ALTERNATIVE EXPLANATIONS
PLANT STATES

e

8. SURVEILLANCE OF CHARACTERISTIC CURVES FOR 1. EVALUATION OF ALTERNATIVE EXPLANATIONS
COMPONENTS TO OBTAIN INFORMATION ABOUT
PERMISSIBLE OPERATION OF COMPONENTS

9. PREDICTION OF THE BEHAVIOR OF SYSTEMS OR 1. GENERATION OF ALTERNATIVE COURSES OF ACTION
COMPONENTS BY MEANS OF SIMULATION MODELS

2. EvAtuarION OF ALTERNATIVE COURSES OF ACTION

10. VERIFICATION OF DATA BY CONSISTENCY CHECxS 1. OBSERVATION OF CONSEQUENCES
OF INSTRUMENTATION

2. EVALUATION OF DEVI ATIONS FROM EXPECTATIONS

3. SELECTION BETNEEN ACCEPTANCE AND REJECTION

11. ANNUNCIATION OF UNANTICIPATED CIRCUMSTANCES 1. EVALUATION oe DEVIATIONS FROM EXPECTATIONS

2. SELECTION BETNEEN ACCEPTANCE AND REJECTION

12. AuTOAATED OPERATION MANUAL TO GUIDE OPERATORS 1. SELECTION AMONG ALTERNATIVE COURSES OF
THROUGH SMALL LOSS OF COOLANT ACCIDENTS ACTION

Figure 7. Classification of disturbance analysis and sursnaillance a

system (ST/LR).

.
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3.4.2 Decision-Making Tasks Supported

Figure 8 maps system functions to the proposed classification scheme
_(Fig. 3). MIDAS is primarily a data base maintaining information regard-
ing plant status; it supports the necessary documentation and queries for
maintenance of plant subsystems and components. The many objectives
cited for MIDAS all focus on supporting the operator's need for informa-*

tion that will be used in decision making. Thus the classification of
MIDAS tends to fall onder one category, generation / identification of
alternative information sources.

,

PPS is more than a data base; it assesses (or has access to) current
plant status and, given an off-normal condition, can predict the next
attainable safe state. In addition, the system generates appropriate
procedures for the operator to execute and monitors operator actions for
assessing new plant status. New procedures will be generated depending
on the actions taken by the operator. These relatively sophisticated
functions are distributed mostly across two decision tasks: execution
and monitoring (33% of the system's decision tasks) and planning and
commitment (33%). In assessing plant status, PPS also accounts for eval-

, uation and selection among alternative explanations (23% of the system's
decision tasks).

PPS demonstrates the preliminary feasibility of an expert system inter-*

acting with human operators in the control room. The lube-oil system for
one of the main heat transport pumps on FFTF, for example, was modeled
and run with PPS. Future work will concentrate on integrating MIDAS and
PPS.

One of the unique aspects of PPS is reliance on a conceptual framework of
operator behavior from a cognitive perspective, namely, adaptation of
Rasmussen's model, to formulate the basis for system design. Another
important distinction of PPS is the level of computer involvement, which,
compared with the other aids included in this section, more closely
attains the function of advisor / expert. The greatest limitation of the
system is that it has not been tested on a full-scale system.

3.5 COMPARISON OF AIDS

Figure 9 provides a comparison of the above decision aids based on the
proposed model-based classification. The check marks shown in each col-
umn were drawn from Figs. 5 through 8, which were generated by studying*

the documentation for the aids and using engineering / behavioral judge-
ments. The fractions shown in Fig. 9 are simply the relative proportion
of check marks in each of the four main categories.

s

SAS has relatively few functions supporting the explanation or the
planning and commitment phase, whereas STAR and DMA are more evenly dis-
tributed across all tasks. The problem-solving perspective of STAR is
naturally related to explanation and planning and commitment tasks, which
are in fact supported by the cause-consequence diagrams used to model



FUNCTION DECISION-MAKING TASK (from Fig. 3)
MIDAS

PROVIDE INFORMATION REGARDING PLANT COMPONENT 1. 6ENERATION/ IDENTIFICATION OF ALTERNATIVE
FUNCTIONS AND RELATIONSHIPS; STATUS OF INFORMATION SOURCES
PLANT WORK REQUESTS

PPS (LIMITED APPLICATION): ~

1. IDENTIFY NEXT SAFE STATE 1. EVALUATION OF ALTERNATIVE EXPLANATIONS

2. SELECTION AMONG ALTERNATIVE EXPLANATIONS

2. PROVIDE SERIAL LIST OF INSTRUCTIONS TO 1. 6ENERATION OF ALTERNATIVE COURSES OF ACTION w
OPERATOR FOR ANY COMPONENT FAILURE OR CHANGE '

0F STATE
2. EVALUATION OF ALTERNATIVE COURSES OF ACTION

3. SELECTION AMONG ALTERNATIVE COURSES OF
ACTION

3. IAKE INTO ACCOUNT ACTION TAKEN AND RESPOND 1. OBSERVATION OF CONSEQUENCES
WITH "NEW" PROCEDURE (VI A NO. 3)

2. EVALUATION OF DEVIATIONS FROM EXPECTATIONS

3. SELECTION BETWEEN ACCEPTANCE AND REJECTION

Figure 8. Classification of procedure prompting system (PPS).

. . . .
. .
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DECISION-MAKING TASKS DMA SAS STAR PPS

EXECUTION AND MONITORING .34 .79 .50 .33

1. IMPLEMENTATION OF PLAN

2. OBSERVATION OF CONSEQUENCES / / / /

3. EVALUATION OF DEVIATIONS FROM / / / /
* EXPECTATIONS

4. SELECTION BETWEEN ACCEPTANCE AND / / / /
REJECTION

SITUATION ASSESSENT:
INFORMATION SEEKING .22 .14 .17 .11

5. GENERATION / IDENTIFICATION OF / / / /

ALTERNATIVE INFORMATION SOURCES

6. EVALUATION OF ALTERNATIVE INFOR- / /

, MATION SOURCES

7. SELECTION AMONG ALTERNATIVE /

INFORMATION SOURCES

SITUATION ASSESSENT:*

EXPLANATION .22 .07 .12 .23
8. GENERATION OF ALTERNATIVE

EXPLANATIONS

9. EVALUATION OF ALTERNATIVE EXPLA- / / / /

NATIONS

10. SELECTION AMONG ALTERNATIVE / /
EXPLANATIONS

PLANNING AliD C0mlTENT .22 -- .21 .33
11. GENERATION OF ALTERNATIVE COURSES / /

OF ACTION

12. EVALUATION OF ALTERNATIVE COURSES / / /
OF ACTION

| 13. SELECTION AMONG ALTERNATIVE / / /

j COURSES OF ACTION
i

Figure 9. Comparison of decision aids.

, e

|
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plant behavior. DMA oipports the planning and commitment task by provid-
ing advice to the operacor in the form of procedure identification.

One distinction shared by DMA and SAS is their lack of predictive tech-
nologies. The state crientation of SAS and the reliance of DMA on logic
trees and decision tables limit support of problem-solving tasks such as

,

determining the cause of an unusual condition-and predicting the conse-
quences (plant behavior) of alternative courses of action.

The lack of functions to support plan implementation is a noteworthy .

| limitation on the part of all of these operational aids. While the oper-
! ator has primary responsibility for the manipulation of controls, man-

machine task. allocation with respect to plan implementation is not
addressed. However, PPS demonstrates the feasibility of human-computer

-interaction, with comparatively more emphasis on computer advising in the
planning and commitment task as well as in execution and monitoring.
While plan implementation still resides with the operator, the system can -
account for operator actions and identify errors and can generate, evalu-
ate, and select new procedures based on previously executed steps.

.

One caveat should be mentioned regarding the tasks of generating alterna-
tive courses of action and alternative explanations. The functions of-

| most operational aids are little more sophisticated than look-up tables
| or logic trees. For such systems, the responsibility to generate new or *

' truly unusual approaches will most likely reside with the operator. At
the other end of the spectrum of prototype aids, the development of PPS
demonstrates the feasibility of implementing sof tware techniques for
generating, evaluating, and selecting proceduralized steps to be executed
by the operator. The degree of involvement on the part of the computer
in terms of plant operations appears far more' extensive than that of
currently installed decision aids and suggests promising change for
future aid design.

i

|
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4. AN ANALYTICAL APPROACH TO EVALUATION

o
4.1 OVERALL APPROACH

I
t

The purpose of classifying a decision aid in the manner prescribed in!

2 Sect. 2 and illustrated in Sect. 3 is to set the stage for evaluation.
Ideally, evaluation should begin with an analytical assessment of the aid
and culminate in empirical validation of the aid's having achieved the
design objectives pursued (i.e., successful support of the decision-
making tasks of interest). However, the scope of this project limits the
evaluation in this report to analytical rather than empirical methods. A
further reason for this limitation is the fact that other recent efforts
in the industry have produced a comprehensive methodology for empirical
evaluation (Ref. 40),

Thes the overall approach presented in this report is purely a papero

evaluation by a knowledgeable analyst, based mainly on design documenta-
tion as well as the additional information specified in this section. As
a result, all conclusions must be drawn solely on the basis of careful

* examination of the aid, in terms of both design intentions and the pro-
duct eventually realized.

One could argue that such an analytical evaluation is inherently limited
in that design concepts and details may be reviewed but not tested. In a
sense, an analytical evaluation can verify the tenability of a design
but cannot validate the design in terms of having achieved the design
obj ectives. Nevertheless, analytical evaluation can be a very efficient
means of providing an assessment of an aid's potential for effectiveness.

Analytical evaluation can be very straightforward. If an analytical
process such as developed by Frey and coworkers (Ref. 41) has been used
to design the aid and the use and results of that process are well docw-
mented, then one need only audit the lines of reasoning and resulting
design decisions from which the aid emerged. Unfortunately, such infor-
mation is seldom available. The evaluation problem therefore becomes one
of attempting to verify that a design is consistent with objectives that
are usually only vaguely defined.

3
As stated, this is an almost impossible task. However, it is feasible if
a design framework can be developed such that any aid can be viewed as if
it had been designed using this framework. The remainder of this section

) describes such a framework as well as a process for using it for
evaluation.

31
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4.2 DESIGN FRAMEWORK

One must infer the designer's intentions to develop a design framework
that can be reasonably assumed to reflect the (perhaps implicit) process
pursued by a designer. Sections 2 and 3 of this report provide a strong
basis for arguing that there are only 13 general decision-making tasks

*that an aid can support. Therefore, this section proceeds with the
assumption that the designer of an aid intended to support 1 or more of
these 13 general tasks.

.

Based on design documentation, and perhaps discussions with the designer,
one can classify a designer's intentions in terms of support of one or
more of the tasks in Fig. 3. The 9 valuative question then becomes
whether or not the resulting aid provides the information necessary to
perform the task (s). While it is not feasible within a general framework
to specify the particular variables (e.g., which pressures and tempera-
tures) that must be presented, it is possible to consider the types and
forms of required information.

4.2.1 Types of Situations
.

One must define the situations in which the aid is likely to be employed
to identify tasks and determine information requirements. For evalua-
tion, one can use design documentation (and perhapa inquiries to the *

designer) to define these situations. Three general classes of situa-
tions are of interest. These classes can be described in terms of their
familiarity and frequency, of which there are three meaningful
combinations:

1. familiar and frequent,
2. familiar and infrequent, and
3. unfamiliar and infrequent.

Most situations are familiar and frequent. They are familiar in that
the possibility of their occurrence has been anticipated. They'are fre-
quent in the sense that considerable experience is gained in dealing with
them. For such situations, decision makers usually "know" what to do;
when they observe the situation, their course of action is apparent. For
example, upon observing a high pressure difference across the demineral- "

izer filters in the condensate system in a nuclear power plant, the oper-
ator can immediately identify the situation as one or more clogged
filters. (As an example from everyday life, a light that suddenly goes
off will prompt immediate replacement of the bulb rather than an elabor- '

ate probe of the electrical system.)

Fsniliar and infrequent situations usually do not allow for such
,

immediate action because the persons involved do not have much experience
with these types of situations (even though the possibility of their
occurrence was anticipated). As a result, a person may immediately
hypothesize a course of action but collect a variety of information
before pursuing it. As an example, a high-radiation alarm for the steam

generator blowdown line in a pressurized-water reactor will quickly lead
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to the hypothesis that a steam generator tube has ruptured. However, an
operator will do considerable checking before pursuing the course of
action appropriate for this situation. As an example from everyday life,
if.the only response is a weak " click" upon turning on the ignition of
one's car, the hypothesis immediately chosen is likely to be a battery
failure. Nevertheless, the driver will perform various tests before

o purchasing a new battery.

Unfamiliar and infrequent situations are those that are unanticipated
by the decision maker and, by definition, seldom if ever previously* experienced. As a result, the appropriate course of action is not at all
obvious. Further, available procedures may be inadequate or even inap-
propriate for coping with the situation. Therefore, decision makers have
to rely on knowledge that goes beyond situation-specific experiences and
job aids. Almost all persons have encountered situations (e.g., automo-
bile or home appliance failures) where the symptons were totally incon-
sistent with their concept of the failures that were possible--those with
which they were readily prepared to cope. Such a situation occurred at
Three Mile Island.

Not all of the 13 general decision-making tasks are relevant to the three
types of situations. (The relevance of tasks to situations is summarized
in Fig. 10.) Because familiar and frequent situations are those in which
the decision maker "knows what to do," the operator need not consider,

alternative information sources, explanations, and courses of action.
Familiar and infrequent situations, on the other hand, require that the
situation be verified prior to action. The verification process is
likely to require consideration of sources of verifying information and
alternative explanations. However, once the situation is verified,
alternative courses of action need not be considered.

Unfamiliar, and by definition infrequent, situations are likely to
require the full range of decision-making tasks. In synthesizing a
course of action, the decision maker will usually have to consider a
variety of hypotheses and options. This process tends to be far removed
from " knowing what to do" and, it is worth noting, is one of the pripary
reasons why humans will continue to be vital elements of complex engi-
neering systems.

,

4.2.2 Types of Strategies .

As might be expected, decision makers approach the three types of situa-
tions quite differently (Refs. 25, 39). Familiar situations call upona

humans' pattern recognition abilities, and problem-solving strategies
tend to be symptomatic in the sense that observed patterns are mapped
directly to likely solutions. Therefore, information to support this*
type of strategy should be pattern oriented and, in particular, should
utilize patterns that are stereotypical for the population of decision
makers of interest.

At the other extreme, unfamiliar situations call upon human analytical
reasoning abilities, with the result that problem-solving strategies tend
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*TYPES OF SITUATION

'

DECISION-MAKING
TASKS FAMILIAR FAMILIAR ' UNFAMILIAR ..

AND AND AND
'

FREQUENT INFREQUENT INFREQUENT

.

EXECUTION
AND YES YES YES

MONITortING

e

SITUATION NO YES YES
,

ASSESSMENT ,

4

|

|
PLANNING

' AND NO NO YES

COMMITMENT

i'
I
!

I Figure 10. Relevance of tasks of situation.
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to be topographic in the sense that system functions and the rela-
tionships among these functions are explicitly considered in the search
strategy. Information to support topographic strategies should be struc-
ture oriented and should emphasize causal relationships among subsystems.
This will allow the symptom tracing that is typical for topographic
strategies rather than the mapping from symptom to solution that is

* typical of symptomatic strategies.

Familiar and infrequent situations are likely to result in mixed
strategies. Execution and monitoring will primarily be approached symp-,

tomatically, while some aspects of situation assessment may require a
topographic approach. This does not necessarily imply that topographic
or structural information will oe explicitly displayed. With familiar
situations it is quite likely that operators will have complete knowledge
of the relevant structural information (i.e., will have a good " internal
model"). However, if this structural information is to be used effec-

tively to assess the situation, the information that does appear on the
displays must be. consistent with a topographic approach. Aggregated
patterns would therefore be inappropriate; instead, displays should show
disaggregated elements of information that allow humans to trace symptomse
through their internal models of the system structure.

4.2.3 Forms of Information
e

The distinction between aggregated patterna and disaggregated elements
is important for determining how the system state should be displayed.
The term state is used here to denote both the values of essential
physical variables (e.g., temperatures and pressures) and the status of
configurational variables (e.g., pumps on or off and valves opened or
closed).

For symptomatic strategies, system state should be displayed as an aggre-
gated pattern. Some types of displays are excellent for emphasizing
patterns. For example, N-fold circular profiles or iconic displays are
oriented toward pattern recognition. As another example, some types of
mimic displays involve simple outlines that allow the viewer to focus
quickly on the desired portion of the display (e.g., an outline of the
containment that partitions the display into the relevant variables
inside and outside the containment).

In contrast, topographic strategies require that the system state be
displayed as disaggregated elements. This is because particular vari-*
ables such as temperatures, pressures, and valve positions are usually
needed to trace through the topography of the system. A mimic display
that explicitly depicts functional relationships, perhaps in block dia-
gram fashion, is an example of a display that emphasizes elemental physi-
cal and configurational variables. In fact, any display that explicitly
indicates a single state variable could be viewed as potentially support-
ing a topographic strategy.

The task and situation not only affect the choice between patterns and
elements, but they also affect the extent to which information about
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future system' states is needed. . Current information (which may
include information related to past system states) is, sufficient for

~ familiar and frequent situations because the human decision maker "knows"
what will-happen. in contrast,' unfamiliar ~and infrequent situations
often require projected information, particularly for those tasks in
'the planning and commitment category. The intermediate type of. situation

*
(i.e. , f amiliar and infrequent) may also benefit from projected informa-
tion, by verifying that the situation is likely to evolve as
hypothesized.

.

Thus forms of information can be described in terms of two dichotomies:
(1) patterns versus elements and (2) current versus projected. The
appropriateness of different forms for alternative combinations of tasks
and situations is shown in Fig. 11. From this figure, one can see that
the choice of task and type of situation dictates the form of information
and, hence, the choice of how the information is displayed (e.g., analog
versus digital, trend plots, or mimic displays).

The extent to which the resulting choices are appropriate depends on
having correctly specified the tasks and situations. With. regard to ..

situations, this can be_somewhat difficult because familiarity and fre-
quency are definedLat least partially, relative to particular individu-
als. Therefore, it is quite possible that a given situation will be
familiar to'one individual and unfamiliar to another. *

This possibility usually results in display designers hedging by provid-
ing more elemental information than is strictly required,."just in case"
particular individuals need it. Hedging also tends to occur when users
are asked about what information they need. Numerous studies have shown
that operators, managerc, and commanders tend to overspecify their infor-
mation requirements. Nevertheless, users often seem to find some "com-
fort" in additional and perhaps redundant information. Unfortunately,
this can become a problem when display space is limited.

The approach advocated in this report is to assume the requirements in
Fig.11 to be a minimum. Additional information is acceptable to the
extent that clutter nnd confusion are not likely to result. In other

~

,

words, additional information is acceptable as long as basic human-
factors incompatibilities do not arise.

An alternative approach is to design aids to adapt to-individual users.
Approaches to design of such aids are available (Ref. 3), but are beyond

'
the scope of this report, as well as being beyond the range of current
offerings in the nuclear power industry.

4.2.4 Prototypical Messages ,

Form is only one attribute of information displays. Of greater
importance is content (i.e., the "what" as opposed to the "how").
Specifying the content of a display independent of any particular appli--
cation is. virtually impossible; ndthout an application in mind, it is
unreasonable to choose the particular variables to be displayed. It--

;
_ _ - . __ -
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TYPE OF SITUATION

ECISION-MAKING FAMILIAR & FANILIAR 8 UNFAMILIAR 8
*

TASKS FREQUENT INFREQUENT INFREQUENT

EXECUTION & CURRENT CURRENT CURRENT

MONITORING PATTERNS PATTERNS PATTERNS 8

ELEENTS

.

j SITUATION CURRENT CURRENT &
,,

! ASSESSENT PATTERNS 8 PROJECTED

PROJECTED ELEENTS

ELEENTS

_

PLANNING 8 CURRENT &

C0Pf!ITENT PROJECTED

ELEENTS

|

Figure 11. Appropriate forms of information.
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is possible however, to specify the nature of the messages that must
be transmitted to. support each task and situation. From this perspec-
tive, each information component of a display can be analytically evalu-
ated in terms of its potential contribution to the transmission of one or
more messages. The result will be identification of missing and
irrelevant information components (i.e., portions of required mes-
sages that are not supported and information components that are not e

associated with any required messages, respectively.)

This type of analysis requires that one define a set of " prototypical"
messages that are relevant to a range of applications. Considering the *

13 general decision-making tasks in Fig. 3, 11 of them can be classified
by one of three terms: (1) generation / identification, (2) evalua-
tion, and (3) selection. A fairly general set of messages can be:

| formulated for each of these terms. This set of messages is shown in

! Fig. 12, along with additional prototypical messages for execution and
monitoring.

The genesis of this set was fairly straightforward. Messages for
generation / identification are simply expressed in terms of alternative

*
information sources, explanations, and courses of action. Messages for
selection are also quite easy to envision; they simply specify the alter-
native that should be selected. Evaluation is much more complicated
because it can involve deviations, confidence consequences, resource ,

j requirements, and comparisons of alternatives.

Given this set of prototypical messages, one is in a position to be much
more specific about how an aid might support each of the 13 general
decision-making tasks. Stated succinctly, in order for an aid to support

; a particular task, the display must provide at least one of the prototyp-
ical messages associated with the task. Of course, while Fig. 12 pro-
vides the alternative messages, one cannot dictate which alternatives are

,

most appropriate without considering particular applications. For evalu-
ation, this choice should be governed by the design documentation, proba-
bly augmented by discussions with the designer.

This top-down approach to selecting a set of messages provides an alter-
,

native means for dealing with the traditional problem of defining infor-
mation requirements, which is typically pursued in a bottom-up manner
(i.e., "up" from activity primitives rather than "down" from overall
obj ectives). 00ce the messages /information requirements have been

j defined, one 13 in a position to determine the display elements and for-
'

mats that will be used to " picture" the messages. Beyond the issue of .

i form discussed earlier, more detailed issues include data characteristics
and type of reading required.(i.e., quantitative versus qualitative).
Consideration of these issues is beyond the scope of this ' report. (Ref-
erence 41, which basically picks up where this report leaves off.) *

4.2.5 S mmary

The design framework is summarized in Fig. 13. By specifying the types4

4 of situation of interest, one defines the possible tasks of interest

-- _ _ -.
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IPFLEENTATION:

1. THE COMPLETE ITEPS ARE . . .

PROCEDURES
*

,GOALL
.

- 2. THE CURRENT ' STEP
'

IS
I

. . .

! e PROCEDURE

| _ _
GO^l-

3. THE NEXT ' STEP
'

IS . . .

PROCEDURE

, GOAL ,

! OBSERVATION:
*

THE CURRENT (STATE] IS . . .

GENERATION / IDENTIFICATION:,

IHE POSSIBLE
~ ~

h# BECAUSE. .INFORMATION SOURCES ARE .

EXPLANATIONS B

_ COURSES OF ACTION , ,C _

EVALUATION:

1. DEVIATION OF [ STATE]
'

IS WITHIN EXPECTATIONS.

,0UTSIDE OF EXPECTATIONS.

2. CONFIDENCE IN 'INFORMATION SOURCE' N BECAUSE. . .IS
'

EXPLANATION E

_ COURSE OF ACTION _ _F _

| 3. CONSEQUENCES OF
~

EXPLANATION WILL BE h BECAUSE. ..

, COURSE OF ACTION. _H _
.

Figure 12. Prototypical messages.
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11 . RESOURCES FOR INFORMATION SOURCE WILL BE I* BECAUSE. . .

_ COURSE OF ACTION , )_

5. COMPARISON OF 'INFORMATION SOURCES IN TERMS OF K* YIELDS RANK
*

EXPLANATIONS l ORDERING OF...

_ COURSES OF ACTION _ _M _
,

SELECTION:

1. DEVIATION OF [ STATE]
~

IS ~ ACCEPTABLE BECAUSE. . .

UNACCEPTABLE,

2. THE BEST 'INFORMATION SOURCE ~ A*~is BECAUSE. . .

EXPLANATION B

_ COURSE OF ACTION , _C _ .

* A = DISPLAY ELEMENTS, DISPLAY PAGES, MANUALS, CREW MEMBERS

B = FEASIBLE SET OF FAILURES, POSSIBLE SITUATIONS, LIKELY *

CONTRIBUTING EVENTS / FACTORS

C = PROCEDURES, PLANS

D = ACCURACY, RELEVANCE

E = COMPLETENESS, APPROPRIATENESS

F = SUFFICIENCY, LIKELY SUCCESS

G = RESULTING STATE, RESULTING SITUATION, PROCEDURE IMPLIED

H = RESULTING STATE, RESULTING SITUATION

I = TIME, PERSONNEL

J = TIME, PERSONNEL, EQUIPMENT, INVENTORY

K = CONFIDENCE, RESOURCES

l = CONFIDENCE, CONSEQUENCES, URGENCY

M = CONFIDENCE, CONSEQUENCES, RESOURCES, URGENCY

'
Figure 12 (continued)

e
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TYPE OF SITUAT10N

1 FAMILIAR AND FREQUENT
2 FAMILIAR AND INFREQUENT
3 UNFAMILIAR AND INFREQUENT

"

_

e

_

EXPECTED STRATEGY TASKS SUPPORTED

1 PURELY SYMP10MATIC 1 EXECUTION AND MONITORING
2 SYMPTOMATIC / TOPOGRAPHIC 2 SITUATION ASSESSMENT
3 PURELY IOP0 GRAPHIC 3 PLANNING AND COMMITMENT

_.

.

if if
FORM 0F MESSAGES PROTYPICAL MESSA6ES*

1 PATTERNS OF STATE 1 6ENERATION OF ALTERNATIVES
2 ELEMENTS OF STATE 2 EVALUATION OF ALTERNATIVES
3 CURRENT VERSUS PROJECTED 3 SELECTION OF ALTERNATIVES

PICTURE ELEMENTS

1 DATA CHARACTERISTICS
2 QUANTITATIVE USES
3 QUALITATIVE USES

!

Figure 13. Sunnary of design framework.
O

O

!
i
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(Fig. 10) as well as the expected strategy (see Sect. 4.2.1). The
situations, tasks, and strategies dictate the appropriate forms of infor-
mation (Fig. 11). Finally, tasks define the alternative prototypical
messages that might be provided (Fig. 12). Given the types of messages
and the general forms they ahould take (e.g., patterns versus elements),
one is in a position to proceed with detailed design such as prescribed
by Frey et al. (Ref. 41). .

~

Figure 13 is not intended to imply that design and evaluation can be
almost proceduralized. For example, as noted in Sect. 4.2.3, specifying
the type of situation is not easy and requires knowledge of the training *

and experience of potential users of the aid, as well as front-end analy-
sis of the events that are likely to present themselves. Figure 13 is
simply a guide to what questions should be asked; it does not specify all
of the answers.

4.3 EVALUATION

The design process outlined in Sect. 4.2 enables one to proceed from
,design objectives (i.e. , situations and tasks) to information require-

ments (i.e., types and forms of messages) to particular displays using a
design guide such as that given in Reference 41. This section discusses
evaluation of the resulting displays. Specifically, it addresses the .

issue of assessing the operator knowledge required in order to understand
the messages displayed.

The evaluation of understandability may be contrasted with evaluation
of effectivenese and compatibility (Ref. 40). Rffectiveness is
the degree to which an aid supports achievement of design objectives. To
the extent that effectiveness can be assessed analytically, the design
process outlined in Sect. 4.2 ensures effectiveness. Further evaluation

requires empirical testing, perhaps using the methodology proposed by
Rouse (Ref 40). Compatibility is the degree to which the demands
that an aid places on users' sensorimotor abilities are within the boman
limitations of the population of users for which the system is designed.
Thus a compatible system is one in which displays are readable, controls
are reachable, and so forth. Assessment of compatibility is the essence
of NUREG-0700 (Ref. 24) and therefore need not be discussed in detail in
this report. Suffice it to say that compatibility is necessary for an
aid to be succassful. However, compatibility alone is not sufficient;
understandabiltty and effectiveness must also be ensured.

.

An aid is understandable to the extent that the information communicated
to users is meaningful to them. To assess understandability one must
first determine the knowledge that users must possess for them to under-
stand the messages displayed. Once these knowledge requirements have '

been identified, one must then assess the extent to which users can be

expected to have this knovledge. Any knowledge that is lacking can be
designated as presenting a potential limit to understandability.

.
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Knowledge requirements can be classified into three categories:
(1) display (e.g., coding), (2) command (e.g., dialogue), and
(3) plant (e.g., functions and locations). Using the finer grained
classification provided in Fig. 14, one can consider each type of message
as it is manifested on the display. Knowledge requirements in each cate-
gory can then be identified, usually by or with the help of the designer

> or other individuals (operators) who are knowledgeable of the specific
application for which the aid is intended.

Once all of the knowledge requirements have been identified, one then
) must assess the extent to which users will possess this knowledge. One

approach is to employ a data base such as the Job and Task Analysis Data
Base developed by the Institute of Nuclear Power Operations (INPO)
(Ref. 42), which is particularly useful for assessing whether or not
typical operators will have particular elements of plant knowledge.
For display and command knowledge, one may have to consider what
conventions are employed in the environment where the aid will be used.

If one cannot ensure that particular knowledge elements have been pro-
vided by typical operators' experience and training, then one must look)
elsewhere. Two other sources are possible: (1) operator training for

using the aid and (2) other displays intrinsic to the aid or elsewhere in
the control room. Knowledge requirements not satisfied by any of the

) above sources are deemed unsatisfied and, hence, potential limits to

understandability.

The assessment of understandability proceeds as follows. First, the
knowledge requirements for understanding each message (as manifested on
the display) are identified. Second, the extent to which typical opera-
tors possess this knowledge (from experience, training, or other dis-
plays) is assessed. Finally, knowledge requirements not satisfied are
deemed to reflect design inadequacies. The list of these inadequacies is
the product of evaluation.

i

The use of a systematic design process such as proposed by Frey et al.,

(Ref. 41), will result in determination and satisfaction of knowledge
requirements prior to evaluation. If such an approach is employed, the
evaluation scheme described in this section is unlikely to yield many

surprises (i.e., serious problems). Instead, it will serve mainly to

verify compliance with the design process.

' 4.4 SUMMARY

Section 4 presents an analytical approach to evaluating the understand-
ability of candidate operator aids, based on a normative view of how such
aids should be designed. A candidate aid is classified using this frame-
work (as illustrated in Sect. 3), and analysis then proceeds to identify

any knowledge requirements that are not satisfied, thus potentially com-i

promising understandability.

. .
. .

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ . _ _ _ _ __
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.

PLANT KNOWLEDGE

WHAT: CHARACTERISTICS (LOCATIONS, UNITS, CONTENTS, DEFINITIONS,
,

DESIGN CHARACTERISTICS, INPUTS, OUTPUTS, SOURCES,
LIMITS)

RELATIONSHIPS (SOURCES, INPUTS OUTPUTS, INTERLOCKS,
ORGANIZATION, OlFFERENCESh

PATTERNS (STATES, ALIGNMENTS)
TRENDS,)SEOUENCES,SITUATIONS (STATES, MODES

CRITERIA (PR(ORTIES, LIMITS)
ANALOGIES (SIMILARITIES, DIFFERENCES)

HOw: FUNCTIONS fCAUSES, EFFECTS)
PROCEDURES \ OPERATIONS)
$TRATEGIES

.

WHY: REOUIREMENTS (PURPOSE, REASONS)
OBJECTIVES
OPERATIONAL BASES
LOGICAL BASES
PHYSICAL PRINCIPLES / THEORIES ,

MATHEMATICAL PRINCIPLES / THEORIES

DISPLAY KNOWLEDGE

TERMINOLOGY (LABELS, WORDS ADGREVIATIONS)
g

SYMBOLOGY (SYMBOLS, CO&fNG/
ELEMENTS (HOW TO READ OR INTERPRET ELEMENTS)
ORGANIZATION (RELATIONSHIPS AMONG DISPLAYS, CURRENT LOCATION)
DELAYS (DATA UPDATE, REDRAW TIME)

COMMAND KNOWLEDGE

TERMINOLOGY (COMMANDS, ARGUMENTS, ADBREVIATIONS)
SYMBOLOGY (SYMBOLS, CODING)
DEVICE (HOW TO USE DEVICES
MODES WHEN TO USE COMMANDS
FECDBACK (WHAT TO EXPECT)

*Figure 14. Classification of knowledge requirements.
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k, ' ' ' 5. EXAMPLE APPbCATION OF EVALUATION METHODOLOGY

- a, - -,,

OA hypothetical decision aid was designed and_subdquently evaluated to*

illustrate the application of the propose'd evaldation methodology and3,

2),s , assess-it's]racticalutilihy. This section pres,ents the aid, describess

l ",' thn,. application of ther evaluation process, and diccusses the resultsa
Y 'obtained. The gener31 app'licability of the prop 6 sed methodology is dis-'E

cussed'in Sect. 6. W *
'

,

y - s

'
\

-:
-q.- z ,.y

1

- 5.1 HYPOTHETICAL DECISION. AID

The authors chose to,deve,1dp a hypothetical decision aid to demonstrate
~

the evaluation methodology because available information about existing
aids was not sufficiently' detailed to perform an evaluation without the
risk of; misrepresentation. Further, by developing the aid to be evalu-o

_

ated,'they had access to;completo design information and could there-
fore _ assess the need foi such information.

Ehe decision aid was developed to support operators of pressurized-water*

reactors (PWRs) in identifying which,_if"any, procedures should be per-
~ formed to recover from a compromised ~6citical sa'fety function (CSF). The

aid 9111 provide operators with the" text of the procedures on request.'-

The aid'was designed us'ing 'the methodology of Frey et al. (Ref. 41). The
design documentations included- system objectives and display and dialogue
descriptions. This documentation is exceipted in this section to the

~

extent necessary'td illustrate the evaluaticn.s

The authors envision most applications of the. methodology espoused in,

'this ereport to involve aids that were not designed in the systematic
manneoprescribed by Frey and his coworkers. This. design method was used
for i.his example, however, in order to_ illustrate what information is,

necessary for evaluation. The.Frey method generate's this information
during design and prior to evaluation, but evaluation of aids that were
not systematically, designed and documented will require designers to
reconstrict this information after design and during evaluation.~

3 5.1.1 Desi n Otljectives

The following design objectives were adopted:
,.)

( 1. This display system should operate as a real-time operational aid for
~ protection offCSFs for a PWR. Specifically, the aid should assist in

detection'of.tSe need for and choice of appropriate CSF recovery
procedures _using the decision algorithms provided by the Nuclear,- s

" Steas System' Supplier (NSSS).
s -
'\ V% (
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.- - 2. The user of the system is' the person.with immediate responsibility
~

and' authority for the operation of the plant (shift supervisor).
3. The system should be used during all phases of power plant operation

as.well as post-trip activities until the plant has reached a safe
shutdown state.

4. The displays should~ be available-on the existing display device
located on the shif t supervisor's console.. *

"' 5.1.2 Displays

To support-these objectives, a hierarchical display system was developed '

which is composed of four lev,els as-shown in Fig. 15. . (The eight dis-
_

plays marked with an asterisk in Fig. 15 are shown in detail in Figs. 16'
through 24. - The remaining 1 displays were not evaluated and are not pre-
sented here.),

5.1.2.1 Display Hierarchy
x

The first-level display (Fig. 16) is a procedure overview that displays
the names of all active procedures (i.e., procedures whose-entry condi-

,

tions have been met) and their priorities. The second-level displays-
(Figs. 17 through 23) contain the plant parameters related to each CSF as
well as the name of the current active procedure (if any) for that CSF.,

! The third-level displays (an example is shown in Fig. 24) support the .

heat sink CSF only, and they contain information related to equipment
- availability. The fourth-level displays (not included) contain the text

i of the procedures. The left portion of each display is dedicated to an
' overview of the CSFs.
,

The box underneath the title of each second- and third-level display
contains the number and name of the current active procedure, if any, for
that CSF. The text that appears in that box consists of one line as

'

- shown in Fig.'25. The same text appears on the top-level display.

5.1.2.2 Display Coding

Three types of coding are used in these displays: color, texture, and.

1 blinking. Color coding is used on the CSF status boxes, procedure num-
|- bers, and parameter displays. When-a CSF is not fully satisfied and may

eventually require some operator action, a yellow background is used on
; the appropriate CSF box and procedure labels. 'When a CSF is challenged

and prompt action is required, a magenta background is used. When a CSF
' is in jeopardy and immediate operator action is required, a red back- *

ground is used. The parameters that indicate the. violation of the CSF
use the same color coding. Text is always displayed as white on black.

i. Texture. coding is used in the CSF status boxes and the procedure numbers *

as a redundant coding technique for degree of compromise of the CSF (see!

Fig. 26). A 1ightly striped background is used with the yellow indica-
tions,.a heavy stripe is used with the magenta, and a solid background is
used with the red.- Because the parameters are primarily for operator
information only, texture coding is not used for those display elements.

i
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PROCEDURE OVERVIEW

OVERVIEW

REACTIVITY

RCS INVENIORY

TE ANTICIPATED PTS CONDITION

RCS COOLING

SG LOW LEVEL

CONTAINMENT

I

Figure 16. Top-level display: procedure overview.
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Figure 17. Second-level display: radioactivity.



RCS INVENTORY

DVERVIEW

REACTIVITY 100 FULL 20

RX TRIP 88 -

RCS INVENTORY
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/////////////b |d
*

1RCS COOLING

LETDOWN ISOL 14 -

0- OUTLET NOZZLE 6

PRZR LEVEL RPV UPPER HEAD LEVEL

CONTAINMENT

Figure 18. Second-level display: reactor cooling system (RCS) inventory.
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RV INTEGRITY
OVERVIEW

e7)uneunj/,RVINT,-2,J/ ANTICIPATED PTS CONDITION
,,

REACTIVITY 7s 2500
f -YELLOWINVOKES g
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100 200 300 400 500 600

000LDOWN COLD LEG TEPP (DEG-F)
CONIAlt!f1ENT LAST 30 MIN

(DEG-F) RV NDTT MARGINS

Figure 19. Second-level display: reactor vessel (RV) integrity with
normal cooldown margins.
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Figure 20. Second-level display: reactor vessel (RV) integrity with
rapid cooldown margins.
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Figure 21. Second-level di play: reactor cooling system (RCS) cooling.
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OVERVIEW
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Figure 23. Second-level display: containment.
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Figure 24. Third-level display: residual heat removal (RHR) availability.
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O

REACTIVITY

REAC-1 CONTINUED NUCLEAR POWER GENERATION
REAC-2 LOSS OF CORE SHUTDOWN.

RCS INVENTORY

RCSINV-1 PRESSURIZER FLOODING
RCSINV-2 LOW SYSTEM INVENTORY
RCSINV-3 VOIDS IN REACTOR VESSEL

RV INTEGRITY

RVINT 1 IMMINENT PTS CONDITION
* RVINT-2 ANTICIPATED PTS CONDITION

RCS COOLING

*
RCSC-1 INADEQUATE CORE COOLING
RCSC-2 DEGRADED CORE COOLING
RCSC-3 POTENTIAL LOSS OF CORE COOLING
RCSC-4 SATURATED CORE COOLING CONDITIONS

HEAT SINK

HS-1 LOSS OF SECONDARY HEAT SINK
HS-2 SG OVERPRESSURE
HS-3 SG HIGH LEVEL
HS-4 SG LOW LEVEL
HS-5 LOSS OF SG D RVS AND CONDS DUMP VALVES

CONTAINMENT

CONT-1 HIGH CONTAltJ ENT PRESSURE
CONT-2 HIGH CONTAINt'ENT SUMP LEVEL
CONT-3 HIGH CONTAINfENT RADIATION LEVEL

.

Figure 25. Text for the procedure overview and active
procedure blocks.
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.

REACTIVITY CRITICAL SAFETY FUNCTION (CSF) SATISFIED.

OPERATOR ACTION NOT NEEDED.
. . . . _ *

YELLOW

CSF NOT FULLY SATISFIED.

// / g OPERATOR ACTION MAY EVENTUALLY BE NEEDED.

.

MAGENTA

. CSF CHALLENGED.

[[/[[[[[[ j PROMPT OPERATOR ACTION IS NECESSARY

RED

CSF IN JEOPARDY.

IMMEDIATE OPERATOR ACTION IS REQUIRED.

|

i
NorE: COLOR AND TEXTURE CODES ARE THE SAME FOR THE PROCEPURE NAMES.

Figure 26. Color and texture codes,
e

0
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Blink coding is used to alert the user of a change in the status of one
of the CSFs. When a CSF changes status, the alphanumerics in the corre-
sponding CSF box blink f rom full to half intensity, with 75% duty cycle
and a frequency of 1 Hz. The blinking continues until the user accesses
the second-level display related to the CSF whose status changed.

* 5.1.2.3 Display Access

The displays are accessed through the use of a touch-sensitive screen
over the cathode-ray tube (CRT) face. The active areas of the touch
screen change with the display being viewed. The touch areas are summa-*

rized in Fig. 27.

All top- and second-level displays can be accessed from anywhere in the
display hierarchy. Third-level displays can be reached only from the
corresponding second-level display, while fourth-level displays can be
reached from the top-level or the corresponding second- or third-level
displays.

5.1.3 Summary
,

The objectives and display characteristics of the hypothetical aid have
been briefly described. Evaluation of compatibility issues would require
much more information than is presented here (e.g., character and symbol

i e
sizes, display resolution, ref resh rates, and workspace layout). The

,

design information presented to this point is, however, sufficient to'

begin analysis of the understandability of the aid.

5.2 EVALUATION OF THE DECISION AID

5.2.1 Specification of Situations and Tasks

As stated in the objectives, the purpose of this aid is to support iden-
.

|
tification and selection of appropriate procedures for protection of
CSFs. Although it is hoped that CSFs are not compromised frequently, the
possibility of this occurrence must be anticipated. Therefore, the situ-
ations of interest are familiar and infrequent.

Of course, it is quite likely that the aid would be used in the event of
an unfamiliar failure or transient. However, this aid was designed to
protect CSFs (a familiar problem) rather than to diagnose an unfamiliar
failure. Thus the aid is used to deal with familiar and infrequent (or*

perhaps frequent) situations that may or may not arise as the result of
an unfamiliar failure. To support diagnosis of unfamiliar failures
(which was not a design objective), the aid would have to be redesigned

' and extended.

With the situations specified, the next step in the evaluation process is
to determine which of the 13 decision tasks are supported by the aid.
From the objectives, it appears that the only task supported is the
selection among alternative courses of action (". .the aid should.

_ _ _ - _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ - _ _ - _ _ - _ - _ - - _ _ _ _ - _ - _ - - _ -
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assist in the detection of the need for and the choice of the appropriate

CSF recovery procedure . . ."). However, using Fig. 10 as a guide for
further analysis of the displays resulted in identification of additional
decision tasks that are supported. The following discussion presents the
reasoning that led to these conclusions for each of the decision tasks.

o

1. Implementation of plan - Yes

During normal plant operation, the' aid does not support this deci-.

sion task. However, once the operators begin performing the CSF
reccvery procedures, the aid becomes a resource to support this task
by providing the procedures on the fourth-level displays.

2. Obsertation of consequences - Yes

The aid displays the stats of the plant as indicated by the parame-
ters that are monitored. The portions of the display that support
this task are the parameter display areas (column charts, etc.).

o
3. Evaluation of deviations from expectations - Yes

The aid supports this task by checking the parameters against
, *
j thresholds (expectations). These thresholds form a wide boundary

within which the CSFs are satisfied and beyond which the CSFs are in'

various stages of compromise. The aid performs these threshold-

checks and indicates the results on the displays by color and tex-
ture coding on the picture elements.

;

I 4. Selection between acceptance and rejection - Yes

Tae thresholds for the observed parameters are such that any parame-
; ter that crosses the threshold is unquestionably in an unacceptable
i range.
!

| 5. Generation of alternate information sources - Yes
|

1 The aid supports this task by indicating, on any given page, that
j information to explain the current situation may be present on
' another page if another CSF is indicated as compromised.

6. Evaluation of alternative information sources - No,

The aid does not indicate anything about the quality of the informa-
tion source or about the resources required'to obtain the
information.,

7. Selection among alternative information sources - No

The only sense in which the aid supports this task is that the
j designer has selected a set of parameters to be available to the
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user. The' aid does not select an information source and present it
to the user for consideration.

~

8. Generation of alternative explanations - No

The CSFs can be thought of as explanations in a limited sense. As
*

explanations, they are functional answers to the question "What's
wrong?," indicating areas where problems exist. However, the aid
does'not generate new explanations other than the status of the six
CSFs. .

9. Evaluation of alternative explanations - Yes

The aid evaluates the extent to which the CSFs are satisfied, and
evaluates the alternative e'planations according.to urgency or, inx
other terms, proximity to undesirable consequences. The urgency
level is predetermined by decision trees and indicated on the
display by color and texture coding in the CSF blocks.

10. Selection among alternative explanations - No .

This aid does not choose one of the CSFs as being the source of the
problems. Several of the CSFs may be compromised simultaneously
with the same level of urgency. *

11. Generation of alternative courses of action - No

This aid has a limited set of alternatives to suggest to the user.
They are the procedures that were preselected by the designer.
Because the aid does not generate new courses of action, it does not-
support this task.

12. Evaluation of alternative courses of action - No

In a sense, the aid supports this task with the top-level display,
where all active procedures are displayed. As noted in Item 9
above, the procedure labels are coded-(color and texture) to indi-
cate the relative urgency of the various courses of action. How-
ever, the aid does not provide the user with a comparison of the
relative merits of the active procedures; the situations dictate the
procedures.

*13. Selection among alternative courses of action - No

In a sense, the aid might support this task with the second-level
-displays, where one and only one procedure may be active at any one ,

time for a given CSF. However, at the top level the aid may be
recommending action on as many as six procedures at one time.
Therefore..the aid does not support this task in an overall sense.

The specification of tasks is not as straightforward as the above discus-
sion may lead one to conclude.' While Fig. 10, in conjunction with design

_-
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1

documentation and discussions with the designer, provides some guidance,
judgment is required. Once one conc?udes that a task is supported and
then evaluates the aid with respect to the prototypical messages associ-
ated with the task, it is quite possible to conclude that a task is actu-
ally not supported by the aid. The methodology advocated in this report
is thus iterative to some extent.

o

5.2.2 Prototypical Messages

Using the prototypical messages in Fig.12 in conjunction with the dis-
plays (Figs.16 through 24), the prototypical messages relevant to the*

above six decision tasks (i.e., numbers 1 through 5 and 9) were identi-
fied and are shown in Fig. 28. It is important to note that the tenta-
tive choices of prototypical messages are likely to have to be verified
by discussions with the designer. For this example, of course, this was
not a problem.

The message for the first task is included for illustrative purpngeg.
only, because the fourth-level displays are not analyzed in this example.
The rationale ("because . .") is omitted in each case because the hypo-.

thetical aid does not provide the rationale. The messages for tasks 5
and 9 are special cases of the general messages in Fig. 12 and reflect
the specific content of the displays.

.
Once the relevant prototypical messages are identified, the next step is
associating individual display elements with one or more messages. Using
the displays, design documentation, and discussions with designers, this
is reascnably straightforward. The results are shown in Fig. 29.

5.2.3 Forms of Information

The next step in the evaluation process is consideration of the forms of
displayed information. Figure 11 suggests that current patterns and
projected elements are the most appropriate forms for the situations and
tasks supported by the hypothetical aid.

With regard to current patterns, many of the display elements empha-
size qualitative readings. For example, the CSF status boxes on all
displays and bar charts on many of the second-level displays (Figs. 18
through 23) are oriented toward immediate recognition of acceptable or
unacceptable patterns. In fact, very little precise quantitative infor-
mation can be gleaned from these displays.

.

Considering profcoced elements, the trend plots on the reactivity
display (Fig. 17) and the parameter-parameter history on the reactor
vessel (RV) integrity display (Figs. 19 and 20) certainly imply projected

* information. In addition, the four levels of color and texture coding
for the CSF status boxes provide a projection of the urgency of each
threatened CSF. These types of display elements would be suitable for
supporting the mixed symptomatic / topographic strategy anticipated to be
employed for situation assessment in familiar and infrequent situations.



TASK NO. DECISION TASK PROTOTYPICAL ESSAGE

'l IMPLEMENTATION OF PLAN IHE CURRENT (STEP] IS . . .

2 OBSERVATION OF CONSEQUENCES THE CURRENT [S, TATE] IS . . .

3 EVALUATION OF DEVIATION OF [ STATE] IS ~NITHIN EXPECTATIONS
~

DEVIATIONS FROM LOUTSIDE OF EXPECTATIONS.
EXPECTATIONS

4 SELECTION BETNEEN DEVIATION OF [ STATE] IS ~ ACCEPTABLE ~
ACCEPTANCE AND UNACCEPTABLE ~
REJECTION

~

5 GENERATION OF THE POSSIBLE (INFORMATION SOURCES) ARE [ DISPLAY PAGES]g
ALTERNATIVE INFORMATION
SOURCES

9 EVALUATION OF COMPARISON OF [ EXPLANATIONS]IN TERMS OF [ URGENCY]ALTERNATIVE EXPLANATIONS YIELDS RANK ORDER OF . . .

* THIS TASK IS INCLUDED FOR ILLUSTRATIVE PURPOSES ONLY. NO FURTHER ANALYSIS IS PERFORMED ON
THE FOURTH-LEVEL DISPLAYS.

Figure 28. Prototypical messages provided by the decision aid.
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PROTOYPICAL
MESSAGE

DISPLAY [LEMENT (StE flGURE 28)

ELEMENTS COMMON TO ALL DISPLAYS (flGURES 16-24)

TITLE I
CSf STATUS 5,9

ELEMENTS COMMON TO 2ND AND LEE LEVEL OtSPLAYS
FIGURES 17-24)

ACTIVE PROCEDURE BOX l

*
PROCEDURE OVERVIEW DISPLAY (flGURE l[]

PROCEDURE TITLE LIST I

*

REACTIVITY DISPLAY (ftGURE 111

PRM TREND 2,3,4
IRM TREND 2,3,4
SRM TREND 2,3,4
SOURCE IN/OUT INDICATOR 2

RCS INVENTCRY DISPLAY (flGURE 1d1

PRZR LEVEL 2,3,4
RPV UPPER HEAD LEVEL 2,3,4

RV INTEGRITY DISPLAY (flGURES ll eftQ 2Q1

max RCS COOLDOWN 2,3,4
RV NDTT MARGIN PLOT 2,3,4

Figure 29, Correlation of display elements with prototypical
messages.,

O
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RCS COOLING DISPLAY (flGURE 211

SUBcooLING MARGIN 2,3,4
CORE ExtT TC 2,3,4
RPV WIDE RANGE LEVEL 2,3,4
RPV NARROW RANGE LEVEL 2,3,4

.

RCPS RUNNING INDICATOR 2.3,4

Ern SINK DISPLAY (flGURE 222

CORE Exli TC 2,3,4
TOTAL FW Flow 2,3,4
SG PRESSURE 2,3,4
SG LEVEL 2,3,4
RHR STATUS 2,3,4,5
DUMPS STATUS 2,3,4,5

.

CONTAINMENT DISPLAY (flGURE [11

CNTMT PRESSURE 2.3,4
CNTMT RADIAtloN 2,3,4

.

SUMP LEVEL 2,3,4

HEAT SINK - BHH AVAILABILITY DISPLAY (flGURE 24]

mimic 2,3,4,9

Figure 29 (continued)

.
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5.2.4 Knowledge Requirements

Using the knowledge taxonomy (Fig.14) in conjunction with relationships
between display elements and prototypical messages shown in Fig. 29 (and
referenced to Fig. 28), the next step is identification of knowledge
requirements in the display, command, and plant categories. To illus-
trate the results of this step, the knowledge requirements for RV integ-o
rity display (Figs. 19 and 20) are shown in Figs. 30 through 34.

Considerable judgment is needed when assessing knowledge requirements.
While use of the taxonomy (Fig. 14) to audit the display elements
(Figs. 19 and 20) provides some guidance, the process is f ar f rom algo-
rithmic. (Section 6.3 discusses possible refinements to the methodology
that would help in this area.)

Much of the analysis of information requirements may have been done in
the process of designing an aid. Therefore, the extent of inference
required may be less than implied in this section. However, as noted
earlier, it is also likely that the proposed evaluation methodology will
be applied to aids where literally no analysis of knowledge requirements

,
was performed.

5.2.5 Assessment of Understandability

e

Given the knowledge requirements compiled in Figs. 30 through 34, the
next step is assessing the extent to which these requirements are satis-
fled. Figure 35 provides an assessment of the extent to which require-
ments are met by three sources: (1) operators' prior training and
experience, (2) training specifically for use of the aid, and (3) other
displays or resources.

The degree to which knowledge requirements are satisfied by operators'
prior training and experience was assessed by accessing the INPO Job and
Task Analysis Data Base (Ref. 42). It was fairly straightforward to
determine whether or not each knowledge requirement in Fig. 35 appears in
the data base for the tasks for which the data base was developed. The
plant knowledge found in the INPO data base can reasonably be assumed
to be knowledge that operators will have prior to encountering a
decision aid. This is because interaction with decision aids is a task
that was not considered when developing the data base.

For information requirements not satisfied by prior training and experi-
ence, either operators have to be able to obtain this kndkledge from. e

other displays or resources or they have to be trained specifically to
gain this knowledge. Figure 35 shows that many requirements will have
to be satisfied by these means. The extent to which other displays and
resources provide the requisite information is reasonably straightforward*

to assess. Training for use of the aid is more subtle.

To assess the extent to which trair.ing will satisfy the knowledge
requirements shown in Fig. 35, one needs more than just the aid, design

. _ _ _ _ _ _ _ . _ _ _ _ _ _ - _ _ - -
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DISPLAY: RV INTEGRITY (APPLICABLE TO ALL)

DISPLAY ELEMENT: CSF STATUS BOXES *

PROTOTYPICAL MESSAGE: COMPARISON OF IEXPLANATIONS] IN TERMS OF IURGENCYl
YIELDS RANK ORDER OF...

.

KNOWLEDGE REQUIREENTS:

PLANT: 1. DEFINITION OF REACTIVITY

2. DEFINITION OF REACTOR COOLING SYSTEM INVENTORY
3. DEFINITION OF REACTOR VESSEL INTEGRITY

4. DEFINITION OF REACTOR COOLING SYSTEM COOLING
5. DEFINITION OF HEAT SINK
6. DEFINITION OF CONTAINMENT

7. PLANT STATE WITH LOSS OF REACTIVITY CONTROL *

8. PLANT STATE WITH LOSS OF REACTOR COOLING SYSTEM INVENTORY

9. PLANT STATE WITH LOSS OF REACTOR VESSEL INTEGRITY

10. PLANT STATE WITH LOSS OF REACTOR COOLING SYSTEM COOLING -

11. PLANT STATE WITH LOSS OF HEAT SINK
12. PLANT STATE WITH LOSS OF CONTAINMENT

DISPLAY: 1. DEFINITION OF COLOR CODING

2. DEFINITION OF TEXTURE CODING

3. DEFINITION OF BLINK CODING
4. HOW TO READ A STATUS INDICATOR

5. THAT RCS MEANS REACTOR COOLING SYSTEM

6. IHAT RV MEANS REACTOR VESSEL

COMMAND: NONE

Figure 30. Knowledge requirements for critical safety function
(CSF) status boxes display element: comparison and explanations.

.

9
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.

DISPLAY: RV INTEGRITY

DISPLAY ELEENT: CSF STATUS BOXES

PROTOTYPICAL ESSAGE: THE POSSIBLE INFORMATION SOURCES ARE IDISPLAY PAGESI
*

KNOWLED6E REQUIREENTS:

PL ANT: NONE

DISPLAY: 1. ORGANIZATIDM OF DISPLAY HIERARCHY

i 2. GENERAL CONTENTS OF OTHER DISPLAY PAGES

COnnAND: 1. HOW TO ACCESS OTHER DISPLAY PAGES

2. HOW TO USE THE TOUCH SCREEN
.

I

Figure 31. Knowledge requirements for critical safety function
(CSF) status boxes display element: identification of information

,

sources.

.
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DISPLAY: RV INTEGRITY

DISPLAY ELEMENT: ACTIVE PROCEDURE BOX

PROTOTYPICAL MESSAGE: THE CURRENT |PROCEDUREI IS... *

KNOWLEDGE REQUIREENTS:

PLANT: 1. DEFINITION OF PRESSURIZED THERMAL SHOCK CONDITION
2. DIFFERENCE BETWEEN ANTICIPATED AND IMMINENT PRESSURIZED

THERMAL SHOCK CONDITION

3. HOW TO INITIATE THE PERFORMANCE OF THE PROCEDURES

DISPLAY: 1. LOCATION OF THE ACTIVE PROCEDURE BOX *

2. THAT IF A PROCEDURE IS ACTIVE, ITS LABEL AND NAME ARE
SHOWN IN THE ACTIVE PROCEDURE BOX

3. THAT THE PROCEDURES ARE ACCESSIBLE ON THE FOURTH-LEVEL *

DISPLAYS

4. THAT OTHER PROCEDURES ARE ALSO ACTIVE IF OTHER CSFS ARE
INDICATED AS COMPROMISED

5. THAT PTS MEANS PRESSURIZED THERMAL SHOCK
6. DEFINITION OF COLOR CODING
7. DEFINITION OF TEXTURE CODING

COMMAND: 1. HOW TO ACCESS THE FOURTH-LEVEL DISPLAYS
2. HOW TO USE THE TOUCH SCREEN

Figure 32. Knowledge requirements for active procedure box
display element.,

.
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~ DISPLAY: RV INTtGRITY
,

DISPLAY ELEENT: hAx RCS COOLDOWN Cut.UMN CHART.
* .. /

'

~

FR010 TYPICAL ESSAGE: THE CURRENT ISTATTl IS...
./ t- /< ,

-

, ,

KNkE06E REQUIREENTSi- $
' "

'

p' t

PLANT: 1. / DEFINITION OF REACT 0d. s-'C00 LING Si' STEM C00LDOWN
.

.

, 2. DEFINITION 6f RAP'20 C00Li0WN MARGIN NITH RESPECT TO NILe /

DUCTILITY TRANSITION-TEMPERATURE.f

3. DEFINITION OF DEGREES FAHRENHElf
=

.
~

, ,

// DISPLAY: 1.' DEFINITION OF max RCS C00LPldM LAST 30 MIN.*

~~~ 2., IHAT CiG-f PW ANS DtGREES FAHRLNHEIT.

'
3. EELATIONSHIP BETWEEN max RCS COOLDOWN LAST 30 MIN DISPLAY

ELEME,O AND RV NDTT DISPLAY iLEMENT (THAT THE RV NDTT
',,,

# , DISPLAY CHANGES WHEN max RCS.COOLDOWN IN THE LAST 30
''

-

MINUTES INDIChTES GREATER THhN 50 DEGREES FAHRENHEIT)
'

4. HOW TO READ A COLUMN CHART. ..

'A ,5. 0EFINITION OF COLOR CODING
'

/

COMMAO: HOME
'

-

'
e s

.
Figitt e' 33. Knowledse requifem'nts for maximum reactor cooling

systep (RCS).cooldown column chart. ,
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DISPLAY: RV INTEGRITY

DISPLAY ELEENT: RV NDTT MARGINS PLOT

PROTOTYPICAL MESSAGE: THE CURRENT ISTATEI IS...
'

KNOWLEDGE REQUIREENTS:

PLANT: 1. DEFINITION OF REACTOR VESSEL MIL DUCTILITY TRANSITION
*

TEMPERATURE MARGIN

2. DEFINITION OF COLD LE3 TEMPERATURE

3. DEFINITION OF REACTOR COOLING SYSIEM PRESSURE

4. DEFINITION OF POUNDS PER SQUARE INCH-GAGE

5. DEFINITION OF DEGREES FAHRENHEIT

6. RELATIONSHIP OF REACTOR COOLING SYSTEM PRESSURE AND COLD
LEG TEMPERATURE TO REACTOR VESSEL MIL DUCTILITY TRANSITION =

TEMPERATURE

7. EFFECT OF HIGH HEAD SAFETY INJECTION ON NIL DUCTILITY
TRANSITION TEMPERATURE MARGIN -

DISPLAY: 1. DEFINITION OF THE ZONES ON THE RV NDTT MARGIN PLOT
2. THAT RV NDTT MEANS REACTOR VESSEL Nil DUCTILITY

TRANSITION TEMPERATURE

3. THAT DEG-F MEANS DEGREES FAHRENHEIT

4. IHAT PSIG MEANS POUNDS PER SQUARE INCH-GAGE

5. THAT HHSI INIDCATES HIGH HEAD SAFETY INJECTION
ACTUATION P0lNT

6. THAT LHSI INDICATES LOW HEAD SAFETY INJECTION ACTUATION
POINT FOR REFERENCE

7. THAT ACCUM INDICATES ACCUMULATOR ACTUATION POINT FOR
REFERENCE

8. HOW TO READ A PARAMETER-PARAMETER PLOT

9. DEFINITION OF COLOR CODlha
.

| EDMMAND: NONE

Figure 34. Knowledge requirements for reactor vessel (RV) nil *

ductility transition temperature (NDTT) margins plot.

|
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Cefinftton of reactivity /

6 - Definition of reactor cooling system inventory /

.

Deffnttion of reactor vessel integrity /
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documentation, and access to the designer. One must also have the pro-
gram and the instructions for training in use of the aid.

If this type of information is not available, an alternative conclusion
is: The aid will be understandable if a training program is devised
to satisfy the knowledge requirements assigned to training. Thus the
type of conclusion emerging from application of the proposed methodology*

is not simply whether or not an aid is understandable but also an assess-
ment of what would be needed to ensure understandability. This is cer-
tainly much more useful than a simple "yes or no" type of evaluation.

&

5.3 SUMMARY OF EYAMPLE

The hypothetical example serves to illustrate how the proposed evaluation
methodology can be applied to a realistic operator aid. While the analy-
sis presented here is not complete, each step of the process outlined in
Fig. 13 is illustrated sufficiently to provide an appreciation of how the
methodology might be used. As discussed in Sect. 6, considerable work is
needed to make the use of the methodology more straightforward and less
dependent on " judgment." This example also serves to emphasize the,

nature of results typically obtained, which should include not only an
assessment of understandability but also guidance on how deficiencies can
be remedied,

.
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6. DISCUSSION AND CONCLUSIONS

o
This report addresses the problem of evaluating decision aids for nuclear
power plant operators. The scope of the effort was intentionally limited
to analytical rather than empirical evaluation. The goal was not to

o replace empirical evaluation but instead to determine how definitive an
analytical evaluation could be.

6.1 SUMMARY OF METHODOLOGY

The development of the methodology is based on the premise that each
operator aid is representative of a general class of decision support
systems for operators of dynamic engineering systems. Given this prem-
ise, the methodology is directed at this whole class of aids. This per-
spective allows the development (Sect. 2) of a scheme for classifying*

operator aids in terms of the general decision-making tasks supported.
The practical utility of this classification scheme is illustrated;

| (Sect. 3) by considering a number of existing aids and showing how they
*

could readily be classified.

Having determined that all aids could be viewed as members of a general
class, consideration then shifts to development (Sect. 4) of a normative
top-down process for designing aids in this class. The process involves
identifying the situations and tasks where the aid is to provide support
and then the forms of information and prototypical messages necessary to
provide the support. The final step of the detailed design is discussed
briefly but not elaborated upon because it is the topic of available
design guides.

An evaluation methodology is developed (Sect. 4) based on the assumption
that any aid could be viewed as if it had been designed using the pro-
posed normative design process. The basic idea is that by studying the
aid and its design documentation, as well as talking with the designer
and perhaps operators, one can infer the answers to the questions posed
in the normative design process. The result is an association of each

| display element of the aid with one or more prototypical messages. One
can then assess the knowledge requirements for understanding these mes-,

sages. The final step is determining whether or not human operators meet
these requirements--by prior training and experience, training for use of
the aid, or other displays and resources (e.g., control panels or man-

uals). Knowledge requirements not met are potential limits to the under-.

standability of the aid.

Application of the methodology is illustrated (Sect. 5) by applying it to
the evaluation of a hypothetical aid for supporting recovery of critical
safety functions in a PWR. The example serves to illustrate how each
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step of the methodology is pursued, while also emphasizing the informa-
tion (from design documentation and perhaps the designer and operators)
necessary to answer the questions posed by the methodology. Even though
only a portion of the aid is evaluated, the example also provides some
indication of the effort necessary to pursue evaluation fully. Clearly,
a complete evaluation would be a substantial effort.

.

6.2 METHODOLOGY STRENGTHS AND WEAKNESSES
&

One strength of the proposed methodology is that it provides a mechanism
for classifying and comparing all operator aids in a very broad class.
This should ease the evaluator's job and, once experience is gained with
different types of aids, provide a means for detecting " common mode"
problems with all aids of a particular classification. Another strength
is tha*. the methodology provides the highest level of analytical evalua-
tion possible. It goes substantially beyond a classical human factors
evaluation of compatibility and allows assessment of the understandabil-
ity of the information presented. This is achieved by relying on a top-
down view of design that focuses on the set of messages necessary to *

achieve design objectives rather than on the information requirements
dictated by the results of traditional task analyses. By starting from
"what should be" instead of "what is," a general set of evaluative ques-
tions can be posed which yields a highly directed evaluation process and *

allows extensive analytical evaluation.

Although it is not a primary goal, the methods presented in this report
would also be very useful for design. This would be particularly true -

for the front-end portions of design, prior to actually laying out dis-
plays. Of course, the type of design process advocated in this report
would be of great use if one anticipated using the proposed methodology
to evaluate the resulting aid.

While the methodology has these strengths, it has two related weaknesses.
First, it views any design as if a systematic design process had been
pursued. In particular, it assumes that each element of information
displayed by the aid is shown because it contributes to the achievement

of one or more design objectives. However, some information will quite
likely be included in the displays because of designers' " whims," that
is, with no analytical justification for the information. The associa-
tion of prototypical messages with such display elements will then be
quite difficult.

,

A related weakness is that it will be difficult for a novice evaluator to
apply the proposed methodology. As noted throughout this report, consid-
erable judgment is needed to infer design intentions and, subsequently, .

to determine appropriate prototypical messages and knowledge require-
ments. Of course, this weakness, as well as that discussed above, is
likely to be a limitation of any analytical evaluation methodology.

4
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6.3 RECOMMENDATIONS FOR EXTENSIONS AND REFINEMENTS

As with'most new methodologies, the greatest need is for the proposed
methodology to be repeatedly applied and for those experiences to be used
to provide more guidance to the evaluator, especially in areas where the
evaluator now heavily relies upon judgment. This might also lead to
empirical validation of.the assertion that unfulfilled knowledge require-*
ments, identified by the methodology tend to result in understandability
limitations.

A more specific need involves extending the classification of decision-*

makiag tasks supported to include a dimension related to the sophistica-
tion of the aid. This would allow differentiation between the aids that
can provide the rationale for their suggestions (e.g., expert systems)

,

and those that are basically hard-wired algorithms. As a result, proto-
typical messages could be more definitive for each type of aid.

Another area where refinement is needed is in the knowledge taxonomy

(Fig.14), so that the determination of knowledge requirements can be
more systematic and less dependent on judgment. As a result, evaluators

,
would not need as much experience before being confident in their assess-
ments. This is an area where success is quite likely with a f airly mod-

i est investment of resources.
.

The need for many other extensions and refinements is likely to emerge as
experience in using the proposed methodology is gained. Therefore, the
first priority should be that such applications be pursued.

i
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1APPENDIX A

o
REVIEW OF OPERATIONAL AIDS FOR NUCLEAR POWER PLANT OPERATORS

.
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A.I. INTRODUCTION

One of the subtasks of the Oak Ridge National Laboratory project,
Operational Aids for Nuclear Reactor Operators, was to collect and clas-
sify information pertaining to a diversity of computer-based operational
aids, primarily those aids that in some way support the cognitive behav- .

ior of the plant crew. The limited data base that resulted can assist in
identifying the spectrum of possible aid functions and serve as the foun-
dation for a comprehensive data base for future review processes.

.

Information concerning specific operational aids under development by
various groups has been difficult to obtain by unorganized inquiry.
Therefore, to enlarge and improve the data base, a questionnaire was pre-
pared and used to canvass a limited number of manufacturers and develop-
ers. It was organized to include the following categories of information
(the complete questionnaire is included in Sect. A.3):

1. problem definition 6. operation
2. function 7. maintenance and testing
3. design 8. user training *

4. plant interface and environment 9. documentation
5. performance 10. work status

.

Responses to the questionnaire varied widely in detail and form, thus
forcing distillation of the salient features of each cperational aid from
multiple information sources, including the initial questionnaire. These
sources included technical and management presentations, technical papers
and reports, personal discussions, taped responses, sales brochures,
system specifications and schematics, and other documents. This type of
data base should be viewed as dynamic, not static, owing to the nature of
current trends in operational aid development. Thus the listings that
follow in Sect. A.4 are neither exhaustive nor necessarily timely and
represent only a cross section of the industry. The authors recommend
that this data base be updated and expanded because of its potential
usefulness to NRC and others.

.
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A.2. GENERAL RESULTS

Data for this review wera taken from the following operational aid
systems:

* 1. AIDS - Abnormal Incident Decision Support (Atomic Energy of
Canada)

2. DASS III - Disturbance Analysis and Surveillance System (EPRI-
Electric Power Research Institute, Nuclear Power

* Division)
3. DCS - NUCLENET Display Control System (General Electric

Company)
4. DHA - Diagnosis of Multiple Alarms (Savannah River Laboratory)
5. ESSS - Ebasco Safety Surveillance System (Ebasco Services)
6. HALO - Handling Alarms with Logic (Halden Reactor Project)
7. MIDAS - Master Information and Data Acquisition System (Hanford

Engineering Development Laboratory)
8. ODDS - Operational Diagnostics and Display System (Idaho

National Engineering Laboratory)
,

9. PIE - Plant Incident Evaluator (General Atomic Company)
10. PPS - Procedure Prompting System (Hanford Engineering

Development Laboratory)
* 11. SAS - Safety Assessment System (Wisconsin Electric Power)

12. STAR - Disturbance Analysis and Surveillance System
(Gesellschaft fur Reaktorsicherheit/ Federal Republic of
Germany)

The following general summary of the data is organized according to the
major headings on the questionnaire to illustrate questionnaire
organization.

Problem Definition. Six problem areas have been identified by the
respondents:

1. Alarms cause operator confusion during normal and abnormal operation,
with the number of alarms being great and their relevance not always
clear.

2. Data rate (the quantity of information presented to the operator per
unit of timei is high during fault conditions.

3. Data structure in the control room is suboptimal, bordering on no
structure at all, which forces operators to expend mental and physi-!

cal effort collecting and converting data.*
|

4. Integration of systems, equipment, and information (inside and out-
side the control room) is not accomplished to a satisfactory degree.

5. Delayed detection of a deviation from normal leads to a degradation,

'

,

of plant safety because the inception of an event can often be traced*

| back to the deviation of one or two parameters.

| 6. Incorrect diagnosis by the crew is a possibility even with ample time
allowed for corrective action.j

7. Procedures created by systen experts are not exhaustive of all pos-'

| sible situations and combinations of situations.
:
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- Functions. Numerous functions ' have - been incorporated ' by the aid
designers.' The following is a list of functions compiled from the
12. aids reviewed. - (No one aid incorporated all of these functions.)

Discrete Alarms

~1. Grouping alarms for operational or safety priority / significance *

2. ~ Grouping alarms for specific modes of operation or conditions of
t the plant

3. Suppression of nuisance and redundant alarms
4. Recognition of specific sequential and combinational patterns of '

alacas

Data4

t

1.. Validation of sensor data'

2. Compression and grouping of data
'

. 3. Graphic display [ piping and instrumentation diagrams (P&ID),
I functions, messages]
'

4. Trend analysis and display of parameter trends _
,

.

Integration-
i

1 1. Systems - Indication of configuration .

- Identification of mode and lineup*

- Indication of safety and control systems'

availability
- Verification of operation

? - Indication of process status
- Margin to technical specification3

[.
2. Components - Monitoring of specific equipment

,

- Monitoring for prediction of fnilure,

3. Procedures - Computer generation or retrieval of procedures
; - Monitoring procedures executed by the operator

- Recommendations to the operator for specific
tasks / actions

Diagnosis

1. Early detection and warning of disturbance
2. Identification of the cause of disturbance *

. 3. Identification of the event in progress by probabilistic means
}. 4.- Indication of the presence of unanticipated circumstances for
; diagnosis '

5. Prediction of the propagation of a disturbance *;

j. 6. Prediction of the consequences of intended operator actions
i
j
,

;

;

.
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For the aids surveyed the users that were intended for the system were
varied and ranged from operators, shif t supervisors, :.nd shif t technical
advisors to plant engineers and their various combinations. The condi-
tions under which the aids would be us'ed also varied from aid to aid.
Some aids are intended primarily for normal conditions only, some for<

abnormal conditions, and others for both. Most designers are reluctant
|

to allow direct control of the plant by an operational aid, but, in fact,*

one aid surveyed is capable of scramming the reactor without operator
intervention.

Design. Some aids are designed to exist as separate, stand-alone*

devices, but others are intended to be integrated into the plant control
4

boards. . In some cases , the option is lef t to the utility customer. Most
designers are using modular software; some specify the use of verifica-
tion and validation techniques. Almost universally, the cathode-ray tube
(CRT) is used as the operator interface. Many aids have been prototyped

; - on minicomputer systems, though most designers indicate the use of micro-
' computers for production equipment. Of the prototype aids now in exis-

tence, asone have been tested on simulators, and a few have been tested in
;

operating plants., ,

l '

Plant Interface and Environment. Many of the aids require an equip-
} ment room for computers and memory drives. Computer equipment and

peripherals are sensitive to ac power fluctuation, high temperature, high| *

! humidity, and dust. The aids require a tie-in to plant sensor signals;
! in some cases, additional sensors are required. The installation times

for the aids generally extend over several plant outages.;

{ Performance. Several respondents indicate goals of 99% equipment
reliability. Predominant failure areas named were CRT, computer memory,

i data acquisition system (DAS), computer mainframe, and latent logic
i

errors. Mean-time-between-failure (MTBF) and mean-time-to-repair (NTTR)
data are generally not known for the aid systems. Response times of aids'

to a change in process state ranged from I s up, with no upper-limits
4

; indicated in many cases. Response to an operator command ranged from 1
to 3 s for most aids. Input data verification was considered by some,;

with diverse schemes being employed to qualify data; some, however, did
;

not specifically mention data verification as a part of the aid system.

Operution. Most aids employ CRT and function keyboard interfaces,
and most are user interactive. Few designers, however, have considered

|
the interaction between aid and existing procedures. Some have involved
operators with the design of the aid or the testing process. Most*

,

!., designers consider the presence of existing control panels as sufficient
I information for independent verification of the conclusions rendered by
[- an aid. Some go further by building in scrutability (i.e. , they give

the user a means to trace the development of an analysis). Regarding*

L

|. operator workload, no respondent could list specific operational tasks
i eliminated by aids, although general workload reductions were often ,

cited.

; -

4

!
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Maintenance and Testing. Many aids are weak in this category. Some,
however, include self-testing mechanisms.

Tn2ining. Operator training is needed for all systems. Some of the
aids are self-explanatbry, while others require that the operator be
trained in the aid's use on a plant simulator. Designers vary in their
opinions concerning how much knowledge should be required of the operator *

regarding the aid's method of performing its analysis. Some experience
indicates that the more complete and detailed the operator's knowledge of
the aid, the more the operator can follow the conclusions of the aid and

,

use its information.

Documentation. Most aid designers have not addressed this subject
thoroughly, because many aids are in the conceptual design state. Many
designers plan to leave documentation to the customer.

Fork Status. Of the 12 aids examined, three are installed and work-
ing at a power plant, two are installed at a plant simulator, and two are
in the prototyping stage. The remaining aids are in the concept or lab-
oratory development stages. .

< .

i
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A.3. QUESTIONNAIRE

The following pages contain the specific questions used in the'
questionnaire. They were structured to elicit essay responses, which
allowed for flexibility but demanded too much effort on the part of those
responding. Thus the results are often shallow. A multichoice question-*~
naire, if properly structured, would have improved the data-collection
process.

e

I'

4

i *

:
I

e

1

|

.

!

!

!
.

9

e

91

;

I

|
- _ . - - . . - .__ . _ . - .



- - - _ _ _ - - - _ _ _ - _ _ _ - _ _ _ - _ _ _ _ _ - _ _ _ _ _ - - _ _ _ - - _ _ _ _ _ - _ _ . _ - _ - - _ _ . _ _ _ _ - . .. _ _ _ __ .._..

_

GUIDANCE QUESTIONS FOR REVIEW OF OPERATIONAL-AIDS

PROBLEM

Identify .the major problems related to operations or maintenance that
prompted the development of the-operational aid system. Which of *

these problems does the operational aid attempt:to solve? Which
category does the solution chosen best fit: interim, awaiting fur-
ther resolution; ' adaptive, adding oc modifying systems to supplement
deficient equipment and functions; or corrective, changing existing '

equipment to completely' eliminate the problem?

FUNCTION

ROLE / USER' - Describe the operational aid system from a func-
tional perspective. Include information about the
functions the system performs and how these func-
tions are performed. Identify the primary user (s)
of the system and the plant conditions under which

_ ,

the system is expected to be used. Will the system
support the operator in his function as a planner,
monitor, controller, or diagnostician? Describe,
using a block diagram, how operational aid functions +

relate to the operating crew and plant system.

MEMORY - Will the system maintain historical data? If so,
how much information is stored and for how long?
What means are provided to allow the operator access
to the historical data?

CONTROL - Does the system perform any automatic control
functions? Discuss the nature of the control
actions and the control algorithms governing those:
actions.

DESIGN

SC3EME - Describe, using a schematic diagram, the electronic
structure of the operational aid. Describe the
physical outline of the aid using photographic or
diagrammatic means.,

I

| COMPUTER - Describe the computer system used in the operational
i aid,-including hardware and software structure.
!

VERIFICATION Describe the methods used to verify and validate-
*

the design of the system. Include'the hardware
design review, software verification and validation,
and verification of the accuracy and adequacy of.the
plant.models.

i

92 ~
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!

. STANDARDS- - What standards have been.used in the design and
why were they chosen? Identify regulatory and non-
regulatory standards, including equipment qualifica-
tion for.the system.

ILANT INTERFACE AND ENVIRONMENT
.*

i ISOLATION - How is the system isolated from~the safety signals?
Does the isolation comply with the requirements of

'

e.
- IEEE 603?

INSTALLATION. - Discuss the installation of the system. Provide the

physical distribution of components within the
|

plant. What components of the system are sensitive
.co temperature, humidity, air purity, C power fluc-
tuations, or other environmental conditions? How

i' are the-acceptable environmental conditions around
these components maintained? How much time is
required for. installation? Can installation be made
in phases?,

| PERFORMANCE
!

!* RELIABILITY / - Discuss the expected reliability characteristics to
; AVAILABILITY which ' the system has -been designed. Identify the

~

unreliability of the system, including both self-;
revealing and nonrevealing failure modes. Provide

,

| and justify the expected mean-time-to-failure and-
mean-time-to-repair data for the system. How has
software reliability been facto. red into the overall

,

] reliability measure of the system?

I RESPONSE TIME - Describe the response time characteristics of the
i system. To be included in this are the following:
!' the maximum expected latency time between a change

in a plant state or variable and the corresponding
output from the system to the operator; the maximum
expected response time of the system to operate
commands; and the maximum data' rates the system can

,

withstand. Also describe the conditions under which,

I these characteristics were determined.'
!

!* VERIFICATION - Describe the methods which are ~used by the system to
'

verify incoming data and identify the potential
failures in the verification process.

5

*
OPERATION

,

INTERFACE - Describe the operator-system physical interface.,

; Include a discussion of the human factors engineer-
! ing features of the interface. Provide the results

,

,. . , - ,-, .. - . . - . , , . . , . ,, , ~- -
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of the evaluation of the interf ace using the guide-
lines set down in NUREG-0700.

INTERACTION - How have the operating procedures been changed to
. reflect the presence of the system?- Has the system-
been integrated into the operational environment'so

*
that the user knows how the system relates to the
other equipment in the control room? During which
state of design, fabrication, installation, etc.,
did user involvement begin? ,.

. RESPONSIBILITY - How has the responsibility for operation of the aid
been assigned? Is this a formal or an inforaal
arrangement?

VERIFICATION - Discuss the methods available to the operating crew
to verify the correctness of information from the
system.

..

WORKLOAD - Describe the impact that the introduction of this .

system will have on the workload of the operating
crew. What additional' responsibilities does this
system require of the operator (e.g., routine system
backup, reinitialization of the system after fail- *

ure, operational verification, emergency acknowl--
edgments, action logs, and shift-change status-
reports)?~ What tasks have been eliminated to make
time for operation of the system, especially during
a burst of alarms?

COMMUNICATION - Is the user-system dialogue adaptable to the user's
experience level? Has,the structure and format of
the user-system dialogue been adapted to the task
and operational environment?

MAINTENANCE AND TESTING

Discuss the maintenance and testing requirements of the system.
Identify the responsible organizations and their duties. Describe
the methods used to verify the adequacy of the maintenance and test-
ing procedures. What are the high-maintenance components of the
system? To what extent are self-testing and on-line diagnostics used

*in the system?

USER TRAINING

*
What additional training does the operator need to use the system?
.Is it sufficient for the operator to know how to use the system or
must he also know how the system performs the analysis? Does the
system response during training accurately. reflect the expected
response during actual operation? Has a means of continued training
of future users been adequately provided?

<
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DOCUMENTATION

To what extent do the persons responsible for the system (both opera-
tional and maintenance) have control over the format and content of
the system documentation? What procedures are followed to ensure4

that maintenance (both hardware and software) and operational docu-
mentation is kept current? Will documentation be available to the*

user prior to system start-up? Does the documentation reflect the
user's perspective (as opposed to the designer's)?

*
WORK' STATUS

In what state of development is the operational aid system: concep-
tual design, laboratory development, prototype, installed but not
operational, or installed and operational? When is the aid expected
to become operational?

e

e
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A.4. OPERATIONAL AIDS DATA SHEETS

Responses to the questionnaire and other data sources were condensed and
reformatted into data sheets. Editing of responses was minimized to
avoid possible distortion of the data. The data sheet format follows
along with the data sheets for each of the 12 aids reviewed (Sects. A 4.1 *

through A.4.12).

.
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OPERATIONAL AIDS DATA SHEET FORMAT

SYSTEM NAME:

DEVELOPER:
.

INSTALLATION:

CONTACT PERSON:,

DATE:

DATA:

1. PROBLEM

2. FUNCTION

2.1 ROLE / USER,

2.1.1 Functions
2.1.2 Users
2.1.3 Conditions

2.1.4 Support*

2.2 MEMORY
2.2.1 Permanence
2.2.2 User Access

2.3 CONTROL

3. DESIGN

3.1 SCHEME

3.2 COMPUTER HARDWARE
3.3 COMPUTER SOFT 4ARE
3.4 VERIFICATION
3.5 STANDARDS

4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION
4.2 INSTALLATION

4.2.1 Distribution of Components
* 4.2.2 Environment-Related Sensitivities

4.2.3 Installation Time

5. PERFORMANCE
,

5.1 RELIABILITY / AVAILABILITY
5.1.1 Requirements
5.1.2 Failure Modes
5.1.3 MTBF

5.1.4 MTTR

97
,
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5.2 RESPONSE TIME
5.2.1 State Change Response
5.2.2 Operator Command Response
5.2.3 System Data Rate

5.3 INPUT DATA VERIFICATION

6. OPERATION -

6.1 INTERFACE
6.2 INTERACTION

*6.2.1 Integration with Procedures
6.2.2 Integration with Other Control Room Equipment
6.2.3 User Involvement

6.3 RESPONSIBILITY OF OPERATION
6.4 CREW VERIFICATION OF SYSTEM RESPONSE
6.5 WORKLOAD

6.5.1 Tasks Added;

6.5.2 Tasks Eliminated
6.6 COMMUNICATION

,

6.6.1 Dialogue Adaptability to User Experience ,

6.6.2 Dialogue Structured to Task

7. MAINTENANCE AND TESTING
.

7.1 REQUIRENZNTS
7.2 RESPONSIBLE ORGANIZATIONS
7.3 METHODS FOR VERIFICATION
7.4 HIGH-MAINTENANCE COMPONENTS
7.5 SELF-TESTING / DIAGNOSTICS

(

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED
8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED
8.3 USE OF SYSTEM DURING TRAINING
8.4 FUTURE USERS

9. DOCUMENTATION

9.1 USER CONTROL
9.2 CURRENCY
9.3 AVAILABILITY
9.4 PERSPECTIVE *

10. WORK ST/.TUS

'

10.1 CURRENT *

10.2 EXPECTED CPERATION

}
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A.4.1 AIDS

A.4.1 OPERATIONAL AIDS DATA SHEET: ABNORMAL INCIDENT DECISION
SUPPORT (AIDS)'

'

SYSTEM NAME: AIDS - Abnormal Incident Decision Support
,

DEVELOPER: Atomic Energy of Canada Limited / Engineering Company

INSTALLATION: No specific target identified,

CONTACT PERSON: M. A. Sillamaa

DATE: December 1982

DATA:

1. PROBLEM

There is a need to assist the operator during abnormal incidents bye
providing up-front alarm analysis and predictive capability. No
specific operational problem was identified.

* 2. FUNCTION

! 2.1 ROLE / USER -

2.1.1 Function 1 -

Identify specific accident in progress if possible.

e.g., loss of high pressure service water due to
pump PHS137 failure or pipe PTPB19-6 break

Method. Pattern recognition based on alarm trees.;

Function 2 -'

Identify specific abnormal function.'

e.g., loss of heat sink-
e Method. Comparison of a combination of measured

variables and derived varlables (e.g., inlet

subcooling) to limits.

; *
Function 3 -

|' Identify if major pieces of equipment are under
j mechanical stress..

!

.

r
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A.4.1 AIDS

Method. Spectrum analysis of acoustical or process
signals related to the equipment.

Function 4 -
-

Analysis-data storage and recall for past accident
evaluation and reporting.-

.

Method. Storage on hard disk.

2.1.2 User - Control room operator.

2.1.3 Condition - Abnormal incidents.

2.1.4 Support - Support operator in diagnostics and decision-
making at incipient stages of an accident.

2.2 MEMORY - Historical data needed for prediction (Function 2) .

and past incident analysis and reporting
(Function 4).

- Analysis models. **

2.3 CONTROL - No direct control on process indicated;'however,
computer control is used in CANDU reactors.

3. DESIGN

3.1 SCHEME - Computers and' displays will be separate from the
control and safety computers.

3.2 COMPUTER HARDWARE - None selected, probably a super-mini
(e.g. , Sel-Gould; Perkin-Elmer).

3.3 COMPUTER SOFTWARE - None selected (trend toward simple pro-
grams with multiple self-checks).

3.4 VERIFICATION - Independent validation team; models used in
system and models used to test a system derived from a common
source (previous safety analyses).

,

3.5 STANDARDS - Normal engineering quality assurance program.

4. PLANT INTERFACE AND ENVIRONMENT-
,

4.1- T. SOLATION - Separate computers from control or safety compu-
ters. - Common signal sources with other cooputers. Buffering
techniques will be used to prevent interference.

4.2 INSTALLATION - Not specified.

.
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A.4.1 AIDS
rw

r~ , ,

5. PERFCFJIiNCE -

.s s -
, ,

5.1 REIIAh1LITY/ AVAILABILITY - No spedial' requirements identified
/aE this, thy '
,

5.2 RZSPONSE IIME - 2 to 5 s for analysis results, variable with
type of '' analysis. ,

yw-

,

* ~ 5.3 1NPUT D GA VERIFICATION - (1) irrationality checks; (2) physi-
cal' redundancy checks; (3) analytical redundancy checks;

. (4)-che averaging to achieve noise filtering and dynamic
'#

, coinpnn6ation. s

OPERATI.Oh. - -,

' -
6.

.

6.1 INTERFACE,- Dedicated displays"for retrofits to existing sta-
tjonef proslbly'Tiu~al function display units, stored by control
computers or ATDS compu'cers! ir! new stations. Keyboard will

. , prob $bly be d'ivtfe'd 1n'to three groups: numeric keys for data* ~

ent.ry, control keys 'co control data entry, and function keys
to Initiate displays and anal sis routines to be compatible
with keyboards for other computer applications. No human,

' fa6 tor guidelines.
- - ,

,

6.2 INTERACTION -

672.1 " Integration with Procedures - The system is capable of
iecalling procedures.

'

6'.2.2 Integration with Other Control Room Equipment - On
,. - - .retrofi,te, weparate display / keyboard units; in new sta-

's tions, same display as used with control computers.
/ - ,,

' , - 6.2.3 Udd' Involvement - System requirements (i.e. , func-

#[j '.
~~Eional coiitents and performance and human-machine,

fiterface) worked out mainly in consultation with unit
,

; fj,

. 7, [- - . c.pperators. Operaters will be involved in evaluating
, '

~
.the prototype.

,,,I *
, , ,,. -.

,6 RESPONSI'81LITY OF OPERATION - Plant operators.
7

,.3.c -
s .., ,. ,.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - Other instruments and
!

' displays are available foreverification of diagnosis.
i

* 6.5 WORKLOAD -
-

, .

6.5.1 Tasks Added - Monitoring AIDS system and verification
after an event.

.

'$
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A.4.1 AIDS

6.5.2 Tasks Eliminated - Lookup of certain procedures per-
formed automatically.

6.6 COMMUNICATION -
.

6.6.1 Dialogue Adaptability to User Experience - Facility
. will be provided to adjust dialogue / display contents
f. easily at the station (i.e., display templates will be

used with a display compiler; displays will .be gener - *

ated in real time from the compiled templates plus read
plant data).

6.6.2 Dialogue Structured to Task - Yes, specific function.
keys will probably be used.

7. MAINTENANCE AND TESTING

.7.1 REQUIREMENTS - Not yet specified.
,

7.2 RESPONSIBLE ORGANIZATIONS - Station staff.

7.3 METHODS FOR VERIFICATION - Separate validation and software .

| unit provided for station staff to verify changes.

| 7.4 HIGH-MAINTENANCE COMPONENTS - Not yet known.
|
'

7.5 SELF-TESTING / DIAGNOSTICS - Facilities standardly designed into
CANDU computer systems will be provided.

8. USER TRAINING
|

| 8.1 ADDITIONAL TRAINING NEEDED - (1) in system facilities for
| operators; (2) in system contents, structure, software tools,
| hardware for maintenance purposes.

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Specialist in station
I staff will be required for sof tware and hardware maintenance
| at the plant.

i

i 8.3 USE OF SYSTEM DURING TRAINING - Potentially to be included
j with plant simulator, if it exiats, for a station. -

8.4 FUTURE USERS - Not specified.
I

9. DOCUMENTATION *

9.1 USER CONTROL - Passes to station staff on installation.

9.2 CURRENCY - Not specified.

i

i
e

[
. _ .- _. _ - , _ . __ . . . _ , _ , _ __ - . - . _ - - _ , _ _ _ . . . . ._- -



'y.

;,_
,

%- ~ .

''9,.

103 N'

'

1
' A.4.1 AIDS

.

. , -i q ,

a n ,

- 9.3' AVAILABILITY - Proprietary. ,

9.4 PERSPECTIVE - Documentation standard to CANDU plants;-some
j from designer perspective, some from user perspective.

- sw- . 1

-10.* WORK STATUS
_

'

10.1 URRENT - Aid is in the concept state. A feasibility analysis
* i is under way. Prototype development next.

10.2 EXPECTED OPERATION - Not known.
,

\'
'
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A.4.2 DASS III
,

A.4.2 OPERATIONAL AIDS DATA SHEET: DISTURBANCE ANALYSIS AND
SURVEILLANCE SYSTEM (DASS III)

SYSTEM NAME: DASS_III System - Disturbance Analysis and Surveillance
System (Phase III)e

DEVELOPER: Electric Power Research Institute / Nuclear Safety
Analysis Center (NSAC)

e

INSTALLATION: None specified

CONTACT PERSON: D. G. Cain, NSAC

DATE: January 1983

DATA:

1. PROBLEM
e,

With a lack of integration of plant instrumentation, the operator
needs assistance to accurately analyze and assess a disturbance.

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Functions -

General Category DASS Function>

A. Overhead Functions 1. Proper interpretation and
validation of process variables

2. Identification of the plant mode
of operation

3. Integrated display of all DASS

|
output

B. Surveillance 4. Surveillance of system / subsystem
Functions ccnfiguration.

5. Verification that automatic
control and protection system'

e functions occurred
-

.

6. Surveillance of margin to
technical specifications

! 105
i

!
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A.4.2 DASS III

7. Determine the status of the
critical safety and availability
requirements

C. Diagnosis Functions 8. Recognize the significance of *

alarms

9. Disturbance detection by
parameter analysis *

10. Determine the cause of the
disturbance

D. Corrective Action or 11. Determine the best corrective
Procedures Functions action

.

12. Assistance in monitoring normal
and off-normal operating

,

procedures

E. Simulation Function 13. Predict the future propagation
of disturbances .

14. Evaluation of possible control
actions prior to initiation

Methods. Not given (trend away from cause-consequence
implementation).

2.1.2 User - Shift supervisor.

2.1.3 Condition - Off normal.

2.1.4 Support - Supports shift supervisor in his role as a

systems diagnostician, planner, and monitor (at systems
level). Problem solving and decision making are
primarily made by shift supervisor but with support
from the other members of the crew.

2.2 MEMORY - DASS apparently has data storage and retrieval
capability with user access'through the functions provided. *

2.3 CONTROL - No control process.
i

3. DESIGN *

3.1 SCHEME - DASS is intended to be placed in proximity to the
shift supervisor's area.,

3.2 COMPUTER HARDWARE - Not specified.

.

- _ _ - - - . . -_- ---
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A.4.2 DASS III

3.3 COMPUTER SOFTWARE - FORTRAN 77.

3.4 VERIFICATION - Verification will be done when software package
is actually adapted to specific user system.'

.s

3.4 STANDARDS - Will comply with standards as they evolve.
!

4. PLANT INTERFACE AND ENVIRONMENT
a,

4.1 ISOLATION - Not specified.

4.2 INSTALLATION - Not specified.

4,2.1 Distribution of Components - Not specified.

4.2.2 Environment-Related Sensitivities - Not specified.

4.2.3 Installation Time - Not specified.
.

|
| S. PERFORMANCE

5.1 RELIABILITY / AVAILABILITY --

5.1.1 Requirements - Reliability will equal SPDS (99%).

5.1.2 Failura Modeg.- Not specified.

'iTBF - Non specified.t 5.1.3 c

|
5.1.4 MTTR - Not specified.

5.2 RESPONSE TIME -

5.2.1 State Change Response - Less than 5 s.

5.2.2 Operator Command Response - Graphics response in 2 to
5 s.

5.2.3 System pata Rate - Update of informs.lon in 5 s. Must
ensure that alarms are synchronized with actual control

* board.

| 5.3 INPUT DATA VERIFICATION - Same as SPDS.

6 .' OPERATION*

6.1 INTERFACE - Various means are being considered, viz., keys,
buttons, plasma screens, touch panels, etc. Human factors
will be considered and complete system will be evaluated prior
to selection.

. _
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A.4.2 DASS III
i

, .
6.2 INTERACTION -

6.2.1 Integration with Procedures - Automated monitoring of
. procedures will be included in initial DASS
implementation. *

6.2.2' Integration with Other Control Room Equipment - SPDS4

and process computer upgrade.
'

s

6.2.3 User Involvement - Some operator involvement at early
' stages.

6.3 RESPONSIBILITY OF~0PERATION - Not specified.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - Backup information-
; would be supplied by the control board _ operators.

6.5 WORKLOAD -
.

6.5.1 Tasks Added - A modifiction of crew structure, train-
ing, method of solving problems, and a redistribution
of workload would be necessary. ..

1

I
6.5.2 Tasks Eliminated - Net workload should be reduced dur-

ing accident situations because of enhanced information
integration. Unlikely to affect control functions.,

*

6.6 COMMUNICATION -

6.6.1 Dialogue Adaptability to User Experience - Can be made
to adapt to specific user.

6.6.2 Dialogue Structured to Task - Can be made to adapt to
varying tasks.

7. MAINTENANCE AND TESTING

7.1 REQUIREMENTS - Will be developed later.;

7.2 . RESPONSIBLE ORGANIZATIONS - Will be developed later.
.

~

7.3 METHODS FOR VERIFICATION - Will be developed later.

) 7.4 HIGH-MAINTENANCE COMPONENTS - Will be developed later.
i i.

, 7.5 SELF-TESTING / DIAGNOSTICS - Will be developed later.
1'

8. USER TRAINING

8.1 ADDITIONAL. TRAINING NEEDED - Additional training necessary.
.

}

>

, ._ . - _ , - , , --_, , _ -. - - , , _ _ _ - . --
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8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Supports operator
understanding of plant ' systems, critical instruments, and
critical safety and availability requirements.

'' 8.3 USE OF SYSTEM DURING TRAINING - Response of system under
simulator conditions should reflect expected response on an
actual plant but may differ depending on simulator veracity.

4
8.4 FUTURE USERS - Not specified.

9. DOCUMENTATION

9.1 USER CONTROL - Will be developed later.

9.2 CURRENCY - Will be developed later.

9.3 AVAILABILITY - Will be developed later.
o

9.4 PERSPECTIVE - Will be d::veloped later.

( 10. WORK STATUS

10.1 CURRENT - Laboratory development.

10.2 EXPECTED OPERATION - None known.

!

!

I *

e

i
.

I
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A.4.3 OPERATIONAL AIDS DATA 'HEET: DISPLAY C0KIROL SYSTEM (DCS) -S

NUCLENET-1000
.

SYSTEM NAME: DCS - NUCLENET-1000 DISPLAY CONTROL SYSTEM
.

DEVELOPER: General Electric Company / Nuclear Energy Business Group

INSTALLATION: None at operating plants. Two at simulator facilities:
, , BWR/6 Training Center, Tulsa, Oklahoma; BWR Services

Training Center, San Jose, California

CONTACT PERSON: Leonard C. Pugh

DATE: June 23, 1982

DATA:

1. PROBLEMo

Prior to NUCLENET-1000 there had never been any concerted effort to-

provide a human factors engineered control facility for nucleari

power plants. Operators and maintainers had been forced to conforma

to the limitations of the hardware and software given to them.
Panels were devised with controls and displays purchased as off-the-
shelf components. Software and hardware were provided that met the
needs of the designer, not necessarily the needs of the user.

A new computer-driven display system was designed to bring normal
operations (and normally expected operational perturbations) infor-
mation to the operator (and supervisory personnel).

The initiation of this solution effort began in 1971. The first
implementation was installed in the field in late 1977, the second
in 1978, and the third in 1981.

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Function 1 -
.

Alarm initiated display (AID) - The objective of AID is
to provide early warning about the off-normal state of

! the primary AID variable, when such state has the
, potential for loss of power generation capability.

This enables the operator to prevent an unscheduled
outage of the plant for given plant conditions, because
for each AID, there exists at least one alternative
course of action (utilizing the control-room-operator
interface), which can prevent either a pretrip alarm or
trip of the reactor protection system.
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,

Method. When.a specified AID variable is found to be
outside predetermined limits and an associated4

trigger logic expression is satisfied, an
alphanumeric descriptor of this variable, with

*
. its numeric value, in' engineering units is

displayed, in the reserved area,

'

Function 2 -
s

Presentation of supportive data, which includes-the
; status or value of those process variables that are
i ' helpful in determining the (normally anticipated) cause

of the off-standard condition (s) of the specified AID
variable.

,

j Method. Associated with Function 1.

Function 3 - .

Presentation of color- and shape-coded graphic displays-
generated as a result of operational information needst

analyses for each process system.- The system has the- -

capability of 100 different dynamic display. formats.,

! Sixty-three were predesigned by GE, with the remainder
to be designed as information needs change, due to,

process maturation..,

Method. Associated with Function 1.

; 2.1.2 User - Real-time information for operating personnel
' and near real-time information for supervisory
i personnel.
i. i

I 2.1.3 Condition - Primarily pretrip conditions.

2.1.4 Support - DCS and subsystem ALD should present the
i information in the best possible manner, which would

prompt the trained operator to make cognitive,
j_ knowledge-based, response to that ?.nformation. It
j cannot direct the activities of the operator.
i a

i' 2.2 MEMORY - The DCS is required neither to do numeric analysis
I nor to maintain historical data, because there is also a per-
, formance monitoring system (PMS) of mainframe computers to
1 ,perform these functions. The PMS communicates with the DCS

via a common core and a common drum memory and provides the
i limited historical data required for minute-to-minute opera- '

tion of the plant. Examples of such data are vessel heatup
rate and power versus core flow relationship. The PMS pro-'

vides historical data via trend recorders, CRT displays (not

i
^

'v

i'
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real-time), and high-speed line printers. Data retention for
~ 1ong-term storage is_via magnetic tape.

2.3 CONTROL --System performs no automatic control functions, but
~*' it does perform automatic intersystem data transfer and auto-

matic AID.

3. DESIGN
e

3.1 SCHEME - The DCS is physically integrated with the NUCLENET-
1000 control complex console. A family of-63 display formats
are available.

,

3.2 COMPUTER HARDWARE - Remote analog and remote digital units
(RAUs & RDUs), under the control of data acquisition proces-

; . sors (DAPs), scan the analog and digital measurements, respec-
tively, from process instrumentation. Signals are
conditioned, and analog measurements digitized. The resulting.
data are sent to the DAPs from the RAUs and RDUs, as directed

i by the DAPs.

DAPs adjust the data by performing gain compensation, offset< .

.

correction, digital filtering, sensor drift limiting, and

| sensor calibration. The data are checked for error condi-
tions, range limits, and significant changes. Data that

'

'

change significantly are converted to engineering units and
sent by each of the DAPs to both of the display control pro-,

cessors (DCPs).

The DCPs are arranged in a redundant configuration, with the
inactive DCP acting as an operational standby to the active
DCP. Both DCPs operate on the same process data from the,

DAPs, with only the active DCP being able to communicate with
; the display generators (DGs). All processors are Honeywell

4500s.

Each DCP updates its data base with data from the DAPs; for-
mats the data in accordance with the formats selected for each
video monitor; and, in the case of the active DCP, outputs the
formatted data to the video monitors through the DG.

.

i The DCS is under the surveillance of an independent test and
reconfiguration unit (TRU). The TRU determines the opera-
tional status of the major elements of the DCS, indicates this,

* status to the operator, and activates switchover hardware in
the event of a failure of the active DCP or one of the DAPs.

I
3.3 COMPUTER SOFTWARE - Not specified.

4

W
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s

3.4_ VERIFICATION - A dynamic mock-up of the. operator / computer.
interface was built in GE's Engineering Lab. This mock-up was
driven by the DCS hardware. This hardware, which was also
used for the software development and test, was later shipped

*
to our staging area for integration with the remainder of the
control complex for a final system factory test, prior to
shipment of the control complex to the utility site'for
installation. ,

Formal hardware design reviews are standard procedure for GE.
Software verification was accomplished as a continuation of
the development and test, because the entire system was avail-
able for such exercising.-

3.5~ STANDARDS - The only standard which was applicable to the DCS,
at the time of the design, was Underwriters Laboratories (UL)
492: Radio & Television Receiving Appliances, paragraph 157;
and Picture Tube Enclosure, paragraph 158. .

. 4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION - Regulatory Guide 1.75, physical independence of *

electrical systems, was the only regulatory action which had
to be directly incorporated. At the time of the design it was
the only regulatory action that applied to a non-Class 1E
system design. Optically isolated inputs, from the few Class
IE circuits involved,-provided the compliance with the
requirements of RG 1.75.

4.2 INSTALLATION -

4.2.1 Distribution of Components - The system is part of an
integrated control complex and usually is installed as '

a package. There is a provision ~for certain I/O units
to be installed for customer use, external to the con-
trol complex.

4.2.2 Environment-Related Sensitivities - No specific sensi-
tivities indicated; however, if the control complex is .

'
installed.as designed, all components are. located

*
within the controlled environment of the control '

complex.
~

4.2.3 Installation Time - Because'DCS comes with hUCLENET-
,

1000, the system requires no additional time for
installation, and with the exception mentioned above,
.there is no necessity for phased' installation.

|

i

|
'

4
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5. PERFORMANCE

5.1 RELIABILITY / AVAILABILITY -

5.1.1 Requirements - System reliability greater than 0.995.*

Unavailability no greater than 0.5% for any 90-day
period. Confirmed by operational data.

.
5.1.2 Failure Modes - Drum memory failure and CRT failure are

common failure modes.

5.1.3 MTBF - Not specified.

5.1.4 MTTR - Drum replacement: 4 h.

CRT replacement: 30 min.

5.2 RESPONSE TIME -
'e

5.2.1 State Change Response -

Response Time. DCS response time is no greater than
250 ms and is defined as the duration of time between*

the instant a significant change occurs in the process
and the instant the information is displayed. This
delay does not include the delays caused by signal*

conditioning, filtering (within or without the DCS),
inherent sensor delay, or any other delay caused by the
components that are not part of the DCS.

Analog Signals. To ensure readibility,. analog signals
displayed as digital number are updated once per
second.

Digital Signals. Digital signals are updated once per
second.

5.2.2 Operator Command Response - 1 s.

5.2.3 System Data Rate - Response requirements of 250 ms
apply to a maximum of 25 signals (analog, digital, or
combination). The maximum number of signals given*

above is based upon a detailed transient analysis of
the BWR, using transient analysis data for Chapter 15

|
of the Safety Analysis Report. Intrasystem maximum

* data rate is 230,000 baud.'

' 5.3 INPUT DATA VERIFICATION -

Error Condition. A check is made to determine if acquired
analog input values are within the operating range of the'

,

, - . , e r . - - _
,
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analog-to-digital converter'(ADC). Values exceeding the range
of the.ADC are considered low confidence. A check is made to
determine if an open sensor error.has occurred. This check is
made on thermocouples only. The.open sensor error is consid-

,

ered low-confidence data. All~ errors are uniquely noted as
part of point data. The last good value is retained as the-
value of the input for processing,and displaying. Each sensor-

'

. in the failed state continues to be scanned. When the failure .

is corrected, the sensor is automatically returned to normal-:

processing. An error for one sensor does not cause any read-
ing of other sensors to read erroneously.

Sensor Range Limit Check. Analog inputs are compared against
preassigned high- and low-sensor-range limits. Values chang-
ing to outside of the sensor-range limits are indicated as
low-confidence data. Sensor-range limits cannot be changed by
the_ operator from the control room (using the DCS/ operator

. Interface). Changes must be made using the PMS. *

Validity Checks. Each signal, as it is received in a logic
~ module, is checked for conformance tdth an anticipated value.
This information is used for failure analysis. *

Signal Transformation. Reference signals are processed
through a comprehensive set of logical and arithmetic opera-
tions. These operations are intended to exercise basic logic
components contained within the logic module. The results are
predictable if all-components are functioning correctly. If
any one component fails, the results will indicate an error.

6. OPERATION

-6.1 INTERFACE - The Display Control System (DCS) is a dual redun-
dant (2 x 2) system of mainframe computers, with an integral
test and reconfiguration unit (TRU), which provides real-time
operating information to the operator via ten color CRTs, and
near real-time operating information to the supervisory per-
sonnel via two color CRTs.

The color video monitor displays are controlled by either of
,.

two operator action paths: a master display select matrix (of
backlighted pushbuttons) or a format select switch and a sys-
tem select switch group associated with each CRT. Included

^

with each switch group is a menu pushbutton (momentary), and a .

change enable pushbutton (also momentary).

One of the format select switch positions is indicated as the
~

MASTER position. When the individual format select switches
-

are in the MASTER position, the format displayed will be one
which is assigned to a given~ phase of plant operation. The

'I
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master display select matrix communicates to the machine the
particular phase of plant operation which the operator is
performing.

The DCS formats employ the following color coding:e

Green - Used only for lines and symbols in process diagrams
to represent static system components, i.e., pumps,
motors, valves, and, piping that are not dynamically.a

presented in a given format. Selected for this
association because the static elements make up the
larger part of the display for a process control
application and because a green hue has been demon-

;

strated to be the least visually fatiguing of the

available hues.<

Cyan - Used as a supporting hae and applied to alphanumeric
identification, scales, and borders.

.

Yellow - Applied to all dynamic process variable display
elements, such as bar graphs and digital data.
Selected for this application because of the inten-

, ,
sity of its hue. Yellow allows the operator to scan'

the display and easily identify dynamic information.

Red - Restricted to use as a visual hue for abnormal con-
ditions. Should any variable exceed process limits,
the data (bar graph and/or digital) normally dis-
played in yellow, changes to red. Selected because
of the traditional, preestablished psychological ,

'associations (populational stereotype) with such
conditions and because intensity allows minimal
visual search.

i White - Used as a reference mark on scales, adjacent to bar
graphs, to indicate process limits or to present4

low-confidence data.

Magenta - May be used in place of red.

Dark Shall not be used, because its visual loss against.
Blue - the normal background color.

Black - Used as normal background color.
*e

No evaluation has been made using the guidelines of NUREG-
1 0700, but the results of GE studies that differ from NUREG-

0700 have been provided to the Human Factore Engineering
Branch for consideration in the revision of NUREG-0700.

:
s
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6.2 INTERACTION -

6.2.1 Integration with Procedures - System was included in
the first draft of the operating procedures.

.

6.2.2 Integration with Other Control Room Equipment - Yes,
the system has been integrated into the operational
environment so that the user knows how the system
relates to the other equipment in the control room. .

6.2.3 User Involvement - User involvement began during the
conceptual design phase. One licensed senior reactor
operator represented the ultimate user until the mock-
up state of the design, when other operations personnel
were brought in to perform operator duties for task
analyses.

6.3 RESPONSIBILITY OF OPERATION - The assignment to the operator
is a formal one. The assignment to supervisory personnel is *

an informal one. It is intended that any person authorized to
enter the control complex, who is not the operator at the con-
trols, use the supervisory monitoring console to retrieve

,information, so that the operator need not be distracted from
his primary duties. Operator is responsible for reinitializa-
tion after power failure.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - The system presents all
dynamic data, which are not determined to be off-normal, in
yellow. Off-normal dynamic data are presented in red.
Dynamic data that the system determines to be low confidence
(or suspect as to correctness) are presented in white. Each
display format contains a 24-h clock in the lower right-hand
corner to indicate display dynamicity.

System software has been tested and verified. The system
hardware is under the surveillance of the test and reconfigur-
ation unit, with automatic or manual reconfiguration
capability.

Hardware configuration is displayed to the operator on a
standby information panel, which is located immediately behind ,

the NUCLENET control console. This panel is provided for the
remote possibility (calculated reliability >0.995) that a
complete failure of the DCS occurs. All hard-wired data dis-
played on the standby information panel are provided as a .

result of the operational needs analyses and are input to the
DCS.

.

If the operator has reason to question the validity of the
information displayed on the CRTs, a direct comparison can be
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made.. Not all data input to the DCS are also displayed on the
standby information panel; only that information required to ,

allow continued steady-state power operations, reasonable
power maneuvers in the run mode, or a safe shutdown, without
reliance on the DCS, is also displayed.- *

'6.5 WORKLOAD -

6.5.1 . Tasks Added - Reinitialize after power failure.

6.5.2 Tasks Eliminated - This system constitutes only a part
of the total integrated design. It may decrease infor-
nation search task time,.by retrieving those data that
are pertinent to the task at hand. It attempts to"

present data in a cognitive form, which closely approx-
imates the operator's mental model of the process, thus
reducing his internal information processing tasks. It
provides hierachical display of the individual process,
systems involved, as well as matrix displays of inte-
grated plant operation.

* 6.6 COMMUNICATION -

|
6.6.I Dialogue Adaptability to User Experience - Documented

but not adaptable.
4

;

i 6.6.2 Dialogue Structured to Task - Yes, dialogue is user
oriented.j .

f 7. MAINTENANCE AND TESTING
!

! 7.1 REQUIREMENTS - Test and reconfiguration unit (TRU) monitors
DCS.

;

| 7.2 RESPONSIBLE ORGANIZATIONS - Maintenance of hardware is the
responsibility of the customer's electronic maintenancei

f organization.

I
7.3 METHODS FOR VERIFICATION - Not specified.

* 7.4 HIGH-MAINTENANCE COMPONENTS - Highest maintenance components
are the CRTs.

7.5 SELF-TESTING / DIAGNOSTICS - In TRU.
e

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - The operator requires no addi-
tional training beyond that currently included in the operator
training program, because this is not a backfit product.

L.
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'

I
'

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - It is sufficient for[
| the operator to know how to use the system, because it cur-
' rently performs no analysis.
i

8.3 USE OF SYSTEM DURING TRAINING - The system response during *

training accurately reflects the expected response during
actual operation, because the integrated design is reproduced
in full-scale simulators. One simulator is customer owned,
the other is the property of GE, and the latter has been used *

for operator training for two years.

! 8.4 FUTURE USERS - Both simulators will be used for continued
training of future users.

9. DOCUMENTATION
!

l

9.1 USER CONTROL - Up to customer.

9.2 CURRENCY - Up to customer.

9.3 AVAILABILITY - Available to user prior to system start-up.
,

s

9.4 PERSPECTIVE - User oriented.
|

10. WORK STATUS

10.1 CURRENT - The operational aid system, as a part of the inte-
grated design, is installed and operational, even though the
power plants they serve do not yet have operating licenses.
The aid is being used during the preoperational tests of the
plant.

.

| 10.2 EXPECTED OPERATION - Not specified.

,
'

e
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A.4.4 OPERATIONAL AIDS DATA SHEET: DIAGNOSIS OF MULTIPLE ALARMS (DMA)

SYSTEM NAME: DMA - Diagnosis of Multiple Alarms

. DEVELOPER: Savannah River Laboratory

INSTALLATION: SRL Production Reactor K

CONTACT PERSON: Kris L. Gimmy, Nuclear Engineering Division*

DATE: April 30, 1982

DATA:

1. PROBLEM

When a true process casualty or accident occurs, the operator may be
confronted with 50 to 100 alarms within a few seconds. He has no

* way of comprehending this, particularly if it is a pattern that he
has not seen before.

2. FUNCTION.

2.1 ROLE / USER -

2.1.1 Function -

DNA recognizes patterns on the annunciator plates,
while factoring in some analog data, and gives a clear

'

'

indication of the source of the alarms and the location
of the problem. These are displayed to the operator.
DMA is not an alarm prioritization system.

,

Method. Unlike the work on the STAR system in Germany,
SRL is starting from the accident end and'

working backward toward the cause and effect
end (i.e., not starting the analysis with

i things such as lube-oil pumps, rather with
things like breaks in the primary coolant
system). Currently about 40 alarm trees in
the system are in operation..

, 2.1.2 User - Control room operator.
1

{* 2.1.3 Condition - Only for the most serious conditions. Does
not respond to single alarms, but only to the 20 or
30 accidents that will lead either to a loss of coolant
or loss of circulation in the primary loop.,

' 2.1.4 Support - Supports operator in his role as a
diagnostician.

121
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2.2 MEMORY - None.

2.3 C0KIROL - None.

3. DESIGN *

3.1 SCHEME - DMA is to be integrated with closed-circuit monitors
of process piping. The DMA usr,s data already available in the
control computers plus the deca from about 150 annunciators *

that are bought in the conventional digital inputs.

3.2 COMPUTER HARDWARE - Primarily a software system residing in
existing computers: two Perkin-Elmer Medel 816E with 64 K
RAM, 1-MB fixed-head disk; Computer Products scanner multi-
plexed through Cunningnam cross-bar system. Conrac video
display unit.

3.3 COMPUTER SOFTWARE - Not specified (40% of software is audit
,

related).

3.4 VERIFICATION - This system was extensively prototyped and
tested in an SRL laboratory before it was installed. The .

method of verification or validation was to build a complete
prototype in SRL shops and to operate it for several months
using simulated inputs from low-level voltage sources before
installing it in a reactor.

3.5 STANDARDS - The standards used in the design of DMA are pri-
marily the DuPont design standards for computer systems.

4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION - Scfety systems temperature signals which are used
by the control computer (hence DMA) are isolated by swamping

| resistors. The method of averaging signals yields 1000-to-1
I isolation from feedback problems.
|

4.2 INSTALLATION -

| 4.2.1 Distribution of Components - The control computers are
| located in a room separate from the control room in *
I their own carefully controlled environment (i.e., typi-
| cal computer room: special air conditioners, etc.).

| 4.2.2 Environment-Related Sensitivities - The cott,ter system *
'

is sensitive to ec power fluctuations. If the plant
power bus drops to about 88% of normal voltage, both
safety computers will go inoperative giving a reactor
scram. This has happened on a couple of occasions.

4.2.3 Installation Time - Not specified.

|

i
f
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'5. PERFORMANCE

5.1 RELIABILITY / AVAILABILITY -

* 5.1.1 Requirements - Not specified.

5.1.2 Failure Modes - Scanner card failure and mainframe
failures.

.

5.1.3 MTBF - Computer: 1 month.
Low-level analog-scanner system: I week.

5.1.4 MTTR - Computer: 2 h.
Low-level analog-scanner system: 10 min.

5.2 RESPONSE TIME -

5.2.1 State Change Res'ponse - 30 s maximum.
.

5.2.2 Operator Command Response - Not given.

5.2.3 System Data Rate - 1000 points per s (safety computer)..

5.3 INPUT DATA VERIFICATION -

Performed in software. No further information given.

6. OPERATION

6.1 INTERFACE - The DNA does not receive much operator input; how-
ever, there is a four position switch from which the operator
indicates the basic state of the reactor, whether it is loaded

or unloaded, whether it is at power or shutdown. The switch
position determines some of the ground rules for the alarm
analysis. The interf aces have not been evaluated against
NUREG-0700.

6.2 INTERACTION -

6.2.1 Integration with Procedures - Procedures reflect DNA.
.

6.2.2 Integration with Other Control Room Equipment - DNA is
integrated functionally with other control room
equipment.

.

6.2.3 User Involvement - User involvement began during the
,

j prototype stage, where the system was running in the
' laboratory for about six months before control room
l installation.

i

!
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,

6.3 RESPONSIBILITY OF OPERATION - The responsibility for operating
the aid is with the people that operate the reactor. No com-
puter specialists are on shift; hence, any technical advice

j. that they need is vested in the written procedures. Operators
|- are responsible for reinitializing after power failure. This *

| 1s done by pushing one button.
I
| 6.4 CREW VERIFICATION 07 SYSTEM RESPONSE - The operating crew

decides the correctness of the system. They do this by "

responding to the internal self-revealing diagnostics that are.
built into the software.

|

6.5 WORKLOAD -

6.5.1 Tasks Added - Not specified.
|
| 6.5.2 Tasks Eliminated - Not specified.

'
! 6.6 COMMUNICATION -

' ' 6.6.1 Dialogue Adaptability to User Experience - None.
.

6.6.2 Dialogue Structured to Task - Very little dialogue.
Operators are not required to know any special computer
language.

|

7. MAINTENANCE AND TESTING

7.1 REQUIREMENTS - Not specified.

7.2 RESPONSIBLE ORGANIZATIONS - Maintenance is the responsibility
of the plant instrument group. A special division is devoted
to computer repair, with people that are specially trained,
having been to manufacturer's schools. Blueprints and spare
parts are available. A laboratory computer system is at their
disposal, which was used for program development; they can use
it for testing repair parts.

7.3 METHODS FOR VERIFICATION - Not specified.

7.4 HIGH-MAINTENANCE COMPONENTS - Scanners in the control computer a

(which is the host for DMA).
|

7.5 SELF-TESTING / DIAGNOSTICS - Yes, used to a great extent.
.

j 8. USER TRAINING

| 8.1 ADDITIONAL TRAINING NEEDED - The operator receives training on
how to use the system as part of his training to become a
reactor operator.

I

i
I
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.8.2 EXTENT'0F KNOWLEDGE OF SYSTEM NEEDED - Not specified (very
little operator memorization).

8.3 USE OF SYSTEM DURING TRAINING - Extensive..

8.4 FUTURE USERS - Program development center (PDC) used for con-
.tinued training for future users.

.

9. DOCUMENTATION

9.1 USER CONTROL - All software for the computer systems is pre-
pared by the plant technical group, specifically the reactor
technology group, which has been doing the work for 15 years.
A strict administrative procedure exists on how the software
is to be documented. Every piece of software is documented by
a program abstract as well as a listing. A program abstract
gives all of the formulae used in that specific module. It

describes the limitation of the mathematics, and a flowcharta

is included that describes the logical decisions, branching,
etc.

9.2 CURRENCY - Updated. Every time the program is changed,' the*

documentation is changed and reviewed by the reactor depart-
ment and by the reactor technology department.

9.3 AVAILABILITY - Not specified directly, but apparently avail-
able to the operator if needed.

9.4 PERSPECTIVE - Software is computer programmer oriented; pro-
cedures are operations oriented.

10. WORK STATUS

10.1 CURRENT - DMA is installed at the K reactor and is under test.

10.2 EXPECTED OPERATION - Operation at other two reactors by 1983.

~
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A.4.5 OPERATIONAL AIDS DATA SHEET: EBASCO SAFETY SURVEILLANCE -

SYSTEM (ESSS)

|- SYSTEM NAME: ESSS - Ebasco Safety Surveillance System
,

DEVELOPER: Ebasco Services Incorporated

INSTALLATION: None .

CONTACT PERSON: Shaikh Moicul Matin

| DATE: January 1983'

! DATA:

1. PROBLEM

Operation's problems affect availability safety, security, and effi- *

. ciency of nuclear power plants. Early warning and correction can
i help to maintain the plant in its original intended (optimum) state.
| To achieve this, a surveillance system' that detects the slightest

degradation can be implemented. All plant component failures and *

malfunctions, if investigated far enough, begin as a single degrada-
,

| tion of one parameter. The time history of pattern of degradations
of various parameters is the telltale of the event to follow and
possible remedial actions. Rather than devise a system dedicated to
analysis (post accident), the ESSS is primarily designed on the
philosophy of flagging plant degradations before the situation is
severe enough to warrant safety actions. Thus, if a plant can be
kept within the original licensed envelope, the plant is safe. This
improves the plant availability also.

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Function -

Alert and advise of deviation from normal before seri-
ous problems develop.

,

Method. Proprietary time history pattern recognition
system implementing artificial intelligence.

~

2.1.2 User - Plant supervision - all levels.

l
| 2.1.3 Condition - Normal (preaccident) operation; limited use
! in accident.

; 126
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2.1.4 Support - Supports operator in monitoring, diagnostics,
'

and maintenance.

2.2 MEMORY - Logs operator decisions and events for future
,

analysis.

2.3 CONTROL - Does not alter controls in the control room, but can-
independently scram the reactor.,

3. DESIGN
:)
''

3.1 SCHEME - ESSS is to be integrated with other consoles in con--

trol room.

3.2 COMPUTER HARDWARE - Distributed microprocessors, plus dedi-
cated minicomputer.

b 3.3 COMPUTER SOFTWARE - Proprietary. Has self-checking programs.
Artificial intelligence system capable of learning, adapting,
and self-criticizing.

' 3.4 VERIFICATION - Two modes exist. One examines the integrity of
certain sensor signals, while the other confirms whether the
signal is valid or not, for the intended use. The system
realizes that validity of a signal changes with the intended
use.

3.5 STANDARDS - According to developer, ESSS performs well beyond
the requirements of NUREG-0696, NUREG-0700, and Regulatory
Guide 1.92, Revision 2.

4. PLANT INTERFACE AND ENVIRONMENT

'
4.1 ISOLATION - Signals for this system are isolated (as close to

sensors as possible) from the existing electronics and are
expacted to be in compliance with IEEE 603. Ebase,o system
failure will not affect the usual operations of the plant
except that the assistance it provides to the operator will

i, not be present.

e
4.2 INSTALLATION -

4.2.1 - Distribution of Components - Plant specific. Addi-
tional sensors may be needed.,

|

| 4.2.2 Environment-Related Sensitivities - Designed for con-

| trol room environment and some tra,nsient environments.
'

!

| 4.2.3 Installation Time - Installed during regular plant

i outages; no additional downtime is necessary.

1

, r -- --,.- - -v, , , , - - .,w,- , - , , , - . - - - - , - , - - - - - - , , , - - - - _ , , . - - - - , - - - - - , ~
.
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5. PERFORM \NCE

5.1 RELIABILITY / AVAILABILITY -
*5.1.1 Requirements - The ESSS developers are aiming for a

2.2% improvement in plant availability by the use of
ESSS. No reliability figure given for ESSS. System is
constantly self-criticizing.

,

5.1.2 Failure Modes - Developers consider the worst failure
mode loss of ESSS function. Because it does not alter
the operations or procedures of normal control room
activities, it cannot degrade the reliability of plant
controls.

5.1.3 MTBF - Not given.

5.1.4 MITR - Not given. .

\ 5.2 RESPONSE TIME -

5.2.1 State Change Response - Time not specified; however, '

ESSS will respond to parameter out of tolerance by 0.1%
or at most 1.0%.

5.2.2 Operator Command Response - Not given.

5.2.3 System Data Rate - Not given.

5.3 INPUT DATA VERIFICATION - Various techniques are used for
verification and validation of signals and data. These
include redundant sensors, additional calculations, periodic
testing, etc., to achieve a certain level of reliability of
the information which is used in making decisions.

6. OPERATION

6.1 INTERFACE - Interactive consoles and displays. Conforms to
human f actors guidelines of NUREG-700.

'6.2 INTERACTION -

6.2.1 Integration with Procedures - Can be reflected in pro-
cedures only if desired by client.

,

6.2.2 Integration with Other Control Room Equipment - An
issue to be discussed with the client.

6.2.3 User Involvement - Developers feel that user involve-
ment should be minimum or no'ne at all.
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_ 6.3 RESPONSIBILITY OF OPERATION - Not directly addressed. Devel-
opers feel the responsibility of operation of the system and

'

for the maintenance staff is an issue to be addressed with the
specific client utility.

e

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - Plant instruments
available for verification.

,

\'

' 6.5 WORKLOAD -'

6.5.1 Tasks Added - Monitoring ESSS.

6.5.2 Tatks Eliminated - Monitoring of diverse plant
instruments.

"

6.6 COMMUNICATION -

6.6.1, Dialogue Adaptability to User Experience - Dynamic4
adaptation possible because of artificial intelligence.

6.6.2 Dialogue Structured to Tasks - To be accomplished
within a specific time. These are pertinent to thea

3

specific plant.

'

7. MAINTENANCE AND TESTING

7.1 REQUIREMENTS - No requirement placed on control room
personnel.

7.2 RESPONSIBLE ORGANIZATIONS - Support group responsible for
maintenance and testing of ESSS.

7.3 METHODS FOR VERIFICATION - Self-checks by various validation
i techniques.

'

7.4 HIGH-MAINTENANCE COMPONENTS - None specified.
i

7.5 SELF-TESTING / DIAGNOSTICS - Yes, proprietary, based on pattern

|
recognition. #

|

|* 8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - Operator training or familiarity
with the system can be achieved on the training simulator, or,*
in the control' room.

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Operators do not have
| to understand the operation of the ESSS in order to use it
| effectively.

f

2

, _ _ . - - . _ , - - . . , - - _ . - . , . .- -
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8.3' USE OF SYSTEM DURING TRAINING - Eventually by use of the
i training simulator.'

i 8.4 FUTURE USERS - Trained by system or simulator.
.

I 9. DOCUMENTATION
i

; 9.1 USER CONTROL - Not specified.
*i .

' 9.2 CURRENCY - Not specified.

; 9.3 AVAILABILITY - Not specified.
:

j 9.4 PERSPECTIVE - Not specified.

| 10. WORK STATUS

2 10.1 CURRENT - Work is in progress along with the development of ,

software and algorithms. Developers are in search of prospec-
tive clients for possible fundings to build a prototype,
demonstrate system on his plant. ESSS can be implementd in
stages such that the first stage satisfies the NRC require- .

j ments NUREG-0696. Stages can be added on later. Beside'

safety enhancement and NRC requirements, plant availability
improvement is the chief benefit derived from the implementa-

1

tion of such a system. Numerical estimate of availability
improvement is being developed.

! 10.2 EXPECTED OPERATION - Unknown.

4
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A.4.6 HALO
'

..
, u

A.4',h OPMATIONAL AIDS DATA SHEET: HANDLING ALARMS WITH LOGIC (HALO)
_,. .

SYSTEM NAMF,: Hel.0 - Handit'og Alarms with Logic
+ s-. ,

* DEVELOPER's../ Halden Reactor Project / Norway,

INSTALLATIONt} Halden Experimental Facility
* CONTACT PERSONtj Smidt Olsen f-

-

>

DATE: February 23,.1982 - ''~

DATA: _'/ '

',~r,

1. PROBLEM

Operator is in most need of support during first stages of decision'

making because:,

idets flow rate is too high during major disturbances, and1.
,, n /

o 2. essential information during major disturbances is scattc. red
over the control boarde',

_

_

The HALO concept-is to -automatically check that all required actions ;

take place. Alarming occurs if these actions do not occur. The |

concept can be adapted to both existing control rooms and new con-
trol rooms. '

?

The opeiktor needs a simplified presentation of the plant status in
order to maintain a clear overview, and he also needs detailed
information to support his diagnostic work. The HALO alarm-
presentation concept * reflects this duality of needs by separating
the presentation of information needed for overview from the
detailed information needed for diagnostic work.

2. FUNCTION j

; 2.1 ROLE / USER - ,

* 2.1.1 Function 1 -

Alarm if automatic functions that should follow a trip

are not carried out.
e

Suppress <[i$nalsthatindicatefunctionisMethod _. t
being carried out.

'

7
af
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Function 2 -

Alarm extraction through suppression of alarms that.
result from normal consequences of process conditions.

,

Method. Combinational and sequence logic and time
delay.

*
Function 3 -

Display overview and detailed alarm information.

Method. A hierarchical alarm display concept is used.
This consists of an overview picture, which
utilizes information coding methods other than
text (i.e., symbols and colors) and a hierar-
chy of detail pictures where the alarm infor-
nation is integrated with other process .

information. In addition, the concept
includes ordinary alarm text displays.

Function 4 - *

List and sort alarms of recent history.

Method. An alarm record is maintained on mass storage.
Different search profiles are available for
the operator.

Function 5 -

Implementation and updating of the on-line system.

Method. An off-line program accepts the definition of
process signals and alarm condition in " plain
language" and translates this information into

suitable form for the on-line part.

2.1.2 User - Shift supervisor and control room operators.

2.1.3 Condition - Used under all conditions from operating to *

post scram.

2.1.4 Support - Support the operator as a process monitor and
,

diagnostician.

2.2 NEMORY - Alarm record maintained so that the operators are
able to sort and list alarms from the recent history.

.

! 2.3 CONTROL - None directly: indirectly through the operator.
<

A
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3. DESIGN'

3.1 SCHEME - Not available.

o 3.2 COMPUTER HARDWARE -- Prototype de'veloped on minicomputer equip-
ment. Final system will use distributed dedicated microcompu-
ters. Electromechanical storage devices (e.g., magnetic
disks) will be -avoided because of reliability and speed con-

* siderations. System will be modular, with each module a self-
' contained unit that can talk asynchronously to other modules
through a data _ bus. A transfer rate of 1 to 2 Mbytes/s is
expected. A proposed system: each single board computer has
a storage capacity of 128 Kbytes of RAM plus 8 K of EPROM for
the basic software. An additional card containing 512 Kbytes- e

of RAM can be plugged into the local bus extension.

3.3 COMPUTER SOFTWAEE' - System is functionally divided into an
.off-line and_on-line part. The off-line part translates-

, information from operators into the internal data structures
fo~r later use by the on-line system. The on-line part runs

!
continuously and generates alarma based on the off-line edited
a priori data. The off-line program is a batch process. TheL .
on-line program consists of four parts: (1) registration (raw

| process data collection); (2) preprocessing (range, limit,'

validation, and consistency checks); (3) alarm generation
(losic); and (4) presentation (overview, detail, and text
displays).

3.4, VERIFICATION - Planned.

3. 5' STANDARDS - Designers believe none apply.

4. PLANT INTERFACE AND ENVIRONMENT

4.l' ISOLATION - Will not interfere with safety.

4.2 INETALLATION -

'

4.2.1 ' Distribution of Components - Instrument cabinets and
control room.,

o ,

4.i.2 Environment-Related Sensitivities - Needs air condi-
tioning and humidity control.

* 4.2.3 Installation Time - Several shutdowns needed. Phased
.

. approach possible.

a

.i

\
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5. PERFORMANCE

5.1 RELIABILITY / AVAILABILITY -

5.1.1 Requirements - <1% unavailability. *

5,1.2 Failure Modes - Latent errors possible due to the
nature of the process and the way the logic is
established. -

5.1.3 MTBF - Not specified.

5.1.4 MTTR - Not specified.

5.2 RESPONSE TIME -

5.2.1 State Change Response - 1 s.

5.2.2 Operator Command Response - 1 to 2 s. *

5.2.3 System Data Rate - Not assigned.

: 5.3 INPUT DATA VERIFICATION - Limit check, range check, consis-
.

tency check, and majority voting.

6. OPERATION

6.1 INTEREACE - One CRT for overview; one or more CRTs for working
alarm system. Tracker ball, numerical pad, or touch-screen
interface needed. Color and blink are used for coding. Spe-
cific layout is dependent on control room. There are in prin-
ciple three kinds of displays for presentation of alarms that
the operators can request on different screens in the control
room: an overview picture, detailed alarm group pictures, and
alarm texts.

(a) In the overview picture there is a schematic diagram of
the whole process. The overview is divided into areas
representing subsystems in the process. When one or more
alarms in a subsystem are active, the corresponding area
in the overview picture is given the actual alarm color. .

When there are not any active alarms in a subsystem, the
corresponding area in the picture is given a color (one
of two), which indicates whether or not the subsystem is
operating. It is assumed that a proper criterion for a

this can be found for each mibsystem, e.g. , a neutron
flux for the reactor, presve e for different pressure
vessels, flow for steam liucs or condensate and feed
water systems, etc. Because some of the alarms cannot be
directly related to the main process diagram, they are

-
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grouped together by their origin and are given a special
symbol in the overview picture (high radiation level,
high room temperature, fault in pressurized gas delivery*

,

system, etc.). As a result, each alarm belongs to an
alarm group which is represented by an area on theon

overview.i

The objective of using this kind of an overview picture
is to give the operator the possibility to obtain with a*

glance the main status as well as the alarm situation of
the process. There will not be any text in the overview

,

picture.

(b) The alarm group detail pictures are schematic diagrams
that can display individual alarms in a way similar to
the overview; for example, the detail picture for the
plant electric power supply systems would be a rather
detailed one-line diagram. Correspondingly for the high

, room temperature alarms, the detail picture would show
the alarming sensor location on a map of the plant build-
ings. In addition, some alphanumeric information (e.g.,
room number or circuit breaker code) can be given.,

a

(c) The alarm text displays are lists of alarm indications ir
chronological order of occurrence. Each.such indication
includes the time when set, identification code, and
alarm message in plain language. A list can contain all
current alarms or only alarms belonging to selected alarm

,

groups and alarm urgency classes. Any combination of''

these selection criteria can be used to form a new alarm
list. For example, all highest urgency alarms can be
shown on one screen and all the rest on another screen or
only the alarms in the condenser, or condensate and feed-
water system can be selected to be listed.

6.2 INTERACTION -

6.2.1 Integration with Procedures - None specified.

6.2.2 Integration with Other Control Room Equipment - Not
* specified.

,

6.2.3 User Involvement - Nuclear operators have participated
,

in design.
a<

6.3 RESPONSIBILITY OF OPERATION - Not specified.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE ^perator may inspect
plant signals to detect faulty signal This may be enteredt

|
into HALO.- HALO will then-disregard that signal.

i

. _ _. __ - _ __ _ _
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,

6.5 WORKLOAb -

-6.5.1 Tasks Added - Monitor and operate HALO.

6.5.2 Tasks Eliminated - Collecting plant alarm data, recog- *

nizing individual alarms, summarizing process status.

6.6 COMMUNICATION -
9

6.6.1 Dialogue Adaptability to User Experience - Not
specified.

6.6.2 Dialogue Structured to Task - Function-oriented
keyboard.

7. MAINTENANCE AND TESTING

7.1 REQUIREMENTS - Not specified.
,

7.2 RESPONSIBLE ORGANIZATIONS - Not specified.
.

7.3 METHODS FOR VERIFICATION - Not specified.
.

7.4 HIGH-MAINTENANCE COMPONENTS - Not specified.

7.5 SELF-TESTING / DIAGNOSTICS - Not specified.

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - Some training 7eeded for func-
tional keyboard and tracker ball.

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Not necessary for oper-
ator to know how HALO performs its analysis, although such
knowledge may build up user confidence..

8.3 USE OF SYSTEM DURING TRAINING - Not specified.

8.4 FUTURE USERS - Not specified.

9. DOCUMENTATION *

9.1 USER CONTROL - Not specified.

9.2 CURRENCY - Not specified. *

9.3 AVAILABILITY - Not specified.

9.4 PERSPECTIVE - Not specified.

, _ _ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _



._. _. _ - ._

137
4

A.4.6 HALO

10. WORK STATUS;

10.1 CURRENT - Laboratory development with one small prototype
running at Halden experimental facility.

o
i 10.2 EXPECTED OPERATION - Not specified.

'

*
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A.4.7 OPERATIONAL AIDS DATA SHEET: MASTER INFORMATION AND DATA
ACQUISITION SYSTEM (MIDAS)

SYSTEM NAME: MIDAS - Master Information and Data Acquisition Sys' tem
.

DEVELOPER: Hanford Engineering Development Laboratory
Westinghouse Hanford Company

4

. INSTALLATION: Fast Flux Test Facility (FFTF) ~

,

CONTACT PERSON: S. E. Seeman

DATE: December 1982
.

DATA:

1. PROBLEM

In previous systems the operator relied on long lists, memory, and
his own knowledge of the plant to determine the functional relation-
ships of equipment in the plant and whether or not these pieces
could be released for maintenance. Several information sources in .

combination give the operator knowledge of the state of the plant
and allow him to decide whether or not to release the components for
work. Use of this distributed information requires human's data
gathering and logical powers. In many situations this is done under
stress, such as multiple requests for work on different parts of the
plant. The MIDAS sytem was developed to consolidate these informa-
tion sources. The operator uses this system to help him make deci-
sions about whether or not to allow maintenEnce or repair work to be
done on the plant. '

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Function 1 -

Supply predesignated technical information concerning
plant components.

.

Method. .Not specified.

Function 2 -
.

Integrate the plant components by function.

Method. Not specified.

138
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Function 3 -

Provide variable' query and sort capability.

* Method. Not specified.

Function 4 -

Provide variable reporting capability.*

Method. Not specified.

Function 5 -

Maintain work document status.

Method. hot specified.

O

Function 6 -

Maintain component status of components affected by
work documents.a

'
( Method. Not specified.

Function 7 -

Provide a high level of control and visibility of
processed work.

Method. Not specified.
r

I 2.1.2 User - Plant operator.
|

2.1.3 Condition - Used under all conditions.

2.1.4 Support - Supports user as planner.

2.2 MEMORY - Not specified.

' * 2.3 CONTROL - None.

3. DESIGN

3.1 SCHEME - Not specified.*

3.2 COMPUTER HARDWARE - Not specified.

3.3 COMPUTER SOFTWARE - Not specified.

.
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3.4 VERIFICATION - Not specified.

3.5 STANDARDS - Not specified.

4. PLANT INTERFACE AND ENVIRONMENT - Not specified. *

5. PERFORMANCE - Not specified.

6. OPERATION - Not specified. *

7. MAINTENANCE AND TESTING - Not specified.

\i 8. USER TRAINING - Not specified.

9. DOCUMENTATION - Not specfied.

10. WORK STATUS - In use at FFTF.

.

(
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.

A.4.8 OPERATIONAL AIDS DATA SHEET: OPERATIONAL DIAGNOSTICS AND DISPLAY
SYSTEM (ODDS)

,
,

SYSTEM NAME: ODDS - Operational Diagnostics and Display System
o

.

Idaho National Engineering LaboratoryDEVELOPER:

INSTALLATION: LOFT
9

CONTACT PERSON: Eddie A. Krantz

DATE: March 4, 1982

DATA:

1. PROBLEM

Control rooms display over 2000 individual readings. Relating these>.
readings during a transient to the predicted behavior as documented
in technical manuals is impractical. Rules are thus applied to

;

l interpret readings and generate behavior. A higher principle of
operation can be applied by relacing the function state of the plant*

to analytical predictions of behavior via computer technology.

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Function 1 -

Generate diagnostic-oriented graphics.

Method. Color CRT graphics program developed at LOFT.

\ Function 2 -

Generate diagnostic messages.

|
t Method. Computer calculation based on measured

quantities.
.

2.1.2 User - Control room operators and supervisors.

!
2.1.3 Condition - Seems to apply to all conditions of plant.

,

I 2.1.4 Support - Supports operator as a monitor of the state
i of the plant and as a diagnostician.

2.2 MEMORY - Trend information is held for operator recall.

|

| 141
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2.3 CONTROL - Not specified.

3. DESIGN

3.1 SCHEME - ODDS is a part of an NRC research program at LOFT. *

The design appears to be stand alone (from control boards),
and it changes as new ideas and concepts are added and
removed.

*
k

3.2 COMPUTER HARDWARE - Magnetic tape; 80 MB disk; Ramtek 6200A;
Prime 550 mainframe.

3.3 COMPUTER SOFTWARE - Not specified.

3.4 VERIFICATION - Verified by experimentation and administrative
procedures.

| 3.5 STANDARDS - Internal standards used for software configuration .
'

control, operation of data acquisition and visual display sys-
tem, conduct of LOFT' operation, calibration, and assignment of
responsibility.

.

4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION - Safety signal isolation observed.

!

4.2 INSTALLATION -

4.2.1 Distribution of. Components - Equipment closet for main-
frame and memory. Three Ramtecs in control room area.
One Ramtee in technical support center.

4.2.2 Environment-Related Sensitivities - Heat in equipment
closet. Disk is sensitive to temperature.

4.2.3 Installation Time - Not specified.

5. PERFORMANCE

5.1 RELIABILITY / AVAILABILITY -
.

5.1.1 Requirements - Not specified.

5.1.2 Failure Modes - Disk failure; CRT failure.
.

5.1.3 MTBF - Not specified.

5.1.4 MTTR - Not specified.

i

(
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5.2 RESPONSE TIME -

5.2.1 State Cha Ts Response - Not specified directly.

5.2.2 Operator Command Response - 3 s (2.5-s system responseo
time + 0.5 s as CRT graphics draw time).

5.2.3 System Data Rate - 9600 baud lines to LOFT data acqui-
sition system and color terminals.*

1

5.3 INPUT DATA VERIFICATION - Automated data qualification (ADQ)
system has been developed using information quality functions
(IQFs) and estimated data quality indication. This system has
not been integrated with ODDS.

i

6. OPERATION

6.1 INTERFACE - Operator interface consists of CRTs and terminal
keyboards. The types of graphics used fall under the follow-,

|
ing categories:

1. Process schematics (mimic diagrams)
.

2. Operating maps
3. Event (accident) signatures

4. Trends
5. Procedural tools (e.g., response trees)

6.2 INTERACTION -

6.2.1 Integration with Procedures - Not specified.

6.2.2 Integration with Other Control Room Equipment - Not'

specified.

6.2.3 User Involvement - Complete user involvement. Opera-
tors even invent displays.

6.3 RESPONSIBILITY OF OPERATION - Not specified.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - Independent verifica-
tion via control boards.e

6.5 WORKLOAD -

I
| e 6.5.1 Tasks Added - Not specified (operating keyboards).
!

l 6.5.2 Tasks Eliminated - Status indication made easier.
i

I 6.6 COMMUNICATION -
|
|

I

,
- , - - - - ---
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6.6.1 Dialogue Adaptability to User Experience - Displays are
constantly being adapted.

6.6.2 Dialogue Structured to Task - No, alphanumeric keyboard
used. *

7. MAINTENANCE AND TESTING

7.1 REQUIREMENTS - Not specified.

7.2 RESPONSIBLE ORGANIZATIONS - Not specified (LOFT personnel).

7.3 METHODS FOR VERIFICATION - Not specified.

7.4 HIGH-MAINTENANCE COMPONENTS - Disk storage; CRT.

7.5 SELF-TESTING / DIAGNOSTICS - Some.
.

! 8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - Training needed.
s

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Some knowledge needed.

8.3 USE OF SYSTEM DURING TRAINING - Not specified.

8.4 FUTURE USERS - Not specified.

9. DOCUMENTATION

9.1 USER CONTROL - Not clear.

9.2 CURRENCY - Not specified.

9.3 AVAILABILITY - Not specified.

9.4 PERSPECTIVE - Not specified.

10. WORK STATUS

10.1 CURRENT - System in use at LOFT since February 1980. *

10.2 EXPECTED OPERATION - Not for use other than LOFT.

e
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A.4.9 PIE,

A.4.9 OPERATIONAL AIDS DATA SHEET: PLANT INCIDENT EVALUATOR (PIE)
.

SYSTEM NAME: PIE - Plant. Incident Evaluator

a DEVELOPER: General Atomic Company
'

INSTALLATION: None specified at this time

s CONTACT PERSON: William R. Davidson

DATE: February 9, 1982

DATA:

1. PROBLEN
,

Fault diagnosis in operating reactors can be complicated by an over-,

abundance of signals and meters, only a few of which are relevant at,

any given time. A related weakness in the overall design / operation
sequence in current use is that most-of the detailed system perform-
ance evaluations performed are not fully used in plant operations.
Though this may not be a " problem," it is a waste of resources.,,

-

| 2. FUNCTION
i

2.1 ROLE / USER -,

:

2.1.1 Function,-
:

| Provides operator with diagnostic information to recog-
nize possible plant system malfunctions.

Method. Based on systems analysis performed during
plant design. Results of probabilistic risk

'

analysis (FRA) are used to generate fault
trees and prioritize the possible diagnosis.

; Displays are data driven rather than
'

programmed.

2.1.2 User - Control room operator, senior shift advisor.
.

2.1.3 Condition - Abnormal events.

[ 2.1.4 Support - Support operator in problem recognition and
I a- diagnostic tasks.

2.2 MEMORY - No historical data retained. Uses instantaneous
rather than time-dependent plant information for calculations.

I

! 2.3 CONTROL - No direct automatic control functions are attempted.
,

145
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A.4.9 PIE

3. DESIGN

3.1 SCHEME - Stand alone or link with plant computer. Three-step
design process is used to custom design system for each plant:

s
'

(1) Probabilistic risk assessment.(PRA). Implementation
begins with the use of PRA techniques to determine the'

causes and consequences of significant events and to rank
'

them according to their risk contribution. PRA is used-
in part because the methodology develops event tree and
fault tree structures to define accident scenarios. It

is used also because it provides event sequence probabil-
ities, which are needed to rank the importance of various
sequences. Finally, it is used to determine which events
are most essential to detect..

Because risk equals the probability of an event times the
consequences of that event, once the acceptable risk .,

level is established, selection of the specific events
that must be detected to meet the risk criterion uni-
formly is therefore a logical and consistent procedure.

..

(2) Engineering evaluation. Following the PRA assessment, a
deterministic evaluation identifies suitable means for
the detection of the preselected events and appraises the
adequacy of the installed or planned instrumentation. If'

the equipment is determined to be inadequate or insuffi-
cient, the owner is informed and recommendations are made
for additional measurements.

,

(3) Development of status vectors and message text. After
the deterministic evaluation, the various plant distur-
bance matrices are the sets of states that identify
events which carry a risk above an acceptable value.
Corresponding messages to be transmitted to the reactor
operator and the senior shift advisor are then formu-,

lated. These matrices and the messages that they trigger
are then installed as a data base within the PIE system
and become part of a unique design for the plant
assessed.

.

3.2 COMPUTER HARDWARE - Prototype on LSI-ll.

3.3 COMPUTER SOFTWARE - FORTRAN coded.
*

1
'

3.4 VERIFICATION - None formally.

3.5 STANDARDS - None given.
|

.
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A.4.9 PIE
,

I- 4. PLANT INTERFACE AND ENVI'RONMENT

4.1 ISOLATION - Signal isolation has not been addressed. PIE can
derive signals from plant instrumentation, plant computer or

A PIE may be resident in plant computer.
i

4.2 INSTALLATION -;

' * 4.2.1 Distribution of Components - For stand-alone system,
the display and processor are housed together.,

4.2.2 Environment-Related Sensitivities - Will add slight

heat load. Disk drives are dust sensitive.
_

i

j' 4.2.3 Installation Time - Not specified.

5. PERFORMANCE

| 5.1 RELIABILITY / AVAILABILITY - Not a concern. Software reliabil-
'

ity is testable.
I(. 5.2 RESPONSE TIME -

| 5.2.1 State Change Response - Varies according to scope of
; diagnostic software desired.
i

! 5.2.2 Operator Command Response - Not given (response pri-
. marily data driven).
t

j 5.2.3 System Data Rate - Not given.
!

!

5.3 INPUT DATA VERIFICATION - None indicated.
,

' 6. OPERATION

! 6.1 INTERFACE - Color CRT and lighted mimic boards. Alphanumeric
! keyboard on prototype. Color graphics are cited as being
' designed to high human engineering standards. No guidelines

cited.

* 6.2 INTERACTION -

6.2.1 Integration with Procedures - Not addressed.

*
6.2.2 Integration with Other Control Room Equipment - Not

addressed.

6.2.3 User Involvement - None with operator; some with util-
ity engineering.

,

, . . . + . . - - - - . ,,--,e - - , , -- ,,,,---mew.--, . . --, , , , - , - - - - - - - - , , , - - - - - - - - - - - - , - . 3
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6.3 RESPONSIBILITY OF OPERATION - Control room operators.

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - Redundancy of informa-
tion provided by existing displays.

.

6.5 WORKLOAD -

6.5.1 Tasks Added - Monitor PIE..
.

' 6.5.2 Tasks Eliminated - Some information gathering elimi-
nated because PIE provides compressed data.

6.6 COMMUNICATION -

6.6.1 Dialogue Adaptability to User Experience - Fixed during
cuetom design process.

6.6.2 Dialogue Structured to Task - Task independent. System
*

responds to plant conditions without interaction.

7. MAINTENANCE AND TESTING

.

7.1 REQUIREMENTS - Unevaluated.

7.2 RESPONSIBLE ORGANIZATIONS - Unevaluated.
e

7.3 METHODS FOR VERIFICATION - Unevaluated.

7.4 HIGH-MAINTENANCE COMPONENTS - Unevaluated.

7.5 SELF-TESTING / DIAGNOSTICS - Unevaluated.

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - In principle, the system is self-
explanatory, and only minor training requirements might be
anticipated. This would need to be explored further in simu-
lator testing.

8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Not specified.
.

8.3 USE OF SYSTEM DURING TRAINING - Not specified.

8.4 FUTURE USERS - Not specified.
.

9. DOCUMENTATION

9.1 USER COMIROL - Unaddressed.

' 9.2 CURRENCY - Unaddressed.

,

, . . . - -- - - , . , . - . . - - . - - , , . - - , -.
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9.3 AVAILABILITY - Unaddressed.

9.4 PERSPECTIVE - Unaddressed.

10. WORK STATUS.,

10.1 CURRENT - A small prototype system was developed and has been
operating, in conjunction with a computer simulation of reac-
tor operations, for over a year. Future plans are not final.i ,

i 10.2 EXPECTED OPERATION - Unknown.

4

,

i *

. *
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A.4.10 PPS

A.4.10 OPERATIONAL AIDS DATA SHEET: PROCEDURE PROMPTING SYSTEM (PPS)-

SYSTEM NAME: PPS - Procedure Prompting System

o DEVELOPER: Hanford Engineering Development Laboratory
Westinghouse Hanford Company

INSTALLATION: Lube Oil System Model for Fast Flux Test Facility (FFTF)
:a

CONTACT PERSON: S. E. Seeman

DATE: December 1982

DATA: ,

1. PROBLEM

! Present procedures for control of nuclear power plants during off-
|

normal conditions are generally based on the question,"what if.",

!
That is, ahead of time, systems experts, including operators, sit

| ( down and answer the questions "what if this component were to fail,"
( or "what if this sensor should give a high reading." For large,

| pro ecaes such as nuclear power plants there are many situations
that can happen in combination, and indeed there are some that can'

happen that are not considered at the time probable. Not enough
time or resources are available to analyze all of tne situations and
prepare a man?geable set of procedures that can be assimilated and
effectively used in controlling the plant.

2. FUNCTION
;

2.1 ROLE / USER -

2.1.1 Function 1 -

i Identify the closest safe state to the current failed
state.

| Method. Not specified.

* Function 2 -

Provide serial list of instructions to operator for any
I component failure or change of state.
I =

Method. Not specified.

!

(
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Function 3 -

Take into account action taken and respond with "new"
procedure.

.

Method. Not specified.

2.1.2 User - Currently experimental applications.
.

2.1.3 Condition - Used under failed conditions.-

2.1.4 Support - Supports user as controller.

2.2 MEMORY - Not specified.

2.3 CONTROL - None.

3. DESIGN '

.

3.1 SCHEME - PPS is implemented with a computer model of the lube-
oil system, and the user interface consists of a color

graphics display for a system schematic and an alphanumeric e
display for the procedures.

3.2 COMPUTER HARDWARE - Not specified.

3.3 COMPUTER SOFTWARE - Not specified.

3.4 VERIFICATION - Not specified.

3.5 STANDARDS - Not specified.

4. PLANT INTERFACE AND ENVIRONMENT - Experimental.

5. ' PERFORMANCE - Not specified.

6. OPERATION - Not specified.

7. MAINTENANCE AND TESTING - Not specified.

8. USER TRAINING - Not specified. .

9. DOCUMENTATION - Not specified.

10. WORK STATUS - Laboratory development. *

,

1

4
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A.4.ll OPERATIONAL AIDS DATA SHEET: SAFETY ASSESSMENT SYSTEM (SAS)

SYSTEM NAME: SAS - Safety Assessment System

o DEVELOPER: Wisconsin Electric Power Company and Pressurized Water
Reactor (PWR) Owners Group

INSTALLATION: Point Beach Nuclear Plant
e

CONTACT PERSON: Roger Newton

DATE: May 5, 1982

DATA:

1. PROBLEM

Accident analyses indicate that operators have difficulty assessing
,

the state of the plant with respect to safety. Also, conditions of
the plant are often not available to other utility personnel in a
timely manner at locations other than the control room,

e

2. FUNCTION

2.1 ROLE / USER -

2.1.1 Function 1 -

Top-level displays (three modes: normal operation;
heatup/cooldown; cold shutdown).

Method. Display key parameters necessary to assess the
safety status of the plant during normal and
off-normal conditions. Variety of display
techniques is used on color CRTs.

Function 2 -

Accident identification and display system (AIDS).

l e Method. The accident identification module (AIDS) of
( the SAS calculate. a weighted indicator for

each of four major accidents: LOCA, SGTR,
LOSC, and ICC. This probability is then dis-
played to the operator as a bar height on a*

CRT display.
,

Function 3 -

Trend graphs of related parameters.

153
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; A.4.11 SAS,

'
Method. Trend graphs for the last 30 min of operation

are available to the operator. Predefined
3- groups of related parameters are displayed on
'

the CRT.
*

*

The group selection is controlled by the func-
'

| tion keypad, for the primary.CRT. Color.
enhancement and other human factors considera-
tions were used in the display format develop- *

ment in order to highlight important
information.p

Function 4 -,

I Safety system readiness monitor (SSRM), which assesses
the status of selected safety system. ,1

| Method. The SSRM algorithm is based on a tree-
' ,

structured logic table that is compared to
; real-time data in order to assess " readiness."
i- Since there are significant variations in

| safety system designs, instrumentation, etc.,
. s

j between different plants, a general SSRM soft-
ware package would.be very difficult (or,.

impossible) to develop. Instead, the approach
~-

taken in SAS was to develop a generic " core"
software package to analyze any logic tree and
to provide a mechanism whereby each site

, unique tree can be input to a computer. -In
! this way, plant uniqueness can be easily
! accommodated and the generic sof tware can be
; verified and used at any installation.
t

Function 5 -

1 Safety system performance monitor (SSPM), which
i assesses safety systems sequencing and performance.
! .

( Method. Same as Function 4.
|

Function 6 - *

|

! . Critical safety function (CSF) monitor, which defines

conditions to assess the status of five critical safety
functions. *

!

l
i Method. The CSF module continuously monitors the

status of selected parameters and applies the
status to define paths on " trees" (one for

each area). The decision process is such that

!
_ - _ _ . _._. _ _ _ _ _ _ _ _ ._ _ _. . _ _ _-
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only one path on each tree can be defined at
any one time. That path results in an end-
point that either. chows the CSF as satisfied
or references a recovery procedure. The cur-
rent status (endpoint) for all six CSFs is*

displayed on a summary page.

Function 7 -
e

Channel malfunction monitor (CMM), which lists data
that have been rejected or deleted.

Method. Monitors rejected inputs.

Function 8 -

Top-level message display.
.

Method. A message area which indicates the mode
selected, date, time, and the current value of

|
some key parameters, and notifies the operator
of off-normal conditions as monitored by the! 4

readiness monitor, performance monitor, criti-
cal safety function monitor, and channel
malfunction.

2.1.2 User - R0 and SRO [ Primary cathode-ray tube (CRT)]; SS
and STA (Secondary CRT).

,

1 2.1.3 Condition - Normal and abnormal conditions.

2.1.4 Support - Supports operator in evaluating safety status
and detecting abnormal conditions.

2.2 MEMORY - Trend information held and displayed.

2.3 CONTROL - No control.
!

3. DESIGN

!* 3.1 SCREME - For the generic SAS, a primary CRT and a secondary
{

CRT are used to present all graphical displays. There are
21; displays available on the primary CRT and 41 available on
the secondary CRT. The number and availability of secondary
displays will vary for the site-specific installation. All*

graphics displays are presented to the control room operator
on high-resolution, multicolor CRTs. The SAS software is
designed to be expandable to accommodate the many additional
secondary CRT displays for a specific power plant.

i

,

t

- - _ .
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-3.2 COMPUTER HARDWARE - Redundant SEL Concept 32/37 (32-bit 16 MB
core memory); Chromatics CGC 7900.

3.3 COMPUTER SOFTWARE - The major modules in the SAS sof tware are:
.

SASP - main processor module.
DISPLAY - module to generate the output to the
display generator.
SSM - safety system monitor module - includes a *

safety system readiness monitor, a safety system
performance monitor, and a predictive safety system
readiness monitor.
ANSI F77 FORTRAN-coded mainframe
PASCAL, C, BASIC-coded display units.

3.4 VERIFICATION - During the course of software development, a
set of static test _ cases was developed.that test the key fea-
tures of each software module. Furthermore, static system

,

test cases have been developed and used to verify the correct
operability of the total system. A set of dynamic test cases
has been generated by recording nuclear plant simulator data
on magnetic tape from a number of different plant transients 6

which test the dynamic behavior of the system under " read"
conditions. A design review that compares these test results
to the original functional and design specifications has been
performed.

3.5 STANDARDS - Not specified.*

4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION - Date derived from sensor inputs in most cases.
Isolation from plant safety system not specified.

4.2 INSTALLATION -

4.2.1 Distribution of Components - CRTs in control room.
Other equipment not specified.

|

4.2.2 Environment-Related Sensitivities - Not specified.
*

i

4.2.3 Installation Time - Not specified.
|

; 5. PERFORMANCE
.

5.1 RELIABILITY / AVAILABILITY -

5.1.1 Requirements - Not specified.

5.1.2 Failure Modes - Not specified.

I

- - - . . -- -- - - . _ . _ _ _ . - _ _ _ - - _ _ _ - _ _ _
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1

5.1.3 MTBR - Not specified.-

5.1.'4 MTTR - Not specified.

' * 5.2 RESPONSE TIME - I

5.2.1 State Change Response - Not given.
i

5.2.2 - Operator Command Response - Less than 2 s.*

5.2.3 System Data-Rate - Mainframe 26.67 MB per s. Display

data update 19.2 K baud using standard RS232 protocol.

5.3 INPUT DATA VERIFICATION - The data displayed by the SAS are
validated by comparing redundant sensors, checking the value
against reasonable limits, calculating rates of change, and/or
checking temperature-versus-pressure curves. Invalid data are
rejected by the SAS logic.

,

6. OPERATION

6.1 INTERFACE - Operator interfaces with SAS via CRTs and key-,

boards. The CRTs are readable to 15 ft'for mode displays,
6 ft for supporting displays, and 28 in. for text. A summary
of the features of primary and secondary CRTs follows:

,

[
!<

Primary CRT Secondary CRT

1. Implements SPDS 1. Provides detailed information
2. Has function keyboard 2. Has full keyboard

; 3. Is centrally located 3. Is located near the SS desk
4. Is used by R0 and SRO 4. Is used by SS and STA'

6.2 INTERACTION -
i

6.2.1 Integration with Procedures - Not specified.

6.2.2 Integration with Other Control Room Equipment - Not
specified.

6.2.3 User Involvement - User involvement at operations*

level. Operators assisted in generating AIDS model.
Operators tested.

6.3' RESPONSIBILITY OF OPERATION - Operators and supervisors.*

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - May verify by indepen-
dent means.

|

I

L
,

. - - - - - . - - -- , _ , _ _, , _ _,. _
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6.5 WORKLOAD -

6.5.1 Tasks Added - Operation of SAS.

6.5.2 Tasks Eliminated - None. .

6.6 COMMUNICATION -

6.6.1 Dialogue Adaptability to User Experience - Fixed to .
'

some level of experience at design.

6.6.2 Dialogue Structured to Task - Function-oriented commun-
ication with SAS for operators and a more-flexible
communication possible for supervisors.,

7. MALNTENANCE AND TESTING

| 7.1 REQUIREMENTS - Not specified.
.

7.2 RESPONSIBLE ORGANIZATIONS - Owner utility.;

; 7.3 METHODS FOR VERIFICATION - Not specified.
,

7.4 HIGH-MAINTENANCE COMPONENTS'- Not specified.
.

'

7.5 SELF-TESTING / DIAGNOSTICS - Some.

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - Yes, self programmed training
course has been developed using videotape and a training
manual.

| 8.2 EXTENT OF KNOWLEDGE OF SYSTEM NEEDED - Yes, especially for
! AIDS.

8.3 USE OF SYSTEM DURING TRAINING - Not specified.

8.4 FUTURE USERS - Not specified.
<

9. - DOCUMENTATION .

.9.1 USER CONTROL - Up to utility.

} 9.2 CURRENCY - Up to utility. .-

9.3 AVAILABILITY - Generic documentation available now including
listings, diagrams, and implementation guide.

( 9.4 PERSPECTIVE- - Operations oriented. -

L

|- o

i

<
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10. WORK STATUS

10.1 CURRENT - Installation and test.

o 10.2 EXPECTED OPERATION - Not specified.

.
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j/ A.4.12 STAR'
.s a,

5 d

A.4.12 OPERATIONAL AIDS DATA SHEET: DISTURBANCE ANALYSIS AND
SURVEILLANCE SYSTEM (STAR) ' ,

.- ; .
,

* ' ,.|

STAR - Disturbance Analys,i(s and Surveillance SystemSYSTEM NAME:
o . . . . ..

i, -
.

*0

DEVELOPERr Gesellschaft ftfr Reaktorsicherheit (GRS) abH-

t'

INSTALLATION: rafenrheinfeld (1300-MWe Kraftwerksunion-PWR),

~

CONTICT PERSON: Lothar Felkel <

'

DATE: March 1982 (Initial information 8/81)

DATA: /

-1. PROBLEM4

!

'.
'o Undiagnosed disturbances may lead to deterioration in operating

; status, actuation of protection systems, damage to equipment, and
| release of radiation. The original goal of STAR, improve plant

availability, was expaaded to include safety. STAR will be an
,

aux 111ary system in the control room to supplement the function of' *

existing equipment.
,

. 2. . FUNCTIO 3
*

J

T
#

| 2.1. ROLE / USER -

, 2.1.1 Function 1 - /
Status surveillance of the process during

' normal and distu--bed operation.
:

,

!
5 Method. Logical and chronological combination of pri-,

'

mary process data and, where necessary, inclu-! -

sion of more sophisticated modeling.'

!

I Function 2 - ,
1 ..

Availability and operability indication of automatic
*

1pactions. ,

hethod. Same as Function 1.
\

* '

Function 3 - >

\
| ~

gs

Vertfication of operation scquence of safety systems,,

(post trip).j <

j
'

Method. Sace'as Function 1.
.

(
'

i
, s

i

! s'a

!

,

,,,

'
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,

Function 4' '

,

,

Determination of the primary cause of a disturbance.

., * '
e Method. Starting with the. occurrence of an undesired,

_ event,_the disturbance analysis system traces
back through the stored fault trees to the'

ipossible causes.of the disturbance and dis- ,
,

plays these to the operator..*

L .

o

Function 5 -

Suppression of nuisance alarms.
|>

$ Method. By means of the cause-consequence diagrams, an
| entire sequence of events, the starting events '

;- . only, or the final event only_of the distur-
bance sequence may be displayed to the opera- .

tor,.thus reducing the amount of extraneous
i alarms. For the scrutability of the conclu-

sions drawn by the disturbance analysis sys--

tem, an option is provided for displaying to' 6

the operator all information that belongs to4

{
the sequence.

i

! Function 6 -

! (

Determination of possible consequences of propagation;

of the disturbance.
' '

;

; Method. The same method as for Function 4 applies.
1 . The fault tree can be traced in the opposite
' direction to find possible consequences of the

actual situation.

i Function 7 -

Surveillance of mass, energy, and momentum balances to
determine anomalous plant states.

.

Method. Evaluation of balance equations, supplying - *

j them on-line with process data.
;

- Function 8 -
,t .

'

Surveillance of characteristic. curves for components to'

i obtain information-about permissible operation of

L components.

i.
(

r <

r
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Method. The curves, described in terms of analytical
functions or by tables of data, can be
included in the cause-consequence diagrams to
allow the checking of the characteristics of>

*
components.

Function'9 -

e
Prediction of the behavior of systems or components by
means of simulation models (later implementation).

Method. Construction of simple analytic mathematical
models.

'

Function 10 -

Verification of d'ata by consistency checks of
a instrumentation.

! Method. Diverse information from the process instro-
' mentation can be used to check the plausibil-

~

ity of information delivered from sensors*

according to physical behavior. Retrofittingy
addition,ior relocation, of instrumentation
may become necessary.,

Function 11 -
'

i

Annunciation of nonanticipated circumstances.
>

Method. ! pattern of proceas signals does not match,

ause-consequence descriptions, unanticipated
situation is reported to operator.,

Function 12 -

Automated operation z" 3, t es uide operators through
s' mall LOCAs.

*

Method. Look-up tables of procedures logically con-
*

nected to cause-consequence diagrams.
4

2.1.2 User - Primarily plant ope stors. Under difficult-

.,
"

situations, systems may be ~,ed by shift supervisors,,

plant engineers, and specialists.>

,

2.1.3 Condition - Used under all conditions.

i 2.1.4 Support - Supports operator as a monitor and
'

diagnostician.

- - - - . _ .
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2.2 NEMORY -

1. Plant data collected and stored for real-time internal
use by machine.

,

2. Plant data collected every 5 s for up to a 24-h period for
trend analysis by operator.

.

3. Operator accesses and commands are recorded for future
task analysis.

2.3 CONTROL - System performs monitoring function. Control loop
is closed through the operating crew only.

3. DESIGN

3.1 SCHEME - STAR is being tested outside of the control room area
to avoid biasing the operators. STAR receives it data from *

the plant computer.

3.2 COMPUTER HARDWARE - Not specified.
i

3.3 COMPUTER SOFTWARE - Not specified (automatic software analysis
used).

3.4 VERIFICATION - Models are checked for syntax deficiencies.
Cause-consequence descriptions are submitted to a fault tree
analysis for evaluation of cut sets. Models are compared with
plant simulator. STAR also was operated during hot engineer-
ing commissioning phase of Grafenrheinfeld plant. This last
check uncovered plant design errors.

3.5 STANDARDS - Reliability requirements and display design
requirements (German KTA rule No. 3901).

4. PLANT INTERFACE AND ENVIRONMENT

4.1 ISOLATION - Grafenrheinfeld installation isolated by plant'

computer. Complies with West German standard KTA 3501.

*4.2 INSTALLATION -

4.2.1 Distribution of Components - Computers and peripheral
equipment are located in a computer room, so is the ,

operator interface (which will be moved to the control
room after its feasibility has been proven). The cen-
tral connection rack is located in a room below the
control room and the instrumentation at the point of
measurement.



165

A.4.12 STAR

4.2.2 Environment-Related Sensitivities - Almost all
components are sensitive to temperature, humidity, air
purity, ac power fluctuations, and so on. Therefore,
the rooms in which they are located are equipped with

o~ air conditioning, which is required for control room
equipment anyway. The systems may be very sensitive to
ac power fluctuations; therefore, buffer batteries or
flywheel support is a necessity. Problems occurred in
the Grafenrheinfeld plant with dust in the computer*

room. Air purity is very poor.

4.2.3 Installation Time -' Apart from the wiring of the sen-
sors and the connections to the computer systems, the
installation is an everyday task for computer
manufacturers.

5. PERFORMANCE

*
5.1 RELIABILITY / AVAILABILITY -

5.1.1 Requiremento - Must be 100 times more reliable than
human reliability..

5.1.2 Failure Modes - Not specified.

5.1.3 MTBF - Not specified.

5.1.4 MTTR - Not specified.

5.2 RESPONSE TIME -

5.2.1 State Change Response - Less than 1 s for indication
,

that something is happening, but time to completion is
open.

5. .' . 2 Operator Command Response - Less than 1 s.

5.2.3 System Data Rate - High (uses multiple processors,
: shared memory, and array processors). System performs
| analysis on all data continuously - not data driven.
! .

5.3 INPUT DATA VERIFICATION - The sophistication with which the
incoming data are treated varies with the importance of the
process signals. Safety-related signals are verified by
majority voting. Operational status signals, which may carry*

noise induced from several sources, are subjected to sophisti-
; cated filtering methods, and predicted values are compared to
' measured values. Also the process signals are checked as to

whether they exceeded their nominal ranges. For a collection
,

| of signals, a consistency check is performed by relating
diverse measurements according to physical insights.

|
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,

6. OPERATION

6.1 INTERFACE - Operators communicate with the on-line STAR system
; - via two .high quality color display screens, a function key-

; board,.an alphanumeric keyboard, and tracker ball. ?

on one screen an alarm and summary overview picture is nor-
,

mally presented; on the other, a detailed presentation of a4'

*disturbance analysis from any subsystem. The operator may
request different mimic diagrams containing on-line plant
information to confirm conclusions by the analysis.

I Alarms are presented on the screen as text strings consisting
of subsystem identification and message. The same applies to'

detailed information about a disturbance. Because the amount
of information can be larger than can be contained in one
screen image, the information occupies more pages. In the

,
upper right corner of the picture, the current page number and ,

L the total number of pages available are listed. To page, the
'

operator uses specific keys.

From each function it is possible to branch out to details by
'

.

tracker ball addressing. The datails may be either a new
picture or new information in the one currently displayed.

The standard alphanumeric keyboard is used for entering com-
mands or other information to the system. To facilitate this
each screen image contains a so-called dialogue area.

<
'

The dialogue text has a " dialogue color" in contrast with the
operator's input, which appears in an " operator color." If

accepted by the input check software, the operator color is
replaced by an accepted color. A feature of the dialogue sys-

,

tem is that the keyboard has a tabular function that automati-
cally moves the input cursor to the first position of the
following input field when the tabulator key is pushed. This
facilitates the input of commands that require several para-
meters. The dialogue also includes error messages presented

. when the input check software detects an operator input area.
|
1

The dialogue area also contains one part that is called the *

operator message field, in which area the operator is alerted
to and given responses to specific inquiries. For example,
the operator will be notified when there are changes in the
data background and when the image presently displayed does *

not contain the latest information available. Images are not
,

updated immediately because this might disrupt the operator's*

: train of thought. Rather, he is informed about the obsoles-
~

cence of data that he is currently observing.

:
:

I

, _

_ ._ _ _ _ _ . _ , _ _ _ _ . _ _ _ _ . . _ _ . _ . _ . _ _ _ _ - . _
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Specific guidelines to be considered in the development of the
operator interface were not available at the time the develop-
ment started. However, the application of the extended STAR
system in the Biblis plant will be designed according to the
guidelines set up in NUREG-700 and other German standards ifo
they are available.

6.2 INTERACTION -
3

6.2.1 Integration with Procedures - Has not begun, but will
be integrated.

6.2.2 Integration with Other Control Room Equipment - Has not
begun, but will be integrated.

6.2.3 User Involvement - Not specified.

6.3 RESPONSIBILITY OF OPERATION - Plant operators.
,

6.4 CREW VERIFICATION OF SYSTEM RESPONSE - The system is provided
with a great extent of scrutability. Therefore, if some of
the information is not well understood by the operator, he can,

trace back through the analysis path to verify the plausibil-
3
' ity of each step of the computation.

6.5 WORKLOAD -

6.5.1 Tasks Added - Frequent use; verification; reports to
shift technical advisor.

6.5.2 Tasks Eliminated - None.

6.6 COMMUNICATION -

6.6.1 Dialogue Adaptability to User Experience - Some because
of scrutability.

6.6.2 Dialogue Structured to Task - Yes, function
orientation.

f. 7. MAINTENANCE AND TESTING
r

7.1 REQUIREMENTS - Not specified.

| 7.2 RESPONSIBLE ORGANIZATIONS - For the development and applica-.

tion of the STAR system in Grafenrheinfeld, maintenance and
testing will be performed by those orgar.izations that have
designed the system (GRS and KRU).

7.3 METHODS FOR VERIFICATION - A verification process will be
used.

_ _ . .
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7.4 HIGH-MAINTENANCE COMPONENTS - The high-maintenance components
of the hardware can be ordered as follows: power supply,
peripheral equipment with many mechanical parts, and periph-
eral equipment with high precision adjustment . requirements -
(disk, magnetic tape). .

7.5 SELF-TESTING / DIAGNOSTICS - Self-testing is realized as far as
the computer performs built-in error checking and correction
(ECC). On-line diagnostic tools are provided to facilitate ,

the test of the software and associated technological data
background. In an application beyond that of a research.and
development project, self-testing of the software and hardware
as well as redundant computer structures will be used to fur-
ther improve the overall system reliability.

8. USER TRAINING

8.1 ADDITIONAL TRAINING NEEDED - The training the operator needs
*'depends on the degree of complexity of the specific function

.that he is using. For the simpler functions, about 3 h of
instruction is sufficient. For the more sophistieted func-
tions (disturbance analysis, post-trip analysis, using the

,

system as an information tool in a knowledge-based task) he
needs a three-day course in operating the system. However,
this does not include training in the basic plant functions,
which he is assumed to have completed already.

8.2 EXTENT OF KNOWI/.DGE OF SYSTEM NEEDED - Experience has shown
that ten the operator is missing one piece of information in
his mental model, he can hardly follow the conclusions of the
system. He must be able to verify how the system derived the
final information.

8.3 USE OF SYSTEM DURING TRAINING - Not specified.

8.4 FUTURE USERS - Not specified.

9. DOCUMENTATION

9.1 USER CONTROL - Efforts are being made to formalize and comput-
erize the documentation. ,

9.2 CURRENCY - German plants have groups responsible for keeping
overall documentation current.

.

9.3 AVAILABILITY - Not specified.

9.4 PERSPECTIVE - Not specified.
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10. WORK STATUS

10.1 CUPJtENT - Operational.

o 10.2 EXPECTED OPERATION - Biblis: 1983.

.

O
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B.I. INTRODUCTION

\-

The materials included in Sect. B.3 comprise a review of U.S.
4

Nuclear Regulatory Commission (NRC)'and other documents as outlined in
.

*

one-of the tasks of the Operational Aids for Nuclear Reactor Operators.

| program plan. The purpose of.the review is to indicate specific require-
' ments, criteria, and suggestions for NRC acceptance of operational aids

for nuclear power plant operating crews. (Section B.2 provides a list of, '

the documents reviewed.) Although specific and quantifiable requirements
were found, they were' intended to apply specifically to emergency' -

response facilities (ERFs), especially safety parameter display systems,

(SPDSs), and to instrumentation for postaccident monitoring [NRC Regula-
^ tory Guide (RG) 1.97]. Section B.3 outlines the criteria and suggestions

extracted.

The review considers only computer-based operational aids * that have
been solicited or required by NRC. An operational aid that functionsnot

to satisfy a requirement for the implementation of postaccident monitor- ,

ing instrumentation, SPDS, or ERF already comes under the jurisdiction of
specific guidelines for those systems. The instance of an operational
aid implemented apart from an NRC requirement poses a problem for regula-
tors because of potential effects on plant safety through interaction

s

with other plant systems and procedures. Review of an unsolicited opera-
=

tional aid is at the discretion of NRC. As stated in NUREG-0835, "The
addition of diagnostic techniques must not compromise the primary SPDS
function and is subject to review prior to implementation." This state-
ment, although intended to apply to future, expanded functions of SPDSs,
potentially can be applied to operational aids apart from an SPDS.

An operational aid, classified as not functioning in the capacity as
an SPDS or as RG 1.97-related equipment, must still meet a small number
of specific requirements that relate to gross interactions with other
systems; however, a large quantity of implied requirements also may be
applied if guidelines are interpreted loosely. The implied requirements,
which may be taken as suggestions, must be applied with caution because
they were originally intended for more restricted usage. In this review,
the requirements and suggestions have been ranged according to "must do"
and "should do" categories respectively. The latter category, because it
contains the -bulk of the entries, is subdivided in a manner similar to
that used for the data collection task, the results of which appear in *Appendix A. These subdivisions are

.

*Ihe concept of an operational aid, as it is used here, is one of a
backfit system that in some way enhances the decision-making abilities of
control room operators.

172
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.

1. -problem definition 6. operation

2. function 7. maintenance and testing

3. design 8. user training

4. plant interface 9. documentation
.5.~. performance 10. . work status

,

I-~* Within each of these-subdivisions, an attempt was made to rank the
entries according to their importance to safety. Section B.4 contains.; '

i- the ranking and categorization.

* From the requirements collected, two classes of functions ,

; implementable by operational aids have been derived: those that are

[. endorsed (recommended or implied) and those that are excluded. These
functions are listed without ranking in Sect. B.5 according to their data

;
Because of specific observations made in it, NUREG/CR-2587(1) is! source.

f included as a data source for the recommended functions.* The findings

in the contractor reports represent the opinions of their authors and may
,

a not have full endorsement by NRC. Thus their recommendations should be
used with caution.

,

!
*

teview guidelines that were oriented toward the cognitive and infor-i

mation processing aspects of human-system interaction were solicited from:

! NRC regulatory staff members who may be in a position to review specific
candidate operational aids. These working notes were distilled, and! e

} their essence is listed below along with some comments from an indepen-
dent reviewer. These recommendations.and comments, like those contained

; in contractor reports, may not have full NRC endorsement.

| 1. Display images should aid the operators' data-sampling strategy in
collecting data for assigned functions and tasks.

2. Display images should contain information resulting from processing
and integration of data. (Reviewer raises the point that " raw" data

,

j may be more effective in some instances.)
3. Display images should contain information and data that support

i " response thresholds for operators." (Reviewer suggests that the
|

conclusion may be premature.)
: 4. Display images should contain information and data that can allow the
' limited sampling rate of the human data acquisition system (DAS) to

handle the entire system bandwidth.

t 5. The method used to manage data and information should be structured
( to support the execution of the operators' allocated tasks and func-

tions. A specific example is the support needed for sequential deci-
sion making performed by operators after a reactor trip.'

*
; *NUREG/CR-2586(2) may also provide a source of information for
j excluded functions because of its specific operator acceptance data, but
; it is not included in this review.

I

i
t

:

!

|
I
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6. Top-level display images should support the operators' model of the
plant process in both normal and abnormal plant operations such as
design-basis events.

7. Display images and data /information management schemes should strive
to keep the operators abreast of the state of the plant.

.

$

.

8

9

|

*

!
..
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I
1
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'

B.2. DOCUMENTS INCLUDED IN THE REVIEW

1. U.S. NRC Regulatory Guide 1.97 (Task RS 917-4), Revision 2,
" Instrumentation for Light-Water-Cooled Nuclear Power Plants to*

Assess Plant and Environs Conditions During and Following an
Accident," December 1980.

2. NUREG-0696, U.S. Nuclear Regulatory Commission, Final Report,*

" Functional Criteria for Emergency Response Facilities,"
February 1981.

3. NUREG-0700, U.S. Nuclear Regulatory Commission, " Guidelines for
Control Room Design Reviews," September 1981.

4. NUREG-0814, U.S. Nuclear Regulatory Commission, S. Ramos, Draft,
" Methodology for Evaluation of Emergency Response Facilities,"
August 1981.,

5. NUREG-0835, U.S. Nuclear Regulatory Commission, Draft Report, " Human
Factors Acceptance Criteria for the Safety Parameter Display
System," October 1981.,

6. SECY 82-111B, U.S. Nuclear Regulatory Commission, " Requirements for
Emergency Response Capability," September 8, 1982.

7. IEEE Std. 566-1977, The Institute of Electrical and Electronics
Engineers, Inc., "IEEE Recommended Practice for the Design of Display
and Control Facilities for Central Control Rooms of Nuclear Power
Generating Stations," 1977.

.

4
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B.3. CRITERIA AND SUGGESTIONS EXTRACTED FROM VARIOUS DOCUMENTS
THAT APPLY TO OPERATIONAL AIDS

,

1. U.S. NRC Regulatory Guide 1.97 (Task RS 917-4), Revision 2,
December 1980:

" INSTRUMENTATION FOR LIGHT-WATER-COOLED NUCLEAR POWER PLANTS *

TO ASSESS PLANT AND ENVIRONS CONDITIONS DURING AND FOLLOWING
AN ACCIDENT"

APPLICATION:

Instrumentation specifically for monitoring plant variables and
systems during and following an accident in a light-water-cooled
nuclear power plant.

'SUMMARY:

General Comment--measurement of a single key variable is not
sufficient to indicate accomplishment of a given safety

,

function.

Design Criteria--(Type A variable) [ Sect. 1.3.1, pp. 4 through 5]
- should be Class 1E and seismic qualified
- should be designed so that single failure will not prevent

operation

- should be isolated as necessary from safety system signals
- should be powered by uninterruptible power source
- should be available prior to accident
- should follow quality assurance plan

'
- should provide continuous indication

- should provide recording of instrumentation output

2. NUREG-0696, U.S. Nuclear Regulatory Commission, Final Report,
February 1981:

,

" FUNCTIONAL CRITERIA FOR EMERGENCY RESPONSE FACILITIES"

APPLICATION: ,

Facilities and systems that make up the total ERFs: control
room, on-site technical support center, on-site operational
support center, near-site emergency operations facility, SPDS, *

i, and nuclear data link.

i
i

| 176
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SUMMARY:

ERFs in General --

Responsibility of licensee [ Sect. 1.2, pp. 2 through 3]:
- diagnose abnormal conditions

perform corrective actions-. - mitigate abnormal conditions
- manage plant operations
- manage emergency response
- inform federal, state, and local officialso
- recommend public protection aeasures
- restore plant to a safe condition
- recover from abnormal condition

Function of EkFs [ Sect. 1.3, p. 3]:
- help reactor operations determine plant safety status
- relieve reactor operators of peripheral duties and communica-

tions not directly related to reactor system manipulation
prevent congestion in the control room

- provide technical assistance to operators*

- coordinate emergency response
- provide on-site and off-site communications
- become center for development of recommendations

provide data to NRC for analysis*

- acquire and control safety-related data

Safety Parameter Display System (SPDS)
[ Sect. 5, pp. 24 through 27]--

General function and operation:
- indicate safety status
- be cc==cn tc TSC, Cn, ead 007
- operate in normal and emergency conditions
- be capable of future expandability
- have very high reliability--unavailability of 0.01 above cold

shutdown and 0.2 at cold shutdown
- continuously indicate plant parameters related to safety
- assist in detection of abnormal condition
- concentrate a specific set of parameters
- be designed to good human factors engineering (HFE)

principles
- use validated data. - be reflected in procedures and training

present trend information or derivatives
- supply information to other systems
- be isolated from safety signal.
- not interfere physically with access to other systems or
displays
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Design of display:
- incorporate HFE principles
- use format that is as simple as possible
- be pattern coded

*

- be oriented for each mode of plant operation
- include single primary display format for

reactivity control' =

reactor core cooling and primary heat removal
reactor coolant integrity
radioactivity control
containment integrity *

- allow secondary formats
- be automatic or operator selected
- use audible alert
- be flexible

DAS [ Sect. 7, pp.- 31 through 34] --

- must provide signals to the DAS that are not processed by
a software programmable device

- must have safety signal isolation *

- must be able to cope with external demands for its resources
- must have internal calibration and self-diagnostics
- must have verification and testing

.

- must have quality assurance program for software changes
- must be protected against interference and unauthorized
manipulation

- must accommodate maximum data throughput

3. NUREG-0700, U.S. Nuclear Regulatory Commission, September 1981:

" GUIDELINES FOR CONTROL ROOM DESIGN REVIEWS"

APPLICATION:

Guidance for control room design review. Affects all equipment
in control room.

SUMMARY:

General Comment--The guide often asks: Is the allocation of
functions as it is now (at the time of the analysis) effective?
For example can functions allocated to the control room crew be e

accomplished within (1) structure of the procedure and (2) design
of the control room as it exists?

Criteria by Section-- *

Alarms [6.3) be prioritized (four levels maximum)-

be accompanied by general coding and-

arrangement guides
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Controls [6.4] - adequate
- economic of space
- anthropometic in design
- compatible with emergency gear (e.g., masks

and gloves)
- protected against accidental activation
- functionally codedo

.

Display [6.5] - give complete information
- eliminate unnecessary information
- provide redundant information for backup onlys
- make distinction between information pertain-

ing to whether operation of equipment or
i

systems has been demanded or information
pertaining to the actual status of same

- have self-evident display failure
- be designed so that operator does not have to

mentally convert between scates or metrics
- have terms used by displays that correspond

with same terms in procedures
- have color coding that is redundant with*

another cue and consistent in meaningi

F

Labels [6.6] - hierarchical scheme recommended
,

1
' Process

Computers [6.7] - protection against changes being made by
,

unauthorized personnel
.

- securely stored copy of operating software
j - two-step data- or function-entry process

- dialogue based on operator's point of view
;

(i.e., logical, consistent, and tuned to user

) population)
! - word entry that does not exceed seven

characters
! - use of abbreviated words for system input but

| unabbreviated words for system output
- system that prompts user

( - data input string that is correctable without
complete reentry

- retention of sequential file of operator
entries

- QWERTY keyboard
.

- function controls grouped near cathode-ray
tube (CRT) and distinct from other keys
(avoidance of multiple mode)

- delay message presented to maintain operatore
attention if response time for any query
exceeds 3 s (see Exhibit 6.7-6, pp. 6.7 through

13 of Sect. 6.7)
- hard-copy procedures for computer operation

!

f
f

i
'

, _._ __ _ . _ -. __..__. ._ , __
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Allocation of
Function
(Appendix B) - mandatory consideration of function allocation

(B-15)
- monitoring of plant safety function made the
responsibility of human operator

- workload allocated to humans not in excess of
*

their ability
- time allotment compatible with human capability

4. NUREG-0814, U.S. Nuclear Regulatory Commission, August 1981, ,

S. Ramos, Draft:

" METHODOLOGY FOR EVALUATION OF EMEJENCY RESPONSE FACILITIES"

APPLICATION:

Use by NRC staff in reviewing ERF conceptual designs.

SUMMARY:
o

The report, which is basically a questionnaire, is intended
to prompt the reviewers to be systematic and exhaustive when

i reviewing ERFs.
'

a

General Questions Pertaining to Operational Aids -- [ Sect. 2,
pp. 2-1 through 2-6}

- What are the layouts of equipment at operator work stations?
- What is the flow of information between persons and groups?
- Where are data displayed?
- Is equipment anthropometically designed?
- Is there sufficient space for repair, maintenance, and

testing?

DAS [ Sect. 6, pp. 6-1 through 6-8]--
,

- Questions probe DAS environment, physical security, and
access.

- Questions inquire about computer hardware and software..
i - System must be able to cope with conflicting requests for

system resources.
- Manual data entry must be verifiable.

,

SPDS (Display) [ Sect. 7, pp. 7-1 through 7-8]--
,

- display of trend information
*

- dedicated terminal
- hard-copy device
- CRT: 80 characters x 24 lines

| - low-noise printer

|

i

!
:

I
- - - -
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- 512 x 256 addressable poines (minimum)
- 0.05-in. vector line (maximum)
- 50 full-screen vectors /s (minimum)
- 30-Hz refresh (minimum)
- 3-s response time to 90% of queries (minimum)
- most important information in upper right quadrant
- labeling of every display page
- 30-s maximum time to enter request for informationo

Documentation [Section 9.1, pp. 9-1 through 9-3]--'

I - functional system documentation
- hardware documentation
- software documentation
- users manual (should include following)

table of contents
description of use
system start-up procedure
system failure procedure
reference to support services
operating instructions for each piece of*

equipment
operating instructions for each request

Training include requirements [ Sect. 9.2, p. 9-31--#

Quality Assurance include requirements [ Sect. 9.3, pp. 9-3
through 9-5]--

5. NUREG-0835, U.S. Nuclear Regulatory Commission, October 1981, Draft:

" HUMAN FACTORS ACCEPTANCE CRITERIA FOR THE SAFETY PARAMETER DISPLAY
SYSTEM"

APPLICATION:

SPDS as defined in NUREG-0696.
.

SUMMARY:

Scope [ Sect. 2.0, pp. I through 3]--
| - minimum set of plant parameters from which reactor

operators may assess safety status of plant operation,

- abnormal operating conditions detectable by SPDS and
control room operators, as a unit

- SPDS functional criteria, as a minimum, met by a
system representing an SPDS (other functions possible).

- CRT or other display types possible
- Chernoff faces and Fourier plots not acceptable
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.

General Acceptance Criteria [ Sect. 3.0, pp. 3 through 9]--

b - monitor during normal operations
- instruments analtgous to aircraft status instruments
- operator training is required
- design that considers operator needs
- incorporation of perceptual aids

,- functional qualification program
- incorporation of HFE

' - display of abnormal conditions must be distinct from
display of normal conditions

s
- trend information for primary data set
- recalled additional. data through secondary display format
- alphanumeric, symbolic, or graphic display
- analog or digital display
- readily interpretable changes in value
- linear relationship between measured variable and displayed

variable (preferable-nonlinear may be necessary in some cases)
- trend information as the key to severity determination
- 30 min of trend (acceptable)
- direct association between display pattern and plant status a

Specific Functional Criteria [ Sect. 4.0, pp. 9 through 33]--

Primary function: '

- for rapid detection of an abnormal condition

Secondary functions:
- that do not impair primary function
- which crew must be trained for

Future functions:
- for expansion of SPDS into a more comprehensive operational
aid--subject to review

Data validation:
- validation where practicable
- identification of unvalidated data

Timeliness / Accuracy of data:
- sampling rate such that no loss of data
- sense-to-display delay less than 2 s
- accuracy enough to discriminate between normal and abnormal

conditions ,

Comprehension:
- operator comprehension should take only seconds (if more

,

than about 2 min, the design is unacceptable)
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Trend: -

- frequency bandwidth enough to display all meaningful
information

- unambiguous time derivatives

Recall:
- data not lost due to electrical failureso

Mode:
- display for each plant mode

a

Display:
- automatic or manual, but with manual override

gradual change that is not interpretable as mode change

Readability:
- auch detail is available; for example, see " Computer-

Generated Display System Guide," Volume 1, P. R. Frey and
W. H. Sides, EPRI Interim Report, March 1984.

* Staff:
- trained for use on SPDS
- have users manual available

! - acceptable without computer programming training,

! Interaction:
- system that contains operator interactive devices
- display that positively acknowledges operator requests

.
- rapid response time (undue response time unacceptable)
- function keys preferred

j Failure recognitions
! - system that provides for rapid operator recognition of SPDS

failure
J

Audible Alarms:
- sound on abnormal conditions independent of annunciator

system
!

| 6. SECY 82-111B, U.S. Nuclear Regulatory Commission, September 8,1982:

I " REQUIREMENTS FOR EMERGENCY RESPONSE CAPABILITY"
.

APPLICATION:

SPDS, Emergency Operating Procedures, RG 1.97, ERFs.
s

SUMMARY:

This letter qualifies and emphasizes material in NUREGs 0696, 0700,
0799, 0801, 0814, 0818, 0835, and RG 1.23, 1.97, 1.101, and 1.47.

.

;
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j The following taken from Supplement 1 to NUREG-0737, contained
within SECY 82-1118.,

,

Qualifies SPDS [ Sect. 4.2, p. 13]--
;

; - need not meet single failure criteria
- need not be qualified to meet Class 1E ,

i - need not be seismically qualified
- need not have secondary backup for seismic qualification

Emphasizes [ Sect. 4.0, pp. 12 through 16]-- s

! - SPDS, instrumentation based on RG 1.97, control room review, i

function-oriented emergency operating procedures, and integrated
staff training for operator comprehensibility and successful
operator intervention [see Sect. 3.1, p. 6],

1 - SPDS location convenient to the control room operators
- SPDS for use during normal and abnormal conditions, especially
useful during anticipated transients and the intrial phase of an
accident

*- continuous display of status information
j - isolation from interference with safety systems
j - necessary instructions for operator action with and without SPDS
1 - application of human factors principles ,

j - task and function analysis as the basis for designing and
verifying SPDS'

- display and control requirements compared with control room
inventory to identify missing displays and controls,

7. IEEE Std. 566-1977, The Institute of Electrical and Electronics
| Engineers, Inc.:
1

j "IEEE RECOMMENDED PRACTICE FOR THE DESIGN OF DISPLAY AND CONTROL
'

FACILITIES FOR CENTRAL CONTROL ROOMS OF NUCLEAR POWER GENERATING
j STATIONS"
!

j APPLICATION:
1

i Aid to designers in selecting information and control devices for
i

use in the central control room. i

. I

| SUMMARY:
, e

! Design Bases for Operational Aid--

|
| - operating modes of plant

- responsibility of operator with respect to operational aid - 8

quantity of stimulus produced by operational aid to avoid sensory
; saturation

,

i

!

I

r
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Usage Analysis--

priority of information

plant systems related to the information or analysis
- operating modes
- frequency of use

C - response times
- relationship to safety systems

Functional Considerations--
3

Display:
- accessibility of information
- readabilty and comprehension of display
- indication of abnormal condition

Control:

- amount of operator interaction required to operate the
operational aid

- number of controls or sequence of actions required to accomplish
i a given function

Identification:
- ease of identification,

Conventions:
population stereotype

- consistency with other systems

Location:
- should not block view or impede traffic patterns

Layout:
- minimum operator motion required

Status:
- readily indicate whether operational aid is in or out of service

Communications:
- operational aid that does not divert operator attention away from
his or her principal duties

o

a
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B.4. REQUIREMENTS FOR OPERATIONAL AIDS

(Excluding SPDS and instrumentation to satisfy RG 1.97)
e

MUSTS

1. Must be isolated from interference with safety systems [RG 1.97, (
NUREG/0696, SECY 82-111B]

2. Must not block view of or physically interfere with access to other
systems or displays [NUREG/0696, IEEE Std. 566-1977]

3. Must not impede traffic patterns within the control room
[NUREG-0696, IEEE Std. 566-1977]

4. Must not divert operator attention away from his principal duties

[IEEE Std. 566-1977]
5. Must incorporate anthropometric design of controls and displays

[NUREC/0696, SECY 82-111B]
66. Must not use Chernoff faces for display of information [NUREG/0835]

SHOULDS [taken from all reviewed documents; some categories have no
requirements] ,

(Material is organized to fit Operational Aid Data Sheet; require-
ments are preceded by hyphen.)

1. Problem Definition (section does not apply)

2. Function
2.1 Role / User

2.1.1 Functions and methods of implementation
- Task and function analysis should serve as the basis

for designing and verifying an operational aid.
Also, a comparison should be made between the display
and control requirements and the control room
inventory to identify missing displays information
and controls.

- Allocation of function should be considered.
2.1.2 System users (none)
2.1.3 Conditions of use

- System should operate in normal and emergency .

conditions.
- Distinction should be made between information

pertaining to whether operation of equipment or
systems has been demanded or pertaining to the actual a

status of same.
2.1.4 operator support

; - Design should consider operator's needs.
- System should assist in detecting abnormal ;

j conditions.

I 186
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2.2 Memory
- Sequential file of operator entries should be retained.
2.2.1 Permanence

- For trend information,~30 min is acceptable.
2.2.2 User access

- System should be protected against interference and
0 unauthorized manipulation.

, 2.3 Control (none)

3. Design
9 3.1 Scheme

- Design should be simple and space economic.
- Quality assurance should be applied to operational' aid

development.
- Operational aid should be able to cope with' conflicting

requests.

- Design should allow for future expandability.
3.2 Computer hardware.(none)
3.3 Computer software (none)
3.4 Verification (none)# 3.5 Standards (none)

4. Plant Interface and Environment
4.1 Isolation (none),

4.2 Installation
4.2.1 Distribution of components within plant (none).
4.2.2 Environment-related sensitivities (none).
4.2.3 Installation time requirement (none).

5. Performance
5.1 Reliability / Availability

5.1.1 Requirements
- System should perform with high reliability (>0.01;

>0.2 cold shutdown--these apply to SPDS)
5.1.2 Failure modes

- Operational aid failure should be self-evident
5.1.3 MTBF (none)
~5.1.4 MTTR (none)

5.2 Response time

- Time allotment should be compatible with human capability.
5.2.1 State change response time

- Sense-to-display delays should be less than 2 s.
6 5.2.2 Operator command response time

- Maximum response time to 90% of queries should be
3 s.

- If response time for any query exceeds 3 s, a delay
message should be represented to maintain operatore

attention (see Exhibit 6.7-6, p. 6.7-13 of Sect. 6.7,
NUREG-0700).

5.2.3 System data rates

- Date sampling rate should not lead to loss of data.

- System should accommodate maximum data throughput.
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5.3 Input data verification
- Data validation should be used where practicable; the use of

unvalidated data should be so indicated.
- Manual data entry should be verifiable.

6. Operation
6.1 Interface (general)

*
- Conventions should conform to population stereotypes and be

consistent with other equipment and systems.
- Color coding should be redundant with other cues and

consistent in meaning. ,

- Hierarchical labeling scheme is recommended.
- Displays should be readable and comprehensible.
- Operator's comprehension of the display should not take

several minutes.
- Abbreviate words where possible.
- Display may be analog or digital.
- Display may be alphanumeric, symbolic, or graphic.

Interface (CRT and related hardware)
8

- Function controls should be grouped near applicable CRT and
distinct f rom other keys (also avoid multiple mode QWERTY
keys).

'- Terminal should have QWERTY keyboard where alphanumeric
entry is needed.

- Word entry should not exceed seven characters.
- Two-step data or function entry is preferred for CRT:

80 characters x 24 lines
512 x 256 addressable points (minute)

0.05-in. vector line (maximum)
50 full-screen vectors /second (minute)
30-Hz refresh rate (minute)

- Every page of CRT display should be labeled.
- Upper right quadrant should generally be used for most

important information.
- Chernoff faces are not acceptable.

6.2 Interaction
6.2.1 Integration with procedures

- Operational aid should be reflected in procedures and
training.

- Terms used by displays should correspond with same
terms in procedures and on other equipment.

,

6.2.2 Integration with other control room equipment
- Operational aid should be integrated with control

room for operator comprehensibility and successful
operator intervention. 6

6.2.3 User involvement
6.3 Responsibility of operation

- Display may be manual or automatic.
6.4 Crew verification of system response (none)

|

|
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6.5 Workload
~ 6.5.1 Additional tasks

- Workload allocated to humans should not exceed
ability.

.6.5.2 Tasks eliminated
- Operational aid should be designed for minimum

'

operator motion.
., - Unncessary information should be eliminated.

6.5.3 Cognitive
- Alarm prioritization should have a four-level

maximum.;-
- Operator should not have to mentally convert between
. scales or metrics.

6.6 Communication
6.6.1 Adaptability to user experience

- Linear relationship between measured variable and
displayed variable is preferred, although nonlinear
relationship may be needed in some cases.

6.6.2 Dialogue structured to task
- Dialogue should be based on operator's point of

J view.
- System should prompt user.

:

j - Maximum time to enter request for information should
! be 30 s.

I - Data input string should be correctable without
; complete reentry.
i

7. Maintenance and Testing
: 7.1 Requirements (none)

7.2 Responsible organizations and duties (none)
7.3 Nethods used to verify accomplishment (none).

i 7.4 High-maintenance components (none)
7.5 Self-testing and on-line diagnostics (none)

i

8. User Training
8.1 Additional training needed

- Personnel should be trained for using operational aid.
- Instructions for operation without operational aid should be>

available.4

) 8.2 Extent of knowledge of system needed (none)
! 8.3 Use of system during training (none)
| 8.4 Future users (none)
I 6
) 9. Documentation

- Operational aid should be documented by user's manual or minimum.'

9.1 User control of documentation (none)
9.2 Currency (none)

,

9.3 Availability (none)
9.4 Perspective (none)

10. Work Status (section does not apply)
10.1 Current

'

10.2 Expected operation

,

-'
_
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B.5. OPERATIONAL AID FUNCTIONS
,

L

18.5.1 FUNCTIONS 1ND ACTIVITIES EGORSED (RECOMMENDED OR IMPLIED) ,

--FOR OPERATIONAL AID IMPLEMENTATION
'. ;

'-
w

< ,

' '

NUREG-0695 t

- Assist reactor operators in determining plant safety status (
- Relieve reactor operators of peripheral duties and communications not

directly related to reagtor system manipulation
- Provide remote data display for personnel and consultante to prevent

congestion' in control roon -

- Assict reactor operators ja accomplishing on-site and off-site
communications A.

- Improve detection of abnormal conditions
- Validate data ,

, ,

NUREG-0700 i ' I'
.

- Assist reactor o}.erators in prioritizing alarm information |
' - Help prevent accidental activation of systems or equipment

- Help eliminate unnecessary information
3- Provide a sequential record of' operator actions

NUREG-0835
- Validate data
- Diagnose problem

; - Recognize system failuretsf 1
't

NILEG/C2 *2587 (R. A. Kisnec 'and P. R. Frey, " Functions and Operation of
i \ Nuclear Power Plant Crews," April 1982.)s

'
- Assist operators in monitoring plant systems to detect discrepancies

and deviations at the lesast possible level in the hierarchy of a'

,,

system

- Assist operators in verifying that systems about to be called into
service, already in service, or removed from service are functioning
properly

- Provide systematic and consistent display of data
- Assist operators in verifying that the procedures in use apply to the

actual circumstances facing the oparator
I- Prepare operators for exercising control over degraded systems (i.e., a ,

' system functioning below the Jevel of automation intended by the
designer) . , X \.

- Assist operators in validating Asta prior to acting on them,

- Assist operators in diagnosing problems a
g,
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B.5.2 FUNCTIONS, ACTIVITIES, AND DEVICES THAT SHOULD BE EXCLUDED FRON
IMPLEMENTATION .

NUREG-0696t

- Signals to SPDS or other ERFs that have been processed by a sof tware-
programmable device

- Direct interference with safety systems
,

NUREG-0700
Prioritization of alaras by greater than four levels-

Display of incomplete information, which requires an excessive effort-

y
by operators to supplement it with information from other locations and
displays

- Confusing displays that fail to distinguish between demand for opera-
tion and actual status

- Systems whose functions are unverifiable, results untestable, and fail-
ures not evident

- Display of data that requires operator to mentally convert between
scales or metrics

- Monitoring and diagnosis of plant safety functions in such a manner
j that the human operator is no longer responsible for final determina-

tion of safety status
- Systems that force '#orkload or time allotments to exceed-human

capability

NUREG-0814
- Systems that cannot handle conflicting requests for resources
- Loud printers

NUREG-0835
- Chernoff faces
- Automatic systems that have no manual override (applies mainly to

SPDS)

SECY 82-111B
- Isolated functions not integrated into operations

IEEE STD 566-1977
- Functions with failure modes that are not readily apparent

Functions that divert operator attention ~away from principal duties! -

6

4
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