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NOMENCLATURE

A Symmetric coefficient matrix in the pressure iteration

B Van Driest's constant, 26.0

;pf Specific heat of the fluid

cp Specific heat of the metal

E 5 Wall roughness parameter, 9.0 for a smooth wall

EY Class of functions that are ninimized by the Conjugate Gradient
methods

g The gravitational acceleration

h Vector of source terms in the pressure iteration

hc Thickness of the wall clad

k Turbulent kinetic energy

k The turbulent kinetic energy after the first step in the solution

kb Thermal conductivity of the base metal

K_ Thermal conductivity of the clad

k;Lx The turbulent kinetic energy advection terms

kLAG The turbulent kinetic energy, less the advection terms, after the
first step in the solution

km Thermal conductivity of the metal

p The fluid pressure

P Round pipe to square duct perimeter ratio

J;' Wall heat flux

r Vector of residual errors in the pressure iteration

L Time

y g Temperature

T The temperature after the first step in the solution

T The temperature after the third step ir the solution

T'Z(- TPS) The mean square fluctuating temperature

TC Thermocouple number, from Creare experiments

TFLX The temperature advection terms

TLAG The tempcrature, less the advection terms, after the first step in the
solution

Tm Temperature of the metal

T0 Reference temperature

Tp Fluid temperature in a computation cell adjacent to a wall






SOLA-PTS: A TRANSIENT, THREE-DIMENSIONAL ALGORITHM FOR FLUID-THERMAL
MIXING AND WALL HEAT TRANSFER IN COMPLEX GEOMETRIES

by

Bart J. Daly and Martin D. Torrey

ABSTRACT

The SOLA-PTS computer code has been developed to analyze
fluid-thermal mixing in the cold legs and downcomer of pressurized
water reactors in support of the pressurized thermal shock study.
SOLA-PTS is a transient, three-dimensional code with the capability
of resolving complex geometries usir: variable cell noding in the
three coordinate directions. The computational procedure is
second-order accurate and utilizes . state-of-the-art {iteration
method that allows rapid convergence to an accurate solution for
the pressure field. Two different turbulence models are used in
the code, a two-equation k-¢ model that is used in the cold leg

pipe away from the HPI inlet and a three-equation k-e-T' . mode 1
for use near the HPI inlet and ia the downcomer.

The phyeical modeling and the mumerical procedure used in
SOLA-PTS are described in this report. Applications of the method
to two Creare 1/5th-scale experiments are also presented. Two ap-
pendices are included. Appendix A provides a comparison of the
two- and three-equation turbulence models, while Appendix B pro-
vides instructions f(or setting up and running a problem with
SOLA-PTS.

I. INTRODGCTION

The SOLA-PTS code has been developed specifically to address the nuclear re-
actor safety problem that has been given the title pressurized thermal shock
(PTS). The PTS question is concerned with the rapid cooling of a reactor vessel
wall as the result of injecting cold water into the reactor downcomer, in re=-
sponse to an accident situation. The rapid chilling of the vessel wall can con-
celvably cause the propagation of cracks into the wall metal and result in the

leakage of radioactive water into the containment region.
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The mumerical study of this problem involves three complementary analyses.

A thermal-hvdraulic systems study is needed to determine the response of the re-
actor to the accident situation and the consequent temperature distribution in
the downcomer. However, this temperature distribution computed by the system
code is not known in detail because the system study is coarsely noded and cannot
account for thermal stratification of the fluid in the cold leg pipes. There-
fore, a detailed three-dimensional analysis is required to compute the detailed
mixing of fluid in the piping and downcomer and the transient temperature distri-
hution at the vessel wall. The third part of the analysis is a fracture-mechan-
{ce study to determine the extent of crack propagation through the metal given
the temperature history at the fluid interface.

The SOLA-PTS code fills the requirement for a detailed three-dimensional
analysis of the fluid-thermal mixing in the downcomer. It calculates the injec~
tion of coolant water into the cold leg pipe that feeds the downcomer, the mixing
and stratification of the flow in the cold leg, the injection of the cold fluid
into the warm downcomer fluid, and the consequent buoyant mixing in the down-
comer. These flows are highly turbulent, so the SOLA-PTS code utilizes a state-
of -the=art turbulence model to compute the buoyancy- and shear-generated mixing
processes., Furthermore, the code is second-order accurate so that diffusive mu-
merical truncation errors do not overwhelm the real diffusion processes.

Eight partial differential equations are solved in a SOLA-PTS calculation:
the momentum and continuity equations, the temperature equation, and three equa-
tions for computing turbulence parameters. These equations and the associated
boundary conditions are described in Sec. II. The bulk of that section is con-
cerned with the two separate turbulence models that are used in the code.

Section Iil is a detailed description of the numerical modeling used in
SOLA-PT3. Two experimental comparisons with 1/5th-scale Creare data are pre-
sented in Sec. IV. Appendix A provides a comparison of the two- and three-equa-
tion turbulence models and the manner in which these are included in the momen-
tum, energy, and turbulence equations. A careful study of this section is recom=
mended to those who intend to use the code. Appendix B discusses the procedures

used in setting up a SOLA-FTS calculation.

1. THE PHYSICAL MODEL

The SOLA-PTS method is an outgrowth of the SOLA-3D numerical procedure de-
veloped by Hirt and Steinl and extended by Hirt, Ramshaw, and Stein.2 In spe=-

2



cializing the method to the pressurized thermal shock application a number of ca-
pabilities have been added to the code. These include a temperature transport
equation and transport equations for the turbulent kinetic energy, the kinetic
energy decay rate, and the mean square temperature fluctuations. In addition, a
second-order accurate difference scheme, a provision for controlling numerical
dispersion errors, and a state-of-the=-art iteration procedure have been incorpo-
rated. A necessary extension for PTS applications was the capability of logical=-
ly connecting subregions of different geometrical shapes.

In the SOLA=PTS code we solve the three-dimensional Navier=-Stokee equations
with turbulent diffusion, and we employ the Bousinesq approximation, in which

variations in density are ignored except in the gravitational acceleration term.

With these modifications the momentum equations are written 1
%+U%+V%+W%§--%%§+gx[l-a(T-To)]+%%‘-(u,r%%)

A CYEAS I REE3 ME-E8 ) I M
:Z+Ug—v+vg¥+\d%—}n %%5+g[l~a('l‘-'l')] %%(u,r:—z)

w b E e sk e (F H) o @
%‘5+Li:—z+vg—:+w%- %%E-v»g[l—a(l‘-r)] %:—;(ur-gl:-)

el G RN s G »

The mass and energy conservation equations are expressed in terms of the

continuity condition and a temperature transport equation,

U aw
= 3; +3; =0 , and (4)

*
The variables are defined in the Nomenclature.
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The thermal diffusion coefficient o includes turbulent and laminar contribu-
ticns. We use a turbulent Prandtl number 1.0 and a laminar Prandtl number 6.7,
so the only difference between by and O is in the laminar contribution. Gener-
ally, this is small.

Two different turbulence models are used in SOLA-PTS to represent the diffu-
sion of momentum and heat. In buoyant-jet regions, such as the HPI inlet and the
downcomer, a three=-equation model3’4 is used, while in the cold leg pipe away
from the HPL inlet, a two-equation modelS is used. In both cases we solve trans-
port equations for the turbulent kinetic energy k and the turbulent energy-decay
rate €, but in the three-equation model we also solve a transport equation for
the mean square fluctuating temperature ;TI. There are other differences between
these models, as will be shown in their description below and in Appendix A. The
principal difference is that the lc-e:—a';-7 modela’k results in much greater dif-
fusion of momentum and energy than the k=g model.5 This greater diffusion is in-
tended to represent the enhanced mixing with entrained ambient fluid in jets and

plumes.

In the Launder-Spalding models a turbulent eddy viscosity is obtained from

the relation

.
by = cuok“/e s (6)

with k and e determined by solution of the transporL equations,

- 3u U, 3U
g.;uutek_.i.g_.(."lgg.)&(ﬁ.uﬁi)a_xa»e i )
By Wy NS P\, *i j
] g 2
de ., 3¢ 1 3 (Y2 +“1%_5(3L1+ﬁ)ih_1___ o i
at i 3x( P 3xl o axi p k axj 3xi ax’ -k ’

where, for conciseness, the summaticn convention has been used. After extensive
examination of free turbulent flows, these authcrs recommend the values in

Table I for the coefficients appearing in these equations.
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TABLE I

THE COEFFICIENTS OF THE k-e MODEL

Cu Cl C2 Ok O’c

0.09 1.44 1.92 1.0 I.3

At a computation cell adjacent to a rigid boundary, Eq. (8) is replaced by

c3/4’4k3/2
P _E_:EE___ : (9)

where kp is the value of k in the computation cell and § is the distance from
the wall to the center of the computation cell. The wall shear stress in the mo-

mentun equations is obtained from

RS
(t/9), = Lok 0 (10)

= ESc " 'k p
ln __“'___E.
L

where Up is the tangential velocity component {n the computation cell adjacent to
the wall.

The original Laurder-Spalding model5 did not account for modifications of
the turbulence field due to buoyancy effects. Thus for our purposes Fqs. (7) and

(8) must be modified as follows:

w. [/30,  au.\ avu
_a_(tr.ﬂ(_)%j[(-f_,__i)___u@ I S (1)

axj axi dxj i axi

[E+]

. ¢ ]
3¢,y de 1 3 fMrae), Sitmeff W\ ] 2
at i ¥ " p A, \o_ 3, o K[\ T o 4 ax, 2% °*

(12)

The wall heat flux is given by
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where Tp is the fluid temperature in the computation cell adjacent to the wall.
The wall edge temperature Tw is replaced in Eqe. (13) by the temperature of the
metal at depth using the formulation for the heat flux from the wall to the
fluid,

&;, ) km(TZ - Tm) ’ Fiah
m

where Tm is the metal temperature at a depth Gm from the wall edge and km is the

thermal conductivity of the metal. Near the wall edge, km is determined from a

thickness-weighted average of the clad and base-metal conductivities.

The various constants appearing in Eqs. (9)-(13) have the values shown in
Table I1. The volume coefficient of expansion a and the laminar kinematic vis-
cosity VL of the fluid are functions of temperature, and for the applications
made to date, the specific heat of the fluid has been taken to be 4.285 x 107
erg/gm+°C (constant).

In a combined experimental-computational study of turbulent mixing in ther-
mally stratified shear flows, P. L. Vlollet6 found that, for Froude numbers of
about 1.0 or less, the turbulent mixing of the different temperature layers is
almost completely suppressed. He also found that this phenomenon could be accu-
rately simulated with the turbulence model of Launder and SpaldingS if the buoy-
ancy creation term in the modified € 2quation, Eq. (12), was set to zero. Since
this term leads to a suppressicn of turbulent energy in stably stratified flow,

its inclusion in the k equation but not the € equation leads to an exaggerated

TABLE I
CONSTANTS FOR THE k-e WALL FUNCTIONS

g B

'S E g, h, 2

h

0.4 9.0 1.0 6.7 26.0
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suppression of turbulence that agrees well with data for Froude numbers less than
l1.0. Since this is the range of Froude numbers of the Creare experiments and the
reactor flows, we have set the buoyancy-creation term in Eq. (12) to zero for

stratified flow in the cold leg pipe.

The three=-equation (k-e—T'z) turbulence modelz’a is usually written in
steady-state form but we have assumed that the same model applies for transient

calculations. For a two-dimensional planar buoyant jet, these equations are

2 aU
ak ak _ 9 ook gy W= g —_—
Y x %, (m ——-) uv 3= = ag uT % 3 (15)

2 au 2
2e de _ 3 (. kv 3e L § P SRR £
~fait ikl (}e - ax1>'* el & ( uv 3— = ag uT ) e , and  (16)

i i h) .
vt ar? s f W Par?) e’ an
at i ax; ax, \'T € 3x; Iy ~ °T1 Tk ’

where the overbarred terms are appropriate averages of products of fluctuating
quantities. 1In the steady-state case the appropriate averaging of these quanti=-
ties would be a time-average, while in the unsteady cace an ensemble-averaging
procedure would be more appropriate. In this study we assume that the correla=-
tions obtained in the time-averaging process are equivalent to those that would

be obtained as a result of an ensemble-averaging process. These correlations are

1 = ¢ 3 o

—— " ¥ ] :

-y = —mjﬂ—; o 1l - l’ 5 UR(QT/3Y)/(3U/3Y)1 E”'EE » (lb)
€ k ch £ € dy
v2 = czk . (19)
2 .2

— 1 v~ k™ 3T
PP g s e

v N and (20)
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where we have chosen for illustration the particular case where x and u are par-
allel to the jet axis and y and v are normal to that axis in the mixing plane.
For these same conditions the momentum and temperature diffusion terms in Eqs.

(1) and (5) are modified by Chen and Rodi3 as follows:

Bae (1): g gy * = @V (22)
Eqe (5): Top 3 - VT (23)

Similar descriptions apply for other orientations. The values of the coeffi-
cients appearing in Eqs. (15)-(21) are presented in Table III.

This buoyant=-jet turbulence model has been developed for flows at a distance
from confining walls, so a method for treating the interaction with walls is not
included in the model. In these calculations, where it is necessary to account
for the effect of walls on fluid drag and heat transfer, the boundary treatment
that is used in the two-equation turbulence model [Eqs. (9), (10), and (13)] is
also used in the buoyant-jet model.

In spite of the fact that the buoyant-jet turbulence model was developed for
much simpler flow conditions than those that exist in the neighborhood of the HPIL
inlet or the downcomer, the use of this model in those regions results in much
better agreement with the Creare data than is obtained when the two-equation
turbulence model is used throughout. The reason for this is that the buoyant-iei
model provides better mixing of the fluid in the jet with the entrained ambient

fluid. This increased mixing becomes apparent when one compares corresponding

TABLE 111
o |
THE COEFFICIENTS OF THE k-e-T'  MODEL
o - - Ce Cel “e2 “k e v “h “hl

0.55 2.2 0.53 0.15 1.43 1.92 0.225 0.13 1.25 3.2 0.5



terms from the momentum, thermal energy, and turbulence equations using the two
models. A quantitative comparison of the affected terms is presented in Appendix
A.

IIl. THE NUMERICAL MODEL

The SOLA-PTS code follows the Marker and Cell code7 convention in which ve-
locity components are located at cell faces and all other dependent variables are
located at cell centers. A term q:jk refers to a quantity q (x,y,z,t) at time
level nét and at the center of the ith cell in the x-direction, the jth cell in
the y-direction, and the kth cell in the z-direction. The velocity component
U?+}jk is located at Lh? boundary between cell (ijk) and cell (i+ljk). When
quantities are required at points other than their normal location, an interpola-
tion formula is used.

The momentum (and all other transport) equations are solved in several
steps, which will be described in detail below. In the first step the equations
are updated explicitly using a centered-difference advection formulation. Since
this formulation is numerically unstable, we modify the result of the first step
by the addition of Tensor Vtscosity8 terms to stabilize the solution and make it
second-order accurate. In the third step we apply the FRAM procedure,9 which
compares the result of the first two steps with what we call the Lagrangian val-
ues for the 6 surrounding computation cells. The Lagrangian value is the value
obtained in the first step except that the advection terms are not included. If
the result of the first two steps is an extremum relative to the surrounding
Lagrangian values, then we replace the second-order solution for the quantity at
that location with a first-order solution using donor-cell differencing.

The velocity components must be further modified by solving the continuity
equation, Eq. (4), to determine the updated pressure field, which is then used to
correct the result of the explicit solution so that the advanced-time pressure
and velocity fields are consistent. A state-of-the-art iteration procedure known
as the Conjugate Residual methodln is vsed with a preconditioning algorithm to
collapse the eigenvalues of the coefficient matrix into a narrow band for faster
convergence. The use of this procedure allows us to rapidly converge to an
Accurate solution for the pressure field.

To illustrate the finite~-difference formulation for the momentum equations,
and W

we will write the equation for Ui+¥jk' The equations for V are

ij+ik i jk+}

completely analogous.



A. The Momentum Equations

The Lagrangian equation is written

n n
t ) 1{Pijk " Pi+ljk
ULAG, o = Uipyji ¥ O p( oy

n n
X L% T ¥ T g
gx B & §x -To
“ i+§

u” - uf -y
[ n ( 1+3/2 1k 1+§jk>_ n ( 1+4 ik 1-§1k) /Gx
"Ti+ljk e “Tijk 8%, i+

[(DUDF - DUDA)/8ys

+
L= ]

© |-

' + (DUDT - nvns)/ézskl

K

n n

k v -V y" -y
2 0 i+] j+ik tj+§k) . =i ( i+] =ik ij-ik ,cy
| Tiad ik % uT1+§j—§k 85 44 L

, n _ 4N n _ N ;
(wi*'ukii ”uw)_ . (M1 ey "'uk-!) ,
Yo ézk =
3

n
o
| T e %144 "1 kb \ 8% 4

© |-

© |-

(24)
where the volumetric coefficient of expansion ie a function of temperature,

-

-4 -6 - -8 .n n
2.0661 x 107 + [9.653 x 10 7.155 x 10 [lek 303)][rljk 293),
n
Tijk < 33K
al(T) =< 7.4066 x 1070 1 19412 x 1072, 33 ¢ TV, < WIK (25)

i jk ’ - i =

4.333 x 108 T - 8,663 x 107, WI K < T :

\ 1 jk y 1k
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The turbulent diffusion coefficient by will have different forms depending on
whether the Launder-Spalding5 or Chen and Rodt3'4 model is being used in that
cell. See Appendix A for a description and comparison of these forms. The for-
mulations DUDF, DUDA, DUDT, and DUDB can represent the effects of wall shear or
internal viscous shear forces. For example, in a cell adjacent to a rigid wall5

in the increasing y-direction,

b n n
e , P(:y" +L1k) Ui+d ik ’ o
1 RicP |
« [E 2 ( " 1+§jk) /“LH“J

where P is the ratio of perimeters of a round pipe and a square duct of the same

%
cross—sectional area,

Yu/4 , in the cold leg
P = (27)
l , otherwise .
[f the cell in question is not adjacent to a rigid wall,
Thi n n
T U =0
o+
DUDF = i+}j+ik ( i U+;k 1+Uk) . (28)

DUDA, DUDT, and DUDB have formulations similar to Eqs. (26) or (28) depending on
the locotion of the cell relative to a rigid wall.

the laminar kinematic viscosity YL in Eq. (26) is a function of temperature,

.
The SOLA-PTS code represents circular cross-section pipes as sgnare ducts.

11
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L

1 =7 (.n :
+ 5.5996 x 10 [rijk)

(. o~
1.3326 x 10

n

T I3 K
2

n

ijk

2 43,2005 x 107 (T

=< 6.0758 x 10~

) - 2.7436 x 107

-4 _n
5.7633 x 10 Tijk’

. (29)

4
Ty

iik
n
323 < Tijk < 423 K
1.3513 x 1072 + 4.0273 x 107° (1" )2 - 4.4326 x 107> ™"
: . ik . ik’
n
] G23 R Tig -
The equation for ULAG, Eq. (24), must be modified to include the advection
terms. Thus,
UH“k = Ul.Ac;iﬂjk - &t UFLX1+§jk g (30)
where
UFLX1+§jk = (FUX + FUY + FUZ)1+§jk = (31)
ol -y u? - y"
LEan 1+3/24k i+4 ik i+}ik i=4 ik /
FUX bk = 7 Yieb gk [6x1 ( 8x, * 8, Wi *
(32)
u® A -y )
ok g8 i+4j+lk i+4 ik
FUY1+§jk 2 V1+§jk [Gyj-} ( 6yj+§ )
(33)

n n
Uisp gk = Yiedj-1k
% j-4

Yoy » an

MRAT (
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s Used gt = Yied
1l n 144 jk+1 i+4 ik

F W
1+ 3k 144 jk 62,11

- gh

1"’}1‘("1)]/6"“ . (34)

u“H
i+4jk
+ 6‘k+% ( szk-§

The quantities Gyj!}’ Gth*, Gysj, and stk are defined
8 .y =% (8y. + 8y...)
jt 2 i R E 7 A

1
dzkti - (sz + 8z AN

ktl
1
Gysj - - (Gyj+l + Idyj + Gyj-l) , and

1
stk *% (8z + ZSzk + sz_l) -

k+!

In some of the calculations that have been performed with SOLA-PTS, we have
simulated the effect of a vertical bend in a cold leg pipe by assigning a nonzero
value to gy, where the y-direction is associated with the axis of the pipe. How-
ever, when we do this we do not modify the value of g, the normally vertical
component of gravity. The reason for this is that, if we allow B, to vary with
¥y, this leads to an artificial creation of vorticity V x U through a term
3gz/3y. The term agylay, on the other hand, does not contribute to V x U,

The interpolation procedures used in Eqs. (32)=(34) as well as in Eq. (24)
40 not introduce any low-order truncation errors, so at this point the equations
are second-order accurate in space and first-order accurate in time. We now in=-
troduce the Tensor Viscosttys correction to Eq. (30), which makes the solution
second-order in time by removing the destabilizing truncation error associated
with forward-time, centered-space differencing. As pointed out in Reference 8,
this error results from the fact that Eq. (30) is not time centered, rather than
from the space centering of the terms in Eqs. (32)=(34). The modified equation

is

13



i 1 g 2(yn » .
ﬂl+}jk Uippge * 7 8 (Ul+§jk DUFUDX + v1ij DUFUDY + WL, o DUFUDZ) ,  (35)
where

UFLX . = UFLX
DUFUDX = + |6x 1+3/2 5 1+} jk
2 i 8x
i+1
UFLX - UFLX
144 ik 1=} fk
* 6x1+l ( le /Gxi*,; ’ (36)
UFLX - UFLX
s v [éy ( 14+ j+1k i+ jk k)
2 j=4 Sy
j+i
UFLX, ., . - UFLX
+ 8y e b s bl Gys , aod (37)
j+ 8y . _
-4
UFLX - UFLX
DUFUDZ = 5 |8z 14} Jk+l 1+} jk
k=} 62
PP fo -5 S €. 55 ] 625 (38)
k+4 Sz, _, kK °

The important advantage of using a second-crder accurate equation, such as
Eq. (35), is that very little numerical damping is added to the solution, so that
the physical damping that results from turbulence interactions can play an impor-
tant role in the solution. However, because of the very limited numerical damp-
ing of the solution, the calculations can suffer from numerical dispersion er=
rors. These appear as local overshoots and undershoots (oscillations) in the nu-
merical results. They are generally not a severe problem for the SOLA-PTS appli-
cations considered here, because of the large physical damping in these prob-
lems. Nevertheless, we guard against the growth of these errors by applying the

FRAM procedure9 to the solution of Eq. (35). This is done by comparing

14
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L
1

ﬂfﬂjk’ Max, Min (ULACi_“k, ULAGy 43/ 5 ULAG, 44 5_1per LAG L sypr ULAG

i+ jk=1"

If thi< updated v 'ue of U,+§.K is greater than the maximum of these quantities,
\ Ty 3 J

or less than their mirimum, then H{} solution ir Eq. (35) is replaced by

ﬂh,_“k - ULAGHUK'- St(FUXDC '+ FUYDC + FUZDC)
where
( n o \
u® E}+3/gjg;~ Ui+{35g ir o® < 0
i+ ik P A C e
FUXDC = ﬁ
n n
0 Uied ik Ui-ﬂk\ \ v} y® Vo
3 i+4jk 6"1 ) i+hik ’
i n ;IS
vt Y st~ Uil £y 5 y? <0
i+ jk W + 14i4e
FUYDC = < '
15 -y"
n i+hjk 1+}j-lk\ n
kvtﬂjk ( T » Vi >0
( The -y ‘
n i+ jbrl i+d ik 3 A
”1-&};&.( N R S0
FUZDC = 4 |
u? - ! ~
n i+bik i k=] v
\wH’&jk( ", v 1 W >0

(39)

(40)

(41)

(42)

Equations (40)=(42) are known as tonor-cell advection terms. Their use in Eq.

(39) reduces the accuracy of that equation to first order. In the SOLA-PTS cal=

culations of this study, this first-order solublon is applied ir about 1-2% of

the _omputation cells at any particular time cycle.
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The final step in the solution for the velocity field is to obtain the up-

dated pressures by solving the continuity equation,

g™l =0, (43)

together with the momentum equation

U™ s ™ a0 (44)
This gives

o+l ;
SLVOL, \ Ve%p VoL, 4 ¥ d , (45)

where Eq. (45) has been multiplied by the cell volume VOLijk - lesyjézk to make
it conservative (and therefore symmetric).
Reference 10 describes procedures for solving equations such as Eq. (45),

which may be written in matrix form as
As = h , . (46)

where the vector s represents the unknown pressures pn+l and the matrix A is sym-

metric. These Conjugate Gradient methods are a family of iteration procedures

that attempt to minimize error functionals of the form
- ~T' -~
Ev(i) =(3-8)A'(s ~-8) , (47)

where é is an approximate solution obtained by iteration and s is the actual so-
lution of Eq. (46). E ch integer value of y corresponds to a different member of
the family of solution procedures. It can be shown that these Conjugate Gradient
schemes are the optimum iteration procedures for whichever norm [Eq. (47)] that

{s chosen to test convergence. We choose to employ the Conjugate Residual meth=

od, which corresponds to y = 2,

B8 = (s - DA (g -9 =rr , (48)

16


















In the cold leg we use this model in the planes that include the HPI inlet cells
and in two planes upstream and two downstream of these inlet planes. This pro~-

vides pood shear and buovancy mixing in regions adjacent to the fulet cells with

out extending the k-e-T'2 model to stratified-flow regions of the cold-leg pipe

where it would not be an appropriate model.

1. The € Equation. The Lagrangian equation for € is complicated, not only

by the fact that there are many contributing terms, but also because of the mod-

>
eling differences between the k-¢ schemeS and k-e-T'" s:heme.3’a Therefore, we
will develop the various contri*utions to the Lagrangian equation before writing

the full equation.

The shear-creation terms,
au U U
h L . 4 2 5 » (v9)
p \9x ax, J Ix
m L m

are common to the k and € equations, so these terms are saved in a temporary

array,

n

*EMPijk - ——%15 [(PUPX + PUPX)PUPX + (PUPY + PVPX)PUPY + (PUPZ + PWPX)PUPZ

+ (PVPX + PUPY)PVPX + (PVPY + PVPY)PVPY + (PVPZ + PWPY)PVPZ

+ (PWPX + PUPZ)PWPX + (PWPY + PVPZ)PWPY + (PWPZ + PWPZ)PWPZ]ljk .
(70)

where PUPX, PUPY, etc., are the various shear terms in Eq. (69). For example,

Gx1 DWDX )/st1 " (71)

+

1

t+igk T

and the DWDX terms can represent wall shear or internal fluid shear. In a cell

adjacent to a rigid wall in the increasing x-direction,
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{t n 4 n+l
Pic‘k W
¥ €4 ) uk i
144 jk 8x . (72)
| In |E o (c}kn ) Ivn u¥ ’D
S 2 uiijk Lle 1k
while in a cell away from rigid walls,
Sl p n+l
DX, 44 s (w )/ 6x, (73)

i+l jk tjk i+t °

4
If the computation cell is one in which the k-e-T'z turbulence modell' is

being applied, then Eq. (69) must be modified further. For example, to account

for turbulent vertical buoyant jets in the downcomer, where z and W are parallel

to the jet axis and x and U are normal to that axis, the term ;4 (%%) is re=-
placed by
1 = g 2
—- W k k
T S [1 e (aT/ax)/(aw/ax)] (ax) (74)
n n 4
k DTDX (k )
2
- a0 |1 - A g Lik { LA cowpx, )2, (75)
3 26 z PWPxijk e ijk
ijk ijk
where
'ﬂ“ _Tml TMI
< L i+l ik i ik 1jk 1 ljk
DTDx”k 5 [6)(1_*( - )+ 6x1+§( } (76)
i+}
Mroawy
Likewise, in the HPI injection region the term ;— (3; is replaced by the anala-

W
gous representation for = wv 3;.
The shear=creation terms [Eq. (69)] combine with the buoyancy=-creation terms

in the same manner in the k and € equations [see Eqs. (11) and (12)]. Thus the

temporary array [Eq. (70)] is modified to include these buoyancy terms,
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:

TEMP = TEMP + a (DTDX 8, + DTDY (77)

1k 1 §k > 1 jk g Bt WO

ij 15k 820 °

As with the shear-creation terms, the buoyancy-creation terms must be modified if

the computation cell is one in which the k-e-;rf turbulence model”“ is being ap-
plieds Again considering the turbulent vwertical buoyant jet in the downcomer,
this requires replacing the term - g, % from Eqs. (11) and (12) by the term
-ag, wT' from Eqs. (15) and (16). The turbulent correlation wT' is given by Eq.
(21) with the appropriate shift in the coordinate direction. The approximations
for the partial derivatives are the same as those used in Eq. (74) and will not
be repeated here. A similar modificatior of the buoyancy-creation terms is made

in the HPI region. Notice that it is only through the buoyancy-creation terms

—_— —

that the T'2 part of the k-e-T'2 model is effective. In buoyant-jet regions the

T'2 contribution to Eq. (21) is often dominant.

In stably stratified thermal reglons, the buoyancy "creation” terms actually
reduce k and €. We have already mentioned che fact that in those regions of the
cold leg pipe away from the HPI inlet, we set the buoyancy-creation term to zero
in the € equation but not in the k equation because experimental data of Refer-
ence 6 are best predicted for this modeling of the k-e approach. We have also
found in our comparisons with experimental data that it is best to limit the neg-
ative contributions of the buoyancy-creation terms in stably stratified regions
to be no greater in magnitude than the positive shear-creation terms.

We now turn our attention to the remaining terms in the € equation. The

turbulent diffusion of € is given by

€ - e €. - €
DIFF = —— ul ( 1+1%: ik \ _ - ( ljkh i-ljk) /6""’1
% || Tithik i+ i-4k 1-}

n 2 n n - cn
v fun € geie T Sigk k. (eijk ij-lk) /ays
{ §+1k % jai i j=1k % j-) |

" - " .l
‘ n ijk+l ~ ®igk n ijk " Cigk=1\]/..
| * % = My 3 ozs, 1 (78)
; i jk+} 82, 43 { jk=} %=}
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The values of the turbulent viscosity coefficients at cell boundaries are
obtained by interpolation, e.g.,

)/6xt+) . (79)

n

1 n n
SR (6"14»1“1’Uk + Sxpwyp

i+ jk i+l jk

If the computation cell is one in which the k-c-T'z turbulence modelB’A is being
applied, then Eq. (78) is multiplied by the factor 1.15 (see Appendix A). We al-
80 include a laminar diffusion expression in the ¢ (and k) equatioun; it is only
effective in regions of low-intensfty turbulence. This laminar expression is
similar to Eq. (78) except that the term o, is deleted and the diffusion coeffi-
cents are the constant laminar values.

The creation and decay terms in Eq. (12) [and also Eq. (16), see Appendix A]
include the quantity € as one of their factors. We can make use of this fact to
enhance the stability of the ¢ equation by writing this e factor in time-advanced
form and solving the & equation semi-implicitly. However, stability is only en-
hanced if the sum of the creation and the decay terms is negative. Thus we only

apply the implicit procedure in this case. We define

= = n n
ch = (cl Thdpljk czsuk)/kijk 2 (80)

0, if c4 > 0

g = (81)
1, ifch<co .

Then €LAG, .. = {:21k[1 + (1 - 8)8tch | + SeDIFF}/(1 - 86tcs) (82)

jk

where DIFF includes the laminar and turbulent diffusion contributions.
The advective flux term CPinjk is formed exactly like 'l'l’l.)(”k [Eq. (59)].

Likewise the Tensor Viscosity and FRAM corrections to the ¢ equation,

g " eLAGijk - GteFLxljk/(l - 88tc4) , "

follow the same pattern used for the temperature equation.
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2. The k Equation. The sowution for the turbulence kinetic energy equation

is similar to that of the energy dissipation rate equation. We have already
pointed out the common creation terms and that these are saved in temporary stor-

age to be used in the solution for k i Analogous diffusion terms are also

n
ijk*

used, with o replacing . in Eqs (78). However, in a computation cell in which

k
the k-e-T'2 turbulence model3’4 is used, the resulting diffus-on term is nulti-
plied by the factor 1.32 (see Appendix A). A laminar diffusion expression is
also included in the .otal diffusive contribution to kijk'

As with the € equation, we use a semi-implicit formulation for the solution
to the k equation, in this case by using Eq. (6) to express the dissipation rate
in terms of k. This has the added advantage of solving the k and € equations at
the same time level since the time-advanced value for € is not used in che k

equation. That equation is then written

n n

n »
KLAG, o = [k1jk + St(DIFF + TEMPijk)]/(l . Gtcupkljk/uTijk) A (84)
and with the advection terms,
= n n
ke = KLAG, 6thinjk/(l + Gtcupkljk/uTijk) - (85)

The changes in eijk' Eq. (83), and kij

magnitudes during any time cyclc as a means of stabilizing these equations. The

K Eqs (85), are limited to 25% of their

same Tensor Viscositys and FRAM9 procedures as used for the temperature field are
applied here.

3. The T'2 Equation. The‘;ri equations are similar in form to the tempera-

ture equations, ‘qs. (54), (57), and (59-68), except for the addition of produc-

tion and decay terms. We write the Lagrangian equation for T'

TPSLAG, . = rps';jk + 8t [(STXR - STXL)/8xs, + (STYF - STYA)/8ys |

jk

+ (STZT - STZB)/8zs, + PROD = DECAY] . (86)

The STXR, STXL, STYF, STYA, STZT, and STZB terms are diffusive fluxes as in Eq.

(54), but unlike that equation these terms are zero at rigid walls since we do
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not account for the flux of T'z into walls. These diffusive flux terms are a.so
zero at the boundary between regions where the k-g model5 and k-e~T' modelJ’a

are used. [Equation (86) and those following are only solved in regions where

tle k-e-T'z model is applied, of course.]

This form works well in the cold leg and the downcomer regions but in one
case has led to excessive diffusion in the lower plenum. The coefficient op is
large in the lower plenum region because of the turbulent shear creation that re-
sults from fluid flowing under the core-barrel wall and then rising in the core.
When these large values of Op are increased further by the factor 1.44 in Eq.

(87), they have in the one case mentioned caused a diffusive instability in the

e

T'2 equation that grew exporentially with time. This can be cured by reducing
the time step in the problem, but instead we have chosen to arbitrarily reduce
the coefficient 1.44 in the lower plenum region. This allows us tc compute more

efficiently without sacrificing any important physical effects since it only ap-

——

plies in the T'2 equation. While the diffusion coefficients in Eqs. (5) and (17)
appear quite different, it is shown in Appendix A that both have the same form
and differ only by a constant multiplier. Thus STXR in Eq. (86) can be ex~-

pressed

n
o, n

T TPS - rps”
SOXE = ]obk —S2EE i+l£k ik \ .
P X144}

(87)

The production term involves a temperature gradient normal to the axis of
the buoyant jet in the mixing plane. In the downcomer this is an azimuthal gra=

dient, which we write

ey Tf:ijk B szi T:;: - T?fiik
D’l‘l))(ijk -3 6x1_§ ( leﬂ )+ 6xi+§ ( 6"1-} ) /6)(53l . (88)
The production term is then
2, ntly2, atl
PROD = 0.33(Droxijk) (kijk) /‘1jk . (89)
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The decay of ;:7 is expressed

- m+l n n+l
DECAY = 1.2> e”k Tpsijk/kljk . (90)

With these formulations we need only specify the advection terms in order to

——

complete the first step of the T'z solution, which is

TPS = TPSLAG o TPSFLX1 (91)

ik i jk &

These advective fluxes have the same form as the temperature flux TFinjk in Eq.

(59) and are not repeated here. Likewise the Tensor Viscosltya and FRAM9 proce-

dures correspond to those of the temperature field and are not repeated.

IV. EXPE# IMENTAL COMPARISONS

A series of experiments have been performed by Creare, Inc.ll to examine
fluid-thermal mixing in a cold leg and a 90° sector of an unwrapped downcomer at
1/5th scale. Figure | shows an elevation view of the cold leg and a planar view
of the downcomer from the experimental report.ll Attached to the cold leg are a
number of high-pressure-injection (HPI) ports that were used in various experi-
ments to supply cold water to the system, which was initially filled with warm
water., Warm water is continually supplied to the system through the riser sec-
tion shown at the left of the cold leg in the figure. Thermocouples were located
at various positions in the cold leg and downcomer to measure the transient tem-
perature variation that results from the mixing of these fluids.

We have performed SOLA-PTS calculations in a geometry similar to the Creare
configuration. The principal differences are that in the calculations the cold
leg is represented as a square duct rather than a round pipe, the vertical .inlet
section of the cold leg is not included, and a 30° horizontal bend in the cold
leg (not shown in the figure) is represented by a flow-resistance. We do include
the hot leg obstacle and the downcomer expansion in the numerical study. This
downcomer expansion is an indention in the vessel wall that extends from the
bottom of the downcomer to the lower of the two horizontal lines below the cold

leg in Fig. | and over the full width of the downcomer.

28



We present comparisons with two of the Creare experiments, runs 50 and 5l.
Run 50 is a zero-loop~flow experiment, while in run 51 the ratio of loop to HPI
flow rates is approximately 2. In both cases the HPI injection was through the
pipe angled at 60® with the horizontal and closest to the downcomer in Fig. 1.
The total number of computation cells in these calculations is 7557, of which
3977 are fluid cells and the rest boundary cells. The calculation of Creare
experiment 50 to 100 s required 104 minutes of computer time on the Cray-l
computer, while the calculation of experiment 51 to the same time required 89

minutes.

A Creare Experiment 51

We make comparisons with run 51 first. Table IV lists the experimental
inittal conditions for this experiment. The thermocouple locations listed in
Table IV correspond to those shown in Fig. 1.

In the calculation the initial fluid temperature in the cold legs and down=
comer is uniform at 147.9°F, and the fluid is at rest. At time zerc the loop and
HPI flows are initfated. This procedure differs from the experimental one in
that a steady loop flow was present in the cold leg at the time of HP1 {nitiation
in the experiments. This difference may account for the only serious discrepancy
between the calculated and experimental measurements, which exists at the HPI in-
let.

Figures 2-8 show the calculated velocity vector and temperature contour
plots for run 51 at a time of 100 seconds after HPI initiation. A velocity plot

in a vertical cut through the centerline of the cold leg is shown in Fig. 2.

TABLE 1V
INITIAL CONDITIONS FOR CREARE RUN 51

Loop flow rate 4,00 gpm
HPI flow rate 2.14 gpm
Froude number 0,053
Loop flow temperature, TC 30 147 .34°F
HP1 temperature 62.00°F
Cold leg bottom temperature, TC | 149,29°F
Vessel=wall temperature, TC 7 148 ,45°F
Vessel-wall temperature, TC 12 147 .56°F
Core=barrel wall temperature, TC 8 147 .69°F
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This plot shows the WPI injection region about nidway in the cold leg. There is

\
|
a cold=fluld layer flowing from this region to the downcomer along the bottom of 1
E the cold leg and a much weaker counterflowing warm layer at the top of the cold |
leg. Conversely, upstream from the HPI fnlet there is a circulating flow with a
3 weak cold layer on the bottom and a strong warm layer on top. These flow distri-
butions reflect the effect of loop flow in the cold leg.

As the flow from the cold leg enters the downcomer, it impacts on the core
barrel wall and greater flow velocities develop on this surface than on the ves=
sel wall. This radial velocity gradient is accentuated when the vertical flow

reaches the downcomer expansions. In the lower plenum region the fluid flows un=

1 der the core barrel wall and rises to exit at the top of the core region. The
l flow out of this surface exactly balances the HPI and loop flows into the sys-
| tem. Indeed the purpose of including a core region in these calculations is to
‘ locate the outflow boundary far away from the dynamics of interest in the down-
‘ comer and cold leg so that the influence of this boundary flow will be negligi-
| ble. This core region has been coarsely noded and made shorter than the down=
‘ comer in order to reduce the number of computation cells. The finest noding in
{ the calculation is across the downcomer gap and in the cold leg near the down=-
| comer junction.

Figures 3 and 4 are veloncity plots in horizontal planes through the bottom

] and top of the cold leg, respectively. In Fig. 3 we can see the rc ;ion of impact
of the HPI flow on the bottom of the cold leg and the spreading upstream and

‘ downstream. We also see that when the fluid impacts on the core-barrel wall, it

! spreads along that surface and produces small recirculation regions on each side

of the cold leg flow. The empty region on the right side of the downcomer is the

hot leg obstacle. Figure 4 shows that azimuthally flowing fluid is entrained in-

to the top of the cold leg to form a weak countercurrent flow up to the HPI re-

. glons A much stronger flow exists upstream from the HPI inlet bringing loop flow

E toward the downcomer. Notice that this fluid flows around the incoming HPL jet.
Figures 5 and 6 show velocity plots in vertical planes parallel and ad jacent

to the core-barrel and vessel walls, respectively. Actually, the plane shown in

Fige 6 is ad jacent to the vessel wall only in the upper part of the downcouner;

below the downcomer expansion region this vertical plane is displaced about

1.5 em from the vessel wall. The blank region in the upper right in the figure

{s the hot leg obstacle. From the placement of this obstacle one can see by com=

paring with Fig. | that the calculational and experimental geouwetries are re-

versed azimuthally.

f |
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The arrangenent of the velocity vectors in Figs. 5 and 6 shows that the flow
circulation in the downcomer diverts the falling cold fluid from the hot leg side
with displaced warm water rising under the hot leg. The comparison of calculated
and experimental temperatures shown helow demonstrates a simflar trend in the ex-
perimental data. Notice that the converging lateral flows in Fig. 6 tend to nar-
row the cold fluld region below the cold=leg outlet. Conversely, the flow on the
core-barrel side in Fig. 5 spreads below the cold-leg outlet due to the impaction
on this wall.

Figures 7 and 8 show temperature contour plots in the same vertical planes
as the velocity plots of Figs. 5 and 6. The displacement of the cold fluid away
from the hot leg side that was noted above is evident here. The cold fluid re-
glon 1Is quite broad and extends to the bottom of the downcomer in Fig. 7 on the
core barrel wall, but on the vessel side, Fig. 8, the cold fluid region is nar-
rower and shorter. The mixing of warm recirculating water with the cold water
plume on the vessel side seen in Fig. 6 has greatly reduced the penetration of
that plume. In the transient temperature plots below, we will see this tempera=-
ture difference between the core-barrel and vessel walls.

The transient temperature comparisons between calculation and experiment for
Creare run 51'1 are shown in Figs. 9-34, The Creare data shown in these plots
were digitized from the Creare report.ll In each plot an insert shows the posi-
tion of the sensor relative to an elevation sketch of the facility and the Creare
sensor location is listed on the vertical legend; to determine the position of
these sensors relative to the cold leg centerline, see Fig. 1.

A series of these transient temperature plots showing comparisons between
the calculation and the experiment at positions at or near the bottom of the cold
leg are shown in Figs. 9=13. The calculated temperatures are in excellent agree-
ment with experimest in all cases except Fig. 10, which shows the teuperature im=
mediately below the HPL inlet. The calculated temperature there is approximately
20°F colder than the experimental measurement, indicating less mixing between the
HPT and loop flows than actually occurred at this location. Indeed, we saw in
Figs 4 that the loop flow splits at the HPI inlet to flow around the inlet jet.
This behavior may result from the nature of the initial conditions in the calcu=~
lations, in which the HPI and loop flows were initiated simultaneously. The good
agreement with experiment at the other locations indicates that the turbulence

model is producing the proper mixing in the neighborhood of the jet.
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The series of temperature plots in Figs. 14~18 show comparisons of the cal-
culated results with temperatures measured on a thermocouple rake that spanned
the cold leg height in the Creare experiment. The calculated temperatures shown
in these plots were obtained by interpolation using an area weighting that re-
lated the square cross section of the cold-leg duct to the round experimental
pipe. The comparison with experiment is good in 21l cases. Notice in Figs. l4
and 15 that the initial temperature was several degrees colder than in the exper-
iment. This reflects the initial temperature variation in the experiment as con=
trasted with the assumed uniform initial temperature in the calculations.

Figures 19-23 show temperature comparisons along an azimuthal line on the
vessel wall directly below the cold=leg junction (see Fig. 1). The Creare datall
show large temperature oscillations in Figs. 21 and 22 and lesser fluctuations in
the other figures. These oscillations probably reflect turbulent fluctuations in
momentum and temperature in this low-pressure flow-separation region below the
lip of the cold leg. The details of the turbulent motions cannot be computed in
the calculations, but their effects are included in an average sense by the tur-
bulence model. However, the calculations do capture the most macroscopic oscil-
lations, which correspond to transient flow reversals in this part of the down=
comer. Both the calculation and the experiment show an asymmetry in the cooling,
with greater cooling occurring on the side opposite the hot-leg obstacle. In=
deed, the fluid is cooler at thermocouple 27 than at thermocouple 7, which is lo-
cated directly below the centerline of the cold leg.

The temperature varifations on the core=barrel wall at approximately the same
elevation as the vessel-wall data of Figs. 19-23 are shown in Figs. 24-26. These
results differ markedly from those on the vessel wall. There is a greater
spreading of the cold fluid on the core=barrel wall and a more uniform tempera=-
ture decay rate. The experimental profile in Fig. 24 shows some large tempera-
ture fluctuations, which are probably related to the fact that this thermocouple
is near the boundary between the cold and warm fluids. Both the calculation and
the experiment show a similar asymmetry in the cooling pattern to that seen on
the vessel side.

Figures 27-29 show the temperature comparisons along an azimuthal line on
the vessel wall in the expanded region of the downcouer, and Fig. 30 shows the
corresponding temperature on the core-barrel wall. The vessel-wall temperatures
from both calculation and experiment exhibit less fluctuation than was seen in

Figs. 19-23, probably because of the sheltering effect of the step in the vessel
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wall (see Fig. 2). However, these vessel-wall plots do show the azimuthal asym-
metry in temperature seen above. The calculated temperatures are in excellent
agreement with the data on both the vessel=- and core-barrel-wall sides.

Another group of temperature plots along an azimuthal line on the vessel
wall and a plot at a corresponding elevation on the core-barrel wall are shown in
Figs. 31-34. The trends here are very similar to those seen in Figs. 27=30. On
the vessel side the experimental temperature fluctuations are small in amp litude,
there is an asymmetry in the plots with the colder fluid on the side opposite the
hot leg, and the calculated and experimental temperatures are in excellent agree-
ment. On the core-barrel side, the calculated temperature is in good agreement
with experiment at late times but about 5°F cooler at early times. The experi=-
mental temperatures show little variation across the downcomer gap at this eleva-

tion, as can be seen from Figs. 32 and 34.

Be Creare Experiment 50

The results presented above for experiment 51 demonstrate the capability of
the SOLA-PTS code in modeling the fluid-thermal interactions that develop in the
cold leg and downcomer when there is significant loop flow. The agreement with
experiment was good, not only with regard to the transient temperature variation
along the centerline of the cold leg and its projection in the downcomer, but al-
so with regard to the azimuthal asymmetries in temperature. We now turn to ex-
periment 50, which is a zero-loop=flow experiment. Buoyancy effects play a more

important role in this application, ~o ii should provide a good test of the

k—c-T'z turbulence model. Table V gives the experimental initial condition for
experiment 50,

In the calculations the initizl fluid temperature in the cold leg and
downcomer is uniform at 149.9°F, so we can see from Table V that there will be
some initial temperature differences between the calculation and the experiment.
At time zero begin the injection of HPI flow into the stagnant fluid in the
downcomer.

Figures 35-41 show velocity-vector and temperature-contour plots at a time
of 00 seconds, which corresponds to the termination of the calculation. Figure
35 is a velocity plot in a vertical cut through the centerline of the cold leg
showing flow in the cold leg, downcomer, lower plenum, and core. This plot shows
a4 stronger countercurrent .low in the cold leg between the HPI region and the

downcomer than was seen in the corresponding loop flow plot, Fig. 2. However,
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TABLE V

INITIAL CONDITIONS FOR CREARE RUN 50

Loop flow rate 0 gpm
HPI flow rate 4.00 gpm
Froude number 0.106
HPI temperature 04.00°F
Cold leg bottom temperature, TC | 151.98°F
Vessel-wall tenmperature, TC 7 149.39°F
Vessel-wall teaperature, TC 12 149,26°F
Core-barrel-wall temperature, TC 8 149,52°F

upstream from the HPI inlet the circulation is weaker than in Fig. 2, because of
the lack of loop flow. The flow from the cold leg impacts on the core-barrel
wall and there is a strong velocitv gradient across the downcomer gap. The flow
in this vertical plane comes almost to rest midway down the downcomer. We will
see in some of the plots presented below that the reason for this is that the
cold=water plume has shifted further to the side away from the hot leg at this
particular time in the transient. As a result of this azimuthal shift in the
plume location, which begins at about t = 70 s, there is an apparent divergence
between calculated and experimental temperatures in the lower part of the
downcomer at late times. t actually corresponds to a lateral shift in the cal-
culated plume location relative to the experimental one.

Velocity plots in horizontal planes through the bottom and top of the cold
leg, respectively, are shown in Figs. 36 and 37. In Fig. 36 we see the effect of
the impact of the HPI jet on the bottom of the cold leg and the spreading of this
cold fluid upstream and downstream. When this cold stream enters the downcomer,
the velocity vectors indicate a turn away from the hot-leg obstacle, which oc=-
cupies the blank region on the right in the plot. At the tcp of the cold leg,
Fige 37, the returning warm fluid enters from the hot-leg side and is entrained
into the cold leg. This fluid flows back to the HPI inlet region where it mixes
with that cold fluid and with the fluid that is circulating upstream from the HPI
inlet.

Figures 38 and 39 are velocity=-vector plots in vertical planes parallel and
ad jacent to the core barrel and vessel walls, respectively. (As discussed above

the vessel-wall plot is only immediately ad jacent to that wall above the down=
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comer expansion.) As these plots show, there is a displacement of the cold fluid
plume to the side away from the hot-leg obstacle at this time in the transient.
This is why Fig. 35, waich {s in a vertical plane through the cold-leg center-
line, shows an almost stagnant velocity field in the lower part of the down-
comer. It also explains why some of the calculated temperatures in the downcomer
rise at late times in the transient-temperature plots shown below. At that time
the locations at which those temperatures are neasured are outside of the cold
fluid stream.

Temperature contour plots in these same vertical planes ad jacent to the
core-barrel and vessel walls are shown in Figs. 40 and 41. These plots show the
same azimuthal displacement seen in the velocity plots in Figs. 38 and 39. The
temperature plot on the vessel wall, Fig. 41, shows a narrower plume than that on
the core-barrel wall in Fig. 40. However, the vessel=-wall plume does penetrate
to the bottom of the downcomer, unlike the loop-flow case shown in Fig. 8. Also
this plume is colder than that of Fig. 8.

Some comparisons between calculated and experimertal temperatures at or near
the bottom of the cold leg for Creare run 50 are shown in Figs. 42-46. The cal-
culated temperatures are in very good agreement with experiments for these ther=
mocouples. In particular this is true at thermocouple 34, Fig. 43, which is lo-
cated directly under the HPI inlet. This is in contrast to Figs. 10, which showed
poor agreement at this location for Creare run 51 with loop flow.

The calculated temperature curves in Figs. 42-46 show a drop in temperature
at about 6U s that does not appear in the experimental curves. This temperature
drop appears to be related to the cooling of the fluid that is circulating in the
reglon upstream from the HPI inlet. Recall that the vertical inlet section to
the cold leg, froa which warm water is supplied to the system in the Creare ex-
periments (Fig. 1), is not included in the calculation. The cold-leg duct up-
stream from the HPI inlet is closed at the position where the vertical inlet sec~-
tion begins, Thus any cold fluid that splashes upstream along the bottom of the
cold-leg duct gives rise to a circulation in that region and a cooling of this
upstream fluide As a result of the circulating flow, this upstream fluid mixes
with the HPI water at the top of the duct (Fig. 2). It requires about 50 or 60 s
for this upstream mixing fluid to show an appreciable cooling at the top of the
duct, and this time interval is consistent with the temperature drop seen in the
calculated temperatures of Figs. 42-46., This same phenomenon would not be seen

at this time in the experiments because the cold water that flows upstream along
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the bottom of the cold-leg pipe would fill the vertical inlet pipe displacing
warm water that would flow back along the top of the cold-leg pipe to mix with
the HPI fluid. Reference 12, which makes comparisons of SOLA-PTS calculations
with Creare test 50 for 200 s using an earlier version of the code, shows that
once this temperature discrepancy between calculation and experiment develops, it
is maintained throughout the calculation.

Figures 47-51 show temperature transients measured in the experiment on the
thermocouple rake that spans the cold leg just upstream of the junction with the
downconer. The calculation is in good agreement with the experiment at the bot-
tom and top of the cold leg, but there is a large discrepancy at the center.
Thermocouple 3 in the middle of the cold leg shows a colder trend in the calcula-
tion than in the experiment, indicating that the cold fluid layer is thicker in
the calculation. This thicker cold layer in the calculations is probably the re-
sult of excluding the riser section of the cold leg pipe. As indicated above,
this leads to an accumulation of cool water upstream from the HPI inlet and the
mixing of this cool water with the HPI fluid. This produces a thicker cold layer
downstream from the HPI inlet. The large oscillations in the experimental ten=
perature profile in Fig. 49 indicate that thermocouple 3 is close to the boundary
between the hot and cold fluids during the early stages of the transient.

A series of temperature transients along an azimuthal line on the vessel
wall just below the cold leg outlet is shown in Figs. 5.-56. As with experiment
51, these plots show an azimuthal asymmetry, with the coldest fluid and the
greatest temperature fluctuations occurring on the side opposite the hot leg
obstacle. This is true in both the calculation and the experiment. The large
temperature oscillations in this region result from the turbulent nature of the
flow in this low-pressure regfon below the cold-leg lip. The calculations do not
resolve the short time period osclllations seen in the experimental data, but
they include these in an average sense through the turbulent=-nixing model.

Temperature plots along an azimuthal line on the core-barrel side at about
the same elevation as Figs. 52-56 are shown in Figs. 57-59. These temperatures
on the core barrel wall show less fluctuation and greater cooling than on the
vessel wall side. The experimental data in Fig. 57 show some large-amplitude os=
cillations, but these are probably related to the fact that this thermocouple is
very close to the buundary ui the cold plume on the core-barrel wall.

Notice that the calculated tenperatures in Figs. 56 and 59 show a greater

decrease in temperature after 70 s than occurs at the other locations along these
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azimuthal lines on the vessel and core-barrel walls. These asymmetries are re-
lated to the displacement of the cold water stream to the side opposite the hot
leg seen in Figs. 38-41. The experimental results do not show as great a tend-
ency toward asymmetry. Thus, while the calculations continue to predict approxi-
mately the same minimum temperature on these walls as the experiment, the loca-
tion of this minimum is shifted azimuthally relative to the experiment at late
times.

Temperature plots along an azimuthal line on the vessel wall below the down-
comer expansion are shown in Figs. 60-62, and a corresponding plot at about the
same elevation on the core-barrel wall is shown in Fig. 63 (see Fig. 1). Figure
63 shows a departure of the calculated from the experimental temperatures at late
times that results from the azimuthal shift of the calculated cold-water plunme
discussed above.

Another series of plots of temperatures on the vessel wall lower in the
downcomer are shown in Figs. 64-66, and a corresponding plot at about the same
elevation on the core-barrel wall is presented in Fig. 67. The latter figure
shows an increase in temperature in the caleculation after 55 s as a result of
this lateral shift in the cold=-water plume that we have been discussing.

In addition to the experimental comparisons presented in this section, the
SOLA=PTS code has been tested by comparisons with an analytic solution to the
laminar thermai-hydraulic entry-length problem and by comparison with experimen=-
tal measurements of turbulent flow between parallel plates.13

The interested reader is also referred to Reference 14 for an application of

the SOLA-PTS code to plant-specific accident scenarios.
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APPENDIX A
COMPARISON OF THE TURBULENCE MODELS

For the same conditions considered in the text, in which x and U are paral-
lel to the jet axis and y and V are normal to that axis in the mixing plane, we
compare in Table A-1 the magnitude and form of affected terms using the k-¢
modelS and k-:—T'Z model.l’“

Consider the coefficients of the diffusion terms first, since they appear in
all of the equations. These reduce in both models to a numerical coefficient

times the quantity kz/e. A comparisoa of these numerical coefficients shows that

————

the use of the k-c-T'z nodel results in increases in the magnitudes of these dif=-
fusion terms by 84% in the thermal energy equation, 30%Z in the turbuleat energy
equation, and 15% in the turbulent-energy decay-rate equation. Replacing the

]
bracket term of the monmentum-equation diffusirn coefficient in the k-e=T'" model

-t

by unity results in a 20X increase in the momentum diffusion with the k=-e-T'
models However, the bracket term will generally be greater than unity in the
buoyant jet since 3T/dy and 3U/3y should have the same sign.

The same relationship that holds between the two models in the momentun

ditfusion coefficients applies to the shear-creation coefficients in the k and €

equations. The use of the k-e~T'" model results in a 202 increase in this coef-
ficlent by virtue of the terms outside of the bracket and a further increase due

to the bracket term.

The buoyancy=-creation term of the k and € equations shows the greatest de

e

parture of the k-c-T'z model from the k~e model. It is through this term that
the fluctuating temperature field affects the turbulent mixing of momentum and

energy. Indeed we find that the third term in the bracket, the ternm proportional

to T'z, is generally the dominant buoyancy=-creation term and usually contributes

to an increase in the levels of k and € for both stable and unstable temperature

fields [see Eq. (12)]. The success of the k=e=T'" model in simulations of buoy=
ant-jet flow indicates that a substantial part of the fluctuating energy resides

in the temperature field. However, the presence of this term indicates that the

k-:-;ri model Is not likely to produce good results in stratified pipe flow where
it is observed that the turbulence energy is generally suppressed in a stable
temperature fleld.6

The decay terms are identical i{n the k=¢ and the k=e=T'“ models.
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TABLE A-1

COMPARISON OF THE TERMS

k-¢ Model®

Kinematic Diffusion Coefficients

k=e~T'% Model®

2 1 ~¢ 2 2
k 0 v 1k ] k
Momentum Eq. =" g il L E; - ag(3T/3y)/(3u/3y) | =
2 -
k ] v k
Thermal Energy Eq. cu : o e
¢ 2 ——e
u k 2 k
k Eq. ;"E_ Ck v €
k
c 2 —
uk 2 k
€ Eq. 3l Ce Y 2
3
—— 4
2 k
' —
T'" Eq. o Cr e
Shear-Creation Coefficients
2 1l -c., 2 2
k_ 0\ v_ l o B ] k_
k, € Eqs. - ( ¢ )k 1 e € ag(3T/3y)/(3U/3y) -

Buoyancy~Creation Terms

2
L S ¢ e LK. 53T ey - 3
k, € Eqs. e %8 3y ag e € I uv 3y vT'(1 chl) 3y
.o
-(1 chl)as T ]
Decay Terms
k Eq. at -g
2 2
£ £
¢ k. b 1 & ek

Arhe values of the coefficients are given in Table I.
The values of the coefficients are given in Table I1II.
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APPENDIX B
RUNNING A PROBLEM WITH SOLA-PTS

A problem input file and a problem update file are needed to compute with
SOLA=PTS. The input file contains information needed to generate a mesh and to
set initial conditions. The problem update file is used to prescribe the
boundary conditions for the problem.

Table B=~I shows a typical input file for SOLA-PTS. Information is supplied
to the code through a namelist file called XPUT, as indicated on the first line
in Table B-I. All of the quantities in the file XPUT have default values that
are listed in the suhroutine RINPUT. Thus, one only needs to specify in the in-
put file those variables that have values different from the default values.

Line 2 in Table B-I contains the problem indentifiers JNM and NAME, which
are included in the headings and titles of the printed and plotted output. Lines
3 and 4 contain information that is specific to this problem. EPSI is the ini-
tial value of the convergence criterion in the pressure {teration, and DELT is
the initial value of the time increment. These quantites are automatically ad-
justed within the code in such a way as to maximize efficiency without compromis-
ing accuracy. EPSI is reduced by 5% in each cycie for which the number of itera-
tions is less than 25, until the normal operating value 10‘“ is reached. DELT is
increased by 5Z each cycle unless limited by the Courant stability limit,

st < 0.75 (|5%. | 19%) (B-1)

max *

or by a diffusfonal stability limit. The term TI is the initial temperature in
the system, while TO is the reference temperature in the Bousinesq term in the
momentum equation. The variables PLTDT, TDDT, T.FIN, and VELMX control output
from the calculation. PLTDT {s the time interval between plots, TDDT is the in-
terval between tape dumps, and TWFIN is the time when the problem will end.
These quantities arc specified in problem time units. (We do not usually gener-
ate printed output, so the time interval hetween prints PRTDT has a large default
value.) Finally, VELMX is a scaling factor for the velocity vectors.

Lines 6-19 in Table B~1 are concerned with the mesh generation for the prob-
lem. The procedure for generating meshes in SOLA-PTS is to bufld large meshes

from a series of submeshes. In the example the number of submeshes in the
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x~direction 1s NKX = 3. The first of these submeshes extends from XL(1l) = 0. to
¥L(2) = 19.5112, with the minimum cell size in this interval occurring at XC(1) =
16.9792. The minimum &8x in this interval {s DXMN(1l) = 2.532, and there are
NXL(1) = 6 cells on the left of XC(1) and NXR (1) = 1 cell on the right of

XC(1). Using this information the mesh generator builds cells from the minimum
values bordering XC(1) and increasing in size quadratically from this point. The
result of this exercise is to build a submesh of seven cells in the x-direction
with cell boundaries at 0.0, 3.1277, 6.1363, 9.0257, 11.7961, 14.4472, 16.9792,
and 19.5112.

The next submesh in the x-direction extends from XL(2) = 19.5112 to XL(3) =
44.29, with the smallest mesh cells centered at XC(2) = 24,.5752. There are
NXL(2) = 2 cells to the left of XC(2) and NXR(2) = 7 cells to the right. The
minimum cell size in this region is DXMN(2) = 2.532. Notice that in this subre-
gion the spacing from XL(2) te XC(2) has been chosen to be twice the minimum cell
size, 2.532. The cell to the right of XC(2) will also have this minimum size, as
did the last two cells in the first x submesh. Thus five cells in a row have been
given a uniform size of 2.532. These five cells span the cold leg, a region
where relatively fine resolution is needed and where uriform cell size is prefer-
red. The cell size increases in both directions away from the cold leg, with the
miatmum cell size in the third x submesh DXMN(3) = 3.685.

The y and z submeshes are constructed in the same manner. There are NKY = 4
submeshes in the y-direction and NKZ = 2 submeshes in the z-direction. These are
formulated to maximize resolution across the downcomer gap and in the cold leg,
with a coarser grid elsewhere.

Lines 20-27 in Table B-=I provide information that controls the graphics out=-
put. The velocity plots are prescribed through the quantities IVli(n), IV2(n),
JV1(n), JV2(n), KVl(n), and KV2(n) on lines 21-23. The coordinate reference is
in terms of mesh cells. For example, for the first velocity plot IVI(l) = 9,
v2(1) = 9, JVi(l) = 2, JV2(1) = 99, KVI(l) = 2, and KV2(1) = 99. This indicates
that the plot is over a constant I plane, I = 9, and covers the full range of
fluid cells in the J- and K-directions, the value 99 indicating the upper limit.
This same procedure holds for the contour plots, using the information on lines
24=26.

Table B-II shows a problem update file in which quantities that are peculiar
to a specific study are specified. These are primarily boundary conditions.

Line 3 of Table B-IT indentifies the amount of storage required for the three=
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dimensional arrays, in this cas> 741000 vords. To determine this value, one can

start a calculation using 1 larye tentative value for IBASC but stop it early in
subroutine SOLA. The value of the quantity NCR? in menory at that time is the
mistmum value of IBASC foc the problem. While the calculation is stopped at this
point, it {35 convenlent to inspect other variables. For example, RIJK is the
reciprocal of the total number of fluid cells in the study, exclusive of boundary
cells. One can also examine itz mesh that has been generated for the problem at
this time by dfsplaying the film f le PLOY.

The paraseter TJMX on line 5 must save a ainimum value that is 6 times the
maximm of IMAX x JMAX, IMAX x KMAX, or JMAX x KMAX, where IMAX, JMAX, and KMAX
are the total number of celis in each of the coordinate directions, including
boundary cells. ¥or the example of Table B-I,

3
MAY = § [NXL(n) 4 NXR(nr)] + 2 = 22 ,
n=i

4
JMAX = J [NYL(n) * NYX(n)] + 2 = 42 , and
n=1

2
KMAX = § [NZL(n) + JZR(nj] + 2 = 33 .
© sl

Thus the minimum value of L™X is 8316 (6 x JMAX x KMAYX). The parameters IKP100
and IKP200 on lines 7 and 9 have the values )

[KP100 = IMAX x KMAX + 100 and

IKP20uU = THAX x KMAX + 200 .

Lines 10=27 in Table B=~I{ supply *he boundary conditions at the HPI inlet.
WINECC 1s the injection velocity of HFI fluid, obtained by dividing the volume
rate of flow by the inlet area. In (hfs particular example, the fluid is in-
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jected through the tops of two cells located at 1 = 9, J = 28 and 29, and K =

24, (These cells lie at the top of the cold leg on the centerline.) The verti-
cal component of velocity at the tops of these cells is set equal to the inlet
velocity on line 18. The HPI injection pipe is angled at 60° to the cold-leg
pipe, so we include a y-component of velocity in the cell above the cold leg,
VINECC = WINECC x cot 60°. This tangential velocity does not cotribute to the
mass flow into the system, but it does affect the flow direction in the cold leg
through the shear stress. This shear stress acting across the wall is limited to
the HPI region; elsewhere a rigid wall boundary condition is applied.

Notice in lines 18-26 of Table B~II that single indexing is used in SOLA-
PTS. The values of these indices are computed in subroutine CALCIJX, which is
called on line 17. The calculation mesh in SOLA-PTS is subdivided into component
meshes, which are distinct from the submeshes described above in the mesh genera-
tion procedure. A component mesh exists for each subregion of the mesh that has
different I and K limits. In the present evample there are three component
meshes, corresponding to the core region, the downcomer, and the cold leg. Sub-
routine CALCLJK computes the indices for cells in each of the component meshes
and for neighbors that may lie across a component mesh boundary.

The index convention used in SOLA-PTS is to refer to cell-centered quanti-
ties or face-centered velocities with the index I[JK. For example, P(IJK) is the
cell=-centered pressure and W(IJK) is the vertical velocity component at the upper
boundary of the celi. The index [JKP is used to access guantities for the cell
above and TJKM for the cell below. The index IMIKP on line 21 refers to the cell
on the left and above.

The variables referred to on lines 18-26 are the vertical component of ve-
locity W, the radial component V, the azlmuthal* component U, the flag function
BETA (by which we identify various types of houndary cells), the turbulent energy
TE, the turbulent energy dissipation rate E, the temperature T%M, and the mean=-
square fluctuating temperature TPS. Setting BETA in the cell above to 1.0 on
line 22 identifies that cell as a prescribed inflow cell. Other BETA values are
2.0 for a continuative inflow or outflow cell, 0.0 for an exterior boundary cell,
-1.0 for an interior boundary cell, =2.0 for a heat-conducting boundary cell, and

any number greater than 2.0 for a fluid cell.

*We use the te;;- radial and azimuthal only for orientation purposes, since we
deal with an unwrapped downcomer and compute in Cartesian coordinates.
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The particular values used for T E, and TPS on lines 23, 24, and 26 are

reasonable to use at the HPI inlet, although the interior values of these quanti-
ties are not very sensitive to these boundary values. The temperature on line 13
is the prescribed HPI temperature from the Creare expertment.11

Lines 28-46 specify the loop flow boundary conditions at the end of the cold
leg, which is located at J = 42. Lines 34-37 deal with an aspect cof index cal-
culations that was not encountered in the DO loop above. The call ta IKLIMS4, an
entiy point in the CALCIJK subroutine, is made to calculate for the current value
of J the upper and lower limits in the I- and K- directions, IUL, ILL, KUL, KLL.
These limits are used in the DO loop specifications on lines 35 and 36. The call
to LJKAJCT i{s similar to the call to CALCIJK on line 17 except that instead or
all possible neighbors of cell 1JK, we only need those with one increment dis-
placement each in the I-, J=-, and K-directions.

The ioop flow inlet velocity and temperature, lines 31 and 22, are obtained
from the Creare experiment. The value of BETA in the exterior boundary cells is
set to 1.0 to signify a prescribed inlet boundary. The turbulent kinetic energy
and its dissipation rate in the boundary cells are smaller than at the HPI inlet
corresponding to the smallier Reynolds number of the loop flow, although, as indi-
cated above, these inlet values do not strongly influence the interior turbulent
field.

The Creare experlment11 that is being considered here is one in which the
mass flow rates at the HPI and loop flow inlets are constant. Therefore, the
mass flow rate out through the top of the core is also constant and equal to the
sum of the HPI and loop flow rates. This outflow, as shown on lines 48-53, is at
X level 12 and spans the J planes 2 and 3.

In the rest of the update file shown in Table B-II only the problem-depend-
ent lines from the code are replaced, and these often correspond to the setting
of indices. The reader is therefore assumed to have a copy of the SOLA-PTS com-
pile file avallable in order to interpret the context of the coding in which
these update changes are made.

Lines 54-59 define the cells that will! be occupied by the hot-leg obstacle.
In the Creare experlmentsll the hot leg is represented as a hemispherical cylin-
der at one edge of the downcomer (Fig. 1). 1In the code we approximate the cylin-
drical boundary by a stair-step grid of cells.

The indices that define the cold leg are prescribed on lines 60-63. The
fluid cells in the cold leg extend from J planes 9 - JMl, where JMl = JMAX-1, and
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over I planes 7 - 11 and K planes 20 - 24, I planes 6 and 12 and K planes 19 and
25 are rigid boundary cells (BSTA = -1,0), except at the HPI inlet.

Lines 64-67 define the expansion region In the downcomer (Fig. 1) while
1ines 68-71 set the indices for the core-barrel wall obstacle. The BETA values
for the HPI inlet, the loop flow inlet, and the top of the core are initially set
on lines 72-81. Although these BZTA values are also set in the boundary condi-
tion subroutine BC (see above), they must first be set here so that they will be
available for setting the initial values of the variables in the SETUP subrou-
tine.

The uppar and lower limits on the I and X indices for the three mesh compo=
nents considered in this example are defined on lines 84-86. The first group of
numbers on lines 85 and 86 are I limits, the second group are K limits, and the
third group are the J values that define the mesh components. Consider this
third group of numbers on these two iines. The first numbers in these groups on
lines 85 and 86 are 1 and 3, respectively. This signifies that the first mesh
component extends from J = 1 - 3. The second pair of numbers indicates that the
second mesh component rovers the range J = 4 - 10, and the third pair of numbers
indicates that the final mesh component includes J = 11 - 42. Corresponding to
these values of J the three I limits are 1 - 22, 1 - 22, and 6 - 12, and the
three K limits are 1 - 13, 1 - 33, and 19 - 25.

Lines 87-107 give the locations of the Creare thermocouples. The x-compo-
nents of these sensor locations are listed relative to the value cf x at the cold
leg centerline YCLCL; the y-components are relative to the value of y at the ves-
sel wall YVESWL; and the z-components aie relative to the value of z at the bot-
tom of the cold leg ZBOTCL. These values are listed on line 88. 1In this example
there are 55 sensor locations. Transient temperatures are recorded at these po-
sitions in the course of the calculation and then compared with digitized Creare
datall using a postprocessing routine.

Lines 108-109 specify a J plane at which various measurements of flow para-
meters are made in the cold leg and then printed at regular intervals during a
calculation. The interested reader should inspect this region of the code to
identify these parameters.

The beginning and ending J plares at which the three-equation model of tur-
bulence is applied are specified with lines '10-114. J3EQll and J3EQL2 are the J
limits of the first region in which this model is applied, which includes the

downcomer, lower plenum, and core. The second region includes J planes
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TABLE B-11

PROBLEM UPDATE FILE FOR SOLA-PTS

CIDENT CRERPE
*nsELCcOMl.C

FRRAMETER 'IERscC=g410000
epssLcoml .S

FARRMETER ‘ITJMx=50Lll)
epszLcOoml .y

FRRAMETER ‘IkKF1lUD=E28)
ens=LCcOoml. P

FRRAMETER (IkFc U=
SIS EC.CCr 0%

WINECC=-r

VINECC=U, S,

TINECC=ZE%.6

K=

1=

pa 125 a=c8se9

CALL CALCIJK

WOTIE) SHINECT

VOTJIHF D SUINECC

LI IRPOI=0, U

UlIMIKE=U, 0

EETAR' IJKFI=],U

TELIJKFI=2, 1)

ECIJRFI=1,1

TEM' IJKFI)=TINECC

TEELIJKFI=1. U

125 comNTINUE

&

c SET LOOF FLOW

<
VINL=—1,578
TINL=337.1
J=41

CRLL IFKLIMES
o 135S 1=1LLs 1L
ro 1255 k=KLl kUL
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TABLE B-II (cont.)

CrRLL 1JKEAJCT
LT IR S INL

(S &% 1SS T T
MUTIFK) =D, U
EETARALIJFRFKI=], U
TELIJFKI=0,5
ECIIRKI=0,5
TEMCTIJIFK) =TINL
TP= (1JPKI=1,U
CONT INUE

CONT INUE

—
o
an

nocn

SET ESFECIFIED QUTFLOW AT TOF DOF CORE

ann

VvELDOUT=D, 77941
=12
ro 1ee J=2s 3
SLYEETACAL .S 9
DATA ‘KLOWCIZ sI=19210 7 1915817 ~
DATA ‘KUFPLI)sI=1921) 7 25sc6sc?
Sy FETACAL .9y 43
po 415 Jg=5.8
po 415 1=19:¢21
*Ds EETACAL . D5
ro SO0 Jg=Y9saml
Sy EETACHAL . DS
IF I eGT B AND. 1. LT 12.AND. K. GT,. 19.AND. K.LT.CS) s0 To SO
PDYEETRACAL. oy 9
J=9
po 127 1=y 1ml
ra 127 k=915
SOy EETACAL. =1
J=9
ey EETACAL . 59
po 350 k=SskuL
SDIEETARCAL. 319!
=25
1=9

)

*LsEETACAL. 101
J=4c

*IsEETACAL. 109111
K=13
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o 51 a=¢
po 51 1=
S EETACAL .93

TABLE B-II (cont.)

IF(K.ER.KMAX . AND. J.GT. 3} EETARLIJKI=U,0

eIy CALCIJIK. 13,14
c lelsmslsls

s 1
3 2222212909 Dy 13

Dy SENSORE. P8

1s1 1s1s 1odsllslsls

.
33e25sUs Uy Zel0sd42s s 0 ~

DATA ZEOTCLS YWESHL I XCLCL - 89.97914,1275s20.7772 7
DATA ‘DX L2sL=1:5S) 0,050 UsU, e, Oe0, 011,100, 00, 0y

My e

-11.10s9, 011,100,050, 0s=11.10Us0,Us0, 00, 0s19.S1s11.100
O, 0s0,0e-11.

104, 00,095,549, /79 =C.779=5.54511.10»

3 4. .;.’—"'. 54’-110 l(” 0. 0, (‘. [" U, Us U, U’ 5- 54’-—5' 54’40 0,

4 0,00, 00, 0, 00, 00, 05U, UsU, Us=4,Us~F, Us=3, Uy
S 0,000, 0s0,000,09-94,0 ~

DATA DY L) L=1+55) ~ 11.96511.96511.96511.96511.965 0, 0

1 0.0s=3. 1300, 080,09 95879 .99279=4.13s.95879.95279~4.139.9527>»
E JISET I IS T s ISET I =4, 13,9527 0. 09 952790, 090, Us 0, Ds 0, Us , 9527
3 0.00.952879.95273102.11979.25%956.39933.539-4.139=4,.13s 0. 0»
4 U, 08184.979124,979124.97s124. 970, Us 0, 050, 0: 0, Oy
S N, 000,081, 98s81.98s581.98s0l1.958s00, U0 ~

DATA CDZLDsL=1955) ~U0.4:i92.9996.3399.67912.859-10.13»

TN & oMo

*Ds SENSORE . B2
J=13
*DycETLUPR. 1B 19
Jiepll=1
JIieEpla=9
JIERS1=C6
JIepce=31
*Ds S0OLA. 193
J=4
*LsySOLA.cUls 203
FLOUTJII=SUM
sum=0, 0
J=11
enssOLA.c11s214
FLOuTJl1=sum

=10.139=12.679=10,13s=1.0s=10.239-16.23s-17.50s-16.239-28.9
~30.200=941.63s-54,339-54,.3391-99,33s-55.60s-54,33s 2. Uy

5B, 87 =10.139=-10,139=-10. 13910, 13s-28.23v6. 0s-28.93»
28,930, 0 0, 0s 0,050, 09=12.679=1C.67911.0s=1.0s0.415

Ee 9939, 679 12.85s8. 096, 0011, . Us=1,UsZ. Us. Vs, 41

Ce D999, 6791&.85911.0 ~

)



TABLE B-1I (cont.)

Fun=U. U

o
)

12
124 k=1lc

125 O 49c J=cs 3

1¢e epysoLAm.ccls 23

127 FLOUTKIZ=SuUM

128 sum=U, 0

129 k=17

130 po 498 g=5.8

1321 epssaLm.230

132 FLOUTK L =SuM

132 epssoLAm.CE3

13249 1 » FLOUTJIS FLOUTJI11ly FLOUTKICZY FLOUTKLT

125 epszpm.c59% el

130 1 7H DELT=ElC.S»SM EFSI=ELC.S 91 FLOUTJIY=sELIZ.S»
137 E 10n FLOUTJIL1=3ELIC. Sy 10M FLOUTKIC=+ELIZ.S

138 2 10n FLOUTKIT=sELZ.S)

139 ensTILDE.C36

140 IF(J.ER. 12) VLAG CIIJKISUVLAG(IIK) —1, JE-SODELTO*RAES (UNLIJIK) ) SUNCIIK)
141 1 epDYP (I

198 eDsTILDE. 3729 374

142 k=1

144 Do 00 g=2+3

145 po U0 1=2s1ml

146 ens TILDE, 3739320

147 k=23

143 1=9

149 o FUS g=28.:29

150 epsTILDE. 385

151 J=410

152 ®1sTURE.S1
183 IF J.EC. . AND.EETALIJINP) .LE. U. U} DWUEDF=0,SenuEDF
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zontal lines show the top of an expansion in the lower part of the downcomer.
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Fig. 2.

A velocity vector plot in a vertical plane through the centerline of the
cold leg from a calculation of Creare experiment 51 at 100 s. Included
in the plot are the cold leg, downcomer, lower plenum, and core. The

HPI fluid enters the cold leg where it mixes with the loop flow and then

flows as a stratified layer along the bottom of the cold leg to the
downcomer.
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Fig. 4. A velocity vector plot in a horizontal plane through the top of the cold
leg from a calculation of Creare experiment 51 at 100 s. Fluid flows to-
ward the HP{ inlet from the loop flow entrance at the top of the plot
and as entrained fluid from the downcomer at the bottom.
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A velocity vector plot in a vertical plane parallel and adjacent to the
core barrel wall from a calculation of Creare experiment 51 at 100 s.
The cold fluid from the bottom of the cold leg impacts on this surface,
spreads, and then falls as a plume to the lower plenum. The blank re-
gion at the upper right is the hot leg obstacle.
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A velocity vector plot in a vertical plane paralle

LE 1
vessel wall from a calculation of Creare experiment

recirculating water is entrained into the cecld water
perature is rapidly reduced with depth

downcomer.
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Fig. 7. A temperature contour plot in a vertical plane parallel and adjacent to
the core barrel wall from a calculation of Creare experiment 51 at
100 8. Fluid flows from the cold leg junction to the bottom of the down-
comer along this wall without appreciable warming. The region at the
top of the downcomer is a hot stagnant zone.
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Fig. 8. A temperature contour plot in a vertical plane parallel and adjacent to
the vessel wall from a calculation of Creare experiment 51 at 100 s.
More mixing with warm water occurs here than on the core barrel wall so
the cold water does not penetrate as far into the downcomer.
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Fig. 9. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 33.
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Fig. 10, Comparison between calculated (the datum points) and measured tempera=-
ture at thermocouple 34,
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Fig. 13. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 36.
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Fig. 14. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 1.
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CREARE TEST 51
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Fig. 15. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 2.
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Fig. 16. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 3.
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Fig. 17. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 4.
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Fig. 18. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 5.
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W -

ol 160 - - - : ~ . - -

o 150 ,

o

~J 140 SV N
130 ¢

~ 120t ]

w 110} ]

C; N

W 100 ¢ \ M

:r 93 2 } A

; BO>[J § 4

g - 708

>

W 60 — -

P 0 10 20 30 a0 50 60 7Q B8O 90 100

TIME (SEC)

Fig. 19. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 25.
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Fig. 20. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 26.
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Fig. 21. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 7.
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Fig. 22. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 27,
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Comparison between calculated (the datum points) and measured tempera-
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Fig. 33. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 22,
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A velocity vector plot in a vertical plane through the centerline of
: !

the cold leg from a calculation of Creare experiment 50 at 100 s.
cold water plime in the downcomer has been diverted azimuthally and

thus appear: to stagnate in this vertical cut.




A velocity vector plot in a horizontal plane through the bottom of the

cold leg from a calculation of Creare experiment 50 at 100




here

Fig. 37. A velocity vector plot in a horizontal plane through the top of the
cold leg from a calculation of Creare experiment 50 at 100 s. Azimuth-
ally flowing fluid from the downcomer {s entrained into the cold leg.
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Fig. 38. A velocity vector plot in a vertical plane parallel and adjacent to the
core barrel wall from a calculation of Creare experiment 50 at 100 s.

The cold water plume is experiencing a strong azimuthal displacement at
this time in the transient.



$ . o™ B e @ .
. v L e e e & e s
¢ v o 8w e - e % o % W & &
!-.,,,.---\.\\\'-
'o',I,,,,,\.\\\\
n.,“ll“lss\\\\l
R A I T T T
-.,“‘/,/_-\\\\\\\
. ,'lll,,--\\\\\ ~ .
..'l‘/,,--~\\\\\\\ ~ -
- g% N . %N & \ .
- n ¥ % 8 8 9 . .
¥ T2 el
.I//'/"‘ ¢ &« % 8% % Vv 9N \ \
\ Al
‘/1111»,\.\|l|0\\\
» e S0 ¥ R MR B ' 1
111/'{ L4
.- 1% \ \
‘11’11-“ T B T e
. e d¥FE s WS BN \ \
g
‘jl‘l"‘l".l““‘ \ 1
111“.\\\\\\\\\\\\ \ \
ll‘l‘.ou--\Q\\\\\\ \ 1
xlk\l‘.....““\“ 1 ]
. . T T T T \ \
R
\ ‘l"a—v--..-'c ' \
A
.I‘\\“~*~‘_..-‘-‘-' .

7ig. 39. A velocity vector plot in a vertical plane parallel and adjacent to the
vessel wall from a calculation of Creare experiment 50 at 100 s.
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Fig. 40. A temperature contour plot in a vertical plane parallel and adjacent to
the core barrel wall from a calculation of Creare experiment 50 at

100 8. This plot shows the azimuthal displacement of the cold water
plume.
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Fig. 42. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 33.
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Fig. 43. Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 34,
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Fig. 44, Comparison between calculated (the datum points) and measured tempera-
ture at thermocouple 51.
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Fig. 45. Comparison between calculated (the datum points) and measured tempera-
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ture at thermocouple 8.
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