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Please Note:

information contained in the report is through mid
November, 1995.

Grand Gulf's previous SALP periods were
approximately 16 months, but due to excellent

performance, this SALP period was extended to 24
months.
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L INTRODUCTION |

This report is a review of the strengths and weaknesses we have noted in our
performance for the SALP period beginning February 27, 1994 and extending through
February 24, 1996. The report covers the following areas:

The initial section of the report provides an overview of major themes and activities during
the SALP period.

The next section discusses activities and issues which apply to multiple departments and
SALP functional areas (e.g., outage performance).

The following section summarizes our activities in response to challenges identified by the
previous SALP Board. While the previous SALP report for Grand Gulf contained no
recommendations, the NRC outlined several areas of challenge during the SALP exit
meeting which we have aggressively pursued.

The bulk of the report consists of a detailed performance review by SALP functional area:
Operations, Maintenance, Engineering and Plant Support.

Finally, we have summarized Inspection Report findings, and provided information on
LERs and violations by functional areas.




Grand Gulf began the current SALP period challenged to improve upon the previous
SALP cycle (which was the most successful period in our history) while dealing effectively
with the pressures associated with an increasingly competitive environment.

Recognizing the reality of decreasing resources and the difficulty of sustaining strong
performance over an extended period of time, Grand Gulf management primarily placed
its attention this SALP period on the concept of focusing on what's important. Key areas
of focus included:

Safety: increasing our understanding of what is important to safety, and using that
knowledge to reallocate our resources to activities most important to safety

Complacency: motivating personnel to continuous improvement through challenging
goals and openness to innovation

Personnel error rate: recducing error rate and safety significance associated with
personnel errors (which was an area of concern from the previous SALP cycle)

With one exception, our strategy proved correct. Performance during the current SALP
period equaled, and in many respects exceeded, that achieved in the previous SALP
cycle. Some highlights of note are:

Our personnel error rate has been consistently maintained at low levels of quantity and
safety significance. Concerted attention to this area has resulted in extremely low
personnel error rates compared to the industry as a whole

By all measures, the last refueling outage (RFO7) was the safest in Grand Guif history.
We achieved significant reductions in reportable and non-reportable events and core
damage frequency risk

Grand Gulf has taken the lead industry position in innovative regulatory reform leading
to major opportunities for licensees and the regulator to reallocate resources to more
safety significant activities. These initiatives include Appendix J exemptions/
rulemaking, 10CFR5055a rulemaking, improved technical specifications
implementation, graded QA, advanced reactor source terms and many others.

The fourth consecutive SALP period without a significant safety event.

A fourth consecutive INPO 1’ rating




« A capacity factor in the top quartile of the industry - approximately 84.75% on a three
year average basis.

The increased scram rate stands out as the only major blemish during this period of
consistent strong performance. In retrospect, scram performance is an area of deep
disappointnent to Grand Gulf management because it was not chosen as an explicit area
of focus this SALP period. Had we continued tu apply the same level of attention to trip
critical components and evolutions as was done in the previous SALP period, our scram
performance this period would likely be different.

We also recognize that this period's scram performance tends, by its uniqueness, to
assume an importance in excess of its significance. (And, Grand Gulf actions taken to
investigate and address the issue are likewise somewhat exaggerated due to our
eagerness to resolve the problem.) However, the important performance question is not
whether problems occur, but how well the organization minimizes their safety effect and
corrects the problem. We discuss our thought process in investigating and correcting
scram performance following this overview.

Safety Performance

From a SALP point of view, safety performance is the fundamental indicator of
competence. While no single measure exists, there are a number of measures that, when
taken collectively, provide a comprehensive picture of Grand Gulf's safety performance.

LERs are a good measure of the Yearly LERs

occurrence of safety significant by Performance Group
events. Although not all LERs are
safety significant, the reporting
requirements do ensure that any
safety significant events that do
occur are reported as LERs. For
some time, the total number of LERs
has been on a declining trend at
Grand Gulf. Individual categories of
LERs are either declining or .
remaining at a low level. e " e e

(' Process Parformance @ Personnael Performance O Equipment Performance




Like LERs, not all violations are
safety significant but do tend to
capture safety significant activities. GGNS Violations
More importantly, the mixture

between <cited and non-cited *#]
violations provides information about

the effectiveness of the licensee's

corrective  action program in "] o e i P
identifying deficiencies. At Grand | . S e
Gulf, the total number of violations is

low and continues on a slow ‘| ' o
downtrend. The number of non-cited

violations constitutes an increasingly 1992 1999 1994
large fraction of the total. B Lowel IV mNCY

Escalated enforcement actions are also an indication of the level of safety significance of
a violation. The last level Il violation for Grand Gulf occurred in November, 1988. The
last civil penaity was issued in March, 1985.

Another measure of the safety significance of an event is the NRC's classification of
*significant events” in their quarterly release of performance measures. No such events
have been identified at Grand Gulf for at least the last four SALP periods.

However, Grand Gulf employs a threshold somewhat lower than the NRC's for
determining “significant events”. The only event of this nature during the current SALP
period began in the previous SALP period - the common mode failure concern associated
with slow scram solenoid valves. This event is a good example of a difficult corrective
action problem that was only sulved through persistence and unwillingness to accept an
easy answer. It is discussed in more detail later in this report.

ALARA

Personnel dose trends are a good
indication of sensitivity to the crux of
nuclear plant safety. Grand Gulf dose
measures show a steady downtrend
over an extended period of time
indicating the success of numerous
compieted and ongoing programs to
reduce the plant source term.

Dose
13 = rolling average)




Refueling outage safety
performance also has some
compelling measures associated
with it.

The chart to the right compares
the number of IR's (Incident
Reports - the lower level
document preceding an LER)
and LER's normalized to outage
length. The IR's and LER's
(which capture all potentially
safety significant events during
an outage) show a strong

Outage IR/LER

Chart

Comparison of RF01 through RFO07

Outage Dates | Length | #Rs | #LERs| IRiday | LER/day
RFO1 | 09/05/86 - 12/03/8¢ 88 da 52 20 | 0891 023 |
RFO2 | 11/07/87 - 01 61 da 46 12 | 0784 | 020

L RFO) § | oses| o
RFO4 | 05/30/90 - 11/26/9¢ 57 da 27 9 0474 | 0.8
RFOS | 04/17/92 - 06/09/93 52 do 20 4 0.385 | 0.08
RFO06 | 09/28/93 - 12/04/9] 67 days| 27 8 0403 | 042
RFO7 |04/15/96 - 06/20/99 66 days| 17 2 0267 | 0.03

downtrend attributable to the extensive effort devoted to pre-outage risk management and

contingency planning as well as an ongoing focus on safety as the outage progresses.

Utilizing our shutdown PRA, we
can determine, after completion
of the outage, the relative
average outage risk compared to
previous outages. Extensive use
of the shutdown PRA began prior
to RFOS5. Insights from the PRA
are routinely used to assess an
outage schedule prior to
implementation and to adjust
scheduled activities to reduce
risk. Although disagreement
may exist over the absolute
values and meanings of the core
damage frequency numbers, the
application of a focused outage
management risk program has
resulted in a dramatic lowering of
relative outage risk over an
extended period of time.

Conclusion

Outage Core Damage Frequency

Grand Gulf performance during the current SALP period continues to improve. Major

strides have been made in safety and related performance areas.




Overall, performance meets or exceeds that of the previous SALP period. As in the
previous SALP period, one area of performance merits additional management attention
(scram rate - current SALP period, human performance - previous SALP period) and is
being addressed through detailed assessments and appropriate corrective action.




| NOTABLE SITEWIDEACTVITIES |

The following discussions address issues and activities that cut across multiple
organizational departments at Grand Gulf and cannot be confined to a single SALP
functional area.

Scram Rate

After extensive review of scram root causes and their underlying commonalities, a simple
lesson learned emerged:

Having developed mature organizations and processes, the major challenge
faced by nuclear plant management is the effective oversight and guidance
of organizational focus.

While we would have preferred to avoid the events that led us to this insight, the learning
experience has been valuable and has provided us with a means to effect a fundamental
improvement in the already high level
of Grand Gulf performance.

Automatic Scrams

First, some background.

Historical scram performance shows a P PRSP ] [e  gs  fU R ereL L TR L e
steady downtrend followed by an .
increase in the number of scrams in
1995.

We can also lcok at scram statistics °*

1991 1992 189 1904 1996
on an 18 month SALP period basis
and the more usual three year rolling
average. Each shows a similar behavior.
Automatic Scrams Automatic Scrams
" -—»w-.-—«-———«-»—«,.mh«f —————t e - —— . L - o y
L e ’n + ¢ =
: i **l I il
ol RS '
16 Month SALP Periods

Specifically, the following automatic scrams occurred during the current SALP period:

~3



DESCRIPTION ! ROOT CAUSE

A pinched wire on C11-F110A and a ground | A medification to the ground fault detection circuitry
inserted with implementation of MCP on DC | on 125 VDC Bus 11DA resulted in an increased

3/16/95 A ground existed on the C11-F110A solenoid © 1. Previous corrective actions (unrelated to 11/1/94
due to water intrusion. An additional ground | scram) had not addressec the potential for creating
existed on a RCIC valve motor due to a | grounds during maintenance on DC .
pinched wire. When I&C inserted a halt | 2 The 11R conductor for 1ES1FO18 was
scram during performance of a surveillance a | inadvertently pinched during reinstaliation of the limit
full scram resuited due to the actuation of the ' switch cover, creating what shouki have been a
backup scram valves detectable ground fault.

3. Water, from an external source entered the
: conduit for the 1C11F110A vaive creating a ground
| between the conduit and the sulenoid coil

2 burmed out light bulb in | 1. Equipment faliure / degradation - unidentifiable

7/3/95

H
!
i
:

3
i
:
!

manner in which they were
drainage of the lube oil used in the system flush
7/30/85 Main turbine trip due to the failure of the “A”
| Differential relay on the J5228 breaker. The |
| failed current transformer gave an erroneous
| trip signal to the main turbine resulting in a |
........................ L S
9/17/95 §WrmmwmmwmgTwom«wcumMmmmm

Fo e | 1 Failure of the pressure regulating vaive, PRV-4, in
;mw" &'“m“'““ms.;mnrprmww.wama
| reduction in feed flow to the RPV resulting in _ RFPT. (Fallure to identify trip criical component
! a low level scram | and/or ’nd-qu«:y in preventive maintenance
. program.

{2 Failure of the B feedpump discharge valve to
| close (Design inadequacy and/lor design

The first scram in the SALP period was also the first scram in more than a year of
operation. The next two scrams occurred four months apart, with an intervening refueling
outage. Although Grand Guif conducted normal evaluations and investigations for the
first three scrams, their commonalities were hidden and far from evident. Other than the
obvious commonality of the DC ground detection circuitry design (which was addressed in
RFQO7), the first three scrams appeared unrelated.

Even after five scrams it was difficult to identify similarities that would lend themselves to
corrective action. On the surface, a common thread amongst the scrams points to
hardware problems rather than personnel errors. Digging a little more deeply into the root



causes of the scrams, however, reveals little similarity amongst them - some go back to
original design problems. Others point to work practices. Another involves infant
mortality.

Given the lack of similarity amongst the scrams, it was not readily apparent that an
adverse trend existed until the closely grouped set of scrams in July, 1995. Even at that
time, there was no obvious similarity - i.e., the 7/3 scram was associated with original
electrical design and electrical equipment failure, the 7/12 scram was associated with
original mechanical design and mechanical equipment failure, and the 7/30 scram was
due to the infant mortality failure of a current transformer whose impending failure could
not have been identified by any known means.

Although there was no apparent and substantive common thread underlying the recent
scrams, on July 31, Grand Gulf management directed that an internal scram task force
and an external scram assessment team be chartered to determine if such commonalities
existed and, if so, to make recommendations to prevent further occurrences.

The internal task force reported its results on August 7. By delving further into the root
cause investigations, the task force noted additional similarities amongst the scrams (the
9/17 scram was incorporated in the task force results at a later time):

Scrams
11/4/84 | 3/16/96 | 7/3/96 | 7/12/96 | 7/30/9€ | 9/17/96
Work practice problems (e.g., crimped | X X X X
wire)
Design not optimum X X X X
| Untimely corrective action X X X ®
Tﬂcﬂucd attention not s)puod X X

This informaticn was discussed site-wide as a short-term measure to emphasize
increased employee and management attention to those process activities tied to recent
scrams. The information compiled by the internal task force was also supplied to the
external scram assessment team.

The external scram assessment team (which included members from Callaway, Houston
Lighting & Power, an SRC outside member, a management consultant cuitural expert and
various EOl members) met on August 14-18. Shortly thereafter, the team reported its
findings to Grand Gulf management.

The external assessment team found that several key threads underlied the process
issues identified by the internal task force:

« Management allowed organizational intensity and focus to shift from trip-critical
activities. Expectations in such areas must be continually reinforced through effective
communication



« Organizational effectiveness and teamwork was strong in crisis but
compartmentalization was decreasing effectiveness during routine activities.

« Although not deficient, the corrective action process dic; not meet the needs of a high
performing organization in anticipating and minimizing the effects of developing
problems. It should be modernized.

While management formulated an action plan to address the findings of the internal and
external assessments, a number of inierim actions were implemented, beginning in
September, to re-focus site-wide attention on trip-critical activitiec and personal
accountabiiity. For instance, pre-authorization ot work activities was suspended for two
weeks and all plant work was required to be schedulea ic gain personnel attention and
additional scrutiny to identify hidden potential trip-critical and other problems. Pending
modifications and forced outage work was reviewed to determine what trio-critical
changes should be expedited. Management meetings with plant groups were conducted
to reinforce accountability and personal responsibility, to shar n focus on details, and
restore a general “back to basics” atmosphere.

By early October, the major elements of a Grand Gulf Performance Improvement Program
were identified, and then finalized near the end of the month. The major emphasis of the
improvement program lies in the following areas:

« Increased effectiveness in managing site focus and minimizing external distractions,
« Enhanced site management team effectiveness, and
« Upgrade/modernization of the corrective action program.

In retrospect, it is clear that the increase in scram rate this SALP period was due to one
primary factor - management of site focus. There is no individual SALP functional area
that caused or excessively contributed to the scrams (although Operations is prominent by
its lack of contribution), nor is there a unique process problem (i.e., the scram root causes
are spread across largely unrelated processes such as design and work practices)
Rather, having conducted a quite successful campaign several years ago to lower the
scram rate, site attention was re-directed to more pressing problem areas such as human
performance. While the successful actions of our scram reduction period remained in
place, management emphasis was reduced.

With the benefit of hindsight, the lessons learned are apparent. There are certain
performance areas such as personnel error and trip-critical activities which must receive
continuous reinforcement - we can't declare victory,

No Grand Guif problem area has failed to yield to focused attention. With restoration of
trip-critical sensitivity and our recognition of the necessity to maintain that focus, we have
every expectation that the Grand Gulf scram rate will be quickly restored to a low level.
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Scram Solenoid Problems

In 1994, Grand Gulf was faced with one of its more challenging technical problems: slow
scram times. Resolution of this probiem provides a typical example of teamwork and
commitment to safZty,

On March 2%, 1994, during routiine testing of 26 control rod scram times several rods were
slow from position 48 to position 43, although all rods were fast to full insertion. While the
Technical Specification limit for slow rods had not been reached, the decision was made
to shutdown the reactor. A manual scram was inserted. Following the shutdown, a root
cause was performed and the cause of the slow scram times was attributed to
contamination by thread sealant. All 193 scram solenoids were washed or replaced and
Teflon tape was substituted for thread sealant.

Prior to restart, the Plant Safety Review Committee directed that scram time testing be
performed at a reduced interval to ensure proper resolution of the problem. On May 28,
1994, scram time testing was performed again. This time only two scram times were slow
to position 43. While this was an acceptable value per Technical Specifications, the Plant
Safety Review Committee directed that additional control rods be tested. This required a
testing plan be developed. Reactor Engineering, Operations and Scheduling as well as
I&C developed and executed the plan without error.

Because of the repeated problem, a root cause group covering all major areas of
Engineering was formed to pursue the root cause. Vendors were consulted and they
conducted independent testing to determine the root cause of the event. During this
process all 193 control rods were tested. Maintenance replaced almost all the scram
solenoids. In the end, Grand Guif determined that the root cause was material changes in
the vendors' supplied solenoid seat material. Initially, the vendors stated that this was not
the problem. Because of the detailed root cause and confirmation with testing data,
Grand Gulf concluded that the vendors were mistaken but as a caution did continue to
schedule control rod scram time testing at a reduced interval. The next scram time testing
found no indication of the problem. Eventually, the vendors involved confirmed the root
cause determination made by Grand Gulf.

The resolution of this problem required the participation of the majority of the groups on
site. Rather than accepting the consensus position of the vendors and some NRC
inspectors that the slow scram times were due to contamination, this group persisted over
a period of six months in determining the actual root cause and solving a problem which
could have continued for an extended period of time.
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Training Review Groups

Training is essential to every group on site. To improve the quality and scope of training,
tha structure of the Training Review Groups (TRGs) was changed in December 1994.
Formerly, all TRGs were chaired by the same individual for the 11 accredited training
programs. This approach established a consistent working format for all TRGs. Station
management directed that each TRG be chaired by the applicabie department manager.
Participants in each TRG include the Manager, Nuclear Training, the department
manager, superintendent and training coordinator, the applicable training supervisor,
training program instructors;, selected department supervisors and a job incumbent. The
following benefits resulted from changing TRG leadership:

« Direct department manager approval of training program schedules, materials, tasks,
and future training changes.

« Direct interface with training manager, training supervisors, students, and training
instructors for training program feedback, and enhanced departmental ownership of
training.

« Direct input to training regarding plant job performance deficiencies.

« Timely resolution of training program deficiencies by department managers, including
first line supervisors.

« Reinforcement of management expectations.

Improved Technical Specification Project

The Improved Technical Specifications were implemented at Grand Gulf in March 1995
through a dedicated project team including Operations, Maintenance, System
Engineering, Training, Chemistry, Design Engineering, Nuclear Safety & Regulatory
Affairs and Plant Projects & Support. Major items which were accomplished as part of the
implementation included:

« Revision of approximately 600 procedures.

« Upgrade of the Logic System Functional Testing implementing procedures.

« Development of documentation of how procedures implemented the Logic System
Functional Testing requirements.

« Incorporation of approximately 200 procedure revision requests into the affected
procedures.

« Extensive operator training on Technical Specification usage.

12



« Development of operator aids to assist in Technical Specification compliance.
« Reviewing adequacy of procedural implementation of the Technical Spec/fications.

The implementation of the Improved Technicai Specifications went smoothly throughout
RFOQ7 and the subsequent startup. No reportable events have been identified as being
caused by the implementation of the Improved Technical Specifications. A post-
implementation audit confirmed that high quality standards were applied throughout the
project.

OUTAGE (RFO7)

Grand Guif outages involve all departments from preplanning to completion.

Qutage Preparation

The outage schedule is planned well in advance. In addition to normal outage planning
activities, Numerous meetings to review the schedule, plan work, develop contingency
plans and evaluate outage safety are held well before the start of the outage. The
following items are examples of outage preparation activities that contributed to a safe
and successful RFO7:

« Scope additions after the scope freeze date milestone required senior management's
approval by signature before adding to the outage scope.

« Accountability to pre-outage milestones by each department was evident during the
pre-outage meetings Each department prepared and delivered a status of the
milestones at each of the pre-outage meetings.

« The Control Room is a very busy area especially during the first several days of the
outage. Pre-Authorization To Start (ATS) of about 75 percent of all work in the outage
helped to reduce the bottle neck of traffic and workload in the Control Room. This also
allowed operations to focus on system outage configurations and reduced the time
craft spent waiting for packages to be ATS'd. One example is the Pre-ATS of the
snubber packages which reduced the amount of time spent by the snubber inspection
group waiting to commence work.

« Because the first line supervisors are responsible for the assignment of the actual
work to the craft, it is important that they understand and support the outage schedule.
The schedule “buy-in" was attained by the close involvement in the planning of the
outage schedule and the integration phase by the first line supervisor.

« The philosophy of a global system tagout was reviewed by a Quality Action Team
(QAT) and changed to better reflect the needs of our maintenance department. The

13



tagging process improved with several innovative clearances hung for systems which
have historically been major problems. As in previous outages, several Reactor
Operators were dedicated to reviewing the outage schedule and preparing the tags
before the outage started.

Qutage preparations improved in virtually all areas. All designs were complete, work
packages prepared, and tests written prior to the start of the outage.

Just prior to the outage, when the schedule is final, two safety assessments are
performed. Design Engineering does a probabilistic assessment using ORAM risk
models. Additionally, Design Engineering performs risk analysis for specific cases that
may occur during the outage. For RFQO7, Design Engineering looked at natural
circulation and core offload.

Nuclear Safety and Regulatory Affairs performs a deterministic assessment of the
schedule. This assessment is fed into the Shutdown Operations Protection Plan
(SOPP). The SOPP is a detailed plan identifying periods of relatively high risk,
contingency plans, equipment requirements, etc.

The SOPP was reviewed with the Operations Shift Superintendent prior to each
shift turnover and before the Key Safety Functions Status board was updated. The
status board showed the relative risks for the day and the corresponding color to
indicate the risk level. The status board was reviewed with plant staff personnel
each morning.

Additionally, NS&RA monitors outage activities and reassesses the schedule
periodically against the NS&RA assessment and the ORAM model to check for
unanticipated changes in safety. Should this occur, the schedule change would be
supplemented by contingency plans or other actions to maintain safety of an
acceptable level.

Qutage Implementation

Some noteworthy tasks performed during the outage include:

Drywell Insulation

Removed fiberglass insulation from drywell components and duct work to eliminate a
potential source of emergency core cooling pump strainer clogging.

High pressure Turbine
Replaced the High Pressure Turbine rotor and inner casing as a turbine efficiency

upgrade consisting of a new blade design, a new last row of blades of a new “twisted”
design, and a new nozzle admission ring with a reduced throttle capability. The

14



diameter of the rotor was increased from 1430 to 1500 mm. This design change has
yielded 37 Mwe increase. The High Pressure Turbine upgrade was the first phase of
upgrades scheduled for implementation. The Low Pressure Turbines are scheduled
for upgrade in RFO8, RFOS and RFO10.

The feedwater reliability upgrade continued and increased the overall system reliability
and thermal performance:

In the past, all Condensate and Conde ate Booster Pumps tripped at once upon a
low flow condition with no time to take perator action. The Condensate Pump and
Condensate Booster Pump low flow trip logic was modified to stagger the pump
trips.

The LP Feedwater Heater level control logic was changed such that the level
setpoint is automatically set-down based on extraction steam pressure. This will
ensure that the dump valves open promptly to prevent isolation of the heater string
on high level during turbine trips.

A new dead-band control scheme was added to the control logic for the
Condensate Pump, Condensate Booster Pump, Feedwater Pumps and Heater
Drain Pumps minimum flow valves. This new feature eliminates the continuous
oscillation of the feedwater system during plant low power operation. One benefit
of this modification will be reduced wear to the seals and internals of the minimum
flow valves by elimination of the continuous oscillations/valve movement.

Recirculation System Discharge Gate Valves

Modification of the B33F067A&B internals corrected the potential failure mode due to
disc rotation. The total time that we were in an operation with the potential to drain the
vessel was 38 minutes for the FO67A and 32 minutes for FO67B. Considerable time
was saved by replacing the valve internals with refurbished unit |l valve internals and
using a go-no-go gauge.

NOREM was applied to the seats on the B21F010A & B and guides on the B21F010B
Feedwater check valves. This modification supported the Source Term Reduction
program by eliminating stellite from FO10A/B. In addition to the hardware change,
design analysis enabled us to change the local leak rate testing method on the
feedwater check valves from an air and water test to a water test only. Mock-ups were
used extensively in preparation for the feedwater check valve work. This was another
significant dose savings. The personnel performing this work were abie to identify
interferences and other problems prior to work in radioactive/contaminated areas.

The B21F032A and B valves were modified to a two piece disc and arm arrangement

from a one piece disc and arm assembly. This modification allowed for easier
alignment of disc to valve body seat during installation and allows for a slight

15



automatic adjustment during operation if wear or slippage occurs. In support of cobalt
reduction, the resilient seats were replaced with stainless steel seats.

Two areas were also noted during the outage which are in need of improvement. Both
these areas concern radiologicai practices.

« Several items were found in the Hot Tool Room that were above plant limit to be
tagged. These items were >5000 cpm. In addition, several items were found to have
fixed contamination and were not painted yellow and magenta. Some tools were found
with paint very faint on their surfaces. The Hot Tool Room was resurveyed by HP and
items identified as problems were removed or corrected.

» During this period there was evidence of gum and candy wrappers and used tobacco
products inside the RCA. This continues to be a problem and is being addressed
through training. One coritractor was terminated for chewing gum in the RCA.

Outage Performance

« Maintenance outage performance was very effective in plant repair and showed a
marked improvement in personnel and contractor performance. No significant safety
events occurred relating to contractor control during RFO7. Grand Gulf personnel
performance showed a marked improvement.

« Another key aspect of outage performance was resource sharing between Entergy
Nuclear Units. Approximately forty eight personnel from the other nuclear sites were
loaned to Grand Guif during RFO7. Grand Gulf feels this leads to a more reiiable unit
since company craft generally demonstrate a higher level of ownership and quality.

Fuel Failure Identific n and Respons

On September 10, 1985, plant operators noticed a small increase in offgas radiation
monitor readings after return of the instrument to service following a purge. An
investigation was promptly initiated to determine the cause. Offgas isotopic samples,
coolant iodine samples, and charcoal vault area radiation monitors all showed an increase
above normal levels. Reactor Engineering was contacted and initiated the Grand Gulf
Failed Fuel Action Plan. Offgas grab sample frequency was increased to twice per day
and a coolant sample was taken for a cesium ratio analysis. Corporate Fuels was
contacted to perform an assessment of the available data.

The failure was soon confirmed to be a single, small to medium sized cladding perforation
or tight defect. A plan was put in place to continue to monitor for signs of worsening of the
failure. Additional analysis indicated that the failure was likely to be in a medium-aged
assembly. Special power suppression testing was conducted during a subsequent plant




startup. This testing showed that the most likely location for the failure was a central
control rod cell containing two assemblies of the suspected age.

Prompt action on the part of Operations, Reactor Engineering, Chemistry, and Fuels Dept.
personne! resulted in the failure being identified quickly. This made it possible to plan
future power maneuvers with the failure in mind, and to closely monitor for degradation so
that additional actions could be taken to mitigate releases if necessary. Continual
monitoring is planned for the remainder of the cycle to determine outage activities
required to address the leaker.
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'PROGRESS SUMMARY OF SALP

Grand Gulf's last SALP report for the period of 8/23/92 - 02/26/94 contained no
recommendations. The NRC di! identify at least one challenge for each functional area
during the SALP exit. V~cee challenges are briefly summarized in this section and are
discussed in greater detail ir the ‘functional area” section.

OPERATIONS

Challenge

Continue to focus on eliminating “inattention to detail”

During the last SALP period, we experienced multiple control rod mispositioning
events. Although procedures were identified as a contributor, it was evident that
human performance issues were the most significant factors. As a result, Operations
management continues to provide strong focus on human performance issues such as
“‘inattention to detail” events. In fact, this was a major focus area during the current
SALP period. Steady improvement has been noted as evidenced by a reduction in the
number of LERs and violations due to operator error as well as in lower level
documents such as quality deficiency reports.

SALP PERIOD # of LERs
'89 - ‘91 12
‘91 -'92 8
'92 - '94 £
'94 - '96 4
SALP PERIOD # of VIOLATIONS
'92 - '94 14
'94 - ‘96 6.5

Although, this trend is encouraging, continued effort in the area of human performance
is necessary. For example, during this SALP period, we experienced a number of
personnel errors associated with the protective tagging process. Despite the fact that
these errors were of low safety significance, it is recognized that all errors, regardless
of their significance, must be addressed to preclude more serious consequences.
Details of corrective actions are included in the Functional Area Regulatory Summary.



MAINTENANCE

Challenge
« Control of Contractors

Although significant improvements have been made since the last SALP period (i.e, a
marked improvement in contractor personnel performance and no significant safety
events occurred related to contractor control during RFO7) continued management
oversight remains imperative for successful outage performance.

. Raise contractor performance to the same level as plant employees.

. Review and improve incentive programs so that management expectations for
contractor performance are clearly communicated.

Evaluate need for better trending of contractor performance.

Communicate management expectations to all contractor coordinators.

tails in F ionai Ar | m enance).

ENGINEERING (System Engineering, Reactor Engineering, Design
Engineering)

Challenge

« Sustain Improving Performance

System Engineering

System Engineering continues to have a dedicated, proactive attitude towards
resolution of long standing plant problems. In order to improve performance, System
Engineering strives to perceive the “big picture’, then provide insight commensurate
with their system knowledge. This perceptiveness combined with a “questioning
attitude has resulted in resolution of numerous plant issues and improvement of
system and thus overall plant operations.

Reactor Engineering

To enhance performance, Reactor Engineering has modified procedures, changed to
the Plant Data System computer, and continues to work with BWROG. Reactor
Engineering trends key reactor operating parameters such as core monitoring code
Keff, load line, core fiow, and thermal limits. This allows any adverse or unexpected
trends to be identified early and addressed as the situation requires.
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Design Engineering

In Design Engineering's quest for improvement in efficiency and quality many self-
assessments and process improvements have taken place. Since a large number of
recommendations for improvement are generated, Design Engineering maintains a
consolidated tracking machanism for all these identified recommendations. The status
of these recommendations are periodically updated and presented to Design
Engineering management as a tool to identify progress and focus available resources
where they can be best utilized.

PLANT SUPPORT
Challenges
diologica! Controls - P s

Improve the shipment of radioactive waste

Changed the vendor checklist and procedures

Trained vendor and Grand Guif personnel
. Instituted use of liners with verification test legs

Developed new liner type for dewatering mixed media shipments
Methane

The Radwaste department and Radwaste Health Physics group took significant steps
to combat the methane production problem in liners. Activities include:

Revised procedures to include methane monitoring protocol.
Fillhead modification to allow remote gas sampling.

Hosted EPRI conferences.

Implemented Naturcl Work Teams.

Acquired outside technical expertise.

20



Eire Protection
Challenge

« [Enhance fire protection awareness and involvement in the design change process.
Fire protection personnel were added to the review cycle for all modifications.

All fire pre-plans were reviewed and updated.
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Functional Area Regulatory Summary

OPERATIONS

(Plant Operations and Nuclear Training Operations Program)

| Previous SALP Ratings: Previous SALP Recommendations:

05/88 - 09/89: 1 None
10/88 - 02/91: 1
02/91 - 08/92: 1
08/92 - 02/94: 1

Event/Enforcement Comparison:

Previous SALP (18 Months) Current SALP (24 Months)
(08/23/92 - 02/26/94) (02/27/94 - Present)

8 B

] Violations

Inspection History (other than Resident Inspector):

Inspection Date
94-16 11/28/94

* NV - no violations or deviations
V - violation identified
S - strength identified
W - weakness identified
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OPERATIONS PERFORMANCE ANALYSIS
PLANT OPERATICNS

Strengths

Command and Control

Strong command and control by Operations is necessary for the safe operation of the
plant. It has been a centerpiece of licensed operator classroom and simulator training
through use of events requiring diagnostics and focus by each team member. This
includes review and critique of recorded crew simulator exercises

« Effective command and control was noted on numerous occasions such as

Approach to criticality during off normal events such as reactor scram during
severe weather

During special evolutions such as replacement of scram solenoid pilot valves
Attention to Detail

During the last SALP period, we experienced multiple control rod mispositioning events
Although procedures were identified as a contributor, it was evident that human
performance issues were the most significant factors As a result, Operations
management continues to provide strong focus on human performance issues such as
“inattention to detail” events. In fact, this was a major focus area during the current SALP
period. Steady improvement has been noted as evidenced by a reduction in the number
of LERs and violation due to operator error as well as in iower level documents such as
quality deficiency reports

SALP PERIOD # of LERs

‘89 - ‘91 12
‘91 -'92
‘92 -'94
‘94 - '96

SALP PERIOD # of VIOLATIONS

‘92 - '94 14
‘94 - '96 6.5




Although this trend is encouraging, continued effort in the area of human performance is
necessary. For example, during this SALP period, we experienced a number of personnel
errors associated with the protective tagging process. Despite the fact that these errors
were of low safety significance, it is recognized that all errors, regardiess of their
significance, must be addressed to preclude more serious conseqguences

Control Room Annunciators

» A significant effort continued this SALP period to achieve a Control Room “black
board” concept in which, under normal conditions, no annunciators are illuminated

We currently have only 4 annunciators remaining to achieve black board
These annunciators are scheduled for modification during the last quarter of 1995
« Routine status meetings composed of Operations, Maintenance and Engineering
personnel are conducted to not only address the black board issue, but also to focus
on repair of inoperable annunciation.

Conservative Decision Making

Conservative decision making is a standard focus of plant operations, from daily work

control management to integration into operator requalification training. Examples of
conservative decisions include

insertion of a manua! scram upon detection of elevated main turbine vibration

The decision to replace the scram solenoid pilot valves for all 193 control rod drives
after experiencing slow control rod scram times

The decision to perform a controlled reduction in power and remove the main turbine
generator from service following discovery of a failed generator ground trip circuit

Communications

The Operations Superintendent often holds informal monthly meetings offsite with the
SROs to discuss Operations philosophy

Separate offsite meetings are also held between the Operations Superintendent and
reactor operators. radwaste supervision, and non licensed operators. These meetings
allow for open discussion of problems as well as operating philosophy

The General Manager and Manager, Plant Operations meet with each shift crew
during the requalification training week to discuss goals, management expectations
and issues of concern to the shift




« During the requalification training week, the Shift Superintendent conducts ar informal
team building session that is independent from the Training department. This session
provides a forum for improving teamwork skills

Work Control

Operations maintains strong inpu! into the daily planning/scheduling of plant work
activities. Examples include

« Use of Senior SROs as the site work coordinator
« Conservative release of safety significant equipment

« Use of PRA insights and maintenance rule requirements in maintaining plant
equipment

Technical/Process Improvements

Human Performance Initiatives

A number of initiatives have been undertaken to continue improvements in Human
Performance

o ‘“Improving Human Performance Program” - the foundation of this program was
developed by an Entergy-wide quality action team composed of Operations personnel
of all ranks. This program is designed to further strengthen human performance by

Setting formal expectations at every level.

Promoting ownership of key processes

Providing process improvements in protective tagging
Increasing operator knowledge levels

Refining of control room formality and procedure adherence

« Continuation of the “Peak to Peak” employee meetings by senior managers to
reinforce and build upon concepts affecting human performance. These sessions are

iIntended to foster the notion that we can move from one performance “peak “to another
performance “peak” skipping over the intervening performance “valleys”




Assignment of an experienced Operations SRO to the Root Cause Analysis Group to
increase the group's awareness of operational issues and broaden their knowledge of
plant operation.

Internal trending of human performance issues by Operations. These trends are
distributed to the operating shifts so they may acknowledge and address adverse
trends and areas needing improvement.

Formal root cause analysis and human performance enhancement system (HPES)
training for a portion of on-shift licensed and non-licensed operators.

Continued emphasis on the self-checking program Stop, Think, Act, and Review
(STAR). STAR has been a routine topic during requalification classroem training,
simulator training, and pre-evolution briefs.

Seif-Initiated Assessment

During this SALP period, Operations conducted a self initiated assessment which
included both main line and radwaste operations. This assessment identified
weakness in the following:

Operator ownership.

Operator knowledge.

Protective tagging process.

Attention to inoperable Control Room instrumentation and “black board” concept.

Radwaste Control Room material condition.

Effectiveness of shift briefings.

As a result of improvement initiatives to address the assessment, performance
improved in these areas as discussed below.

Six Operations SROs participated in assessments at other sites providing those
sites with insight to programs successful at Grand Gulf and providing a
benchmarking mechanism for improvements to our processes.

Strong support of site visits by other Operations crews (six sites) provided the
opportunity to share successful processes and identify areas for improvement
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Operator Training

The Operations Department continues to provide leadership to and ownership of operator
training. Improvements in operator training this SALP period include the following:

increased diagnostic skills via simulator exercises, enabled by extensive simulator
computer and modeling upgrades.

Use of a formal simulator critique process that includes defining the major categories
of performance and ensuring involvement of all members of the shift crew.

Implementation of an operator knowledge improvement program to increase operator
knowledge and retention. This program consists of closed book, written exam
questions and questions outside the covered material to identify knowledge areas
needing reinforcement

Command and control seminars.
Three experienced SROs were transferred to the Training Department to broaden the
experience base of both operator initial and requalification training, and provide

additional operator ownership of training.

Formal simulator evaluations at the beginning of the requalification training week to
measure operator knowledge retention.

A merger of non-licensed and radwaste operator training to broaden knowledge level.

Radwaste Control Room Improvements

Site management and an internal assessment identified the need to improve the material
condition and functionality of the Radwaste Control Room. Completed improvements
include:

Redesign of the Radwaste Control Room
Increased the work space for operators and supervisors.
improved lighting in the Radwaste Control Room.

Upgraded the Radwaste computers to allow access to site network.

General material condition improvements such as painting the Radwaste Control
Room floors and walls.

Repair of Radwaste Control Room instrumentation and annunciation.
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Inclusion of the Radwaste Control Room annunciation and instrumentation as part of
routine status meetings.

Radwaste Prog-am Improvements

Operations has been active in reducing liquid radwaste generation, reducing liquid
discharges to the environment, and eliminating biological gas generation (methane).
Initiatives include:

Implementation of a reverse osmosis system for processing liquid radwaste to provide
for less waste generation, recycling a much greater percentage of radwaste water
resulting in fewer discharges to the environment, and discharges with lower curie
content.

Volunteering as host utility for a EPRI tailored collaboration project on elimination of
biological gas generation in low level radioactive waste storage.

Implementation of Improved Technical Specifications (See Notable Site-Wide
Activities)

The Improved Technical Specifications (ITS) were issued March 20, 1995, 25 days
prior to the start of RFQ7. Although ITS were a significant change, no LERs have
occurred as a result of their implementation. Operations personnel were key
participants in each stage of development. Major items of involvement included:

Operations review of ITS prior to submittal.

Early commencement of licensed operator training to improve their understanding of
the specifications, provide for additional reviews, and obtain ownership.

Extensive changes to Operations procedures.

A program to monitor for Loss of Safety Function.

Process Improvements

Operations continues to be instrumental in the work control process. Process
improvements include:

Increased involvement of the Shift Superintendent in daily work control planning and
scheduling meetings.
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« Tracking of out-of-service hours for use in the Maintenance Rule.

» Assisting Maintenance department in achieving an extremely low work order backlog.

Areas for Improvement

Protective Tagging Process

« Internal plant trending and self assessments have identified weakness in the protective
tagging process. Initiatives to strengthen the process include:

Formation of a dedicated tagging group chaired by a SRO and composed of ROs.
Development of a new computerized tagging system.

A major revision to the protective tagging procedure to provide a more user friendly
and understandable procedure.

Equipment Configuration Control

« Root cause analysis and internal trending recognized weaknesses in equipment
configuration control. Actions in progress include:

Initiatives such as a formalized configuration control status board and face-to-face
meetings between the Operations Superintendent and operating crews.

Revision of the protective tagging procedure and elements of the improving human
performance program.

Timely Performance of Reporting Requirements

o During July 1995, we failed to notify the NRC within one hour when HPCS injected
following a reactor scram.

« During this SALP period we also failed to notify the NRC within four hours of a single
train failure and did not make timely notification to local agencies upon loss of
meteorological monitoring equipment.

While none of these events were significant, failure to meet reporting requirements is a
concern to Grand Gulf. Operations is seeking ways to strengthen the ability of
operators to rapidly determine reporting requirements.




Measurement of Shift Performance

In an effort to continue improvement in human performance a program that wili
measure and trend shift performance is being implemented. This program includes:

+ Formalized trending/measuring
+ |dentification and use of event free attributes/behaviors

+ Increased focus on accountability



OPERATIONS PERFORMANCE ANALYSIS
NUCLEAR OPERATIONS TRAINING PROGRAM

Strengths

« Successfully maintained INPO accreditation for the Operations and Technical Training
Programs.

« Continued a very successful onsite college degree program. Five participants,
including management, operations, and technical personnel, received baccalaureate
degrees during this SALP cycle.

« Utilized subject matter experts in Engineering Support, Chemistry, and Health Physics
continuing training resulting in more efficient and effective training.

Student feedback is positive due to the subject matter experts sharing personal
experiences.

Training instructors assist in developing lesson plans, reviewing presentation
strategies, and monitoring the first presentation of a topic.

Health Physics/Chemistry Training

+ Revised all Health Physics and Chemistry practical factors to meet the new INPO
suggested format.

+ Implemented an enhanced site training program by:
Qualifying several Health Physics and Chemistry personnel as basic instructors.

Revising the site training procedure to include guidance for preparing site training
material that meets the Systematic Approach to Training criteria.

Operations Training

« Effective simulator post-exercise critiques has strengthened operating crew teamwork
skills and improved performance in areas of previously identified weaknesses.
Instructors brief the crew shift superintendent immediately following simulator

exercises to help identify strengths and weaknesses for discussion in post-exercise
critiques.




An instruct or has been assigned to each shift. This instructor tracks crew and
individual traiiing needs and crew performance trends. This information is supplied to
the shift superintendent prior to the operator self critique.

The simulator upgrade project has resulted in more effective operator training.

There has been an added emphasis on teamwork skill training using both tabletop
techniques and simulator scenarios.

Operator Self-Critiques

To enhance self-critiques, an area behind the simulator main control panels nas been
reserved for the crew to assess its own strengths and areas for improvement.

The plant supervisor leads the crew through the sequence of events, asking which
activities were performed well, which activities should have been performed better,
and what steps could be taken to bring about improved operator performance.

An instructor involved in running the scenario typically joins the operators to
answer their questions.

The shift superintendent participates in the instructor post-exercise discussion.
Operations and Training managers frequently observe these discussions. The shift
superintendent then facilitates discussion among the crew regarding their
performance, focusing on the strengths and areas for improvement identified by the
crew and the instructors.

Systematic Evaluation of Training Feedback

Plant management, discipline plant supervisors and job incumbents provide feedback
to the training program through the Quarterly Training Review Group (TRG) meetings.
Feedback is also provided through the various interdepartmental meetings. The
Manager, Nuclear Training regularly attends the daily plant status meeting, the Vice
President's staff meeting with his direct reports, the Site Management Team meeting,
and the Monthly Management Review meeting.

Training Observations and Feedback Mechanisms include:

Plant line management from first line supervisors to department heads observe
training in the classroom, laboratory and simulator.

Management's evaluation of the adequacy and effectiveness of training is
documented using Training Observation Forms.

Observations identify areas of strengths and weaknesses.
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Feedback is provided on recommendations received at TRG meetings.

Management comments are reviewed and assessed for future training
improvements.  If weaknesses are identified which require training material
revisions, Training supervisors initiate a Training Materials Review form.

After each training class, students complete a Course Feedback Form. Feedback
results are summarized by the Training supervisor or designee using the Course
Evaluation Summary sheet which includes:

Recommended actions

Actions completed

TRG approval

Sign-off when the action is completed
Supervisor's signature

O OO OO

At each Training Review Group (TRG) meeting, all feedback (a permanent agenda
item) is reviewed. Any required actions are approved by the TRG and the Evaluation
Summary Form is signed by the supervisor.

The Training Department has established a systematic evaluation of training feedback.

A filing system has been established for Student Course Feedback, Course Evaluation
Summaries, Examination Reviews, Post Training Evaluations, and Annual Supervisor
Surveys submitted for accredited programs administered at Grand Gulf.

Training Program Evaluations conducted are reviewed quarterly for each training
program during the Training Review Group (TRG) meetings. The evaluation includes:

A review of course feedback.

Industry events.

Job and task analyses data.

Exam review data.

Any OJT observations, and management observations.

Action items are assigned and tracked by TRG meeting minutes, and Training Material
Reviews (TMRs) forms are generated, if necessary.
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Multidiscipline Training

Multidiscipline training of teams of instrument and control technicians, mechanics,
electricians, operators, and engineers promotes teamwork and plant equipment
ownership. The results of this training contribute to:

Reduced radiation exposure.

Reduced equipment downtime.

Improved working relations among the Maintenance, Operations, and Engineering
organizations.

Multidiscipline training was conducted during each of the past thrae years. The resuits
of these training activities include the following noteworthy items:

Motor-operated Valve Maintenance

Following multidiscipline training of crews of operators, engineers, mechanics, and
electricians, the radiation exposure received by the motor-operated valve maintenance
crews during recent refueling outages was significantly reduced compared to previous
outages.

Station managers stated that the multidiscipline training was the single most important
contributor to the radiation exposure reduction.

Drywell Chiller Performance

Multidiscipline training was conducted in 1993 that addressed specific troubleshooting
activities and crew ownership of the chiller units.

Following training, a multidiscipline crew of operators, electricians, mechanics,
engineers, and instrument and control technicians recommended operating procedure
changes that were subsequently implemented.

The multidiscipline training on this equipment and the subsequent procedure changes
contributed to reduced equipment failure rates of these units during this SALP period.

Air-operated Valve Performance

In 1994, Grand Gulf managers identified air-operated valve performance as needing
improvement. As a result, multidiscipline training of Instrument and Control
technicians, Operations personnel, Mechanical Maintenance personnel, and engineers
was conducted in 1994 to address troubleshooting and setup of the air-operated
positioners and valves.
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These crews established good rapport that resulted in improved working relationships.
Maintenance and engineering personnel monitor air operated valve performance to
help determine the effectiveness of the multidiscipline training.

Recirculation/Feedwater Hydraulics and Controls

Two classes offered in 1995

Attended by Mechanical, 1&C, Planners, and System Engineering Disciplines

Interactive Video Training

Interactive video and computer-based instruction are used during Mechanical and
Electrical Maintenance personnel and Instrument and Control technician initial training.
This results in effective and efficient delivery of training information and active
involvement of the students.

This training increases instructor efficiency by allowing instructors to periodically
monitor student progress while performing other duties.

Low maintenance personnel attrition results in only one or two students per year in
initial training. Incorporating interactive video and computer-based training into initial
training reduces instructor contact time without reducing overall training effectiveness.

Interactive video and computer-based training features include:
Electronically administered section pretests and post-tests.
Immediate remediation.
instructor review capabilities.

This training is also viewed by students as better than self-study due to increased
student involvement and attention.

Comprehensive written examination and laboratory exercise scores indicate that the
training is effective.

Technical/Process Improvements

Self-Initiated Assessments Conducted

The practice of conducting independent assessments and self assessments continued
throughout this SALP period.
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« Three assessments were conducted with one focusing on Technical Training
Programs, and two focusing on training processes, including:

Training material reviews (TMRs).
Feedback.

Annual supervisor surveys
Scheduling of training.

Class attendance.

Instructor training.

« Assessment results continue to be factored into training program and process
improvements.

Process improvement

The Training Review Groups (TRGs) serve as the governing body for the accredited
training programs and are the formal interface between plant departments and the
Training Department.

» The structure of the station’s Training Review Groups (TRGs) changed in December
1994. Formerly, all TRGs were chaired by the same individual for the accredited
training programs. This approach established a consistent working format for all
TRGs. Station management decided to have each TRG chaired by the applicable
department manager Participants in each TRG include the manager, nuciear training;
the department manager, superintendent and training coordinator, the applicable
training supervisor, training program instructors, selected department supervisors
and a job incumbent. The following benefits resulted from changing TRG leadership:

Direct department manager approval of training program schedules, materials,
tasks, and future training changes.

Direct interface with training manager, training supervisors, students, and training
instructors for training program feedback.

Direct input to Training regarding plant job performance deficiencies.

Timely resolution of training program deficiencies by department managers,
including first line supervisors.

Initiatives
« The upgrade of the Plant simulator was completed.

The feedwater model has been modified to incorporate the design change to low
pressure (LP) and high pressure (HP) feedwater controls.
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Software upgrades to three system models are scheduled to be completed by the
end of 1995.

Recent Training facility improvements include adding 5000 square feet of space for
maintenance training mock-ups and equipment.

Equipment acquired includes a fully operational Rod Control and Information
System (RC&IS), Reactor Recirculation Flow Control Panel, Reactor Recirculation
Hydraulic Power Unit Skid, Nuclear Instrumentation Panels, General Electric Power
Vac Breaker and Cubical, and other associated equipment.

Acquisition of additional training space and equipment has allowed more hands-on
troubleshooting of major plant control systems in a training environment.

Benchmark testing of design changes and meodifications prior to implementation on
plant instalied equipment is also being performed.

Installad a new gamma spectroscopy system in the training count room.
Developed computerized database systems using bar-codes to streamline RFO7

contractor processing which automated generation of check-in forms, course packages
and other reports

Areas for Improvement

Detailed implementing procedures for the development and administration of
examinations need to be better controlled and reviewed to ensure adequate
compliance with 10CFRS55.

A TCN was issued to ensure compliance to 10CFR55 Exam Security requirements.

. A QA audit was completed that evaluated Grand Gulf's program to 10CFR55
requirements and found all programs were in compliance with 10CFR55.

“Guides” used to develop and administer testing material need to be controlled and
approved by the Training Manager.

Using the applicable data from a QA Audit, Grand Gulf's last Inspection Report, (50-
416/94-16), and NRC Information Notice 95-24, Grand Gulf Guides were written in
procedure format. These procedures were approved prior to the recent Annual
Requalification Exam.
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« Develop a specific training program for refueling activities.

During 1994, Training developed and presented a Fuel Handling Operator Training
Program to the Non-licensed Operators. The program consists of approximately 40
hours of classroom training with a comprehensive written examination and
qualification cards for each refueling component.

During 1995, Training developed and presented a Fuel Handling Contractor
Training Program to Westinghouse Fuel Handling Contractors. The program
consists of approximately 24 hours of classroom training with a comprehensive
written examination and qualification cards for each refueling component.
Feedback indicated that the very successful fuel movements during RFO7 were
due largely to this training.
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Functional Area Regulatory Summary

MAINTENANCE

Previous SALP Recommendations:

Previous SALP Ratings:

05/88 - 09/89: 1 None
10/89 - 02/91: 1
02/81 - 08/92: 1
08/92 - 02/94: 1

Event/Enforcement Comparison:

Previous SALP (16 Months)
(08/23/92 - 02/26/94)

10

Current SALP (24 Months)
(02/27/94 - Present)

9

LERs

Violations

*Level IV/Non-Cited Violations

Inspection History (other than Resident Inspector):

Inspection ate Notes*
95-01

2/21/95

| * NV - no violations or deviations
V - violation identified
S - strength identified
W - weakness identified



MAINTENANCE PERFORMANCE ANALYSIS

Strengths

Maintenance has continued to improve in this SALP period in several important areas
such as reduction in Work Order backlog and control of contractor performance. Based
on internal and external audits, Grand Gulf Nuclear Station remains strong in the area of
human performance, but has not yet achieved management's expectations. Effective
team work, noted in previous evaluations, is a constant against which the performance of
maintenance will always be measured, both internally and externally. Performance in
other areas noted as excellent in past SALP evaluation, such as the IS| program,
management involvement, and procedural adequacy has been the subject of continued
improvement. The corrective maintenance program continues to be effective with
additional attention focused on Root Cause Analysis aimed at reducing maintenance
preventable equipment failures.

In an effort to detect areas that require a more focused approach before they become
significant, Maintenance has established a program referred to as “Maintenance Standard
of Repetitive Excellence”. This program consist of four basic parts as outlined below:

« Maintenance Assessment Process
« Maintenance Enhancement Process
« Maintenance Initiative Process

« Maintenance Corrective Action Tracking /Trending

Maintenance Assessment Process (MAP)

The practice of conducting independent assessments and self assessments continued to
be a strong maintenance asset this SALP period.

Tools for measuring the effectiveness of maintenance and identifying opportunities for
improvement include the following:

« Internal assessments such as:
Trending of Deficiency Reports
Quality Deficiency Reports (QDRs)
Quality Program Audits
Security Deficiency Reports (SDRs)

Post Trip Analysis (SCRAM Reports)

SCRAM Frequency Reduction Committee Reports (SFRC)
NRC Inspection Reports

Personnel interviews

Craft Feedback forms
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Suggestion boxes
Plant walkdowns

« Benchmarking other plants and industries with similar maintenance processes.

These activities are used to measure how well customer expectations and regulatory
requirements are being met.

Four external assessments were conducted this SALP period that focused on
Maintenance directly. Two additional assessments, Industrial Safety and Health Physics,
focused on aspects of nuclear operations in which maintenance is directly involved.
These assessments were programmatic in nature and intended to evaluate all
maintenance processes. Revealed in the assessments are both positive results and
areas that present challenges to the Maintenance Department of Grand Gulf.

Maintenance Enhancement Process (MEP)

This part of the maintenance program is directed at improving maintenance processes.
The following elements are included in this program:

STAR (Self Checking)

Trip Critical/Trip Sensitive Systems

Supervision involvement on critical jobs

Contractor oversight

FME (Foreign Material Exclusion)

Improved Maintenance Retest (more stringent)

Procedure Use and Control (Level of Use)

Supervisor assessment of crew performance (crew assessment cards)
Spill prevention

Independent verification

Maintenance Initiatives Process (MIP)

This aspect of the program focuses on the use of resources to meet the “core business
function” of Maintenance, i.e., maintain the plant such that it is the most efficient, safe and
reliable plant in the world. Initiatives include:

Minor Maintenance Program

Shared Resources

SFRC (SCRAM Frequency Reduction Committee)

Procedure Simplification/Reduction

DCP/MCP review (more critical review by the work discipline)
Training Review Group (TRG)

Maintenance Rule




Maintenance Corrective Action Tracking/Trending (MCT)

This part of the program is intended to provide a method of tracking action items important
to maintenance. The items tracked will include the following:

« Corrective actions
« Planned improvements
« Periodic surveys/ assessments

Maintenance management tracks and trends key indicators routinely and holds
appropriate personnel accountable if performance degrades. Examples of items
monitored include:

« Weekly maintenance work order status

« Weekly preventive maintenance status

« Weekly tracking of schedule and tagout performance by comparing the ratio of items
actually performed to those planned.

in addition, a Monthly Maintenance Performance Report aids in focusing upper station
management's attention on performance in numerous maintenance-related areas
including:

» Industrial safety

« Radiation protection
« Security

« Budget

Improved Human Performance

The foliowing changes were made due to findings from the Maintenance Assessment
Process (MAP) and have significantly improved human performance in Maintenance
during this SALP period.

« Maintenance Manager review and reinforcement of expectations with all maintenance
staff (accountability).

« Five section rotation in Mechanical Maintenance thereby allowing more supervisory
oversight in the field.

« Use of specialists to monitor supervisors.

« Increased monitoring by supervisors of in-plant maintenance performance.

« Upgraded supervisors not used on complex or plant sensitive jobs.

Also, the maintenance work force has continued to be very stable. The experience level

of the craft personnel continues to increase due to longevity and training. In addition, the
Grand Gulf management rotation program has allowed other department personnel such
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as System Engineering management to hold positions in maintenance thereby
strengthening the working relationship between departments.

Material Condition

Material condition of the plant continues to be a priority. Maintenance Management has
lowerad the threshold for equipment deficiency (Cl) reporting (i.e. Condition Identifier). In
addition, senior plant management focuses on plant material condition by performing
routine plant inspections. This ensures plant personnel are aware of the importance of
plant material condition. All discrepancies tracked and trended through the maintenance
work order process and trend reports are generated monthly.

Reduced Work Order Backlog

Maintenance excelled by reducing the backlog to the lowest level ever attained at Grand
Gulf. Our monthly performance indicators show the results of new programs and efforts to
improve maintenance processes. At the end of RFO7 there were 466 open work orders
including Minor Maintenance Trouble Tickets (MMTTS). This increase was due to work
orders being written just prior to and during RFO7 that were prioritized as non-critical
and/or non-refueiing which could be werked during normal operations .

Two of the most significant programs that led to reduced backlog are:
« Minor Maintenance Program:

The effective use of the Minor Maintenance program has resulted in reduced cycle
time for work that does not require formal planning. Through the use of minor
maintenance, the materiel condition of the plant has improved thereby allowing limited
resources to be allotted to best meet the goals for nuclear safety and efficiency.

The Minor Maintenance Program consists of a minor Maintenance Review Committee
(MMRC) that reviews every Condition Identifier (Cl) to determine if it meets
predetermined guidelines to qualify as a Minor Maintenance Trouble Ticket (MMTT).
A MMTT requires a less formal planning process which increases efficiency. Cls that
do not meet the criteria are subjected to a formal planning process due to their impact
on plant safety and reliability.

The MMRC is composed of the following minimum representatives to ensure all
procedure, regulatory and quality requirements are met.

Operations

I&C Maintenance
Mechanical Maintenance
Electrical Maintenance
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Planning and Scheduling
Quality Programs
P&SE

Reliability Centered Maintenance (RCM)

The RCM list of critical components and the RCM process are applied to the review of
the outage schedule and establish priorities determining maintenance tasks that could
be deferred or eliminated. The RCM analysis of the electrical distribution systems has
also simplified and expedited outages by extending the interval of AC distribution bus
outages to alternate outages instead of each outage as was previously done. This
allows for a more proactive approach to maintenance on the selected bus for that
outage.

The Grand Gulf RCM project has produced two key results.

The basic mission of improving reliability is the first result. Review of the corrective
maintenance (CM) history shows the overall trend of CM man-hours for ali RCM
evaluated systems is consistent with a decreasing trend in CM man-hours following
the RCM analysis. This information indicates that the RCM program is reducing
corrective maintenance man-hours by reducing the frequency of failures or achieving
a better balance between significant and non-critical failures.

The second result of the project is cost reduction, while generally increasing overall
system performance and reliability.

Although the work order backlog has been reduced, maintenance management is
aggressively pursuing the maintenance backlog reductior: through system outages and
performance of corrective/preventive maintenance tasks. In addition, maintenance has
implemented a nine (9) week work schedule which allows a more structured focused
effort on planning maintenance work. This nine week schedule also allows for more
efficient resource loading and contingency planning.

Training

The Training Department maintains a close interface with the Operating Events group and
other site organizations to ensure industry information is fed into the appropriate
maintenance training programs.

Training Review Group (TRG)

Training plays a key role in the reinforcement of management expectations; therefore,
during this SALP period, the Maintenance Manager has served as the TRG Chairman for
each Maintenance discipline. This ensures consistent direction between each
Maintenance discipline and between the Maintenance and Training Departments.
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Job Performance Measures (JPM)

Maintenance in conjunction with Training is developing and will implement JPMs
emphasizing basics that:

« Force use of the “STAR" concept.
« Test the decision-making capabilities of the craft and supervisors - “When should |
stop the job and get help?”

In addition, mock-ups in the Training Department will be used routinely to simulate actual
plant conditions stressing adherence to actual plant work processes such as:

Protective tagging

Radiological practices

Procedure Level of Use and Adherence

FME (Foreign Material Exclusion)

Spill prevention

Attention to detail (practical application - my responsibility)
Housekeeping

Independent verification

Multi-Disciplined Training

Grand Guilf is in its third year of the Multi-Discipline Training program. The goals of the
program are to instill in Maintenance a strong sense of teamwork, enhance the knowledge
of the craft and to create a sense of ownership of the equipment. The training has been
very effective in developing the interface between disciplines that allow them to function
as an integrated wcr' force to solve equipment problems. The Multi-Discipline Training
has included System Engineers, Nuclear Plant Engineers, Operators and Maintenance
Planners. The communications established through this training contributed to overall
maintenance effectiveness and a better understanding of equipment operation by
Operations and Engineering personnel. Multi-discipline courses have included training on
AQOV's, B33, recirculating system hydraulics, electrical basic/instrumentation training, and
the Drywell chillers.

Multi-Skilied Technicians

In an effort to increase the skill level of Maintenance Technicians, Training added
fourteen 1&C performance measurers to the electrical certification program. The purpose
of the additional training was to allow the Electrical Technicians to also perform tasks
previously performed by I&C. Additionally, training on Limotorque actuators will be
conducted for the Electrical group which will allow them to perform the preventive
maintenance, refurbishment and testing of these actuators. Previously, the maintenance
and rework was performed by Mechanical Technicians. Additionally, Mechanical




Technicians participated in cross-training with the I&C and Electrical Technicians to
further broaden their abilities toward maintaining AOV operators. This training included
teardown and setup of control vaive systems (Fisher Control Valves).

Other cross-training is taking place in the areas of measurement and test equipment
calibration and security. Computer Technicians are being teamed with I&C Technicians
to handle the work on the plant security systam and in the Meteorology Lab to perform
instrument caiibrations.

Superintendents/Supervisor Assessment of Crew Performance Subject

This is part of an overall assessment program and is a tool to increase maintenance
etfectiveness. Supervisors perform at least one assessment of an activity for which they
are responsible each week and complete a survey form. Superintendents conduct at least
two assessments each week to assess the interaction between the first-line supervisors
and their crews. The assessment results are documented on a survey form and routed to
the Maintenance Manager.

The survey form is used to evaluate crew/worker performance in eight areas.
Performance of the objectives in each area is rated using “A” for fully adequate, or “I" for
inadequate. Inadequate findings must be addressed at the time they are observed for
such issues as procedure adherence, FME (Foreign Material Exclusion), personnel safety
and radiological practices.

In order to take full advantage of this program Superintendents and Supervisors are
encouraged to perform cross-discipline assessments. Assessments of other disciplines
help to ensure that maintenance work practices are being consistently applied throughout
the department

utage Performance
Contractor Control
Maintenance Qutage performance was very effective in plant repair and showed a marked
improvement in in-house and contractor personnel performance. In the last SALP period,
weaknesses were noted in contractor control during RFO6. Two events involving
contractor performance led the NRC to make this observation. The events included:

« Failure to follow procedures and work outside of the scope of the maintenance activity
(improper cutting of LPRM cables).

« Failure to replace turbine casing bolts.
No significant safety events occurred related to contractor control or plant personnel

during RFO7. 1&C performance was exemplary during this outage, no LERs, inadvertent
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equipment operations, or isolations occurred as a result of 1&C activities throughout the
outage. Grand Gulf personnel performance showed overail marked improvement.

Resource Sharing

Another key aspect of oitage performance was resource sharing between Entergy
Nuclear Units. Approximately forty eight personnel from the other nuclear sites were
loaned to Grand Gulf during RFO7. In return, Grand Gulf is supporting outages at other
Entergy sites. The use of Maintenance Technicians from other Entergy sites contributed
to the overall success of the outage by providing additional trained and skilled personnel
to complete the outage work scope. The additional benefit of sharing resources will be
the ability to staff future outages with a greater number of experienced workers. Entergy
sites will attempt to send 35% of their work force to the unit in future outages. The goal is
to have at least 75% repeat workers for project activities and outages. Grand Gulf feels
this leads to a more reliable unit, since Entergy craft, which generally have a higher level
of ownership and competence, performed more of the corrective maintenance. Also, this
allows for reduced reliance on contractor personnel and, if contract personnel are
required, they will be under the direct supervision of plant personnel.

Procedures

Maintenance has transferred responsibility for surveillance and preventative maintenance
procedures to the applicable department. A coordinator is responsible for tracking the
status of procedures to ensure that technical reviews and revisions are performed when
necessary. This has already proven to be a very efficient move, producing high quality
and user friendly procedures. Craft are used whenever possible to perform revisions and
temporary changes (TCNs). Craft also perform applicability and technical reviews.
Revised procedures, when possible, are proofed or field tested by craft personnel prior to
issue as a means of ensuring ease of use and technical adequacy.

Maintenance Rule

During this SALP period, Grand Gulf continues to be proactive in the implementation of
the Maintenance Rule. Working with the NRC, NEI and other industry representatives,
Grand Gulf has remained involved in the development of the 93-01 guidance document.
The Rule program at Grand Gulf is fully implemented well ahead of the required due date.
Operations, System Engineering and Maintenance have utilized the Rule program to
provide valuable insight into the effects of equipment failuies. This has resulted in
focusing resources on systems important to safety and efficient operation of the plant.
Scheduling of maintenance outage windows includes the use of PRA toois developed as
part of the Ruie program. System unavaiiability is iimited based on the Plant PRA model
and actual unavailability data is being used as input to the model to make decisions on
establishing allowable out of service time for important systems.
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Work Control

The planning and scheduling of work continues to improve as a result of the close
coordination between Operations, Maintenance, Health Physics, and Performance and
System Engineering in the 0700 and 1300 planning meetings, with continued emphasis
being placed on maintenance systems which are important to safety. Trip critical/trip
sensitive designation has been given to systems that are deemed important to plant
reliability by operations. This has ensured that they receive maintenance on a priority
basis.

Forced outage work control is coordinated and tracked between all organizations on site
in a timely and expeditious manner. Forced outage work lists are maintained as items are
identified. When a force d outage occurs, these lists are reviewed and assigned for work
based on plant conditions and plant down time.

Areas of Improvement

Adherence to Procedures

Management expectation on procedure use has been and continues to be emphasized to
the maintenance craft. Therefore, Level of Use Training is on-going for all plant
personnel which includes:

« Training on Level of Use Procedure

« Simplifying procedures for ease of use

« Communication of expectations for each craft/supervisor that they will be held
accountable for their actions.

Fundamental Work Practices
+ Attention to Detail

This area is being addressed by reinforcing Maintenance supervision and craft
attention to fundamental work practices by:

Lowered threshold for deficiency reporting (QDRs)
Maintenance manager review and reinforcement of expectations with all
maintenance staff (accountability)

Re-emphasize “STAR"

Peer monitoring by supervisor, superintendent, manager

Develop and implement JPMs that emphasize basic work practices such as FME
and spill prevention

Use classroom mockups to enhance expectation under “real plant” conditions.




Two significant areas that are receiving specific attention are FME (Foreign Material
Exclusion - SOER 95-01) and spill prevention; i.e. oil spills that occur and affect other
plant components such as condenser boot seals.

The Foreign Material Control Program is being better defined to provide clear
expectations and guidance. The following action are in progress:

0

FME procedural guidance at Grand Gulf is presently located within

several plant procedures, without specific reference to FME. Currently, plant
staff is developing a new plant procedure devoted entirely to FME. The
procedure is being developed based on process controls currently in place at
Grand Gulf, as well as other plants benchmarked in the procedure development
process.

Industry events training is being provided on SOER 95-01 to Mechanical,
electrical, 1&C, and Engineering Support Personnel.

New lesson plans are being developed to provide continuing training on the
new foreign material exclusion procedure, including hands-on training for all
Electrical, Mechanical, and I&C personnel.

The second area is spill prevention, in particular, oil spills during maintenance.

An oil spill which occurred in RFOB6 resulted in a failure of the condenser boot seal
Actions already taken in RFO6 consisted of improvements in the procedure which
added signoffs for the pedestal closeout. These improvements were implemented
in RFO7 and no major oil spills occurred. Other improvements that were
implemented were:

0

0

Discussion with the contract project manager about the incident.

Individual discussions were held with the Technical Director for each project
that was performing work that could result in an oil spill to ensure that they
understand that no oil spills would be tolerated.

Outage Maintenance

Attention to Detail

Although maintenance performance throughout RFO7 was excellent, a maintenance
preventable failure occurred during startup. Maintenance management is challenged
to heighten awareness of personnel at all times by raising the awareness level on
adherence to procedures and attention to detail.
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¢ Control of Contractors

The following actions have been taken to reduce the use of contractors or when used,
do so under plant maintenance personnel supervision.

Shared resources

The ability to share internal resources from site to site is one of the ways Grand
Gulf uses to control the use of contract personnel. Utilizing highly trained in-house
personnel to work refueling outages, to help with recovery efforts during unplanned
outages, and to assist with special projects, ensures safer operation and higher
reliability.

Contractor Supervision

In those areas where contract personnel were required, they were under the direct
supervision of plant maintenance personnel or project coordinators.
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R S AL AR L e TR
Functional Area Regulatory Summary

ENGINEERING/TECHNICAL SUPPORT
(System Engineering, Engineering Support, Reactor Engineering,
Design Engineering, Outage Scheduling)

Previous SALP Ratings: Previous SALP Recommendations:

05/88 - 09/89: 2 None
10/89 - 02/91: 1
02/91 - 08/92: 2
08/92 - 02/94: 1

Event/Enforcement Comparison:

Previous SALP (16 Months) Current SALP (24 Months)
(08/23/92 - 02/26/94) (Q2/27/94 - Present)

LERs 6 8

Violations

*Levei IV/Non-Cited Violations

Inspection History (other than Resident Inspector)

Inspection Date

N/A

V - no violations or deviations
V - violation identified

- strength identified

- weakness identified




ENGINEERING PERFORMANCE ANALYSIS

SYSTEM ENGINEERING

The Performance and System Engineering department at Grand Gulf continues to be a
strength in providing support to Operations and Maintenance. The System Engineering
(SE) section has focused its attention towards system reliabilty and providing the
environment, administrative authority and controls to enhance a proactive approach to
system management, trending and problem resolution. The SE program continues to
focus on the engineer's involvement in the field, monitoring system performance and
reliability

The program continues to be assessed and fine tuned to incorporate new information and
lessons learned. Revision 2 to the System Engineering Handbook was issued in January
of 1995 to incorporate both internal and external comments from various sources. The
new revision reformatted the handbook and further defined expectations and guidelines
for the System Engineers. The program continues to focus on system ownership and
proactive attitudes. Highlights of the program include

Weekly Walkdowns - System Engineers are required to record maintenance and

operating conditions that indicate how well the system is performing. Observations are
documented and maintained in a system book

Trending - System Engineers are required to trend various system parameters to
identify adverse trends or failures and any parameters that may exceed accepted
values.

Design Walkdowns - System Engineers are required to perform design walkdowns to
confirm that the system is installed and operated in accordance with its design basis

System Logbooks - System Engineers are required to maintain system logbooks to
provide a place to document system specific events and provide a place to store
current system information such as current walkdown reports, quarterly reports, trend
data, and any other data deemed important by the engineer

Quarterly Reports - System Engineers are required to develop quarterly reports on
each system. This report requires the engineer to review, evaluate and report the
current status or health of each of his systems. In doing so, he considers the following
information

Current system document status
Weekly walkdown reports
Evaluation of system trend data




Logt Ok entries
Significant system events and concerns identified during the quarter

The current revision of the SE handbook was devised following completion of a natural
work team, whose mission was to produce a “Check and Adjust” revision to the handbook
to include the concerns identified during a 1994 self assessment. Improvements included

Consolidating and streamlining the handbook to make it easier to use
Reformatting the content

Adding specific goals and expectation sections

Further developed duties anu responsibilities section

Added more detailed guidelines with £.xamples

Added a formal turnover process including a system turnover checklist

The SE program is a living program that continues to be refined and adjusted to meet the
changing needs of the station. The program continues to be a valuable tool to assist
Operations and Maintenance in increasing system performance and reliability and
ultimately plant performance

Strengths

System Engineering Involvement

Strong support to operations and maintenarnce, through day to day involvement of the
system engineer, continues to be a real strength. By having a “System Expert” to monitor
system performance by performing walkdowns, trending performance data, keeping
abreast of industry events and changing technology, and pushing resolution of
outstanding issues, the reliability of systems and ultimately the plant, is increased
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