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ABSTRACT

Inservice ingpection can play & significant role in minimizing equipment and structural
fallures. For many industrial applications, requirements for inservice inspection are
based upon prior experience or engineering judgment, or are nonexistent, Most re-
quirements or guidelines for these inspections are based on engineers’ qualitative judg-
ment, and only implicitly take into acoount the probability of failure of & component
under its operation and loading conditions, and the consequence of such failure, if it oo-
curs This document recommends cppropriate methods for establishing a risk-based in-
spection program for any facility or structural system. The process involves four major
steps defining the system; performing a qualitative risk assessment. using this to do a
gquantitative risk analysis; and developing an inspection program for components and
structural elements using probabilistio engineering methods.

Ingluded: extensive bibliography
Companion dooument will detail specific risk-based techniques for the inspection of
components of LWR nuclear power plants, applying methodology set out in Volume 1.
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EXECUTIVE SUMMARY

X multi-disciplinary research effort, risk-based processes and methnds for
(o raction guidelines for facilities or structural systems are recom’. - ndad

', based inspection process .« recommended to rank or classuy sys-
& *~ or elements for inspection and to develop the strategy (i.e., the
- d, and sample sizes, to perform the inspection. This process in-

(a) - of the system,

Ma .. « o visk assessmunt;

(c)acuat. . .se risk analysis that include @ aa enhanced failure modes, effects, and
oriticel. y annay -i8 (FMECA),

fd)" e development of the inspection program for components and structural ele-

r ¢ 4 Mng aecision risk-analysis methods.
This culti-disciplinary, top-down approach starts at the system level before focusing
ths inspection program at the component or structural element level. Accarding to
t ¢ recommended strategy, the results of the inspection should be continuous'y used
to - pdate the state-of-krowledge throughout the four parts of the approach so that
a living process is achieved.

A key siep in defining a system for inspection is the assembly of information that
is needed for the risk-bas ' approach. In partienlar, the interviewing of key person-
nel, who are knowledg: < « rcdation mechanisms or errors that may not be
docirented is vital to the oro. o8,

The qual.tatie risk sssessment captures fundam ntal expert judgment and expe-
rience in priuritizing syst< s, components, or elements for inspection. A key element
of this assessment is to c.oroughly define failure modes and causes, includ.ng de-
sign, oparational and maintenance errors and a host of potential degradation mech-
anisms.

The FMECA capturzs the information from the qualitative risk assessment and as-
signs probabilities of failure and conse-uences for e~.7h component or element that
is eligible for inspection. Once again, the elicitation of expert opinion from knowl-
edgable porsonnel is a valuable source of inforniation. The probability of failure for
each element is multiplied by its respective consequence in order to obtain risk. This
process can be performed using single point estimates, or uncertainties in the prob-
shility and congequence values can be treated with interval estimates by defining
lower and upper estimates for these values. Various plots are suggested to perform
the risk-based ranking of components or elements, which can theun be gronped or
categorized to facilitate the estoblichment of the 1aspection program.

A three-step process is recommended t9 develop the inspection program for each
group or category of components or elements. The nrocess consists of:

(a) choosing candidate inspection strategies,

(b) & ecting an inspection strategy and perf{.rming the inspection;

(c) de.iding on a;propriate action based on the inspection results and then updat-
ing the s ate-of-knowledge.

xi




Decigion analysis logic ie recommended in order to understand the approach. Struc-
tural reliability and risk assessment (SRRA) models are recommended to be exercised
to determine the effect of inspection reliability, potential degradation mechanisms,
and potential loadings on the probability of failure of the component. Irspections in
themselves do not affect the astual failure probability of the component. Rather, in-
spection data provides a means of bullding up confidence in tha level of safety of the
component being inspected.

A methodology for determining this effect is offered. The SRRA models should also
be exercised to evaluate corrective actions, relative ‘o timing, potential for success,
and potential for damage to be introduced, il significant findings occur. Regardless
of what path is followed, these results are used to update the FMECA and the in-
specticn strategy, and for some cases, redefinition of the system may be required.

A partial list of available software tools for performing parts of the risk-based in-
spection process is provided. However, it takes many tools to perform the entire proc-
ess, and tools will have to be developed to meet this need, including those to advance
the integration of cost-benefit analysis techniques with engineering risk-analysis
methods for optimization of inspection programs. To support this development work,
further research needs to be performed for applications of interest to the engineering
commuaity using the recommended risk-based inspection process. Further efforts
are being performed first for nuclear power plant applications, which will be reported
in Volume 2. Applications to other industries, such as fossil fuel-fired power plant
and petroleum refinery processing and siorage components, are also expected to oc-
cur in order that appropriate tools are developed to meet the needs of these indus-
tries,

The primary benefit of the risk-based inspection approach is the focusin, of in-
spection efforts on systems and components associated with the highest risk. Addi-
tional significant benefits are the insights gained in working through these
processes, and the enhancement in commuunications among the many disciplines that
are involved to help maintain an adequate level of safety within the affected indus-
tries and society in general.




FOKREWORD

In 1085, the A nerican Soviety of Mechanical Engineers formed a Risk Analysis
Task Force, chaired by Dr. Alan Moghissi under the d'rection of the Council on En-
gineering, in response to a need to initiate the use of risk-based methods in the for-
mulation of policies, codes, and standards. At the suggestion of that task force, the
ASME Codes ana Standards Research Planning Committee of the ASME Center for
Research and Technology Development recommended that a research program be
initiated to deter).dne how risk-based methods could be used to establish inspection
requirements and guidelines for systems and components of interest to the engi-
~ sering community. The committee initiated the praject out of recognition that re-
cent catastrophic structural failures, ocourring across many industries, highlight the
need for society to relate risk more explicitly with inspection programs, particularly
a8 most industrics are forced into life-extension practices because of current eco-
nomic conditions,

The task foree of recognized experts with the requisite background and experience
from a broad range of industries and applicatior - vas formed during 1986 and 1987.
This group proviged a means for a cooperativ::  ulti-disciplinary research effort to
be performed that would have governms - . university, and industry participation.
The task force also provided an indepen. sat framework lor developing and recom-
mending appropriate methods to other research programs and to codes and stan-
dards organizations of ASME and other engineering organizatioi i\,

Direct financial sponsorship began with a U8, Nuclear Regulatory Commission re-
search grant in late 1988 and was followed by seed money from the ASME Council
on Codes and Standarde and the National Board of Boiler and Pressure Vessel In-
spectors in 1980, Indirect financial sponsorsh/ ~ has been provided by the respective
organ.zations of each task force mamber since their efforts are only partially sup-
ported. Additional direct sponsorsh., was obtained in early 1990 from the Pressure
Vessel Pesearch Committee — Welding Research Cc neil, the American Nuclear In-
surers, Industrial Risk Insurers, The Hartford Steam Boiler Inspection and Insurance
Company, and the American Petroleum institute to support the long-term needs of
the program.

The research task force h1as been meeting four times annually since late 1988. The
group has sought knowledge from several sources: ongoing research within the re-
spective organizations of each task force member (e.g., the inspection reliability pro-
gram for nuclear power components at the Battelle Pacific Northwest Laboratory);
information from other domestic and foreign research programs (e.g., an advanced
risk-bas +d inspection strategy, championed by Vic Chapman of Rolis-Royce and As-
sociates Limited, that has been imiplemented in the "nited Kingdom Nuclear Sub-
mascine '  tram); experience from working with code committees that are developing
new inspe.ticn requirements (e.g., ASMF Section XI Subgroup on Core Supports and
Internals Structures); and related technical literature. The applications that have
been explored range from inspection of power plant components to aircraft and ma-
rine ship hull structures.

xiii




This general doocument, Volume 1, describes and recommends appropriate proo-
esses and methods using risk-based information to esiablish inspection guidelines
for facilities or structural systems. This general document is to be used in conjunc-
tion with supplemental volumes that apply to specific types of systems and which are
currently under preparation for several applications. All of these documents may be
employed by users in the development and implementation of their inspection pro-
grams. These guidelines may Le used by code groups to prepare new or revised codes
and standards. However, further results from pilot applications may be required to
provide the techniocal basis for actual codes and standards chauges.

It 18 hoped by everyone involved with the research project that code committees
and other enginesering organizations find this work to be useful in the development
of inspection guidelines or requirements and in their own research efforts. Addition-
ally, we hope that the suggested processes enhance communication among the many
disciplines that are involved in developing and performing inspection programs for
structural systems.

Kenneth R. Dalkey
Chairman, ASME Research Task Force on
Risk-Based Inspection Guidelines
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iINTRODUCTION | 1

1.1 ] BACKGROUND

Inservice inspections (ISI) can play a significant role in preventing equipment and
structural failures. All aspects of inspectiors, i.e., objectives, method, timing, and
acceptance criteria, oan affect the likelihood of component failurs. However, for many
pressure-boundary components or others that are subjected to various service con-
ditions in the nuclear power, fossil fuel-fired nower, and petroleum and chemical
provessing industries, as well as others, inservice inspection requirements are either
based upon prior experience and engineering judgment o ‘.re nonexistent. Most in-
service inspection requirements or guidelines are established with only an implicit
congideration of risk-based information and analysis (i.e., the probahility of failure
for the plant-specific material, operation, and loading conditions, and of the conse
quence if component failure occurred).

Qualitative and que~titative approaches can be used for dealing with tle ~oncepts
of hagard ard risk. In the terminology of these approacties, risk is the measure of
the potential for harm or loss (i.e., hazard) that reflects both the likelikhood (e.g.,
frequency) and severity of an adverse effect to health, proverty, or environment.

Much development work has focused on probabilistic risk assessment (PRA), which
is an evolving technique for scientifically evaluating the probability and the impact
of an adverse effect. This impact may be in the form of shock wave propagation, ther-
mal loading, health effects, and/or environmental damage. The probability of an ad-
verse effect is generally determined using “logic” trees (e.g., fault tree analysis) and
branching decision networks (e.g., event tree analysis) PRA methodology has been
primarily applied to the evaluation of facility-wide, or macroscopic, assessments as
compared to the assessment ~f individual components of a system, or microscopic,
assessment. The main benefit of PRAs has been to identify design or procedural
changes to avoid safety hazards and prevent losses,

PRA technolngy, which has been used quite ertensively in the nuclear industry
following tiie U.S. Nuclear Regulatory Commission (NRC) Reactor Safety Study
(WASH-1400) (1975), has been successfully applied in several other industries, as dis-
cussed by Moghissi, et al., in Mechanical Engineering (1084).

During the past ten years, probabilistic structural mechanios (PSM) is another
technique that has emerged as a tool for assessing the structural risk and reliability
of components and structures in many industries. Ons promising application of PSM
methods is the establishment of nondestructive examination criteria. In contrast to
PRA, PSM relates to the microscopic assessment of components to address the me-
chanistic uncertainties, such as those of stress, load, and material properties. [See
Balkey, Meyer, and Witt in Mechanical Engineering (1988) for further discussion of
PSM.] PRZ and PSM methods cre interrelated and may be used most advantageously
in combination.

EDITORIAL NOT™: Definitions ars provided in Section 3 of this dosument for terms or words shown in
italics that appear for the first time in the text




ASME has recognii ed the need for risk-based methods in the foriaulation of poli-
cies, codes, and stand. rds. In 1685, under the direction of the Council on Engineer-
ing, a Risk Analysis Ta. X Force, headed by Dr. Alan Moghissi, was formed by the
Society to provide recommendations on how this need could be met. Recent cata-
strophic structural failures, such as pipe ruptures in fossil fuel-fired generating sta-
tie- g, tank failures in the processing industry, collapsing bridges, and the breakup
of major aircraft components, highlight the need fur the Society to relate risk more
explicitly with inspection programs,

At the suggestion of the Risk Analysis Task Force, the ASME Codes and Standards
Research Planning Committee (CSRPC) recommended in 1986 that a research pro-
gram be iuit.ated to determine how risk-based methods, such as PRA and PSM, could
be used to develop inspection requirements und guidelines for systemns and compo-
nents of interest to the engineering community. During 1987, Mr. Kenneth Balkey,
working with the ASME Center for Research and Technology Development and
CSRPC, ruggested a research program to meet this goal. The rrogram was approved
by the ASME Board on Research and Technology Development « 1d the ASME Council
on Codes and Standards in the fall of 1887. The Research Task Force members jointly
developed a work plan in early 1988 that was put in place in late 1988 upon receipt
of financial support from the project’s first sponsor, the U.8. NRC.

Facility life extension is taking a greater importance in all industries due to the
current economic climate. Since inservice inspections can play a significant role in
preventing equipment and structural failures they can also play a major role as part
of residual life or li’+ - tension assessments. For example, an ASME Code Section XI
Working Group has teen formed to define Code changes that may have to be made
to accomumodate nuclear power plant life extension using traditional deterministic
analysis me*hods, However, research by the NRC and others has made extens’ e use
of risk-based methods to addrer | sues related to plant «ging and life e <tension.
Although both life extension €. .. :ations and the research program go beyond tra-
ditional ABME codes and standards applications relative to construction materials
and technigues, ASME is becoming increasingly involved in this work.

Finallv, other engineering societies and organizations in other countries have work
underway to apply risk-based methods in the development of codes and standards for
the inspection of bridges, offshore platforms, and aircraft. The research program
makes as much use as possible of this work.

1.2 [ OBJECTIVES AND SCOPE

The fundamental objective of this ASME research program is to determine appro-
priate risk-based methods for developing inspection guidelines. Furthermore, in cer-
tain areas, these muethods will be used to define risk-based inspection programs for
recommendation to ASME and other codes and standards bodies. These methods
should be applicable to all areas where structural failures have the potential to result
in loss or damage. These areas include systems and components in nuclear and fossil
fuel-fired power stations, aircraft structures, civil engineering and marine struc-
tures, and many other industrial applications.

This research program is principally concerned with the structura! integrity of sys-
tems and components or elements and not with operational requirements. Plants and
facilities are designed and constructed so that, in general, rigk is dominated by fail-
ures of active, operational components. Structural component inspections are per-
formed to ensure that the risks from structural failures are maintained much lower
than risks from operationai component failures. However, many of ihe principles of
the risk-based inspection processes could give insight to the analysis of operational
considerations as well,

2




This general document, Volume 1, describes and recommends appropriate state-of-
the-art processes and methods using risk-based information to develop inspection
guidelines ‘or facilities or structural systems. These methods assist in the identifi-
oation of the need, s.ope, objectives, timing, and acceptance criteria for inservice
inspection of systems and components designed and constructed to ASME or other
industry codes and standards. Additional supplemental volumes will provide guide-
lines for the appiication of risk-based methods to specific areas of interest where
structural integrity failures may pose siguificant risk.

Many of the concepts presented in this general document were first presented in
a paper entitled, “Probabilistically-Based Inspection Guidelines,” by Balkey, et al.
(1986), which was presenied at the Risk Analysis Forum as part of the 198¢ ASME
Winter Annual Meeting and served as a technical starting point for the projeci. The
paper provided a summary review of current inspection requirements for systems
and components in several industries and identified some of the risk-based methods
that are currently available for the development of guidelines for cos.-effective in-
spections.

In accordance with the research plan, Appendix A of this document presents a re-
view that builds on the above-cited paper of current inspection .equirements and
related developments in the areas of nuclear power through industrial insurance ap-
plications. A comprehensive risk-based process has been developed for outlining the
scope of inspections for compenents in any given system. This process, outlined in
Section 2, uses an enhanced failure modes, effects, and criticality aralysis (FMECA)
methodology. The method for prioritizing components or system elements for in-
spection by combining the probability and consequences of component failure to cal-
culate associated risk s discussed. A decision analysis process for defining the
timing and approach that should be used to perform ithe inspection of an important
component is also included in Section 2. Some needed definitions are given in Section
3. Some available software tools for deveioping a risk-based inspection program are
summarized in Section 4. Recommendations for application of these methods and for
further research work are given in Section 5. References to other reports and tech-
nical literature are given in Section 8, followed by additional appendices that provide
more details on methodologies for further consideration.

This ABME research effort is thus using an interdisciplinary approuch by inte-
grating technologies from a broad base of applications to identify risk-based proc-
esses and methods for developing inspection guidelines that will ben«fit society in
general. Use of risk-based inspection methods for applications includiug nucleer and
1ossil fuel-fired power plants, aircraft structures, civil engineering and marine struc-
tures, and industrial insurance applications typify some of the technology that is
being explored in the research etfort. Examples are provided throughout this general
document.

1.3 [, IMPLEMENTATION

This general document, Volume 1, recommends approp.iate risk-based process and
methods for use in developing an inspection program for any facility or structural
system. This general document is used ir conjunction with supplemental volumes
which apply to specific types of systems. For example, an ASME Volume 2 —~ Part 1
document,' which recommends specific methods for ight water reactcr (LWR) nu-
clear power plant components is currently being prepared

———

‘Expected to be published Lo early 1902
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Future efforts that are planned for this project include the development of addi-
tional volumes to recommend specific methods for fossil ‘uel-fired power plants (Vol-
ume 3), petroleum refining processing and storage facilities (Volume 4),
noncommercial nuclear facilivies (Volume 5) and other applications given the increas-
ing interest for use of this technology. A Volume 2 — Part 2 document is also being
planned to recommend a risk-based inspection program for LWR nuclear power
plants, including the tachnical basis, for consideration by the appropriate groups of
Section XI of the ASME Boiler and Pressure Vessel Code.

Figure 1-1 displays the organization and use of the reports for the research project.
All of the documents tha' are prepared in this research effort may be employed by
users in the development and implementation of their inspection programs. These
documents may also be used by code groups to prepare new or revised codes and
standards. However, further results from pilot applications may be required to pro-
vide the technical basic for actual codes and standards changes,
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OVERALL PRCCESS FOR
RISK-BASED I' 'SPECTION | 2

2.1 [ OVERVIEW

The deveiopment of a risk-based inspectio process should include the prioritization
of systems, subsystems, componcents, or elements for inspection using risk measures,
and the definition of a strategy 71.e, the frequency, method, and sample sizes) for
performing the wetual inspections. The process should also include logio for making
repair, replace, or do-nothing decisions following inspection. Pinally, there should be
a strategy for updating the inspection plan for a given structural system, subsystem,
component, or element using the results of the inspections that are performed.

The important features of a risk-based inspection procesa should include:

® the use of a muiti-disciplinary top-down approach that ctarts at the system level
before focusing the inspection at the component or structural element level;

o the use of a “living"” process that is flexible, strives for completeness, and can be
easily implemented in order to control risk;

® the use of quantitative visk measuves,

¢ the use of offective and efficient analytical raethods that provide results that are
readily reviewable and that are familiar to those involved in inservice inspe~tion
technology.

Figure 2-1 outlines the overall risk-based inspection process based on the needs
defined above, The process is comprised of the following four parts:

¢ definition of the structural system that is being considered for inspection;

¢ use of a qualitative risk assessment that captures fundrmental expert judgment
and experience i1, identifying failure modes, causes, and consaquences for initial
rankirg of systems and components for inspection;

@ application of quantitative r'sk analysis methods, primarily using an enhanced
FMECA and treating uncertainties, as necessary, to focus the inspection efforts
on systems and components associated with the highest calculate ! risk;

¢ development of the inspection program for the components, using decision risk-
analysis methodas, beginning with an initial inspcotion strategy and ending with
an update of that strategy based on the findings from the inspection that is per-
formed.

Several feedback loops are shown to represent a living process for the definition of
the system, the ranking of components or structural elements, and the inspection
strategy for each component or glement. A key objective is to develop a risk-based
inspecticn process that is firet established and tho n maintained up-to-date for the
facility of i iterest.

The ge. ns below provide information and examples for each part of the recom-
mended process.
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SYSTEM DEFINTTION
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o Define System Boundary

and Success Criteria
o Assemble Information
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QUALTTATIVE RISK ASSESSMENT

Define Failure Modes
Define Fzilure Causes p—e!
Identify Consequences
Rank Subsystams

Rank Components/Elements
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3 (1) FAILURE MODES, EFFECTS, AND CRITICALITY AMNALYSIS

Redefine Failure Modes
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Assess Failure Probabilities
Assess Consequences

Risk Evaluation
Risk-Based Ranking
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(2) INSPECTION PROGRAM DEVELOPMENT

Chonse Candidate Inspection Strategies
(Frequency, Methuds, Sampling Procedures)
Define Potential For Dimage States
Define Potential For Inspection Damage
Define Reliability of Inspection Methods
Estimate Effect of Inspection on Failure Probabilities
Choose Strategy and Perform Inspection
Perform Sensitivity Studies
Choose Appropriate Action

Updace State of Knowledge

* With and Wiihout Uncertainty
** Decisic. Risk An2ly-is

FIG. 2-1 RISK-BASED INSPECTION PROCESS







2.3 QUALITATIVE RISK ASSESSMENT
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TABLE 21
STEPS FOR ASGEMBLY OF INFORMATION TO BE USED IN
RISK-BASED INSPECTION

List systems, subsysterns, and components of potential concern.

Obtain fluid system chamistry information, system environment, and systern
grrangement (isomaetriv) to review system rigidity,

Inventory components for the systems of intsrest at the facility.

Identity thuse components for which structural integrity failures could have
potential safety and/or e/ onomic consequences.

. Coliect enginer. .y recards (dasign data, risk studies, operating history,
inspection, maintenance, repairs, and aiterations) and dosumentud
procedures.

. Conduct field surveys to verify engineering records, estebiish as-buiit
configuration, and look tor aeviatinny/degradation from design conditione,

) Interview cognizant personnel to compile nonrecorded information and
astablish operational practices,

. Compile operational and faiiure experience at other sites and facilitics (from

literature, industry groups, professional contects, reguletory agencies, etc.),

Maost of *he methods used for assessing risk of complex systems are based on a
combination of analytical (i.e., quantilative) and judgmental (i.e., qualitative)} ap-
proaches. For certain objectives and systems, however, a quantitative risk analy~is
oan be too expengive, time consuming, or inconvenient. In such cases, a qualitative
assessment can be more appropriate, especially where insufficient data is available to
analytically assess the system. In, addition, qualitative methods can be used to perform
& pre-assessment of the system (i.e., beicre performing a detailed quantitative and
gualitative evaluation of the system). Engineering judgment and experience are con-
sidered to he the bases of the qualitative analysis of consequences and likelihoods of
failure. Therefore, the results are dependent on the background and expertise of the
analysts and the objectives of the analysis.

2.3.2 [ Qualitative Analysis M. thodology

The process uf qualitative analysis is divided into five r.ain categories:

(1) system identilication and description;

(£) identification of initiating failure events,

(3) identification of consequences;

(4) qualitative estimation of risk levels considering both consequences and likeli-
hoods of fallure;

{5) ranking of subsysteris and components for inspection purposes.

The first three categories are considered to be parts of a learning loop. For these
categories, a qualitative flow chart can he constructed in order to model & system for
the purpose of ranking its failure moaes, components, and subsystems. The qualitative
flow chart can be of two types, bottom-up or top-down. General flow charts repre-
senting the two types are shown ‘n Figs. 2-2 and 2-3, respectively.
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In the bettom-up approach, failures of individual components are initially identified,
then the effects of these failures in certain sequences on the system, as a whole, are
assessed, In the top-down approach, identified gross losses of system functions are
decomposed to failure sequences of individual components of the system. Depending
on the application, either approach or a combination of both may be appropriate.

Before performing the qualitative analysis, according tc one of the two types of flow
charts, the system should be defined as previously described in Sectio. 2.2 In the
case of the bottoni-up type (1 e, Fig. 2-2), the first step in the analysis is to establish
limits on consequances (e.g., in terms of casualties and economic loss). These limits
depend on the objective of the analysis and any ~~nstraints imposed on the analyst.
The limits provide upper and lower bounds on t.c consequences. Then, all possible
initiating events that lead to def d failure modes should be identified. The definition
of the iniiating events and failure modes is expected to be heavily based on available
performance records of the system, and tho judgment of experts and personnel who
are intimately knowledgable of the system. The consequences of failure should be
qualitatively assessed and compared to the established limits, Based on thie analysis,
the system may require redefinition and refinement through a learnirg loop. The
subsystems should then be aefined along with any redundancies. Similarly, the com-
ponents within each subsystem should be detined. Any redundancies within the sub-
system based on the composition and interaction of its components should be
identified. The final task is to pericrm the qualitative-based ranking of the compo-
ments according to their failure modes and the qualitative-based ranking of the sub-
systems. An additional product of the process 18 a dzfinition of the failure modes of
the system, which is discussed late: in this section in detail.

In the case of the top-dowr: strategy (i.e, Fig. 2-3), the first step in the analysis is
to id~tify all possible failure modes of the system under investigation. Then, subsys-
tems and redundancy in the subsystem level should be identified. For each subsystemn.,
the failure modes should be identified Choosing a failure mode and defining the com-
ponents of thay subsystem is the next step. For each component, the failure modes
should be defined. Selecting a component failure mode and defining its \ritiating
events and consequences can be used as criteria for ranking the failure movies of the
components. The susbsystems and the failure modes of the subsystems can be ranked
according to the likelihood of failure, consequences, or risk when consequence esti-
mates have been completed .or all subsystem failure modes. Figure 2-4 nffers a sug-
gested presentation that has becn adapted from approaches used by tue .8,
Environmental Protection Agency (EPA) (19€7) and vy Lercari (1986) for the State of
California Office of Emergency Services.

2.3.8 ] Define Failure Modes and Causes

Before an inspection strategy can be established, it is first necessary to identify the
potential modes and causes of failure for tha structural components of concern. Fur-
thermore, one must relate failure modes to possible safety and/or economic conse-
quences. At this stage of the evaluation, the foremost objective is toc ensure that all
significant failure modes and associated causes are addressed for later use in the risk-

12




Establish limits for consequences

{

List all possible initiating events leading to unun]

1

Establish consequences for initiating events ]

1

Rede’.ine the system according to potential consequences J

{

Define subsystems

1

Identify recvundant subsystems

i

Deiine components

1

Identify redundant components]

4

Select a subsystem

!

Define failure modes of the components of the subsystem

[ Rank componénts for inspection purposes j

Define failure modes of the subsystems

( Rank subsystems for inspection purposes )

L

Gofino failure modes of the ayatu)

FIG. 2.2 BOTTOM-UP QUALITATIVE ANALYSIS FOR INSPECTION RANKING

AND FAILURE MODE DEFINITION

13



PR s T ——

wEETRn—

I Jdentify system boundaries ]

\

Identify failure modes of the system 4]

- |
identify consequences of the system failure modes ]

l¥ Define ;chyt.ms ]

v
Define redundant subsystem. ]
L]

-
'

I Select y subsystem

[ Define the subsystem failure mo&;l from the system failure modes ]

1
[:S.lect a subsystem failure modog}‘

.

[;pofxnc components of the lubayltom‘]

Define redund;nt components
L
-
+

=
1 Select a component

Define the componert failure modes from the subsystem failure modes ]
4
"--———“——CF Select a component failure mode

v
[VDufxne the antintingiavcnt;']

. 4

[—Eltablxah consequences of the compunent failure mode l

L—Rank component failure * Jor inspection purposes)

!

- < Rank components for inspection purposed
4

Establish conseguences of the subsystem fallure modes __J

(Rank subsysten failure modes for inspection PUIPOses)y———-— I

)

<§§nk subsystems for inspection purpoa:g}

FIG. 2-3 TOP-DOWN QUALITATIVE ANALYSIS FOR INSPECTION RANKING
AND CONSEQUENCE DEFINITION
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based process that will rank inspection priorities. On the other Land, judgment raust
be exercised to ensure that the evaluation is not unnecessarily diverted to consider-
ation of large numbers of failure scenarios with vary low likelihoods of failure.

Examples of simple structural failure modes that can lead to loss of structural in-
tegrity are:

¢ fracture

¢ exvessive distortion

@ cracking

¢ thinning
The consequences of such failure modog wiil be situation dependent. For example, a
through-wall flaw that results in leakage of toxic or lammable fluids could have severe
consaquences. On the other hand, the consequences of this same structural integrity
failure could be quite insignificant if a n nhazardous fluid is being contained.

Table 2-2 lists a number of important failure causes that should te considered in an
assessment. Each of these can result in degradation of structural integrity. In the
qualitative risk-assessment process, the most likely failure modes an i causes must be
identified based on experience and engineering judgment. The specific locations and
components within the system or cubsystem where the degradation mechanisms are
expected must also be identified.

In many cascs, this selection process is influenced by considerations of uncertainty.
For e ample, when the details of the design and construction are @ither undooumented
or suspect, or when there may be specific reasons to believe that components have
been operated at temperatures, loads, or pressures beyond their original design limits,
additional failnre modes and causes may need to be considered. As a rule, the selection
is based largely vn general considerations of potential degradation from such causes
as corrosion, cyclic stresses, wear, and high-temperature creep.

Since structural i, tegrity failures are rare events, historical data on actual failures
is likely to provide lit\'s guidance to identify tue potential failures to be addressed by
the rigk-based inspectisn program. Therefore, engineering judgment is needed to firat
define the factors that can contribute to potential failures, and then to identify those
factors that are of sufficient importance to warrant further consideration for the spe-
cific systems and components of concern.

2.8.4 [] Example

A generic example of how the qualitative risk-assessment process works, using the
top-down approach, is illvstrated by evaluating the failure of the hydraulic brake sys-
tem in an automobile. The hydraulic brake system can be divided into two main sub-
systems, front and rear brake subsystems. The subsystems in this case are red andant
such that in order for the automobile brake to fail, the two subsystems must fail
simultaneously. Each subsystem can be divided into severa! components. The com-
ponents can include the wheel cylinders, brake lining, master cylinder, connecting
tines, and brake fluid. The first component (the wheel cylinder) can be divided into
two subcomponents, i.e., left and right wheel cylinders. The failure ol a subcomponent
can cause the failure of cylinder function. Failure modes can include insufficient brake
fluid, cut of the fluid lines, and seal failure in the master cylinder. Establishing con-
sequences for each failure mode, component, and subsystem van be used as criteria
for ranking them for insnection purposes.

This example could also be evaluated using the bottom-up quantitative analysis
approach, but the process would begin wich the definition of consequence of failure
for the hvdraulic brake system,

16
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TABLE 2-2
EXAMPLE FAILURE CAUSES

. Operation &t loads and/or pressures exceeding design
limits

Oporation at temperatures over design limits
Operation at temperatures below brittle fracture limits
Improper design and fabrication

Improper repairs and alterations

Structural damage from maintenance

Improper or degraded supports for components

Structural damage from es ternal events (impact, crushing,
etc.)

Excessive vibration

Improper or degraded overpressure protection
Material or weld defects

General corrosion

Flow-assisted corrosion {erosion/corrosion)
Wear (excessive maintenance)

Thermal fatigue cracking

Vibretional fatigue cracking

Streer corrosion cracking
High-temperature creep

Lang-term embrittlement

. * & * & & ®°T s " s

Loose or missing fasteners

Bl St b llan i B L



2.4 ) QUANTITATIVE RISK ANALYSIS

Quantitative risk-analysis methods are used to inlegrate the numerous engineering
disciplines to pri~~itize and develop programs for the inspection of components and
structural elements. Some of the engineering disciplines include nondestructive ex-
amination, fracture mechanice analysis, probabilistic analysis, failure consequence
analysis, system and component design, and operation of facilities.

Risk-based models are developed by expanding on the logic that is used in the qual-
itative risk-assessment process to quantify the direct and indirect consequences of
failure. Probabilities of ccmponent failure that are based on component material, po-
tential degradation mechanisms, and loading conditions are also factored into the
model. Information from the design analysis and experience databases is also used in
the risk-based prioritization model. The overall model is then used to identify the most
important components or subcomponents for inspection using quantitative measures.
A quantitative methodology, which can be based upon safety and/or economic risk, is
then used to prioritize all the components or elements of interest. When the compo-
nents are prioritized, inspection models are applied to evaluate appropriate inspection
strategies for the components or structural elements of interest. These models are
used o0 evaluate the reliability of inspection techniques and inspectors relative to
potential failure criteria, e g., leaks or catastrophic rupture.

The overall approach is essentially comprised of two basic steps:

(1) the application of risk-analysis methods to prioritize compou.ents for inspection;
and

(2) the application of decision risk-analysis models to evaluate the appropriate fre-
quency, methods, and acceptance criteria for developing inspection programs.
Section 2.5 discusses enhanced failure modes, effects, and criticality analysis (FMECA)
model that has been altered to deveiop component inspectica priorities. Decision anal-
ysis models for developing inspection programs are discussed in Section 2.6.

The FMECA model has been expanded beyond traditional FMECA models used for
evaluating system effects from operational component failures. This enhanced FMECA
methodology illustrates in a straightforward way how risk is used to prioritize com-
ponents for structural inspection. Rather than using qualitatitve values or weighting
factors that are applied in traditional FMECA models, numerical failure probabilities
and consequences are assigned in this enhanced method. Approaches for treating
uncertainty in the assigned values are also offered.

Strictly speaking, the FMECA approach is only appropriate where single failures
are linked directly to specific consequences. Where combinations of independent fail-
ures are required to cause the undesirable consequences, this method must be en-
hanced or replaced by more sophisticated analysis methods. In that case, the
probability of component failure must be combined with the probabilities of other
failures to deterinine the probability uf achieving the consequences.

Thus, where safety systems exist to respond to component failures, and in particular
wh re independent, reduidant systems exist, fault trees may be used to quantify prob-
abilities. Where time-sequencing of events must be considered, i.e., accident sequence,
event trees may be used (often in combination with fault trees) in probability deter-
minations. Both of these techniques are used in probabilistic risk assessments (PRA),
which are extensively used in the nuclear industry for making robability determi-
nationis where these complications exist.

Where PRA uiformation exists, more sophisticated measures of rick importance may
be used to prioritize component inspections, as is discussed in Section 2.6.2. Never-
theless, the FMECA model is appropriate for use in less complicated situations, and
it is particularly appropriate for the purposes of this document — to provide a straight-
forward illustration of how risk can be used to prioritize components for inspection.

18




2.5 [ FAILURE MODES, EFFECTS, AND CRITICALITY ANALYSIS
METHODOLOGY

2.5.1 [ FMECA Information Sources

The FMECA methodoiogy provides an efficient way to integrate the information that
is required 1w perform a cisk-based prioritization. Figure 2-5 depicts how several
sources of information are used to construct the FMECA model. The following para-
graphs summarize each of these inputs.

Design Information. Design information is used to identify the subsystems and
components within a given structural system. This information is pertinent to defining
functional requirements and expected loadings for components and structures. In-
sights can be obtained as to definition of the potential failure modes and causes from
this data. For instance, locations in piping systums that are susceptible to fatigue or
erosion can be determined by noting those locations where frequent thermal tran-
sients or high flow rates oocur, respectively.

Operating Experience Databasos. An excellent source for dete. mining single and
multiple failure modes and failure causes for some components ard structures is op-
eraiing experience data. [For example, Bush (1988) provides useful data on pressure
vessel and piping failures.] For many components and structures, however, a dearth
of data exists on actual service-induced failures. Engineering analysis should be used
to extrapolate data so failure probabili‘ies for these components can be assigned,
particularly when estimating long service times, as needed in life-extension evalua-
tions, Inferences can be drawn from these sources to define general trends.

Opinion. Elicitation of expert opinion of the personnel who have first-hand
field experience from operating and maintaining the facility of interest is another
valuable source. These persons usually know of failures, malfunoctions, degradation,
and human errors that ere not documented, but are important to the failure probability
estimation. Winterfeldt and Edwards (1988) provide general methods for eliciting ex-
pert opinion or judgment. If expert opinion is being sought in order to encode prob-
abilities for analytical purposes, methods such as those presented by Spetzler and Von
Holstein (1975) mus! be applied. Many pitfalls exist when eliciting expert opinion for
analytical purposes Mosleh, Bier, and Apostolakis (1888) highlight some of those
concerns in their review of current practice for use of expert opinion in probabilistic
visk assessment. Use of a well-documented systematic process that is facilitated by
experienced practitioners to obtain this valuable source of information avoids wasting
time and resources.

Potential Degradation Mechanisms. Studies of potential degradation mechanisms
can help to define potential failure modes and causes, which were previously discussed
in Section 2.8. Such studies have been performed in support of life-extension efforts
and can provide useful ingights into predicting failures that have not yet occurred in
operation. Once age'~ *he knowledge of personnel with field experience can often be
used to identify undocuiented degradation mechanisms.

Prior Inspection Results. Review of prior inspection results further supplements
the above information when attempting to define the potential for component failure.
The experience range, from finding nothing to having to repair or replace the com-
ponent of interest because of significant flaw indications, should be taken into account.
Flaw indications exceeding acceptance standards that have been found in comparable
components may usefully supplement these results. Given the void in databases for
most components and structures, this source of data can have a significant influence
in assigning probabilities of failure for the components or elements of interest.
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SRRA Results. Prior structural reliability and risk assessment (SRRA) methods can
he used to iniegrate the above information wnen predicting the probability of failure
for & given component, particularly where a dearth of failure da’ a exists. Those meth-
ods address the uncertainties asscciated with flaws, material properties, and loadings
They can also be ormbir ~d with traditional probabilistic risk assessment (PRA) results
that define the frequency of loading everts on composents and structures. SRRA
resuits have been generated for a number of components over the past decade and can
be of use in assigning failure probabilities. (In Sectioa 2.6 this techinology is further
discussed in detall, relative to the development of inspection strategies for compo-
nents.)

PRA and Rellability Analysis Results. ~vailable PRA conseguence and reliability/
availability systems analysis can assist in determining effects of component failures
for the consequence portion of the FMECA. PRA evaluations provide useful data rel-
ative to safety consequences, such as the potential for damage and undesirable re-
leases. Sys‘ems reliability analyses provide usefu! information regardiag unplanned
shutdowns as « result of failures, particulary those that may result in extended faocility
gshutdown with minimal safety consequences. These tools provide a good source for
the FMECA; however, on: should include uncertainty n the results since these anal-
yeis methods do not currently include time-related degradation

2.5.2 [ Estimation of Failure Probabilities (Prob)’

To estimate failure probabilities for the components or elements of interest for the
FMECA, appropriste failure data must be used in combination with available SRRA
and/or PRA results. For most applications, however, this information does not exist
and the estimation has to be made by engineering judgment uring the other sources
discussed above.

One of the challenges with estimating failure probabilitics is converting statemsents
in the spoken word to actual probabilities. For exemple, suppose that a facility, which
has a lifetime measured in tens of years and where a particular event may be expected
to cocur during the lifetime of the facility, then what probability rate (i.e., frequency)
would be applied to that event? Or suppose that another event is rarely expected, but
could not be ruled out completely, then what probability rate \.ould be applied to this
event? Table 2-3 gives some definitions that have been generally agreed to be equiv-
alent to these types of statements. This table can help in those situations where the
data is scarce or nonexistent and is relied upon to make judgments using these types
of statements. However, undertaking these translations from the spoken word of an
expert to a probability value is a procesa with pitfalls and shotld be approached must
carefully, as previously discuseed in the elicitation of expert opinion in Section 2.5.1.

The probabilities provided in Table 2-3 are presented on a per-year basis and are
applicable to components whose lifetimes are measured in tens of years. These num-
bers must be adjusted for shorv-lived components, such as rocks © engines whose life-
times are measured in minutes. Another consideration when \, .oting probabilities is
that some situations call for a per-demand basis. This would apply to a component,
such as a fire pump, that is seldom in use, but which becomes very .mportant when
the situation calling for its use arises.

' Abbreviation used 1. FMECA output
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TABLE 2-3
DEFINITION OF FAILURE PROBABILITY ESTIMATES (PROB) FOR
COMPONENTS WITH LIFETIMES IN TENS OF YEARS

Failure
Probability
Definition (per yeoar)
An off-normal initiating event which individually may be expected 0!
10 ocLdr maore than once during the lifetime of the component
An off-normal initisting event which ingividually may be expacied 102
to cocur once duting the lifetime of the component
An off-normal initiating event which individually is not expected |
10 occur during the ymponent lifetime; (however, when
integrated over all system components, sn event in this category
has the credibility of happening once).
An off-normal initlating event of such low probability that an event 10-¢
in this category is rarely expected 10 ocour.
An off-normal initiating event of such amome!y xow prohcbemy 10"

2.5.8 [ Consequence Estimation

The consequence portion of the FMECA should be represented by both safety and
economic consequences given component fallure. Environmental consequences can be
included in either of these categories, or perhaps addressed separately. Safety effects
should consider direct as well as indirect consequences since these effects are gen-
erally not considered in PRA evaluations from a structural integrity point of view.
Otherwise, available PRA and systems availability analysis results are the best source
for the assignment of the consequence estimate. No generally accepted method exists
for ccrtining safety and economic consequences to perforn: a risk-based ranking or
prioritization for inspection. Therefore, it is recommended that they be considered
separately as appropriate to the application of interest.

Safety. For the general methodelogy, the safety consequence should be defined in
terms of the potential for adverse effects (e.g., the number of casualties, both on-gite
and off-site, that would be expected to ocour given the failure of the component or
element of interest, partiovlarly for a significant release). Safety consequences can be
defined for specific applications, e g., core damage for nuclear power plants or size of
toxic release clouds for process facilities, but these will be specified in later volumes
for the application of interest. The safety consequences can sometimes be obtained
from PRA consequence evaluations. such as dispersion analysis and release conse-
quence analysis. Once again, however, this data is generally not readily avatlable.
Therefore, the safety consequence estimate is made based on engineering judgment
for most cases.

Esonomic Loss. The consequence of economic loss will have to be estimated, but
experience usually exists from other related failures that can be drawn upon for the
estimation, even for very serious -ccidents. Economic loss entails the repair or re-
placement of the component or element that has failed, the repair or replacement of
other equipment that was affected by the failure, the loss of availability of the overall
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TABLE 2-4
EXAMPLE VALUES FOR ECONOMIC LOSS CONSEQUENCES

Estimated Economic
Definition Loss, §

Failure causes significant potential off-site and facility or 10¢
system failure costs and potential for significant
litigation

Failure causes indefinite shutdown, significant facility or w0
system fallure costs, and potential for litigation

Faflure causes extended unscheduled loss of facility or 107
system and significant component fallure costs

Repair can be deferred until scheduled shutdown, some 10°
component failure costs will oocur

Insignificant effect on operation 10°

system or facility, business interruption, and in some caces, damage to the public or
enviranment. Some suggested economic loss values, which can be refined using expert
opinion for the application of interest, are presented in Table 2-4.

A more universal way can be established to quantify the consequences of property
damage using a units-of-damage measure reflecting well-dofined components of a sys-
tem and reflecting parameters that modify the cost of such consequences. Among these
paramaters one can include the following:

{1) transportation;

(2) installation, including special technology methods and resouraes needed,

(3) meification of linked components of the Rystem because of new technology ad-
vancemant of the object being replaced,;

(4) cost of expediting the repair or replacement;

(5) business interruption; and

(6) legal and jurisdictional expenses.

The basis of the evaluation of the total cost could be the direct replacement cost of
the system (vendors price lis** squated to 100 units. Any partial damage of the system
would be linked to a cost of a aumber of units (less than 100) m~dified with the number
of units reflecting the above parameters applicable in the site-specific case Total dam-
age would reflect a cost of at least 100 unitse

The advantage of this inethod is the independence of damage cost prediction from
currency changes (inflation, exchange rates for foreign-made equipment, etc.) and
technological advancements such as new processes or new equipment. The disadvan-
tage is the need for normalization of the damage units if the cost of the damage is the
basis for comparison and ranking of systema.

2.5.4 [ Risk Evaluation

As previously shown in Fig. 2-5, the risk of failure is abtained by multiplying the
probability of failure by the consequence of that failure for >ach component o strug-
tural elemr ent of interest. To perform the prioritization for inspection, each component
or element can be ranked from highest to lowest according to its safety or economic
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risk. A useful way to evaluate the risk of fallure, however. is to develop risk plots in
addition to just preparing a tabulated ranking of the risk.

The probability and consequence of failure for each component or element in a given
system are plctted on a log-log risk plot using single point estimates. One plot is
made for safety risk and another for economio riek, depending on the interest of the
user. Ranking can be done via lines of constant probability of failure (Fig 2-6a), lines
of coastant consequence (Fig. 2-6b), or lines of constant risk (Fig 2-6c). Generalized
contours can also be drawn to place emphasis on failure probability or consequence
when ranking or grouping components (Fig. 2-6d). Special cases of the generalized
plots can be generated such as for insurance evaluations (Fig. 2-8e). Typically, in-
spection of components or elements associated with lirge consequence are performed
to verify that some unknown degradation mechanism is not taking place.

Groupings are used to classify or rank components. For example, all the components
or elements in Category “A" may receive full examination at & frequent inspection
interval using the best inspection methods available. SRRA models may also be de-
veloped for these elements in order to define the optimum ingpection strategy and to
assure correct categorization. (This is discussed in more detail in the next section )
In Category “B,"” samples may be used for the inspection, but the frequency and meth-
ods of inspection may bie similar to those in Category "A " Finally, in Category “C."
only visual inspections may be performed on a routine basis to ensure that major
degradation or minor failure (e g . small lexks or bulging) is not taking place.

This document does not define “acceptable risk” levels since it is up to the user of
this technology (i e, the owner, vendor, regulatory body, insurer, etc.) to define those
riak levels for the application of interest.

Figures 2-8a through 2-8e use single point estimates to evaluate risk. In disocussing
the input to the FMECA, significant uncertainty can exist, however, within the prob-
abilities and consequences of fallure as previously menticned. The quantitative risk
analysis may be carried to a higher level by treating uncertainties, as is discussed and
exemplified next.

2.6.5 [ Treatment of Uncertainties

The main motivation behind the evaluation of safety and risk in engineering is to
deal with uncertainties for the purpose of risk assessment and risk control. Therefore,
a comprehensive and complete treatment of uncertainties in eagineering systems is
needed in order to obtain realistic estimates of risk. Generally, uncertainties concern-
ing engineering systems are commonly attributed to:

(1) physical randymness in system parameters;

(2) siatistical uncertainty due to the use of limited information to estimate the char-
acteristics of these parameters;

(3) model uncertainties that are due to simplifying assumptions in our analytical
and prediction models, simplified methods, and idealized representations of reality;

(4) vagueness in the definition of certain parameters, e g., system performance (fail-
ure or survival), quality, deterioration, skill and experience of operators and engi-
neers; and

{8) ambiguity and vagueness in defining the relationships between the parameters
of the problems, especially for complex systems,

Figures 2-7a through 2-7e are replots uf the data in Figs. 2-6a through 2-6e, taking
uncertainty into account using interval estimmates on the probability of failure and the
consequence. That is, the probability and consequence data is represented by rectan-
gles rather than single points to display the risk and inherent uncertainty of each
element. Risk rankings can be established to prioritize components for inspection;
however, elements with large uncertainty (i.e., large or stretched rectangles) will be
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ranked higher than in the grouping based on single point estimates. Elements, rep-
resented with rectangles, with risk estimates that fall at borderlines between groups
can be ranked in a group of higher inspection priority.

The next section discusses the methouology and provides examples using interval
estimates as a recommended way to quantify uncertainty if the user prefers (o go
beyond the use of single point estimates for the risk-based inspection process. More
complex uncertainty measures are available in the literature.

Uncertainty measures discussed here are classified into the following three major
caterogies:

(1) information measures based on crisp sets and probability theory;

g) uncertainty and information measures based on fuzzy sets and possibility theory,
an

(3) uncertainty measures within the framework of belief and plausibility measures,
i.e., the theory of evidence.

In the first category, there are two prinocipal measures of uncertainty: the Hartley
measure, which is based solely on the classical set theory, and the S8hannon entropy,
which is formulated in terms of probability theory. In the second category, there are
two principal measures of uncertainty: the U-uncertainty, which is a possibilistic coun-
terpart of Shannon entropy and, at the same time, a generalization of the Hartley
measure, and the measure of fuzziness, which is based on fuzzy set theory The third
category consists of dissonance and confusion measures that are based on the theory
of evidence. These uncertainty measures are summarized in Table 2-6 for information,

2.5.6 () Risk-Based Ranking Methodology

Based on the criteria set by the task force, a methodology for risk-based ranking of
components or elements for inspection is developed. The methodology is based on the
assessment of failure modes, element failure probabilities, consequences, and the un-
certainties associated with them. Single and multiple element failure modes are con-
sidered since, for some elements, several failure modes may exis' Safety and economic
consequences are included. As part of the uncertainty analysis, interval risk estimates
are considered for failure modes, elements, and systems.

Several additional examples are used to illustrate the suggesied methodology for
ranking failure modes, elements, and systems for inspection purposes. Two ap-
proaches are considered in this analysis. They include: single point estimate of risk
and interval estimate of risk. The selection of the method depends on the application
and the availability of information.

The objective of the analysis is to construct an inspection priority list. The priority
list is determired using safety and econormic risks for all the fallure modes, elements,
and subsystems of the gystem under investigation. Generally, for both single and
multiple failure modes, the ranking is based on the severity potential of safety and
sconomic riske. In the case of tiea rankings, the statistically appropriate approach for
determining the ranking of the tied elements is to average the ranks of these elements.
In this section, however, the ranking of tied elements is taken as the least rank among
them. The next available rank is then taken as the least rank plus the number of tied
elements. This practice & commonly used in the development of ranks.

Single Point Estimate. In the single point estimate, values are assigned to the prob-
abilities of failure of the modes and elements, and the magnitudes of safety and eco-
nomic consequences. The resulting estimates of risk are point values. The safety and
economic risks are the products of the probabilities of failure and the corresponding
magnitudes of safety and economic consequence, respectively. Ranking of the safety
and economio risk estimates for the elements and systems are performed from highest
to lowest.
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TABLE 2-5

UNCERTAINTY MEASURES

A a L [ 1 [} 3 1 F i G
1_{Uncenainty measure| Type of uncertainty [Type of sets or Theory type Comments {Uncernainty Heterence
2 A basic discrete measure i
3 Hartioy ambiguity crisp a8l A larger number of [0.=) Hartiey [1928]
4 means larger uncenainty
5 set The doser the outcomes
L Shannon Emtropy ambiguity crisp and o an aqual Hklihood the [0,=) Shannon [1948]
7 probability larger the uncertainty
L] set Possibilistic counterpart
9 U-uncertainty ambiguity crisp and to Shasnon entropy and O, =) |Higashi and Wi nd
10 possibility generaiization 1o Hartley
o mMBasure
12 vagueness set Measures the lach of Deluca and Termini
13 | Fuzzinest measwrc | and fuzzy and distinction Detween a set [0.=) [1972,1974 1977}
14 ambiguity tuzziness and its complement
15 centlict st Measures conflict of
18 | Dissonance measure and crisp and evidence using theory of {0.=) Yager [1983]
17 ambiguity evidence evidenc
18 contusion set Measures confusion of
19| Confusion measure and crisp ano evidence using theory of [0.=) Hohle [1981]
20 nmbl'gn’ svidence SvVidenc




Interval Estimate. An interval value is a range of numbers with lower and upper
limits that is assigned to some or all the parameters considered above to account for
the uncertainty in these parameters. For example,

1 = [ab] (2-1)

is an interval value ranging from a lower limit (a) to an upper limit (b) The numbers
in the interval, i e., from a to b, can have either a uniform or non-uniform likelihood
distribution as shown in Fig. 2-8 In this study, it is assumed that the numbers of an
interval have uniform likelihood distributions,

The operations of interval analysis can be used to determine uncertainty propaga-
tion in the analytical process. The safety and economic riske are the products of the
interval probability of failure and the intervals of the magnitu .es of safety and eco-
nomic consequence, respectively.

The algebraic operations on interval values are extensions of cperations on real
numbers as discussed by Moore (1968). For example, if

I, = |ab] (2:2)

I, = |¢d] (2-3)

are two interval values where d > ¢ and b > a, then the following operations are
defined:

fab] x 0 =0 (2-4)

[a,b] + [ed]) = [a + ¢ b + d] (2-5)

[a.b] = [ed) = [a = é. b - ¢ (2-6)

[a.b] x [6d] = |ac,bd] (27

[a.b)cd] = [ab] x [Vd,1/c} if O does not belong to [c.d] (2-8)

The distribution shape of the resulting interval from any operation on two intervals
can vary from the original distribution shapes. The resulting shape depends on the
shapes and the magnitudes of the original intervals. For example, the addition of two
uniformly distributed intervals results in a non-uniform interval, The distribution
types are not considered as part of the analysis in this study.
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FIG. 2-8 LIKCLIHOOD DISTRIBUTIONS
In order to rank the safety or economic risk estimates where their magnitudes are
given by interval values, for example

I, = |ab] (2-9)

and
I = [e.d] (2-10)

the following logic operations should be conducted:

IFd > b THEN I, » [, (2-11)

IFd = b ANDIF¢ » a THEN I, » [, (2-12)
IFd = bANDc¢ = a THEN}, = [, (2-13}
Otherwise 1, < [, (2-14)

2.5.7 [ Risk-Based Ranking Examples

In this section, two simplified examples are discussed to illustrate the process of
risk-based ranking. The first example is based on elements with single failure modes.
Both single point and interval estimation methods are used to illustrate the method-
olegy. In the second example, multiple failure modes for elements are considered using
both estimation methods. The elements are assumed to be in series for both examples,
and the probability of more than one element failure is assumed to be negligible.

Prior to showing these numerical calculations, Table 2-8 illustrates the basis for the
failure probability and consequence estimates that are used in the FMECA of the
general structural system being evaluated in the two examples. The consequence os-
timates for the examples are based on the potential number of casualties and economic
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TABLE 2-6

FMECA RISK-BASED INSPECTION OF GENERAL STRUCTURAL SYSTEM

FAILURE WMODES

FAILURE CAUSE

PROSABILITY
OF FATLURE

FAILURE EFFECTS

CASUALTIES DAMAGE

Pistortion that
leads to weskening
of redundant member

Fracture that
results in leskage
of harsrdous
material

Buckling that leads
12> total collapse of
Sysiem

Fracture that
resuite in minor
leakage

Excessive temperatures
- significan. dvnamic
event, €.3., lerge
ear thauake

Corrosion, mechanicsl
wear | poor welding
process

Erosion - significent
dynamic event

Corrosion, mechanical
wear, vibrationai
fatigue-cracking from
nearby pump

1.00€-14

1 .D0E- 14

1.00€-14

1.008-02

Local ired damage, no
effect on public or
operation

Potentisl threat 1o
drinking supply in
local area, minor
effect on operations

Maior relesse of toxic
material to population

within radius of 20
miles, loss of
facility and
operations

No effect on public,

negligible effect on

operation

0.006+00 0.006+00
1.006+03 1.608+03
1. 00806 1.00€+06
0.00€+00 C.00E+00

Fedurvian mester
could be ensily
instal led to
further prevent the
fatlure from ever
occurting

Signi ficant
cracking has been
observed on
previous
inspections of
simiiar systems




loss or damage from the potential failures that are considered to obtain human and
economic risk, respectively. These consequence definitions are used only for the pur-
poses of illustration,

Example 1: Single Fallure Modes

Single Point Estimate. Single point estimates for the probabilities of element fail-
uve, casualties, and damage are assumed as shown in Table 2-7, columns C, D, and E,
respectively. Table 2-7 shows two sy tems with nine elements each. The probabilities
of element failure are selected to range from 1.00E-14 to 1.00E-02 The magnitudes
of casualty are select.d to range from O to 1 million in some units. The magnitudes of
damage are selected to range from O to 1 million in some units. The human risk
(column F), due to an element failure, is the product of the probability of element
failure (column C) and the magnitude of casualty (column D). The economic risk (0ol
umn G), due to an element failure, is the product of the probability of element failure
(column C) and the magnitude of damage (colvmn E).

The probability of failure of the system is bounded by lower and upper limits. The
lower and upper limits corresponrd to statistically correlated (positive) and statistically
independent failure evente of the element, respectively, The limits are based on the
assumption that the elements are in series. The limits for the probability of system
failure can be determined as follows:

w9

o S Py <1~ "“"lpk.) (2418)

i =

M

i -

—w‘

where

P, = the probability of failure of element i
P, = the probability of system failure

“he estimated probability of system failure can be assumod to be the geometric
average of the two system failure limits, where the geometric average of ¥, ¥ ....Y,
is defined as the nth root of the product of all ¥'s, i.e.,

geometric average = {Y, Y,.../ )" (2-16)

The risk estimates for a system are determined as the summation of all the risks of
its elements as shown in Table 2-7. The human risk values are shown in cells 15-F
and 28-F for systems 1 and 2, respectively. The economic risk values are shown in
cells 15-G and 28-G for systems 1 and 2, respectively. The elements and systems can
be ranked according to human and economic risks as shown in columns H and I,
respectively. Fur system 1, the magnitude of casualties for each element is set equal
to the damage magnitude in order to illustrate the effect of interval analysis as shown
in the next section,

Interval Ana’vsis. In order to perform an interval analysis for Example 1, the
probabilities of eement failure, and the magnitudes of casualty and damage are ex-
pressed in the form of intervals as shown in Table 2-8. Table 2-8 is similiarly con-
structed to Tabls 2-7 | | or-'er to facilitate a comparison between the two solutions as
digcussed in the next section. The resulting estimates of human and economic risk
are expressed in tle form of intervals. The mathematical operations that are used for
this purpose are given by Egs. 2-4 through 2-8.
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TABLE 2-8
INTERVAL ANALYSIS FOR SINGLE FAILURE MODES
A 3 C | D 1 3 F | G i H i
1 _|System |Element| Probability of railure Magnitude of Casualties Magnitude|
2 Lower Estimatd  Uppe- Lower t Estim Upper Lower
3 1
a 1 1.00E-18 i.00E-14 1.00E-10 0.00E+00 0.C0E+00 0.00E +00 0.00E+00
5 2 1.00E-16 1.00E-14 1.00E-08 1.00E4+02 1.00E+03 1.00E+05 2.00E+02
6 3 1.00E-16 1.00E-14 1.00E-06 1.00E+03 1.00E+06 2.00E+06 5.00E+03
7 4 1.00E-09 1.00E-05 1.00E-03 0.00E+00 1.00E+00 1.00E4+02 0.00E+00
8 5 1.00E-12 1.00E-05 1.00E-04 5 00E+02 1.00E+03 2.00E+03 5.00E+02
9 3 1.00E-06 1.60E-05 1.00E-04 1.45E4+03 1.00E+06 1 S50E+06 1.00E+05
10 7 1.00E-08 1.00E-02 1.00E-01 0.00E.00 0.00E+00 0.00E +00 0.00E+00
11 - 1.00E-05 1.00E-02 1.00E-02 1.00E+01 1.00E+03 2.00E+03 3.00E+02
12 E 1.00E-03 1.00E-02 1.00E-01 5.00E +02 1.00E+06 1.10E+06 1.G0E +04
13 Upper Limit 1.01E-03 1.99€-01 Boiuimna b snogle il T i
14 Lower Limit | 1.00E-03 ' 1.00€-01 P siane kit e o il
15 Best Estimate | 1.00E-03 1.99€-01 } .. _}
16 2
17 1 1.00E-13 1.00E-10 1.00E-07 0.00E+00 0.00E+00 0.00E+00 1.00E+00
18 2 1.00E-10 1.00E-07 1.00E-07 2.00E+00 1.00E+03 3.00E+03 5 00E+01
19 3 1.00E-10 1.00E-08 1.00E-04 2.00E+02 1.00E+06 1.10E+06 1.00E+03
20 a 1.00E-10 1.00E-08 1.10E-07 0.00€+00 1.00E+00 1.00E+02 2.00E+01
21 5 1.00E-08 1.00E-07 1.00E-04 9 00E +02 1.00E4+03 1.20E+03 G.00E+00
22 6 1.00E-04 1.00E-03 1.00€-02 1.00E+05 1.00E. 06 1.10E+06 0.00E +00
23 7 1.C0E-07 1.00E-06 1.00E-04 0.00E+00 0.00E +00 0.00E+00 1.00E+05
24 - 1.00E-13 1.00E-08 1.00E-05 5.00E+02 1.00E+03 7.00E+03 1.00E+03
25 9 1.00E-14 1.00E-09 1.00E-05_ ° 100E+05 | 1.00E+06 1.10E+06 9 99E 402
26 Upper Limit 1.00E-04 [& 1.03E-L¢ 3 Sl ctiubin bl e e
27 Lower Limit 1.00E-04 § 1.00E-02 o e 1 R
28 Best Estimate | 1. 00E-04 | 1.03E-02 Sy B
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The probability of system failure is expressed in the form of an interval with upper
and lower limits. These limits are determined suoh that they cover all the uncertainties
and correlation lev s of the elements. The lower limit of the system's probability of
fallure is dete:ml. .d as the smaller value in the lower limit interval, as shown in the
crossing of column C by rows 15 and 28 for systems 1 and 2, respectively, whereas
the upper system limit is determined as the larger value in the upper limit interval as
shown in the crossing of column E by rows 15 and 28 for systems 1 and 2, respectively.
The ranking of elements and systems are determined using the logic of Eqs. 2-9
through 2-14, as shown (n columns P and Q for huran and economic rigk, respectively.

Comparative Discussion. Figures 2-0 and 2-10 show a ranking comparison for
system 1 elementa according to single failure modes for human and economic risks,
respectively. Figures 2-11 and 2-12 show a ranking comparison for system 2 elements
according to single fallure modes for human and economic risks, respectively. Figure
2-13 shows a comparison of system ranking for human and economic riske. The results
shown in these figures demonstrate the effect of the method of analyvsis on the re-
suiting ranking of elements and systems. The inclusion of uncertainty in *he evalua-
tion using the interval analysis can result in a change of the ranking of the elements
or systems for inspection purposes

Example 2: Multiple Faliure Modes. 11 the case where some elements exhibit dif-
ferent fa‘lure modes, element ranking can be based on the complete ranking of all
failure riodes of the elements In such cases, failure modes of all the elements are
compiied in one evaluation process, and they are ranked based on either the single
point estimute or .1 interval analysis. The evaluation (e similar to the single failure
modes as described in the previous section

Single Foint Estimate. Table 2-8 shows a system composed ol six elements. Some
of the elements exhibit single failure modes, others exhibit multiple failure modes,
Each mode of failure has a single point estimate for the probability of failure. The
magnitudes of casualty and dan.age are represented using single point estimates for
each mode of failure. The human and economic risks for cach mode of failure are
assessed as the product of the failure probavility by the magnitude of casualty and
the magnitude of damage, respectively The results are nu\gle point estimates. The
failure modes are ranked accordingly.

Interval Ana'ysis. Table 2-10 shows the same example in a similar format to Table
2-9. In this case, the ocourrence probabilities of failure modes, and the magnitudes of
casualty and damage are represented by intervals. The risk calculations are performed
uging the same approach for the single failure mode case The resulting ranking of
the risk intervals is shown in columns P and Q according to human and economic

risks, respectively.

Camparative Discussion, Figures 2-14 and 2-15 show a ranking comparison for
multiple failure modes based on single point estimate (Table 2-0) and interval analysis
(Table 2-10) according t9 human and economic risk, respectively.

After ranking the failure modes for the components, a prioritized list of components
can be developad. This component list can be established based on ranking the com-
ponents socording to the inspection priority of their failure modes. Therefore, a com-
ponent with a higher ranked {allure mede would have a higher ranking than rither
components

Mathematical expressions for eveluating the entries in Table 2.7 through 2-10 are
provided in Appendix B,
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Group Ranking In many cases, the analyst is more interested in ranking elements
or systems in groups, where the elements nr systems {n each group have relatively
equal estimated attributes, rather than ranking them individually. The group rarking
can be based on the probability of failury, consequences, huinat, and/or voonomio
risks. The group ranking results in establishing a priority list for inspection.

As an example of group ranking, the elements of system 1 introduced in Example
1 for single failure modes with single point estimates are ranked in groups according
to the probability of failure, the magnitude of damage, and the economio risk as ghown
in Figs 2-16, 2-17, and 2-18, respectively. For example, in Fig. 2-18 the top inclined
arrow line separated and grouped elements 8 9, and 6 in group A, which has an
economic risk greater than 1.8 It shouid be noted that all points, which lay along one
line, have the same economic risk. Figure 2-19 is a summary of different group ranking
based on the probability of failure, the magnitude of damage, and tha sconomie risk
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TABLE 2.9
POINT ESTIMATE METHOD FOR MULTIPLE FAILURE MODES
A 8 C 5 1 E I F i G T | I

1 |Element| Faiiure | Probability Magnitude of ing according 10
2 Mode | of Faliure |Casuaities;] Damage |Human Risk | Economic Risk: Human Risk | Economic Risk
3 1 Mode 1 | 1.00E-13 | 0.00E+0C | 2.00E+02| 0.00E+0C | 2.00E-11 8 10

* sMode 2 | 1.00E-04 | 0.00E+00 { 1.00E+02| 0.00E+00 1.00E-02 8 1

5 2 Mode 1| 1.00E-07 | 1.00E+0S | 1.00E 04{ 1.00E-02 1.00E-03 1 2

8 3 Mode 1 | 1.00E-10 | 1.00E+03 |3.50E+03] 1.00E-07 3.50c-07 7 7

7 Mode 2| 1.00E-08 | 3.00E+02 | 2.00E+02] 3.00E-06 2.00E-06 3 5

8 B Mode 1| 1.00E-08 | 3.40E+01 | 7.00E+02| 3.40E-07 7.00E-06 6 :

9 Mode 2! 1.00E-12 | 0.00E+GC | 5.00E+02] 0.00E+00 5.00E-10 8 9

10 Mode 3 | 1.00E-08 | 5.00E+01 | 9.00E+01| 5.00E-07 8. 00E-07 4 6

11 5 Mode ! | 1.00E-05 ; 7.50c+02 |4 50E+01| 7.50E-03 4 50E-04 2 3

i2 6 Mode 1 | 1.00E-10 | 4 00E+03 | 4.30E+02] 4.00E-07 4 30E-08 5 8




or

TABLE 2-10
INTERVAL ANALYSIS F"R MULTIPLE FAILURE MODES

A R T | D R Fo) 6 1 =
1 _|Element| Failure Probability of Failure Magnitude of
2 Mode Casualties
3 Min st_Estima Max Min __ iBest rsstimanj= Max
4 1 Mode 1| 1.00E-16 1.00E-13 1.00E-08 | O.OCE+00 | Q.00E+00 | 3.00E+21
5 mzi 1.00E-06] 1.00E-04 ' 1.00E-03!000CE+00! O0.00E+00 | 0.00E+00
8 2 Mode 1| 1.00E-09 | 100E-07 | 1.00E- 3.00E+05 | 100E+05 |5
7 3 Mode 1 | 1.00E-12 1.00€-10 1.00E-07 | 3.00E+01 1.00E+03 5.0CE+04
8 Mode2| 1.00E-10! 1.00E-08 | 1.00E-06 | 2.00E+02 | 3.00E+02 | 3 50FE+02
9 3 Mode 1 | 1.00E-09| 1.00E-08 | 1.00E-05| 2.00E+01 | 3.40E+01 | 500E+02
10 Mode 2 | 1.00E-12 1.00E-12 1.00E-09 | 0.00E+00 0.C0E+0C 1.20E+01
11 Mode 3 | 1.0NE-12 1.0%E-08 1.00E-06 | 4 0DE+01 5.00E+01 €.00E+01
12| 5 |Modet1 1.00E-10! 100E-05 | i.00E-04] 500E+02| 7 S0E+02 | 7.00E+04
13] 6 JModet|1.00E-13] 1..0E-10 | 1.00E-09; 200E:03 | 4 00E+03 | 8 00F+04
| 1 J et R D VDD ke TSR R AU TR P 1 @
1 Magnitude of Rmmdg L)
2 Damage Risk Economic Risk Human | Economic
3 Min Estima Max Min Max Min Max Risk Risk |
4 | 7.00E+0! 2.00E+02 | 3.00E+«D3 | 0.00E-00 | 3.00E-G7 | 7.00E-15 { 2.00E-05 8 9
5 | S.00E+O1 1.00E+02 1.50E+02 ! 0.00E+00 | 0.00E+00 | S.00E-05 | 1.50E-01 10 2
6 | 200E+03 | 1.00E+04 | 1.00E+05 | 3.00E-06 | 5.00E+00 | 2. 00E 06 |{ 1.00E+00 2 1
7 | 7.00E+02 3. 20E+Q03 4 00E+03 | 3.00E-11 | 5.00E-03| 7.00E-10 | 4.00E-04 4 T
8 | 2.00E+01 2.00E+02 | 5.00E+02 | 2.0vE-08 | 3.50E-04 | 2.00E-09 | 5.00E-04 5 6
9 | 5.00E+02 7.00E+02 7.00E+03 | 2.00E-08 | 5.00E-03 | 5.00E-07 | 7.00E-02 3 3
10, 400E+02 | 5.00E+02 | 5.50E+02 | 0 OCE+00 | 1.20E-08 | 4.00E-10 | 5.50E-07 9 10
11| 1.00E+01 | 9.00E+0Y | 1.00E+02 | 4 COE-11 | 6.00E-05 | 1 00E-11 | 1.00E-04 7 8
12 3.00E+01 4 50E+01 3.00E+02 | £ 00E-08 | 7.00€E+00 | 3.00E-09 | 3.0C0E-02 1 4
13| 400E+02 | 430E+02 | 1.00E+06 | 2.00c-10 | B.COE-05 | 4 00E-11 | 1. 00E-03 5 5
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FIG, 2-16 GROUP RANKING ACCORD!NG TO PROBABILITY OF FAILURE
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2.6 INSPECTION PROGRAM DEVELOPMENT

2.6.1 [ Overview

Onee components or struciural elements are ranked or ceegorized in the first part
of the quantitative risk analysis, the next step in the overall process is Lo develop an
inspection program for each group of components or elements. This prooess, which
is shown in Fig 220, can also be used to establish an inspection program for an
individual component or system, as necessary The recommended prooess s divided
into a series of three basio stepe,

(1) Choose Candidate Inspection Strategies That Define the Frequency, Method, and
Sampling Provedure for Inspection The method of inspect ‘on includes the prooedure,
tool, ad level of pereonnel qualification te perform the inspection. The inepection
sirategy may aleo take advantage of monitoring systems (e g . for thermal effects) and
maintenance testing programs Critical uncertainties associated with this step are the
potential for damage Jtates to exist in the component or element, the potential for
inspection damage (which also includes the potential for danger to the inspector), and
the reliability of the inspection method, including the potential for false calis.

For example, if a situation exists for a component where the chance for potential
damage I8 remote, the inspection requires the movement of heavy equipment and
causes the insveclor to be exposed to a hagardous environment, and where the relia-
bility of the best available method for finding the damage state s 650/60 and usually
resulte in false calls, common sense indioates that “no inspection” is a viable alter-
native untll less threatening and more effective ingpection techniques are developed.

(2) Choose an Inspection “rategy and Perform Inspection. From the candidate in-
spection strategies, defined in Btep 1, the effect of each of these strategies on the
failure probability of the component or element of interest is estimated The key un-
certainties to be goneidered in this estimate are the inspection reliability, the chance
that certain degradation mechanicms are occurring, the potential for certain levels of
loads 1o ocour, snd the potential fallure mode of the component or element. Structural
reliability and risk assessment (SKRA) models can be used prior to and following the
inspection in order to ¢ uate the sensitivity of these uncertainties relative to the
impact of the candidate inspection strategies on the fallure probabilities. An inspection
strategy is chosen based on ‘hese vegults, and the inspection is performed.

(8) Choose Appropriate Ac.on and Update State-of-Knowledge. Following the per-
formance of the inspection, another critical decision is fuced That is, should the com-
ponent or element be repaired or replaced if significant findings oocur, or should
nothing be done exoept to redefine the inspection strategy back in Fart 1? If a repair
or replacement is required, another decision that is faced is whether to take the action
now or later. This depends on whether this action will indeed be wuccessful for the
intended period of operation, and whether the potential exists for new damage to be
introduced, Tre SRRA process can be used once again to determine the effects of
findings and potential vorrective actions on the fallure probabilities. In any case, all
of the results related to the inspection should be used to update the FMECA infor-
mation on a periodic basis Lo rerank the components or elements based on risk and
redefine the inspection strategy in Part 1, providing & “living process” as long as the
component or element is in service.

The subsections given below discuss more details on each of these three parts of the
ingpection program development through the use of decision risk-analysis logic trees.
The logic appears complex at firet, but once one walks through the process, an ap-
preciation is obtained for the oritical questions that must be addressed when estab.
lishing an inspection program. A brief overview and simple tutorial example of
decision analysis are provided next to help better understand the logic process.

L ————T
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T el T T T

Ter Leviglon Ann e Approach.* Decision analysis is a prescriptive methodology

T g bwooences of making rational cholces in the face of uncertainty and
Lot watg in Bayesian probability theory, decision analysis also provides a
o000 b aguage for talking about “chances,” “preferences,” “risks,” and the like -

a b aat should be of interest to those seeking a holistic, cross-disciplinary ap-
vt ne development of iLapection prograins possesses all the attributes of a good
decision analysis problem -~ namely, complexity, uncertainty, and risk. Doubtless,
much of the uncertainty can be resolved or reduced through further research resulls,
but one usually does not have the luxury of waiting for scientific breakthrough,

The argument for including decision analysis in the risk-based \nspection process
reats on the method's demonstrated ability to deal with a generic problem, to wit,
much of the objective data required to make really strategic decisions is often un-
availlable when it is needed Decision analysis has proven to be a powerful technigue
for making such “choices under uncertainty” in a variety of problem domains. [Brown,
et al. (1074) provides an accessible exposition on decision analysis and its applioa-
tions. !

Decision analysis focuses on finding a decision that is “rational” in the sense of
incorporating a decision-making unit's state-of-knowledge about uncertain quantities
and its attitude toward risk. The process by which thie goal is reached can be desoribed
in terms of a "decision analysis cycle” consisting of four sequential stages: (1) problem.
structuring, (2) deterministic (e g . systems engineering) modeling, (3) probabilistic
analysis, and (4) evaluation

The first stage identifies the problem in terms of alternatives, decision criteria,
uncertainties, and the sequence of decigions to be made. A tool called the “influence
diagram” is used to fully specify the algebraic representation of the problem (l.e., the
model). A decision tree is constructed which concisely displays the technically feasible
alternatives and the range of possible soenarios. The second stage involves construc-
tion of a model which deterministically calculates the value of the decision criteria for
any chosen scunario (i.e, path through the tree). The subsequent probabilistic stage
involves the following:

(&) encoding uncertainty as a discretized probabiiity distribution at each of the tree's
“chance nodes,” primarily from elicitation of expert opinion;

(b} identifying major uncertaintjes via probabilistic sensitivity analysis;

{¢) solving the decision tree to obtaiu probability distributions and expected (or, if

necessary, risk-adjusted) values for the decision criterion.
The final or evaluation stage helps the decision-maker decide whether action should
be taken now or postponed in favor of further information-gathering and analysis.
Tools here include Y16 “value of information” and “value of control” techniques bor
rowed from statistical decision theory.

Figure 2-21 provides a simple tutorial example in which a plant is considering adopt-
ing a "new"” inspecticn methoud for detecting repairable fatigue damage in a section of
high-pressure steam piping A strategy of “no ingpection” is evaluated so that a po-
tential relaxation from the current method ie alsc considered. The new method has a
higher detection probability than the “current” method, but also a higher implemen-
tation cost for {nspection. No inspection obviously has a nil deteotion probability and
no implementation cost.

The decision tree {llustrates the sequence of decisions and uncertainties involved in
the choice between current methods, new methods, and no inspection. Fallowing any
particular path through the tree leads to a single value of the decision criterion (total
cost), The probabilities attached to the branches at sach chance node represent the

-

*Adepled from paper by Perdue (1988)
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the inspection resuits may be ambiguous, there i8 reason 1o inspect the same sample
during subsequent inspections so that successive results can be compared to detect
changes. Where stressor conditions vary between components, there is reason to vary
the inspected sample to attain complete coverage over several inspection cycles.

The risk of an ultimate undesirable consequence (e g, structural collapee, reactor
core meltdown, catastrophic environmental damage, large toxic release) to which com-
ponent failures may contribute is a measure which can be used in selecting the sample
of components to be inspected Thus, if a large fraction of the total risk involves
fallures of a few components, there s reason to specifically include these components
in the sample to be inspected so that as much specific information about the condition
of these rigk-important components is generated.

This common sense approach is straightforward to apply when risk is caloulated
using the FMECA approach described in Section 2 8 In situations where combinations
of failures cause the undesirable consequences, & more sophisticated approach is re-
quired. One example is the Fussel-Vesely (F.V) Risk lmportance Measure used by risk
analysts, an disoussed by Vesely, ot al (1983) For each component, ite F-V importance
is simply the fraction of the total risk to which its failures contribate. The F-V impor-
tance is caloulated using tre resuits of a probabilistic risk assessment (PRA), The FRA
identifies specific combinations of component failures that lead to an undesired con-
sequence (cut sets), and calculates the probability of each cut set oocurring per year
(eut set frequency) The F-V importance of any component v caleulated by identifying
all of the out sete that involve the component, totalling the frequencies of these out
sets, and dividing by the sum of the frequencies of all cut sets.

Depending on the PRA methodolegy, each cut set may have a different consequence.
This ie the case in the analysis of reactor core damage accidents, when the radiation
release due 10 core damage depends on the timing and sequencing of events. In this
case, each cut set frequency is multiplied by its associcted consequence, yielding a
risk value for the cut set (e g., person-rer ‘year) The F.V importance of a component
is then the fraction of the total risk contributed by out sets invalving the component.

When selecting a sample of components for inspection, then, the selection process
would be biased to include more of the risk-important components than would be the
case for random selection. Several methods for this are possible, including propor-
tional weighting, or weighting according to the order of magnitude of the risk in-
volved.

Anotner consideration in defining potential inspection strategies i whether an in.
spection plan is being developed for structural components in one facility or for struoe-
tural components in a sel of simiar facilities. In this case, the elements of the
ingpection plan are likely to differ as discussed below. Discussion of inspection of
structural components of an individual alroraft versus a fset of airorafl is used first
to exemplify these special considerations.

Individual Versus Set of Components. In the military aircraft industry, the life of
individual aircraft is determined by tracking the crack growth behavior of a number
of eritical points at which inspections are conducted on a periodio basis, Each airoraft
has the same set of critical points, however, the orack growth rate, and henoe the age
of each aircraft, are different. This is due to the difference in how each aircraft is
flown.

The aircraft design is based upon a baseline load spectrum. The aircraft must exhibit
a given number of hours of life under the influence of this baseline spectrum. The
actual flight usage of the aircraft is typically quite different from this baseline, de-
pending upon the types of missions flo'vn and the characteristios of the particular
pilot. To ensure the integrity of the structure, inspections must be conducted on each
alrcraft to determine the existence of cracks at the critical locations. Rather than
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FIG. 2.24 INSPECTION PROGRAM STRATEGY FOR INDIVIDUAL
AIRCRAFT VS. FLEET MANAGEMENT EXAMPLE
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FIG. 2-25 SKELETON DECISION TREE FOR CHOOSING CANDIDATE INSPECTION STRATEGIES
(DECISION NODE 1 AND CHANCE NODES FOR POTENTIAL DAMAGE STATES AND INSPECT-ON DAMAGE)
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uitrasonios to detect small cracks buried beneath the surface of the component or
structure. In many cases, a combination of two or more methods may be the most
effective strategy

it is important to select an appropriate inspection method, since the most sophis-
ticated technology may not always be needed for an effective inspection strategy. For
example, a visual inspoction can yive & very reliable detection of general corrosion,
provided that the inspections are performed on a timely basis and the inspection pro-
cedures permit visual access to all surfaces of Lhe component that are subject to oor-
rosive attack. A visual walkdown can alsu deteot leaks that may be ocourring.

The selection of inspection methods should be closely coordinated with require:
ments for ingpection frequency. In many cases, frequent inspections of lower sensi-
tivity can provide a greater impaot on the integrity of the structure than can be
obtalned by a more sensitive inspection, which can only be ravely performed during
the service life of the component. On the other hand, inspections with very low detec-
tion capability are of little value since they only create a fulse level of confidence in
structural integrity and result in the diversion of limited resources from other more
worthwhile {nspections.

The sensitivity and reliabllity of NDE methods (in particular ultrasonic examina-
tions) have been the subject of research in the Programme of Inspection for Steel
Components (FI8C)* (1986) and by Taylor, et al (1880) and Doctor, et al. (1883) for
the U8 Nuclear Regulatory Commission Extensive databases have been generated
from round-rob.n type inspection trials, and this data has been reduced to statistioally
based curves for probability of crack detection. Sluch curves can be very useful in
evaluating the potential benefits of alternative inspection plans.

Figure 228 shows recent results from Doctor, et al. (1890) for the detection of
cracks in reaclor pressure vessels that are obtained from inspection trials performed
under the PISC-11 program. ‘i'he detection capability is best for the larger defects and
appruaches 100% when the very best procedures are utilized. With less sensitive pro-
codures, the detection probabilities are greatly reduced, down to levels of less than
B0% in some cases.

Figure 2-20 summarizes data from several sources (Harris, et al. (1081), F. A. 8i-
monen and Woo (1984) and F. A. 8imonen, et al. (1856)] for the detection of crack-like
flaws in ferritic ste. 1 components such as reactor pressure vessels and thick-walled
piping. While all onrves of Fig. 220 show increased ultrasonio detection capability
(approaching 99%) for larger cracks, all cases show a 80% probability of missing
relatively small cracks of 0.1 in. in depth. The large spread in the detection curves
indicates the variability and uncertanty in estimates of NDE reliability. The variability
18 in part due to significant diffsrences in the spection methods, but is also strongly
dependent on the characteristios of the cc mponent being inspected (e g, tight ve. open
wacks, rough versue smooth surfaces at the interface between the transducer and
component, material type, etc.).

POD must also be addressed in conjunction with the concept of false call probability
(POP). 11 Fig. 2-80 from work by Doctor, et al. (1888), the data applies to ultrasonic
detection of stress corrosion cracks in stainless steel pipe weldments, which are rel-
atively difficult to examine by ultrasonics. The figure depicts the performance of six
inspection teams examining & common sample of test specimens. Curves result from
different interpretations of data (i.e., threshold level of response signal needed to call
a marginal indiocation a craock).

e ——————

*Ihe PIBC ressarch affort is conducted under tne “umbrella” of the Nuclear hw&mo‘w

sation for Eosnomio Cooperation and Devel nt and the Cominisgion of Buropsan munities {
Countries in addition 1o the CRO, suoh aa the Unitod States of Amerioa, Japan, and others, are full members
and participants i PISC,
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There are olear differences in the performance achieved by the different teams of
inspectors. A given team can also achieve various balances between improved deteo
tion and false calls by changing their judgmental criteria used Lo interpiet the signals
obtained from flaws during the ultrasonic examination. Human factors, which impaot
the discrimination of flaw signale, also play & significant role in inspeotion perform-
ance. Clearly, the poorer teams of Fig 2-80 typically detected relatively few cracks
while, at the same time, making many false calls by “detecting” many nonexisting
oracks in the specimens. The best teams are capable of an “acceptable” level of per-
formanoce as defined by the region of the upper left-hand corner of Fig 2-30 within
which the PODs are greater than B0% and the corresponding FCPe are less than 20%.
The best teama can also approach an ideal 100% detection capability, but only at the
expense of increasing levels of false calls, which can lead to the unnecessary repair or
replacement of & component,

While the above discussion has focusad on the detection of defects, an equally im-
portant vonsideration is that of defect sizing and, hence, sentencing If one is etill
seeking to minimize the probability of significant defects entering servioe, | ., main-
teining 1 high integrity, then it is reasonable 1o assume that a plot not unlike Fig. 2-
80 would again emorgv. That s, one can only approach a low probability of allowing
a significart defect to pass through, at the cost of an increasing number of unneces-
sary repairs for ingignificant or, sven at the extreme, no existing defects.

This does not present an lssue for any theoretical analysis, but does have a signifi-
cant impact on management. This impact comes from the implicit cost of these un-
necessary repairs. If pressure 16 put on the inspection teams to drive down these costs,
without giving them the necessary equipment and training, this goal will probably be
achieved at the cost of plant ‘ntegrity.

Research to improve the sizing and characterization of flaws is currently needed to
improve the effectiveness of inspection. If andersizing of defects can be minimised,
then there will be a reduction in unexpected service failures. On the other hand, there
will be fewer cases of unnecessary repairs if oversizing of defects cocurs less fre-
quently.

In summary, the selection of candidate inspection methods is an important step in
the development of any inspaction program. These methods must be sufficiently reli-
able to meet the goals of the program. In addition, both the strengths and limitations
of alternative methods need to be realistically assessed if cost-effective inspections are
to be porformed.

2.6.8 [ Choose an Inspeotion Strategy aund Perform Inspeotion
(See Fig. 2:81.)

Structural reliability and risk assessment (SRKA) is a process that can provide a
best estimate of the probability of component failure, given various ranges of conse-
quence, as a function of a presumed initlal damage state, the reliability of the NDE
method, the potential degradation mechanisms and assooiated lor ting conditions, and
the life of the component or facility. The results from this effort can help in ranking
components or elements for inspection and for evaluating inspection strategies.

For example, probabilistic fravture mechanios caloulations can be a useful SRRA
teol in relating an improved NDE reliability method to reduced failure probabilities
for inspected components, compared to using ! raditional procedures. Figure 2-32 from
E. P. Simonen, et al. (1088) shows that an increase in NDE reliability can reduce
estimated failure probabilities for a reactor pressure vessel by a factor of about 10
The less rellable inspection (i.e, “old" ASME Code Inspection in Fig. 2-32) has only a
modest impact on failure probabilities, and then only for the extreme case of an older
vessel that has been significantly embrittled by a high level of neutron fluence.
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i Fig. 283 from F. A Sunonen and Woo (1284), the impact o) inspection on oom:
ponent reliability s markedly different for the twu situations, even though the method
and frequency of inspection is exactly the same for both cases. Case A addresses a
situation where the failures tend to cocur early in the cperating Life of the component,
and little reduction in risk s achieved by ingpection since most fallures cocu® prior
to the time of the firet periodic inspection (e g., afler 10 years of operation) Case B
provides a contrasting example whereby significant benefits of inspection are
achieved In ‘his case. most failures occur later in the life of the component, and thus
we more readily detectable with the prescribed inspection frequency of once every 10
yoars. The benefits of inspection becoms increasingly apparent as the age of the com-
ponent increases Specifically, the inspe stion program provides an overall factor im.
provement of about 10 in reliability over the 40-year design life of the component.
Figure 2-34, which s also from F. A Simonen and Woo (1984), shows an extension of
this philosophy to actusl piping issues reluted to fatigue crack growth in carbon etoel
piping and intergranular stress corrosion oracking in austenitic stainless steel piping

As mentioi.ed earlier in the quantitative risk analys s section, BRRA resuits, if avail-
able, can also be used up front in the risk-based ranxing provess. However, (e more
important use of the BRRA process is in the incorporation of NDE results following
an inspection. The BRRA process can be applied to assist in making repalr, replavce,
or do-nothing decisions if damage is found during inspection and in updating the
strategy for the next inspection. Following a summary of the SBRRA process, consid-
erations are presented for reusing the SRRA prooess following an inspection

Structural Reliabllity and Risk Assessment Process. The benefits of inspection and
resulting corrective actions in reducing the actual probability of fatlure ure key inputs
to a risk-based inspection process. Such benefits are sstimated by the steps shown
schematically in Fig 2-35, which summarizes a general approach that considers struc-
tural degradation due to accumulation of damage. The rate of damage accumulation,
the critical level of damage, and the probability of detecting damage by inspection are
the required components of the procedures.

Examples of damage models include initiation and propagaticn of oracks (by mech-
aniams of fatigue, creep, or stress corrosion), general corrosion, fretting, and wear.
Analytiral procedures are probably most highly developed for the growth of cracks
due to eyelic loading (fatigue), and the items in square brackets in Fig. 2-38 provide
examplee specific to a fracture mechanics analysis of fatigue orack growth

The underlying procedures for anslysis of damrage accumulation can be based on
deterministic models, with certain inputs being random variables, rather than deter-
ministically aefined values An example is the initial crack size, which is seldom pre-
oisely defined, but cracks can be considered as being present with a probability that
depends on their size In principle, the failure probabilit‘es are generated from the
underlying deterministic procedure, considering some of the inpute to be random
variables. A variety of procedures for obtaining actual results are available and have
been used Monte Carlo simulation is usually the most straightforward to implement,
but may not be the most computationally efficient. Uncertainties in the values or
randomness of some input variables often exist. Widely aocepted means of treatment
of such uncertainties are not available. The treatment of uncertainties, as discussed
in Bection 2.5 5 of this document, also applies here. Sensitivity studies are often useful
in treating uncertainties, which are discussed later in S8ection 2.6.4.

The effect of inspection enters irto the problem through a consideration of the prob-
ability of detecting damage as a function of damage stute. An important congideration
I8 the action taken once damage s detected, as this has an important effect on the
post-ingpection damage state The difference between the pre-inspection damage state
and the post-inspection damage state is a primary factor influencing the benefit of
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ingpection (i.e  the change in fallure probability in future operation due to the in.
gpection) and assc. iated vorrective action

Fairly general results for the effects of inspection on failure probabilities are gen-
erated from a “first principles” approach as described above. In many instances, there
may be voluminous past experience on a specific component which may also provide
inform tion nn the benefits of inspection In such instances, results from past expe-
rience are all too often lacking for a specifiv prablem of interest, and a combinatinn
of “f1 et principles” and past experience provides a better approach to the assessment
of ingpe.tion benefits

Figure 2-35 shows schematically a comparison of “first principles” failure probabil-
ity predictions with service experience. Such comparisons provide “calibration” of the
“first orinciples” model, thereby increasing accursoy and confidence in predictions
Such calibrations consist simply of adjustments to lesser known inputs, or Bayesian
updating of portions of the model.

The above discussion is an example of one approech to the assessment of the benefits
of inspection. Other approaches are available. The above discussion considers the
benefit of inspection to result from the actual detection of damage and its subsequent
removal and replacement with undamaged material This occurs with a probability
that depends on the statistical distribution of darnage present at the time of the in.
speJtion and the probability of damage detection as a function of damage state. An
alternative approach that is discussed in the fullowing sections is to consider the
benefit of inspection tu follow from the informvition that it provides concerning the
state of the element. If it i8 inspected more often, then we know more about its state,
which increases our confidence that we can evaluate its reliability. This increases our
confidence that we can assess its capability to perform its intended function.

Once the effects of inspection/corrective action on the failure probability are avail-
able, the beaefit of ingpection can be assessed by comparing the cost of the inspection
with the corresponding cost of failure. Models such as discussed above allow various
inspection procedures and schedules to be studied in search of the optimum procedure
that minimizes costs

2.6.4 ) Choose Appropriate Action and Update State-of-Knowledge
(See Fig. 2-36.)

Following an inspection, a decision must be made regarding a redefiniticn of the
inspection strategy o taking corrective action if damage is found. However, before
any decisions are madwe, it is recommended that the SRRA process be exercised
whether or not findings ocour (refer to the logic diagram in Fig. 2-31) in order to
better determine the confidence in the level of safety. As shown in Fig. 2-36, the SRRA
process should clearly be exercised in order to evaluate approprate corrective actions
if damage is found. This sensitivity study is discussed next, including the impact of
having to take corrective action, and followed by recommendations for updating the
state-of-knowledge, regardless of what path is followed.

Sensitivity Study Following Inspection. Inspections in themselves do not affect the
probability of failure for a component or element to demonstrate an acceptable risk
Rather, inspection data provides a meana of building up confidence in the level of
safety of the component being inspected. The value of the inspection is measured
directly with the S8RRA process, as shown by Chapman (1989). There remains, how-
ever, the basic question of how much confidence can be placed in the SRRA predicted
failure probabilities, and, henoe, in the safety justification. The objective of the in-
spection policy must, therefore, be to build confidence in the original probability anal-
yeis. This implies that the effect of the inspection on the probability of failure is not
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