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AllSTitACT |

Conectns have been raised regarding r.'ie adwtse safety impact of surveillance testing and
generallyoverburdensome surveilhnce requirements. To evaluate these conectns, the risk clicctiveness ;

of surveillance tests has been Studied w(th explielt considerallon of the adverse risk impact,in conjunt tion
with the benellelal risk impact. This reivit defines the adverse effects of surveillance testing trorn a tisk i
perspective, and then presents the n-thodology by which the adverse rhk impact can be quantitled,

t

i focusing on two irnportant kinds of adverse rhk impact of surveillance testing: (1) risk impact of test.
.

I

caused trips and (2) risk impact or teste <.ed equipment wear,
'

UrJng the methodology presented, these risk Irnpacts are evaluated for a selected set of
surveillanet tats for demonMiction examples.The resullsof the rhk ef fectiveness evaluation are provided
along with the insights from the sensitivity analyses.
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EXECUTIVE SUMMARY

'

Surveillance testing is required ty Technical Specl0 cations to assure that the standby systems
important to safety will statt and perform their intended functions in the event of plant abnormality.
Ilowever, the surveillance lests may have adverse impact on rafety, because of their und:sirable side
effects such as initiation of plant transients during testing or wearing-out of safety systema due to testing,
as evidenced by the operating experience of the plants. :

The objective of this report is three fold: (1) to dcune the concerns,1.c., the potential adverse >

effects of surveillance testing, from a ris.k perspective, (2) to present a methodology to evaluate the risk
impact of those adverse effects of testing,(3) to demonstrate the methodology to quantitatively evaluate
surveillance requirements by applying it to speellic tests. The focus is placed on two important kinds of
' test-caused" risk impact associated with the adverse effects, i.e., the risk Impact of plant transients which

'

may occur during testing and the risk impact of equipment wearing-out which is caused by testing.

The risk impact of test caused plant transients can be evaluated by tecognirJng that the transients,
which cause or require a reactor scram, are initiating events as typically called in probabilistic risk
assessments (PRAs). The risk impacts of all types of initiating events are assessed in PRAs which model
the functions of the various safety systems and the operator actions following the initiatoru. Therefore,
we assessed the risk impact of test-caused transients through the risk Impacts of initiating events in the
PRA model.

The risk impact of test-caused equipment degradailons can be assessed using the test-caused
component degradation model which was developed in this study from the considerations of the stresses
on equipment and the test-caused and aging degradation mechanisms. Using the modelin the framework
of a PRA, we evaluated the core damage frequency impact of progressive wearing-out of the equipment
due to periodic testing.

The methods for evaluating the adverse effects of testing were applied to several surveillance tests
conducted at boiling water reactors, such as the tests of main steam isolation valves, turbine overspeed
protection system, and emergency diesel generators. The risk associated with these tests was assessed

.

using a 1 RA conducted in support of the NUREO-1150 study, Risk effectiveness evaluations were
performed by comparing the risk impact of test-caused plant transients and equipment degradations to
the risk impact of the beneucial effect of testing that results from the detection of failures. Sensitivity
analyses were also ca:ried out on the risk impact versus test interval.- The results of and insights from

ithese analyses are useful in redefining the standard test intervals from a safety or risk perspective,

in summary, the safety sigt.lficance or risk effectiveness of surveillance test requirements can be
evaluated with explicit consideration of the adverse effects of testing, in addition to the beneficial effect.
The quantitative risk-evaluation results can be used in the decision making process for the establishment
of the safety significance of the surveillance testing and for the screening of the surveillance requirements.
These results should be used in conjunction with the qualitative evaluation results from engin:ering
considerations and operating experience, such as consideration of radiation exposure to plant personnel
or unnecessary operator burden of work resulting from the test requirements.
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i

I

1, INTRODUCrlON

1.1 ituckareund und Ohltdht

in nuclear power plantJ, surveillance tests are requiled to detect failures In standby equipments ,

'

as a means of assuring their availability in case of an accident, llowever, the surveillance tests may have
adverse impact on safety, because of their potential adverse effects such as occurrence of plant trips or
excessive wear of equipment due to testing, as evidenced by the operating expetience of the plants.8 This
potential for adverse impact on safety becomes aggravated due to the volume and frequency of the
present surveillance requirements that are often characterized as too much too often?

To address the conceint with surveillance testing, i.e., adverse impact on safety and
ovetburdensome surveillance requirements, it is necessary to evaluate the safety significance or risk-
effectiveness of the surveillance requirements with consideration of the adverse effects of testing.
Although qualitative enginecting judgment still will play a significant role in any changes of technical
specifications or in the evaluation of the surveillance requirements, the reliability and risk analysis of the
requirements, where possible, also can provide an important safety perspective.

This report presents a methodology that can be used to evaluate the risk impacts associated with
surveillance tests and thereby to help establish the safety significance of technical specifications
surveillance requirements. Since the method for evaluating the beneficial risk impact of testing,i.e., the
risk reduction due to a test, has been developed," this report focuses on the method for evaluating the
adverse risk impact associated with surveillance testing, i.e., the risk increase due to or as a result of
testing. The quantitative methodology is applied as a demonstration to several surveillance tests
conducted at boiling water reactors, such as the tests of main steam isolation valves, turbine overspeed
protection system, and emergency dicsci generators.

1.2 Scope,

Severat kinds of adverse effects, and thereby adverse tisk impacts, are associated with surveillance
testing, as defined in Section 3. We present risk based methodologies with demonstrative applications
in this report, focusing on two important kinds of adverse risk impacts of surveillance testing: (1) risk
impact of test caused trips, and (2) risk impact of test-caused equipment wear.

The risk analysis of surveillance tests based on these methodologies will provide a quantitative
basis from a safety perspective, for evaluating surveillance tests that generate significant safety concerns
due to: (1) potential trips which challenge safety systems; and (2) significant equipment wear out which
increases the unavailability of safety systems or functioni, and thereby reduces the plant's capability for
mitigating accidents.

1.3 Orenntration of the Report

Section 2 of this report presents the basic concepts for evaluating the risk-effectiveness of
surveillance tests. Section 3 defines, in more detall, the risk impacts associated with tests, focusing on
the enumeration of the adverse effects of tests.

Section 4 briefly presents the formulas for evaluating test detected risk contribution. Section 5
provides a methodology, based on probabilistic risk assessment (PRA), for evaluating the risk impact
associated with test-caused transients with examples of applications. Section 6 presents component

1-1
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degradation rnodels for analyzing the ilsk awociated with progressive cornponent degradations due to
surveillance testing. Section 7 addresses summary and conclusions. Appendix A describes the test-caused
transicm events identitled from the data analysis of this study, and Appendix il derives formulas for
maximum test-caused degradation and aging parameters, which are needed to evaluate the risk Impact
from test <aused equipment wear.
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'

1 !!ASIC CONCI:ITS
t

C>nsider a surveillance test which is conducted on some cornponent or system. To determine
the ilsk effectiveness of the test, we need h Jefine the risk contribution, w hlch is caused by the test, and
the risk contribution, which is detected by ine test. Let

Rn = the risk umtribution which is detected by the test (2.1)

and

Itc = the rbk contribution which is caused by the test. (2.2) ,

The risk contributions, Rn and Re, can be any alsk measures, such as the unavailability
contributions associated with the test, or the core damage frequency contributions associated with the
test. Alternatively, the risk contributions of public health anociated with the test can be the focus.
Ilowever, we shall generally focus on core damage frequency contributions.

The risk umtribution detected by the test is the contribution associated with failures that occur
between tests and are detected by the test. The ritk contribution caused by the test is associated with
failures or degradations which are caused by the test or are related to the performance of the tests, such
as plant trips. This risk umtribution is the adverse effect of the test.

,

' One advantage of separating risk contributions detreted by the test Irorn those caused by the test
is that it allows the test to be evaluated for the risk effectiveness. The test is risk effective if the risk
detected by the test is greater than the risk caused by the test:

Rn > Rc : risk cifective test (2.3)

'
Conversely, the test is risk ineffective if the test-caused risk contribution is greater than the tert detev,cd
risk contribution:

Re > Ro : risk-ineffective test (2.4)

The total risk, R , which is associated with the test, is simply the sum of Rn and Re:T

R " Ro + Rc (2.5)T

R is the contribution standardly computed in PRAs. Often R is assumed to be zero. Ilowever, in7 e
many cases. Re can he significant as evident from the operating experience of the plants..

.

Another advantage of separating Rn from Re is that sensitivity studies and parametric studies
can be carried out to determine test conditions or regimes in which the test is effective or ineffective,
in this way, requirements on test conditions can be determined, regions for human error impacts can be
identified, performance criteria can be established, and conditions under which the test needs to be
improved can be determined;

Figure 2.1 shows a coaceptual plot of the risk detected by the test, Rn, and the risk caused by
the test, Rc. versus a test parameter ofinterest. The figure shows onlyone possible pattern of behaviors
in Rn and Rc; other patterns also can casily be envisioned. The test parameter can be thetest interval, '

21
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the probabilityof a trip owutring du Ing the test, the aging caused by the test, or any other relevant test
parameter. With studies such as that conceptuallred in the figule, reg!mes and mnditions for risk-
ef fective tests can be identifled. Present tests can be evaluated with regard to these regimes, and criteria
w hich ensure that the test is risk cifcctive can be determined. These evaluations also can provide a basis
for prioritizjng the tests with regard to test caused contributions and sensitivities.

A benefielal, calculational feature of determining the risk cifectiveness of a test is that only
relative evaluations are involved. To see these more clearly, the criterion for a risk cifectiveness test,
Equation (23), can be re-expressed as follows:

,

b>t: risk effective test (2.6)
Rc

Similarly, the criterion for a risk incifective test, Equation (2 4), can be re expressed as:

R,D < risk ineffective test (2.7),

Rc
!

Thus, ti.e ;tio of the risk contributions, Rn and Re,is the factor determining the risk effectiveness of
the test.

The "!o R /Rc can be termed the risk effectiveness parameter, a, of the test:t

R
a -- ". (2.8) ,

Rc

The risk effectiveness or risk ineffectiveness of the test is denoted by a risk parameter, a, greater than
or less than 1, A risk effectiveness parameter a equal to 1 can be termed a risk neutral test:

a > 1: risk effective test (2.9),

a < 1: risk ineffective test (2.10)

a = 1: risk neutral test (2.11)

In addition to the relative evaluation of the risk-effectiveness, the total risk contribution, R , can7
be evaluated for its efrectiveness with regard to a given criterion. The criterion for R can be an absolutei
criterion, or can be expressed as a relative fraction of the overall risk considering all risk contributors.
The evaluation of the total test risk ptovides an additional option or means for determining acceptable -
test conditions and characteristics.
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Figure 2.1 Conceptual plot of test risk contributions versus test parameter for
deterinining risk cifcetive test characteristics.
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3. DErlNITIONS OF TEST. DETECTED HISK AND TEST. CAUSED RISK

This section discusses,in more detail, the dennitions for the risk contribution, Rn, detected by
the test and the tisk mntribution, Rc, caused by the test. These discussions also will show the specille
contributions that are associated with these two major categories of risk contributions. The subsequent
sections develop formulas for the test-detected risk contribution and for the test-caused risk contribution.

As were discussed in the previous section, Rn is the contribution associated with detecting a
failure which has occurred between tests:

Rn = the risk contribution associated with the (3.1)
tested component falling between tests and
being detected at a test.

When the component fails, it can fallin a number of failure modes, e.g., falls open, fails closed,
or falls to actuate The alue d(finition of Rn can apply to a specific failure mode or to several failure
modes,if the test is capable of detecting several f ailure rnodes. The failure modes of principalinterest
are those which are identifled in the PRA.

If the test is performed on a system instead of a component, then the above definition still applies
when the tested component is intetpreted as the tested system. If the test is performed on multiple
components and is able to detect failure of any component, then the above definition applies with the
tested component interpreted as any of the components tested.

The failure of the tested component, which occurs between tests,is associated with time related
failures of the component. When the component failure rate is divided into a time related contribution
and a cycle-related (demand related) contribution, then Rn is associated with the time-related failure
rate. As we will discuss in Section 6, the test caused risk contribution, Re,is associate <t with both time-
related and cycle related contributions. 'lhe time related failures of the component included in Rn
includes failures from all time-rclated causes, hardware and human.

Rn can also be applied to a group of tests as well as an individual test. When applying Rn to
a group of tests, the interest is in evaluating the risk-cliectiveness of a test program or test procedure.
The risk contributions would then include not only the sum of the individual test contributions, but also
any interactions among the tests.

Turning now to the test-caused risk contribution, Rc, as explained in the previous section, Rc is
the risk contribution which is caused by the test itself and I; associated with the test. Table 3.1 lists the
different risk contributions, which can be associated with a test, along with their root causes. These are
not all the possible contributions, but are those that are most likely to be encountered.

All these risk contributions may not be associated with a given test. The test will have to be
evaluated to determine which of the contributions are significant. As part of the evaluations, sensitivity
studies also can be performed to prioritize the test-caused risk contributions for given test characteristics
or human error rates. Enhanced controls can be placcd on the test to provide protection against these
sensitivities to given characteristics or errors. Controls may be kiosened for tests whlch are not sensitive
or which are not important.

3-1
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Table 3.1 Test Caused Risk Contributions and Their Root Causes

|
Identifier Risk Contribution Root Cause of the Risk

R ,j Risk from test caused trips lluman error, equipment failure,
procedure inadequacy.

R ,,, Risk from test caused equipment inherent characteristics of the test,
wear procedure inadequacy, human error.

R,m, Risk from test miswntigurations iluman error, procedure inadequacy.
or component restoration error

Ra .. Risk associated with test Unavailability of the component during
downtime in carrying out the test the test. Affected by the test override

capability.

The test caused risk contributions listed in Table 3.1 are all subject to a risk analysis based on
the risk measure, core damage frequency, or other risk measures of higher levels, such as releases of
radioactive material, offsite consequences of the radioactive material , or public health risk. Although
other risk measures at a lower level, such as safety system unavailability, can be used to evaluate R,,,,,

'

R,m,, and Rao.,, the test-caused risk contribution due to transients, i.e., R, cannot be evaluated using
the safety system unavailabilky as the risk measure, because the unavallak$,,lity will not be affected, ini

general, by the variation in the probability of a trip occurring during a test. The use of a same risk
measure, where possible, in analyzing all the dif ferent kinds of risk contributions associated with a test
will facilitate the evaluation of risk effectiveness of the test. llence, the core damage frequency is used
in this report as the primary risk measure to quantify the various risk contributions associated with tests.

Ilesides those defined in Taste 3.1, there are two other adverse effects of a test that may be
encountered sometimes: radiation exposure to plant personnel and unnecessary burden on plant
personnel. These two adverse effects are different from those delineated in Table 3.1 in that: (1) the
radiation exposure to plant personnel is not amenable to a risk analysis based on the core damage
frequency as a risk measure, because the core damage frequency, or some other lower-level risk
measures, will not be affected by the amount of the radiation exposute to plant personnel; and (2) the

_

unnecessary burden on plant personnelin general also is not subject to a risk analysis, llowever, these
adverse effects, although excluded from the quantitative risk analysis, can be considered qualitatively
along with the results of quantitative risk analysis for the evaluation of surveillance requirements.

1) rom Table 3.1, the risk contribution caused by a test, I c, can be expressed in a general form
as:

Rc = R,,p + R.,,, + R,m, + Ra, (3.2)

where for any specific test, a number of the contributions on the right hand side will not be relevant, or
will not be significant. When a test program or test procedure is evaluated for its risk-effectiveness by
conducting tests on a number of individual components, then the test-caused contributions for each test
plus the contributions from any test interactions will need to be considered.
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Among the various root causes of the fl>L delineated in Table 3.1, human errors are the root
cause which previous studies" concentrated on to address adverse effects of testing. In terms of the risk |
contributions in the table, the studies mainly focused on R,m, that is most likely to be caused by human '

errors, with t.ome mnsideration of Rai,,,,. |

Table 3.1 shows that human errors also may cause twu other kinds of risk contributions,l.c., R.,
and R,,,,,in addition to R,,,. Iluman errors are generally classified as errors of omission and error,s '

of mmmission. If the operator forgets to return a manually operated valve to its normal mndition after
a test, then an error of omission occurs. If the operator uses an incorrect set level when calibrating a i

bistable ampilfler, then an error of commission occurs. Note also that where redundant nimponents (or
,

systems)are tested, there is always patential for a mmmon cause failure. For instance,if two normally.
open isolui.on valves were closed for testing, and the operator forgets to open both following the test,
then a common cause failure will occur due to errors of omission.

The risk also can be evaluated with respect to a given specille root cause, such as human errors
(or mote specifically, crrors of omkslon or commission). For instance, presume that human errors during
a given test may cause a transient to occur and also may cause the components not to be restored to the
normal status. The risk contribution due to potential human errors during the test can then be estimated |

by first evaluating the contributions of the risk from test caused trips, R,,,|,, and from comp nent
!

restoration error, R,m,, due to only human errors, and then adding the contr butions,

in evaluating the risk cffectiveness of a test (or group of tests), the test detected contribution,
Rn, can either be compared to specille test caused contributions or to all relevant test-caused
contributions constituting Re. If only specille test caused contributions are considered, then the
evaluation of the risk effcetiveness of the test is considered with regard to the specific test caused
contributors. For example, if test-caused risk contributions due to trips, R,,y, are only considered and
we assess that Rn > R,,,, then we can say that the test is risk cifective with regard to test caused trips.
When more test-caused contributions are considered, then broader conclusions can be reached.

<

,

!

l-

.,
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4. FORMUL4S FOR Tile TEST. DETECTED RISK CONTRillUTION

The formula for the risk contribution, Ro, which is detected by the test, can be determined by
considering the risk reduction, which results when a failure is detected by the test. We shall consider
a test performed during operation and shall assume no significant inefficiencies in test detection of
failures, though that can be added later. Assume that when the test is performed on the component
or system,it detects the component (or system) to be in a down state. The component was down
because it suffered a failure sinet oc previous test. Upon discovery of the failure, the component is
subsequently restored to an up state after some repair time.

When the component is down, the core damage frequency (or other risk measure of interest)
is R :i

R = the core damage frequency with the component down (4.1)

The 'down risk", R , is calculated using standard reliability techniques or PRA techniques, with thei
assumption that the mmponent is in a down state. The subscript "1"in R denotes an unavailabilityi
of one associated with the component being down. Any component reconfigurations and required
additional testing are incorporated in the calculation of Rs.

Immediately after the test, when the component has been restored to an up state, the wre
damage frequency is Re:

Ro = the core damage frequency with the component up (4.2)

The "up risk", Ro, is the core damage frequency or other risk measure calculated using standard
techniques, but with the assumption that the component is in an up state, ne subscript "0" denotes
an availability of ze7 s.ssociated with the component being up.

The reduction of core damage frequency, AR, associated with the conduction of a test, when a
failure has been detected, is consequently R Roii

AR=R Ro (43)i

To obtain the expected reduction of core damage frequency associated with the test, we must consider
the probability of the test actually detecting a down state of the mmponent.

Assume that the component failure rate is A. The failure rate, A, includes component failures
occurring between tests, and also includes human errors which inadvertently place the component in a
down state between tests. If A is assumed to be constant, then the probability, p, that the component
is found to be in a down state, when a test is conducted, is:

p = 1 exp(-AT) (4.4)
or

p su AT, (4.5)

where T is the surveillance test interval and w here the last expression is a valid first order approximation
for AT < 0.1, As was discussed, A is the time related failure rate for failure causes occurring tetween
tests.

4-1
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Thus, the expected reduction of core damage frequency,6R, for the test is:

6R = p (R Ro) (4.6)i

or to first order, {

SR = AT (R Ro). (4.7)i

The expected reduction of core damage frequency could be associated with the risk contribution
detected by the test. Ilowever, we shall include the duration of the risk contribution as part of the ,

'

definition of the risk contribution detected by the test. This definition will allow for broader
applications.

For a ennstant failure rate, the time of failure is uniformly distributed between the tests, when ,

a failure occurs. Thus, the average time the component will be down, when it does go down, is T/2.
Consequently, the risk contribution detected by the test, Rn, which includes the duration of the
downtime is defined as:

Rn = SR T/2 (4.8)

= p (R - Ro) T/2 (4.9)3

or to first order,

R se bT: (R -R )._ (4.10)
'

n i o
2

Thus, we have arrived at the final formula for R . If we are focusing on the core damagen
frequency, then Rn as defined by Equations (4.8) - (4.10) is the average core damage probabi!ity
contribution detected by a test because of the multiplication by the time duration T/2. We can obtain
an average core damage frequency contribution detected by a test by dividing by the test interval T,
if we let Ro denote the average core damage frequency contribution detected by a test then:

" (411)Ro= I

m hT (R -R ) (4.12)i o

Rn is the core damage frequency contribution associated with a test, which is standaroly calculated in
PRAs. Either definition of the risk contribution detected by the test, Ro or Ra , will yleid the same
results as long as consistently used. Using Equations (4.10) and (4.12), the core damage probability or
core damage frequency mntribution detected by a test is straightforwardly computed using standard
PRA models.
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5. RISK IMPACT OF TRANSIENTS CAUSED DUE TO TESTING

One of the r.afety concerns with surveillance testing at power is that a transient may be initiated
during the testing. The impact of test-caused transients on the plant is first described from a risk
perspective, and then the formulas for evaluating the risk impact of these transients are developed within
the framework of a plant's PRA model. The lottnulas will then be applied to a selected set of tests that
may cause a transient.

5.1 TkJmad of Test Cauwd Transicata on the Plautfram a bl< Pemnths

A nuclear power plant may experience a transient that may cause or require a reactor trip, due
to a performance of testing while the piant is at power. Once the test-caused transient occurs, it
generally deteriorates the proce'.s condition of the plant The risk Irnpact of the test-caused transient or
the resultant tilp depends on the performance of the plant's safety systems and sometimes on the
operator actions following the transient.

As an example, the main steam isolation valves (MSIVs) of pressurized water reactors (PWRs)
are periodically partial. stroke tested (typleally 10% closed) during power operation, llowever, Ihe partial.
stroke test of an MSIV may result in a full closure of the valve due to an operator error in performing
the test or to a failure of the test equipment. The inadvertent full closure of the MSIV during testing
reduces the heat removal capability of the power conversion system, and thus may require intervention
of the neutton chain reaction through the reactor protection system (RPS), or the operators,if the RPS
faits to properly respond. Even after the successfulintervention of the heat production in the reactor,
successful performance of some safety systems other than the RPS also will be required to prevent
potential core damage.

To evaluate the risk contribution of test-caused transients to the total plant risk, we, therefore,
should consider the various responses of the safety systems and operators following the transient. These
considerations are typleally done in PRAs,in which the various responses of the safety systems and the
operators relevant to the risk assessment of the plant are taken into account, using event trees for
delineating progressions of accident sequences, and system fault trees for identifying the failure modes
and their effects on the system unavailability. Therefore, the risk contribution from test-caused transients
to the plant risk can be evaluated within the framework of a PRA model. The following section presents
PRA based formulas for evaluating the risk impact of test-caused transients.

5.2 PRA Hased Formulas for the Hisk Impnet of Test Caused Tranuents

One of the most critical elements in a PRA is initiating events that may occur during the plant
I operation. The initiating events are the events that cause or require a reactor scram. Because the
'

transients that are induced by testing will cause or require a reactor scram, they also can be considered
as initiating events from a viewpoint of PRA.

The risk impact of test-caused transients can be estimated in a similar manner as the risk impact
ofinitiating events is assessed in PRAs. Given a PRA model on the plant, the risk impact of test caused
transients can be evaluated through the initiating events of the model, because the initiating events of
the PRA include test caused transients as well as those transients caused due to reaso,.s other than tests,
such as a transient induced by a random hardware failure in the main feedwater system.
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To illustrate how a pRA model can be used to estimate the tisk contribution from test caused
transients, R ,, assume that the test caused transient belongs to a spccifle initiating event group, say then
J th initiating event group (denoted as IE.j). Also, assume that among all the sequences modeled by the
PRA, the accident sequences beginning with the J th inlllating event group can be tepresented at:

C = 1 Dn Du Du ... (5.1) |3

C , a 1 D,3 DnDu -
3 I

l...

Cu = l D g Dm Dw ... ij i

where

C = frequency of the 1 th accident sequence cut set, ii
I, = frequency of the J th initiating event group, and |
B = unavailability of the k th basic event, j

l

The basic events in the above sequences indicate all the possible ways of plant or operator i

responses leading to core damage, following the initiating events that belong to the j th initiating event
group. ne basle events may be events related to safety system hardware, human error, or accident
recovery. Since the test-caused transient belongs to the j th inillating event group, the core damage of
the plant will occur following one of the accident sequences in Equation (5.1), if it happens as a result
of the test-caused transient,

if we let !

R gj = the risk contribution of the J th initiating (5.2)i
event group to the total plant risk,

then R g;is the sum of the frequencies of all the accident sequence cut sets that begin with the J thi
initiating event group:

R gg = C (5.3)i i

Note that the sum of the risk contributions from all the initiating event groups is the total plant risk or
core damage frequer.cy R :

i

R= Rm.i (5.4)7

where the sum is over all the initiating event groups modeled in the PRA.

The test-caused risk contribution from transients then is a subset of the tisk contribution due to
the J th initiating event group which incorporates the test caused transients; l.c., .

R , s R gj (5.5)i

Therefore, we obtain the following equation:

Rap = 6 R ng (5.6)i
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In Equation (5.6), & is the proportion by which the initiating event group is caused by the test caused
transients;in other words,it is the proportion by which the frequency of the initiating event group is
attributable to the test-caused transients.

The value of the proportion,4, will be I if the frequency of the initiating event group is only due
to the test caused transients. On the other hand, the value of & will be 1/2,if only a half of the it(quency
of the initiating event group is attributable to the test caused transients, in general, the value of 4 lies
between 0 and it '

0<$s1 (5.7)

Where the test caused transients are associated with several different initiating event groups, the
test caused risk contribution itom transients can be obtained by calculating R ut ing Equation (5.6) for9
each of the associated initiating event groups, and then adding them up .

The proportion 4 for the relevant initiating event group is the contribution of the initiating events
caused by the test to the initiating event group in terms of the probability of occurrence, llence, it can
be estimated by analyzing the plant operating data as follo vs:

4
N**'

(5.8)
'

N :-j '

n

where

Nu,, = the number of transient events due to the test, and
Nmi = the number of transient events belonging to the relevant inhiating event group.

Substituting Equation (5.8) into Equation (5.6) we have:

N"'' R (5.9)Rg. nq
m-j

!
l

|
where Rmi, i.e., the risk contribution of the initiating event group to the total plant risk, can be easily
obtained fiom a PRA model.

5.3 Evaluation of the Risk Imnact of Test Caused Translents
.

5.3.1 Categories of Transients

| To evaluate the risk impact associated with test cauvd transients tidough the risk contributions
ofinitiating event groups, it is necessary to identify which initiating event group the test caused transient
event belongs to. Ilowever, the degrees of detail of the test caused transients and the initiating event
groups are usually different from each other, because the various types of transients or initiating events

5-3
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are combined into a small number of initiating event groups in a PRA. Therefore, to associate the test. |
caused transients with the initiat;ng event groups. we can preferably use transient categories that are ;

more detailed than the initiating event groups of the PRA. ;

The transient categotics that inay be used to estimate the risk contribution from test caused ,

!transients are those which are actually used to derive the initiating event frequencies in PRAs. These

without setam (ATWS) study.' ped to analyre the historical transient events in the anticipated translents
*

categorles were originally aevelo
IThe ATWS study by the Electric Power Research institute (EPRI)

defined 37 Dolling Water Reactor (IlWR) and 41 Pressurized Water Reactor (PWR) categories based ,

on the consideration of different characteristics of a variety of transient events that can occur in the
plants.

.

Although the follow up study,' conducted by Idaho National Engineering Laboratory (INEL) for
analyzing the frequencies of transient initiating events to be used in PRAs, suggested some changes in ,

the categorization of transient events, the categories suggested by INEL are similar to the EPRI
categories. Furthermore, the expansion and update of the EPRI data base was done on the basis of the ,

EPRI categories. Thus, the original EPRI transient categories can be used to estimate the risk impact
'

of test caused transients.

5.3.2 Procedure for the Risk hnpact 1: valuation with thample Applieutions

This subsection shows how the risk impact of test caused transients can be evaluated using the
transient categories based on the formulas developed in Section 5.2. Example evaluations of the risk
impact also are provided for the following four different Linds of tests at ilWRs:

(a) Test of the main steam isolation valve (MSIV) operability,

(b) Test of the turbine overspeed protection system (TOPS),

(c) Control rod movement test, and

(d) Slave relay test for the engineered safety features actuation system (ESFAS).

Table $.1 shows the various attributes of the tests including the purpose, the surveillance test -

period and the way the test is conducted, the characteristics, and the adverse effects of the tests. The test
periods are typical ones; thete may be a slight variation depending on the speeltic plants. These -

attributes can be used for qualitative evaluations of the tests. As previously discussed, the final decision
on the safety significance or risk-effectiveness of surveillance test requirements can be made based on

.

I

the qualitative evaluations,in conjunction with the quantitative results of the risk analysis, following the
,

j method we present in the report.

The following describes the procedure for evaluating the test caused risk contribution from test.
caused transients, R ,, with examples of applications.%

(1) Identify the transient categories associated with the transient that may be caused during or as a .;

result of the test
i

To evaluate the risk comribution due to test eaused transients based on transient categories, first
it is necessary to identify the transient categories which are associated with the transient that may be
caused during or as a result of the test. The transient categories associated with the test-caused transient

'

can be identified from the EPRI transient categories, by considering how the test is conducted and what
kinds of transients the test can cause, or has caused in the operating history of the plant.

4
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TaNe 5.1 Surveinance Tests that may Cause Transients'

Test Purpose Period and Characteristics ethrrse Effect Cwiments
Conduction

MSIV Prevent the Quarterly. MSIVs also send a Caused reactor trips. Significant proNcms were
Operability Test discharge of Verify full ck>sure signal to the reactor discovered during testing of

primary coolant withia a specified protection system to trip MSIVs; e_g, failed relays and
outside the time interval the reactor upon 20"r limit switches and
containment. (typically between 3 closure. contamination of air supply.

and 5 seconds).
,.

TOPS Test Verify freedom of Weekly. To avoid a reactor trip, Caused a significant Turbine overspeed protection
movement of the Move each of the the steam flow to the number of reactor is redundant and diverse:
turbine coctrol turbine vah es turHne must be reduced trips. Causes wear to mechanicaloverspeed
valves through the cycle. by reducing reactor the valves and stress to protection and ciectrical

,

Performed by a power or by dumping the steam system. overspeed protection are - j;

control room steam to the condenser. provided. '

' operator with anm
'

t'a observer at the vahe.

1 Control Rod Verify that control Weekly. Require a power Caused re ctor trips. A concern exists over the
Movement Test rods are novable Move the control rod reduction to reduce Significant burden on extension of test interval,

m response to a at least one notch. stress on the fuci during the operators due to because stagnant water in the
scram signal amement of rods at k>ng duration of seal area may not be

intermediate positions. testing. sufficierdy flushed. |

ESFAS Slave Verify the Quarterly. A great dealof Lead to inadvertent Reliabilityof slave relays j
I Relay Test functionality of Invohr the actuation coordination is necessary actuations of safety themschrs is generaDy good. i

i slave relavs. of a large number cf between the test equipments and Rose slave relays that effer
j components (vahes technicians and the reactor trips. the greates: potential for plant

and pumps). control room operators upsets can be tested during a |
plant shutdom

i

I,

1

|

;
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Table 5.2 presents, for the four different kinds of tests, the llWR categories that are associated
with the test caused translents. For example, the performance of a TOl'S test may cause the turbine
mntrol valve to fait closed to tesult in the high steam pressure in the main steam system, and
wnsequently,in the turbine trip. llence, the translent due to the testing can be classified into llWR
transient categories 3 and 13, as shown in the table. '

(2) Evaluate the risk contributions of the initiating event groups to the total plant risk from the PRA :

model i

The risk contributhn of the speellic initiating event group, say the Fth inillating event group (l.c.,
IE.J), to the total plant risk can be easily obtained from the plant speellie PRA rnodel by summing up
the frequencies of all the accident sequences beginning from the Inillating event group, as shown in
Equation (5.3).

For demonstrative applications, we used the PRA' for the Peach llo Atomic Power Station ;

Unit 2 which was carried out as part of the NUREO,ll50 stuuy. Table 5.3, nows the core damage ,

' frequency contributions of each initiating event group, Rig, for the plant, along with deicriptions of the
initiating event groups.-

(3) As sociate transient categories with the plant. specific Initiating event groups modeled in the PRA

To use transient categories in thc framework of a PRA model, the transient categories should
be associatt,1 *i;n the initiating event groups modeled in the plant speellie PRA, considering the
characteristics of the transients included in the transient categories and the initiating event groups. For
this association, we can classify each of the transient categories into the relevant initiating event group.

In Table 3.4, each of the 3711WR transient categories is associated with the relevant initiating
event group for the Peach !!ottom Plant. For instance, the transient category 5. main steam isolation
valve closure, is classified into the Inlllating event group T2, which incorporates all the transients that

- occur with the power conversion system initially unavailable.

(4) Analyze plant operating data to estimate the proportion by which the frequency of the initiating
event group is attributable to test-caused transients.

The plant operating data can be used to estimatc the proportions,4, by which the initiating event
groups are caused from the test-caused transients. According to Equation (5.8) for 4, we need to obtain

. the number of transient events attributable to the given test, N ,, along with the number of transients
belonging to the initiating event group that is associated with the test. caused transient, Niq.

To identify the transient events of interest, analyze the data as follows:

1) Classify the transient events in the data base into the relevant transient categories,
identifying the transients caused due to the tests whose risk impacts are being evaluated.

it) . Obtain the number of transient events attributable to each of the given tests,i.e., N ,,
by adding the numbers of transients in the transient categories which are associated with
the test.

.
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ill) Obtain tae number of transient events associated with each of the initiating event groups, [
1.e., N,q, by adding the numbers of transients in the transient categories which are ,

associated with the initiating event group. |
Iin this study, the operating data of 3014WR plants for 1935 were used to obtain the number ofa

the transient eventh attributable to the four different Linds of tests shown in Table 5.1, and the number
of the transients for each of the initiating event groups in the Peath llottom PRA. The data from the ,

USNRC Gray llooks" for 1985 were reviewed to identify the transient events and the relevant v

information, such as the specific plant, the date of the event, and the number of the licensee event report
(LER). Since the Gray Books do not provide the detailed information about the transients, such as the
slwelfic kinds of testing that caused the plant transient, the information was mostly obtained from the
LER system." When such detailed information was not accessible from the LER system, further i

reference was made to the Nuclear Power lixperience data base."

The total number of transient events in the data base, excluding those which occurred while the
power was below 25%, was 197, Only these limited data were used for the sake of methodology
demonstration, although rnore data should be used to improve the accuracy of the data analysis results.

Table 5.4 presents the numbers of transient events for each transient eategory, along with the
numbers of test-caused transients whleh are attributable to the four dliferent kinds of tests. These
numbers can be used to obtain the number of transients attributable to each of the given tests, N ,,, and i

the number of transients associated with each of the initiating event groups. Nna, as discussed above.
,

l'or instance, transient categories 3 and 13 are assoelated with the TOPS test Since 6 transients
were caused during or as a result of the testing, according to the data analysis as shown in Tab!c 5.4, the
number of transients attributable to the test, N ,,,,is 6. On the other hand, the initiating event group that
is awociated with the transients due to the TOPS testing is T3A, i.e., the transients with the power
conversion system initially available, excluding those due to an inadvertent open relief valve in the
primary system and those involving loss of feedwater, but with the steam side of the power conversion
system initially available (see Table 5.3). The transient categories associated with T3A are listed in Table
5.4, namely, transient categories 1,2,3,4,9, etc. The number of transients associated with the initiating
event group, Nry, can be obtained by adding the numbers of transients in the transient categories
belonging to the initiating event group. A total of 166 transient events belonging to T3A were identified
in the data base as shown in Table 5.5.

The proportions,4, by which the initiating event groups are caused from the associated test-
,'

caused transients, can now be estimated using the number of transients attributable to each of the given
tests, N ,, and the number of transients assnelated with each of the initiating event groups, Nay, as im
shown in Equation (5.8). Table 5.5 presents the values of the proportions estimated in this data analysis ;
for the four different kinds of testing.

The data analysis indicates that: (1) 33.3% of the frequency of the initiating event group T2 is
attributable to the MSIV operability testing; (2) 3.6% of the frequency of the initiating event group T3A
is attributable to the TOPS testing; and (3) 0% of the T3A initiating event group frequency is due to

| control rod movement testing or ESFAS slave relay testing. The reason for the result of the 4 value of
0% is that no transient events, which were attributable to either the control rod movement testing or

'
. - ESFAS slave relay testing, were identified in the analysis of the data based on the operating experience

| of 30 BWR plants during 1985. Hence, for these two types of testing, more data should be used to get
| a meaningful result.-

(
,
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Table 5.2 Anociation of Test. Caused Tiansients with EPRI BWR Categories

|
Test BWR C6tegories --q

-_ __ - - . ,,,.-.,,_n- ,

htSIV Operability Test 6. Inadvertent closure of one htSIV !
7, Parllal h1S!V closure

TOPS Test 3. Turbine trip
13. Turbine bypass or control valves cause increased

pressure (closed) '

Control Rod hiovement Test 27. Rod withdrawal at power
29. Inadvertent insertion of rod or rods

ESFAS Slave Relay Test 35. Spurious trip via instrumentation, RPS fault 3

Table 5.3 Risk Contributions of the Initiating Event Groups to the
Total Core Damage Frequency ,

initiator Description _ Risk Contribution R rg (per year)i

Tl less of olisite lower (LOSP) transient 6.188-6

T2 Transient with the power conversion system 5.42E 7 ,

(PCS) unavailable

T4 Transient with the PCS initially available ruade Sum of risk contributions of T3A,
up of T3A, T3B, and T3C T3B, and T3C

T3A Transients of the T3 group other than those 1.03E 6
below

.

T3B Transients due to an inadvertent open relief 4.50E 8
valve in the prhnary system

T3C Transients involving loss of feedwater (LOFW), 4.74E 7
but with the steam side of the PCS initially
available

A Large loss of coolaat accident (LOCA) 8.385 6

St Intermediate LOCA 8.56E-8

)
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Table 5.4 A*,ucration of Transient Categories with Initiators and
: Results of Data Analysis

:

Category Definition Initiator Number of Number of Test-
Transients Caused Transients i- m _

1 Electric load rejection T3A 10

2 Electric load rejection with turbine bypass valve failures T3A 2

3 Turbine trip T3A 11 6
i

4 Turbine trip with turbine bypass valve failure T3A 0 i.

5 Main steam isolation valve closure T2 3
"

| 6 Inadvertent closure of one MSIV T2 4 2 i

f
_

7 Partial MSIV closure f, , T2 2 I
u i
' 'y 8 Loss of normal condenser vacuum T2 9

e

9 Pressure regulator fails open T3A 1

10 Pressure regulator fails closed T3A 2
.

.

11 Inadvertent opening of a safety / relief valve (stuck) T3B 1

12 Turbine twpass fails open T3A 0,

t

13 Turbine bypass or control vahes cause increased pressure T3A 2 0 l

(closed) {
t

14 . Recirculation control failure, increasing flow T3A 0 f
!

15 Recirculation control failure, decreasing Dow T3A 1

16' Trip of one recirculation pump T3A 3

17 Trip of all recirculation pumps T3A 0 '

;.

i 18 Abnormal startup of idic recirculation pump T3A 0
'

r

i

!

i

|
.. - - ,~
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; Table 5.4. (Cont'd) ..

|'
. Category Definition initiator Number of Number of Test-.

i Transients Caused Transients

19 Recirculation pump seizure T3A 0

20 Feedwater, increasing flow at power T3A 4

21 Loss of feedwater heater T3A 0
,

.

22 Loss of all feedwater flow 'T3C 3

23 Trip of one feedwater pump (or condensate pump) T3C 2

! 24 Feedwater. Iow flow T3C 5

25' - , tow feedwater flow during startup or shutdown T3C 0

; - 26 High feedwater flow during startup or shutdown T3A in

27 Rod withdrawal at power T3A 0 0
1

i

28 High flux due to rod withdrawal at startup T3A 0j.

9 Inadvertent inserten or rod (s) T3A 0 02

30 Detected fault in reactor protection system T3A. O i
1

|' 31 less of offsite power T1 1

f 32 less of auxiliary power (or auxiliary transformer) T3A 11

! 33 Inadvertent startup of HPCI/11PCS T3A 0 1
'

|

34 Scram due to plant occurrences T3A 70 |
!

35 Spurious trip via instrumentation. RPS fault T3A 11 0
'

36 Manual scram, no out-of-tolerance condition T3A 37 ;

37 Cause unknomm T3A 1

|
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Table 5.5 Test-Caused Risk Contributions from Test Caused Trandents

Test N ,,-
, - - - -

IE j Nn;; & R r-j (/yr) Rug (/yr)u i

) MSIV Operability Test 3 T2 9 0.333 5.42E 7 1.81E 7

TOPS Test 6 T3A 166 0.036 1.03 E6 3.72E-8
,

Control Rod Move:nent Test 0 T3A 166 0 1.038-6 0

ESFAS Slave Relay Test 0 T3A 166 0 1 E-6 0

:
(: j Evaluate the test-caused risk contributions from test caused transients

The test-caused risk contribution, Roy, from test caused transients can now be evaluated by
~

multiplying the risk contribution cf the relevant initiating event group to the total plant risk, Rg,
obtained in step (2), by the proportion 4 estimated in step (4).

The data analysis indicates that the test-caused risk contributions at core damage fregrency level
due to transients caused by MSiv operability test and TOPS test are 1.8;E-7 and 3.72E-8 per year,
respectively. The data analysis results for the other two kinds of testirg, i.e., control rod movement
testing and ESFAS slave relay test'ng, should be properly interpreted. As previously discussed, more data
should be used to get a meaningh.I result, especially for these two types of testing, because of the low
piobability of transients occurring during these tests.

5.4 Development of Additional Torniulas n,ith Consliieration of Surseillance Test Intersal

The formula for the test-caused risk contribution from transients, Equation (5.9), can be rewritten,

to incorporate test frequency or interval. The advantage ofincluding the test frequency in the formula
for the risk impact of test-caused transients, Rup, is that it allows sensitivity studies to be performed for
R4 as a function of the test frequency.

This section describes how we can take into account the test frequency in the formulation of the ~

model, and also develops some additional formulas to obtain more insights into the issue of test-caused
transients,

5.4 1 Probability of Occurrence of a Tut Cat .d Transient

> Let

t = the frequency of test-caused transients, (5.10)

f,,, = the surveillance test frequency. (5.11)

and

p,,, = the probability that a transient will occur (5.12)
during or as a result of the given test.

5-11
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Tid . sequency of test-caused transients, r, can then be expressed in terms of the test frequency
and the probability that a transient will occur during a test as:

* w ( pi,, f.5.13)

Equatnony.13) evidently shows that the more frequently the test is conducted, the more transients will
occur dwing a time period due to the test. At the same time, the frequency of the test-caused transients
also is proportional to the probability of a transient occurring due to the test. Provided that the test ;

frequency or interval is fixed, the higher the probability of a transient occurring during a test, the more
transients the plant will experience during a given time period.

The expected frequency of test-caused transients also can be obtained using the frequency of the
initiating event group associated with the test-caused transient, i.e.,1,, and the proportion 4 by which the
initiating event group frequency is attributable to the test caused transients:

7=l4 (5.14)j

Equating the two different expressions for the frequency of tes' av.J trrnsients,7, Equations
(5.13) and (5.? 4), we can obtain the following expression for the prol%lky W .ransient occurrence per
test, poj: ,

I4
p, . - (5.15)i

,
f ,,,

Since
,

f,,, = 1 / T (5.16)

Equation (5.15) can be expressed in terms of test interval as:

1pa , = 1 T 4 (5.17)3

i __ Equation (5.17) indicates how the probahility that a transient will occur dering a test can be
estimated from the analysis of operating data of nuclear power plants in the framework of a PRA model.
The frequency of the Ft_h initiating event group, I,, is that used in the PRA model. The test interval, T
(or similarly the test frequency, f,,,), of the given test is for the plants in the data tese, and tlm
proportion,4, can be estimated from the data base as discussed in the previous section.

Equation (5.17) should be interpreted cautiously; for instance,it should not be interpreted in such
a way that a transient is more lincely to occur during a test, as the test interval increases or equivalently
the test frequency decreases. The reason for this misinterpretation is that not only the probability, P ,y,
but also the proportion,4, by which the frequency of the initiating event group is attributable to the test-
caused transients, is a function of the test interval, T. The value of 4, whose expression is given in
Equation (5.8), will generally decrease as the test interval is increased, because fewer transients are
expected to occur when fewer tests are performed.

5-12
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llowever, if the test interval is extended too long (e g.,1 year), the probability of a transient
occurring during a test may increase, bccause the plant personnel w ho perform the test will become less
familiar with the testing, and therefore, will be more likely to make errors. In evaluativ the surveillance
requirtments, this kind of qualitative consideration also should be taken into account along with the
results of the quantitative risk analysis based on the method presented in this report.

Applying the formula for pg, Equation (5.17), to the tests used in the previous section, we can
obtain the probabilities that a transient will occur du,ing an M31V operability test and a TOPS test.
Based on the assumption of quarterly MSiv operaNiity testing and weekly TOPS testing for all the 30
plants used in the data analysis, the probabilities are 6 67E.2 and 1.66E-3, respectively, as shown in Table
5.6.

Table 5.6 Probability that a Transient will Occur During Testing

, , . . _ _

Test
_

I, (/yr) T(yr) P,,j

| MSIV Cperability Test 0.8 1/4 6.67E-2

TOPS Test 2.4 7/365 1,66 E-3

The probability of a transient occurring for the MSIV operability test is based on the assumption
of quarterly testing, as defined in standard Technicai Specification, i c.,3 months of test interval, for all
the 30 plants. If we consider the specific test intervals for the plants, the probability may become lower,
because some plants test the MSIVs more often than quarterly, and as a result, the value of T in
Equation (5.17) will be less than 3 months.

5.4 2 Formula for the Test-Caused Risk Contribution from Transients in Terms of Test Interval

From Equation (5.17), we have an expression for the proportion,4, by which the initiating event
group frequency is attributable to the test-caused transients:

4 = E"* (5.18)
lTj

An alternate formula for the test-caused risk contribution from test caused transients, R,,,, can
then be obtained in terms of test interval by subs *ituting Equation (5.18) into Ecuation (5.6):|

|
|

R, = P"{ R (5.19)y
>
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Equation (5.19) can be used to establish criteria on the test interval for risk-effectiveness of the test.
Also, sensitivity studies can be performed to observe the sensitivity of R , to the variation of T, basedu
on the assumption that the probability of a transient occurring during a test is constant.

5.4.3 Alternate Derivation of the Formu i for the Test Caused Risk Contribution from Transients

The formula for the test-caused risk contribution from transients in terms of test interval, i.e.,
Equation (5.19), can be derived in an alternate manner. The alternate derivation of the formula will i
provide additional insight into the test-caused risk contribution from transients. I

Assume the conduction of the given test causes a transient,with a probability of pu,. When a
transient occurs, the probability that a core damage will result is R (trip):

3

A:(trip) = the probability that core damage will (5.20)
occur as a result of the transient.

A (trip)is calculated by isolating the sequences in a PRA initiated by the transient, Or the initiating event
group associated with the transient, and then setting the frequency equal to 1 to determine the resulting
core damage probability. (The subscript "1"in R (trip) denotes that the trip frequency is >et to 1.) Note
that the result is a core damage probability and not a core damage frequency, because the frequency is
set equal to 1.

Thus, the risk contribution, k ,, associated with the possibility of test-caused transients is:u

A u, = Pu' 0 (trip). (5.21)y 3

Specifically, k , is the core damage probability contribution associated with test-caused transients.u

The core damage frequency contribution, Ruy, associated with test-caused transients is A ,u
divided by the test interval T, i.e.;

R,= R (trip) (5.22)*
u 3

;

Equation (5.22) is identical to Equation (5.19), because the ratio of Rig; to l in Equation (5.19) can alsoj
be interpreted in a similar manner as R (trip), i.e., as the probability that a core damage wi!! occur3

provided that the conduction of the test causes a transient. Thus, we obtain the following expression for
the conditional core damage probability, R (trip):

3

R 'i-
3

i R (trip) - (5.23)' 3 l j

|
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5.5 Risk Effectivenen Ern!uation With Herard to Test Caused Tran<lents

5.5.1 Use of the General Formula for R Without Test Inter alg

As discussed in Section 2, the test is risk-effective if the risk contribution detected by the test,
Ro, is greater than the risk contribution caused by the test, Rc;

Ro>R: risk-effective test (5.24)e

Substituting the equation for R , developed in Section 3, i.e., Equation (3.2), into Equation (5.24) wee
have

Ro > R ,,p + R , + R ,i,,, + Rm a, (5.25)

Some contributfor.s in the right-hand side of the equation will not be relevant nor significant in any
specific case as previously discussed.

Suppose that only the contribution due to test caused transients, R ,,is predominant among the
many contributions listed in the right hand side of Equation (5.25). The criteria for risk effectiveness
can then be represented as:

R ,q, < Ro: test risk-effective (with regard to test caused transients) (5.26)

The risk-effectiveness of the test can be evaluated using Equation (5.26) with regsrd to test-caused
transients, even if some of the risk contributions other than R,,, are not incignificar:t compared to R ,,.

The risk contribution detected by a test, R , can be evaluated using a PRA model as describedo
in Section 4:

Ro= (R,-R ) (5.27)o

|

On the other hand, the test-caused risk contribution due to test-caused transients, R,,y, can be evaluated
by analyzing plant operating data in the framework of a PRA model, as discussed in Section 5.2

| Inserting Equations (5.27) and (5.6) into Equation (5.26), we obtain the following criteria for risk-
effectiveness with regard to test-caused transients:

4 R _j < (R - R,): test risk-effective with regard (5.28)m
to test-caused transients

Equa' ion (5.28) can be applied to the MSIV operability test and the TOPS test to see whether
or not the tes ; are risk-effective with r egard to test-caused trausients. However, because turbine control
valves are not specifically modeled in the PRA for the Peach Bottom Plant, the risk benefit, especially

.
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the core damage frequency when the turbine control valve is assumed to be up or down,i.e., Ro and R ,
cannot be estimated. Accordingly, the risk-effectiveness of the TOPS testing is not discussed here,

Applying the formula for Rn, Equation (5.27), to the htSIV operability testing, we obtain the
test detected core damage frequencycontribution: Rn = 5.18E 7 per year, The test-caused core damage
frequency contribution, Rue, for the test was estimated as shown in Table 5.5: R , = 1.81E-7 per year.u
Since the test-detected risk contribution is larger than the test caused risk contribution due to transients,
the h1SIV operability test is risk-effective with regard to test caused transients.

Ilowever, one should take the following into consideration, in interpreting the result of the risk-
effectiveness evaluation:

(1) The test-caused risk contribution due to transients for the htSIV operabilit; test was
estimated, based on the value of the probability of a transient occurrence which was
obtained using the operating experience of 30 reactor years. Only 3 transient events due -

to the htSIV testing were identified in the operating data base, among the 9 transient
events belonging to the relevant initiating event group, T2, as shown in Table 5.5.
llence, more data evaluations should be performed to establish an estimate of the
probability of occurrence of a test caused transient daring the htSIV operability test.

(2) The h1SIV operability testing was assumed to be conducted quarterly for each of the 30
BWR plants used ir the data analysis.110 wever, it appears that this is not always the
case; e.g., the LER by Quad Cities 2 plant, which describes the transient event that took
place during a htSiv test, indicates that operators were performing a biweekiv htSIV
operability surveillance (see Appendix A). To simplify the analysis for methodology
demonstration, the surveillance teat interval for each of the 30 plants was not specifically
taken into account;instead, the analysis was performed with the assumption of quarterly
htSIV operability testing for all the plants.

5.5.2 Use of the Alternate Formula for IQ, with Test Interval

The criteria for risk-effectiveness of tests also can be established using the alternate formula for
the test-caused risk contribution due to test-caused transients, R i.e., Equation (5.19), whichay,
incorporates the test interval.

Substituting formulas for R , and Rn, Equation.s (5.19) and (5.27),into Equation (5.26)we have:u

1)T R,q >
(R,-R ): test risk-ineffective with regard (5.29)"

o to test caused transients

Equation (5.29) can be used to set a criterion on the test interval, T, for risk-ineffective tests. Using
Equation (5.29), the test is risk-ineffective if:

i
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RA Tj , Puv 3E-i test risk ineffective with regard (5.30)i
2 1 R -R to test caused transients

3 o

f Ilence, the test is risk-ineffective if:

2 p" , R test risk-ineffective with regard
(5.31)it.3T< ,

A1 R -R to test-caused transients
3 3 i o

Criteria can also be established for test intervals to ensure that they are not too short so as to
be risk ineffective,but instead are risk effective. From Equation (5.31), the test will be risk-effective with
regard to test-caused transients if:

2 I", R ,3 , test risk-effective with regard
(5.32)ipT>

R - R, to tes:-caused transientsAlg j 3

Again, ratios or only relative considerations enter into the criterion.

The risk effectiveness criteria on the test interval, Equations (5.31) and (5.32), should be used
only when the probability of a transient occurrence, pug,, can be reasonably estimated. To obtain a
reasonable estimate of pug,, it is necemry to use sufficient operating data. The less likely a test-caused
transient occurs, the more operating dau -vill become necessary,in general, to reasonably estimate the
probability of occurrence of a test-caused transient.

Let

T= the minimum test interval such that the test is risk-effective
with regard to test-caused transients, as long as the test (5.33)
Interval is greater than the minimum test interval.

The minimum test interval, Ts,, can then be obtained from the following equation:

R"* IE-i (5.34)T"- =

A1 R -R3 3 i o
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Equation (5.34) also should be applied only when a reasonable estimate of the probability of a transient
occurrence, p,,, is available throegh the use of sufficient data.

We can note from Equation (5.34) the following:

*

(1) As a transient is more likely to occur during a test, the surveillance test interval should
be increased.

(2) As the risk benefit of a test, which is proportional to (R R,), is smaller, the test
i

interval should be extended.

Although these are not new concepts, Equation (5.34) shows that these simple concepts can be proved
from a quantitative risk point of view.

Applying Equation (5.34) to the htSIV operability test, we have: Tg, = 54 days. Since the test
interval of the htSIV operability testing,i.e.,3 months,is greater than the minimum test interval, the test
is risk-effective with regard to the test-caused transients.12owever, the assumptions discussed earlier in
this section should be considered in interpreting the result.

5.6 Sensitivity Annivses

Sensitivity studies were performed to evaluate the sensitivity of the risk contribution associated
with test-caused transients, R ,,, to some of the parameters affecting the value of R ,y. Figure 5.1 shows
the sensitivity of R ,, to the variation in the proportion,4, by which the initiating event group frequency
is attributable to the test-cause j transients. The value of R,,j is equal to the value of Rg, if the
initiating event group frequency is only due to the test caused transients, i.e., if 4 is 1. In such a case,

the values of R ,,ly which are the maximum values of the two lines in Figure 51
will be 5.4E-7 and 1.0E-6 per year for the htSIV operability testing and the TOPS

testing, respective , .,

7 Flowever, only 33.3% arid 3.6% of the frequencies of the relevant initiating event groups were
found from the data analysis to be attributable to the test-caused transients, as presented in Table 5.5.
Thus, the risk impact due to trat'sients, R,,,, is 1.8E-7 and 3.7E-8 per year for the htSIV operability test
and the TOPS test, respectively, as shown by dotted lines in Figure 5.1. The R,,4 alue is slightly morev
sensitive to the variation in the 4 value for the TOPS test as compared to the htSIV operability test,
although the difference is not clearly visible in Figure 5.1. (The slope of the sensitivity line for the TOPS
test is 1.0E-6, while it is 5.4E-7 for the htSIV test.)

Figure 5.2 shows how the test caused risk contribution from transients willvary depending on the
number of test-caused transients, N,,,,, for the given number of transient events belonging to the relevant
initiating event group. The R ,y value is more sensitive to N,,,, for the htSIV operability test as
compared to the TOPS test. (The slopes of the sensitivity lines are 6.0E-8 and 6.2E-9 for the .;tSIV test
and the TOPS test, respectively.)

The dotted lines in Figure 5.2 indicate the specific result of the data analysis performed in this
study. For instance, only 3 transient events were found in the operating data base of 30 reactor years
for the htSIV operability testing, and the corresponding risk impact is 1.8E-7 per year, if 2 or 4
transients were found in the data base, the risk impact due to the test-caused transients would be 12E-7
and 2.4E-7 per year, respectively. From Figure 5.2, we can also see that the risk impact due to test-
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yi
j

catsed transients spans approximately 1 order of magnitude for the MSIV operability testing and about
_

2 crders of magnitude for the TOPS testing.
i

bj The most useful result of the sensitivity study for risk-effectiveness evaluation of surveillance
p - requirements is presented in Figure 5.3. This figure shows, for the MSIV testing, the sensitivity of the

following three different kinds of risk impacts to the variation of the test interval. T: (1) the test-caused
risk contr!bution due to transients, R,,g,, (2) the test-detected contribution, Ro, and (3) the total risk
impact of the test, R , which is the sum of R,,,, and Rn (refer to Section 2),| 7
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Figure 5.1 Sensitivity of the test-caused core damage frequency impact, R,,,,
to the proportion of test-caused transients to initiating events,4
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Figure 5.2 Sens'.tivity of the test-caused core damage frequency impact, R ,,,
- to the number of test-caused transients, N. .i

From Figure 5.3, we can obtain the following insights and conclusions:

(1) R decreases as T is increased, because less transients are expected to occur as the4
test is conducted less frequently (see Equation (5.19)). liowever, Ro increases with
the increasing test interval, because the test is more likely to detect a failure in such
a case (refer to Equation (5.27)).4

(2) The intersection between the two curves for Ro and R,,, occurs when the test interval
is approximately 54 days. The test interval at this intersection is the minimum test
interval, T,,;,, which was previously discussed (see Equations (5.33) and (5.34)). From
the point of view of T,,,;,,, the test interval must be longer than 54 days for the MSIV -
testing to become risk effective, otherwise the test will be risk-ineffective.

(3) The risk-effectiveness of the test with regard to test-caused transients also can be seen
by comparing the test-detected risk contribution to the test caused risk contribution
due to transients, in the region where T > 54 days. Ro is larger than R ,y. Thus, the i

test is risk-effective in this region. In the other region where T < 54 days, the test is . |
risk-ineffective.- If the test is conducted every 54 days,it is risk neutral.
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'l (4) An important conclusion relevant to the redefinition of a standard test intervalis that
the interval for the MSIV operability testing, i.e.,91 days, can be extended without
undue increase in the risk impact. For example,if the test intervalis extended to 150
days, Rn increases because the test is more likely to detect failures, while R.,,
decreases because less testing during a given time period will result in less transients,

L as discussed in item (1) above. Ilowever, as shown by a dotted curve in Figure 53, the
'

total risk impact of the test, R , only marginally increases, when T is changed from 917
days to 150 days. (Rr increases from 6.99E.7 per year to 9.64E-7 per year.)

(5) In this study, the LER data base for 30 BWRs for 1985 were used, with the assumption
that the operability of MSIVs is tested quarterly at all the plants, as we discussed.
Ilowever, the data analysis revealed that some plants test the operability of MSIVs
more frequently; e.g., the operators of Ouad. Cities Nuclear Power Station, Unit 2,
were performing biweekly MSIVoperability surveillance when the test failure occurred
in the plant as shown in Appendix A. If we assume that the minimum test interval of
54 days is also applicable to this plant. we can say that the biweekly test is risk-
ineffective with regard to test. caused transients, because the test intervalis shorter than
54 days. Even if we consider other types of adverse risk impacts and they are not
negligible compared to R,,,,, the test will be risk ineffective.

(6) The result of sensitivity at.alyses, such as that shown in Figure 53, can be very useful
in defining test intervals. Ilowever,it should be carefully interpreted. In Figure 53,
the sensitivity curves of R,,g, and R to the variation of T are based on the assumptionr
that the probability, p,,,, of a transient occurring during testing is constant. Ilowever,
the value of pi,, may charge (tend to increase), especially when the test is conducted
far less frequently th n it used to be, because the operators are more likely to make
cirors. Therefore, when considering an extension of test interval based on the
sensitivity analyset, one should not prolong the test interval too much, e.g., by more
than a factor of two. The degree, by which tbc test interval may be extended, mainly r

depends on the likelihood that p,,4, will vary following the change of the test frequency,
i

| A sensitivity study also was performed for the TOPS testing. Figum 5.4 shows the sensitivity of
R,,, to T. The test-detected risk cont:ibution, Rn, could not he estimated from the PRA for the Peach

L Bottom: Plant, sicce the turbine control valves were not modeled in the PRA. llence, only the
|- . quantitative values of R,,q, and p,,4, can be taken into account in evaluating the test, unless the value of

R , specifically R and R is mbtained following the modification of the PRA model.p a p

Comparing the curve of R,,, for the MSIV operability testing to that for the TOPS testing, we
can see a similar trend of sensitiv4y to the variation in the test interval.110 wever, the adverse risk impact

|'
from the MSIV test is higher b;, approximately 2 orders of magnitude than that from the TOPS test.
llence, we can see, from a point of view of quantitative risk evaluation, that the TOPS test generates
much less risk f.om test-caused transients than the MSIV operability test does.
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6. RISK IMPACT OF EQUIPMENT WEAR CAUSED DUE TO TESTING

We shall consider the risk contribution associated with test-caused equipment wear, as another
specific test-caused risk contribution. Section 6.1 presents test caused degradation models for a
component in terms of its unavailability. Once the component unavailability is obtained,it can then be
used to evaluate the risk impact of the test-caused degradation. The models explicitly incorporate the
number of tests performed on the component as a variable to account for the progressive component
wear-out due to periodic tests.

Section 6.2 then discusses the formulas for evaluating the risk impact of test caused component
degradations, along with the criteria for the risk-effectiveness evaluation with regard to test-caused
degradation. Section 63 presents the assumptions and limitations of the models and formulas developed
in Sections 6.1 and 6.2. Section 6.4 addresses the estimation of parameters and the tesults of sensitivity
analyses on the tesi-caused degradation effects.

6.1 Test-Caused Component Denrudation Models

6.1.1 Concept of Stress on the Equipment

In nuclear power plants, safety-sig4ticant components such as a diesel generator or an auxiliary
feedwater pump are tested so often--generally monthly and more often in certain situations--that the te.;ts
may lead to progressive wear-out of the equipment due to the accumulation of degradation effects caused
by testing. Furthermore, the component will also suffer from aging eifects, such as corrosion or crosion,
as time passes.

The accumulating test caused degradation and aging effects willincrease the unavailability of the
component, and thereby the unavailability of the associated safety system and function. The increase in
the safety system or function unavailability will then reduce the plant's accident mitigating capability.

From a viewpoint of stress on the component, the test-caused component degradations and aging
eifects are induced by two kinds of stresses, i.e., demand and standby stresses.83 Demand stress (or cycle-
related stress) acts en equipment only when the equipment is asked to function or is operating. Standby
stress (or time-related stress) acts on equipment while it is in the standby state. For standby components
which are periodically tested, it is generally the combination of both stresses that causes the equipment
to degrade, and ultimately to fail.

Component failures may occur sometime during the standby period, upon a demand for
operation, or sometime during operation after successful demand. Note that the failure occurring
sometime during operation after successful demand may be considered as being due to operation stress,
llowever, the operation stres-is considered as being part of the demand stress.

To illustrate how both stresses act together to result in an equipment failure, let us take an
example from a diesel generator reliability study." Consider the case that a connecting rod, weakened
by corrosion, fails catastrophically during diesel operation. This failure was caused certainly by standby
strers, which indaced the corrosion of the rod. Ilowever, it also was caused by demand stress, because
although the rod was in a weak state due to standby stress, it would not have failed if there had been no
demand for operation.
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6.1.2 Formulation of the Basic Component Degradation Model and its Esploration

Based on the concept of stress previously discussed, a test caused mmponent degradation model
can be formulated. From : risk standpoint, the risk parameter that is direc:ly affected by the degradation
mechanism is the component failure rate and unavailability. The component degradation model will be
developed in terms of unavailability rather than failure rate, because the unavailability encompasses the
failure rate and also is more directly applicable to the risk quantification.

The t[me-dependent unavailability, q(t), of a component is standardly expressed as:"

q(t) 1 - exp [- ' A'(t ')dt ') (6.1)

where the failure rate A' includes the matributions from both demand and standby stresses.

Expanding the exponential term of Equation (6.1) by Taylor's formula and taking only the first-
order expansion, we have:

q(t)- ' A'(t ')dt ' (6.2)

This expression is a valid first-order approximation for the usual case, where the integration of the failure
rate over time is less than 0.1.

To evaluate the risk impact associated with test-caused equipment degradations, it is necessary
to model the demand st ess separately from the standby stress. Since the demand stress acts on the
equipment only wiien the cemand is imposed on it, the contribution of the demand stress to the
component unavailability can be taken out of the integration in Equation (6.2) as follows:

q(n,t) - p(n) ' A(n,t ')dt ' for t 4 [0,T] (6.3)>

where

n = the number of tests performed on the equipment,
t = the dme elapsed since the last test,
p(n) = the failure probability for demand caused failures,
A(n,1) = the sandby failure rate (per unit time) for failures occurring between tests,
T = the test interval, and
nT + t = the time since the last renewal point.

* Note in Equation (6.3) the unavailability, q, and the standby failure rate, A, are represented as ,

a function of the number of tests performed on the equipment, n, as well as the chronological time, t.
The reason for the functional notation of A is that the standby failure rate is assumed to be affected by
not only the standby time, but also the test-caused degradation effect. As a result, the component
unavailability becomes a function of the number of tests performed on the component since the last
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renewal point as well as the time elapsed since the last renewal. Ilowever, the demand failure -
probability,p, is represented in Equation (6.3) as a function of only the number of tests, n, i.e., it is
assumed that the demand failure probability depends only on how many tests have been conducted on
the component.

Let us now formulate expressions for the two basic degradation parameters,p(n) and A(n,t);in
terms of their variables n and t. First, for the demand failure probability p(n), the following expression
can be formulated as a function of the number of tests, n, since the last overhaul point:

p(n) = po +po ,A - (6.4)f

where

po = residual demand-failure probability, j
f, a pi ,n

p, = test degradation factor associated with demand failures, and
#3 = test impact parameter associated with demand failures.

.

|

The residual demand failure probability,po,is included in Equation (6.4) to reflect the fact that even a
new component, i.e., n = 0 and t = 0, may fall when a demand for operation is placed on the
component. The test-caused degradation factor, pi, accounts for the test-caused degradation due to I

demand stress.

The standby failure rate, A(n,1), can next be formulated as a function of the number of tests, n,
and the time, t, as follows:

b 62(n,t) = l +A f +au for t c [0,T), u e [0,nT+t| (6.5)o o2

|

wherc
!

! t = residual standby time-related failure rate,o

j f = P2n,2

p2 = test degradation factor for standby time-related failures,
- #2 = test impact parameter associated with standby time-related failures,
a = aging factor associated with pure aging, and

3 = aging impact parameter associated with aging related failures.

- The test degradation factor, p2, accounts for the test <. .cd degradation due to standby stress. A taajor
diffprence between Equations (6.4) and (6.5) is the existence of the third term in Equation (6.5), i.e.,

Pau 3. This term is included s a separate contributor to the standby failure rate to reflect the fact that
the standby failure rate increases as the component ages in time, even if no tests are carried out on the
component. The aging factor, a, and aging impact parameter, g3, of the term account for the aging, i.e.,
pure aging as distinct from the test <aused degradations.- Note in Equation (6.5) that the time, t, is
measured from the time when the last test was performed, whereas the time, u, is measured from the last

--- overhaul point.

6-3

_ ___ _ _____-__ - _ -



_ _ _ _ _ _ _ - _ _ _ _ _ - _ - _ - _ . _ - . . ._. _ . _ _ _ . _ __ _ _ _ _ - _ _ _ _ _ _

The formulas developed for the demand failure probability,p(n), and the standby failure rate,
A(n,t), i.e., Equations (6.4) and (6.5), include many parameters, all the values of which can not be easily
estimated based on the data that are typically available. To facilitate the estimation of parameters, we
can linearize the model as follows by setting p., #2, and p3 equal to 1:

p(n) .= po+pof (6.6)

A(n,1) = A + A f +au for e [0 T], u e |0,nT+t] (6.7)o n2

We will use hereafter this linear component degradation model, i.e., Equations (6.3), (6.6), and (6.7).

The linear model can be re-expressed in terms of to, which is the time when n tests have been
performed, i.e., to = nT, instead of the number of tests, n:

q(t ,t) = p(t ) + ' 4'' A(t ,t ') dt ' (6.8)o o o
. i.

t
p(t ) = po + pop (6.9)o

A(t ,t) = A +A p2b+au for t e [0,T], u e [0,to+t] (6 10)o o o T

Based on these basic expressions, i.e., Equu.bris (6.8) to (6.10), the component degradation
model can now be developed for various specific circune.inces. First, the model will be explored for the
following four different cases:

(1) Without test-caused degradation and aging effects

_(2) . With aging effect but without test-caused degradation effect -

(3)- With test-caused degradation effect but without aging effect -
(4) With both test caused derdation and aging effects

Special considerations will then be given to unavailability doubling time and component renewal.

'

Component Derradation Model Without Test-Caused Derradation and Arine Effects

The simplest degradation model is the one which accounts for neither of the test-caused
degradation effect nor the aging effect. ' This model can be obtained noting the parameters associated

'

with the test-caused degradation and aging effects, and then setting them equal to zero.
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Among the parameters explored earlier, the test degradation factors, pi nd p2, acmunt for thea

test-caused degradation effect, while the aging factor, o, accounts for the aging effect. llence, setting
these factors to zero in Equations (6.9) and (6.10) we have:

P(t ) == po (6.11)o

A(t ,t) = Ao for t c [0,T) (6.12)o

Inserting Equations (6.11) and (6.12)into Equation (6.3) then yields the following expression for
time. dependent component unavailability that does not take into account the test-caused degradation and
aging effects:

q(t) = po + %' k" A di ' forte [0,T]o
.

= po + A t (6.13)c

The average unav.111 ability, i, in the time period of a surveillance interval, T, and thet

instantaneous unavailability at time T, i.e., q(T), can then be estimated by:

I
ii = q(t ')dt = po + AT (6.14)

#

o,

q(T)=po+AoT (6.15)

Component Dectadation Model With Anine Effect but Without Test-Caused Decradation Effect

When test-caused degradation effects are not taken into account, we obtain the following
expressions for the demand failure probability and the standby failure rate by setting the test degradation
factors, p3 and p2, to zero in Equations (6.9) and (6.10):

p(to) = po (6.16)

A(t ,t) = A + au for _ t E [0,T), u E [0,t +t] (6.17)o o o

Substituting these two expressions into Equation (6.8) gives the compcment dcgradation model
in this case:

q(t ,t) = po + %' 4"(A +au)duo o
.

6-5

- __ _ _ _ _ _ - _ _ _ . . _ _ ___



_. - . _. . . - - -- -- -. . .. .. . .

= po + A t + (2t t + t ) (6.18)2
n o

The average unavailability in the time period between t and to + T, q(t ), and the instantaneouso o
,

o + T, q(t ,T), can be evaluated by:unavailability at t = t o

5(8 ) = 9(t ,t)dt .

0 o

. po +11 T + 3.(t T + N) (6.19) I
2o 2 3

o

q(t ,T) - po +A T+ {(2t T +T ) (6.20)2
o u a

Component Decradation Model With Test-Caused Derradation Effect But Without Acine Effect

In this case, we can set the aging factor, a, equal to zero. Equations (6.9) and (6.10) then
become: -

p(t ) = po +j 3p, (6.21)
o

A(t ,t). - A + A p2I (6.22)o o o T

.
Inserting Equations (6.21) and (6.22) into Equation (6.8) yields the following component

degradation model in this ' case:

q(t ,t) = po+ pop 3 +A t(1 + p2 ) (6.23)
'

o o

Equation (6.23) cari be expressed as:

: q(t ,t) . q(t)'+ (pop, + A p2 ) (6.24) -to n
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where the expression fos q(t), i.e., Equation (6.13), was used.

The average unavailabilityin the time period between toand to + T, q(t ), and the instantaneouso
unavailability at t = T, q(t .T), can then be estimated as follows:o

5(t ) * 5 + pop AoPa o (6.25)t+o

q(t ,T) = q(T)+ (popi + A p2T) (6.26)o o

in which q and q(T) are given by Equations (6.14) and (6.15), respectively. ~

p Qung * ' Dectadation Model With Both Test Caused Dectadation and Acine Effects

,h.4 Thus far, the component degradation model has been developed accountMg for none or only one
% two kinds of degradation effects, i.e., test caused degradation and aging effects. Ilowever, boths.

'' '

vucts should be taken into account, in general, i.e., to evaluate the unavailability or risk impact
associated with test-caused degradations after a long perbd of time, because aging effects are not
negligible in such a case.

To incorporate both test-caused degradation and aging effects, the expressions for the demand
failure probability,p(t ), and the standby failure rate, A(t ,1), in Equations (6.9) and (6.10) can be usedo o

without any simplification, Substituting Equations (6.9) and (6.10) into Equation (6.8), we can obtain
the most comprehensive time-dependent component degradation model:

q(t ,t) = q(t)+ pop,- + p2 o t+ (2 t t + t ) (6.27)A 2
o a

_

where q(t)is given in Equation (6.13).

The average unavailabliity in the time period between t and to + T, q(t ), and the instantaneous
-

o o
unavailability at t = T, q(t ,T), are then given by:o

q(t ) = 4 +p3po Atp2 o o+ (t T + ) (6.28)+o o
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+pgao+ (2t T +T ) (6.29)rt 2q(t,T) = q(T)+p,po o

where q and q(T) are given in Equations (6.14) and (6.15), respectively.

The above formulas for time-dependent, average, and instantaneous unavailabilities, i.e.,
Equations (6.27) to (6.29), can be rewritten as:

q(t ,t) = q(t) + Aq(t ,t) (6.30) !o o

q (t ) = q + Aq (t ) (6.31)o o

q(to,T) = q(T) + Aq(t ,T) (6.32)o

where q(t), q, and q(T) are given in Equations (6.13) to (6.15), respectively, and

t i
l t+ (2 t t + t ) . (6.33)Aq(t ,t) = ppoj +py o

2
oo

py o o + }(t T+ ) (6.34)Ai[(t ) = pro lt+
o o

+ P2 o o + }(2t T +T )
(6.35)At 2Aq(t ,T) = ppoo o

The Aq(t ,t), Aq(t ), and Aq(t ,T) represent the increase in the component unavailability due to test-o o o

caused degradation and aging effects.

Pictorial Representation of Time-dependent Component Unavailability
,.

Figure 6.1 shows the schematic of time-dependent unavailability, q(t), of a periodically-tested
component, for two different cases. When neither test-caused degradation effect nor long. term aging .
effect is taken into account, the unavailability will vary with time as shown in Figure 6.1-a. Figure 6.1 b
represents the case where either or both of the two effects is taken into consideration in evaluating q(t).
As shown in this figure, q(t) will increase globally over time in this case because of the accumulation of

l the te.;t-caused degradation and/or aging effects on the component.

Unavailability Doubline Time Considerations

The unavailability of a periodically tested component willincrease globally over time as more tests are
performed on the component and as the time passes by (see Figure 6.1-b). This global increase in the
component unavailability can be represented by defining a component unavailability doubling time.
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to= the component unavailability doubling time at which the initial (6.36)
component unavailability is doubled,

and

no= the number of tests associated with the component unavailability (6.37)
doubling time.

Then, we have the following relationship between to and n :o

to= nT (6.38)o

The number of tests associated with the doubling time, n , can then be obtained by setting theo
average unavailability increase after n tests,i.e., AQ(n ), equal to the initial average unavailability,i.e.,o o
q:

AQ(n ) = q (6.39) .n

Solving Equation (6.39) by use of Equations (6.14) and (6.34), we have the following expression
for the number of tests associated with the doubling time:

Po* ATo
no= (6.40)

Pops + AoP2T

where only the test <aused degradation effect is taken into account without considering the aging effect, .
i.e., a = 0.

Therefore, the component unavailability doubling time can be estimated by:

,

( AT
. Po + 2 o )T

to- (6.41)

, PoPa + AoP2T
e

-

h
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Figure 6.1. Time-dependent component unavailability, q(t), versus
test-caused degradation and aging effects

(T is the test interval of the component, and horizontal dotted lines indicate
average component unavailabilities.)
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Comronent Renewal Considerations

When a component is found to be in a serious degradation or failure condition, it will be replaced or
effectively restored to as good as new condition. This subsection presents how the component renewal
or overhaul can be taken into account in the component degradation model.

The average unavailability change at t , Ai(t ), can be assessed by averaging the time-dependento lo
unavailability change, Aq(t ,1), between t and to + T:o o

o q(t ) = [I' .0 Aq(t ,t ')dt (6.42)
'

/

o o

where to is measured from the last renewal point.

Inserthg the expression for Aq(t ,t) given by Equation (6.33) into Equation (6.42) yields:o

p/.o o + }(t T + ) (6.43)Aq(t ) = p3po t+
o o

which is equivalent to Equation (6.34).

The average component unavailability, A"4, during the renewal interval, I, can then be obtained
by treating to as a continuous variable and averaging Ai(t ) between 0 and L T:lo

I ' *~ ~ T #b
* (L-T) + 1T(L-T) + 1T 2 (6.44)Aq= L-T.0 Aq(t )dta= +

o
2 T 4 4 6

In Equation (6.44), L-T is used instead of L because the last surveillance test is at L T; however, it does
not make much difference since, in general, L is far larger than T.

In actual practice, L may vary. In this case, the L can be taken as the average value. If there
are inefficiencies associated with the renewal, the effective overhaulinterval can be used as discussed in
Reference 17.

6.2 Formulas for the Risk Impacts of Component Decradations

6.2.1 Risk Benefit of a Surveillance Test

As discussed earlier in the report, the risk benefit of surveillance testing results from the
detection of component failures or degradation conditions. The formula for the risk benefit of tests is
presented here again in terms of the parameters explored in the previous section.

6-11
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Let

5o = the average risk benefit or test. detected risk contribution (6.45)
of a surveillance test

and

i|(T)= the average probability that the component is found (6.46)
to be in a down state when the test is conducted at t = T.

The average risk benefit of a test, Ro, can then be represented as:

Ro = 4(T) [R -R ]o

k'T
2 [R -R ] (6.47)=

3 o

where Ro is the core damage frequency evaluated with the component assumed up, and R is the core
damage frequency with the component assumed down.

6.2.2 Risk Penalty of a Surveillance Test Due to Test Caused Equipment Wear

The risk penalty of a test, I,e., test-caused risk contribution, due to' equipment wear can be
evaluated, taking into account the unavailability of the component before and after the test, along with
the risk impacts evaluated assuming the component is up or down.

According to Equation (634), the average increase in component unavailability that results from
n tests is:

Aq(t ) e A(o

- pron + p/oTn (6.48)

where only the test-caused degradation effect is taken into account without considering the aging effect,
i.e., a = _0.

We can now define the average test-cause' risk contribution which explicitly incorporates the
number of tests:

6-12
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it ,, = the average risk increase or test-caused risk contribution (6.49)e
resulting from test-caused degradations of n tests performed
on the equipment

in a similar manner as the average risk benefit of a test was obtained, the formula for k, can then be
derived as follows:

5c,, = the average risk level between [t , to + T) - the average risk level between [0,T]o

= {{l-q- Aq(t )) R + [i+ Aq(t ))R )-{(1 -q)R +qR }o o o o 3

= Ali, [R,- R ] (6.50)n

In Equation (6.50), R is the core damage frequency evaluated with the component assumed down,i.e.,
unavailability of unity, and Ro is the core damage frequency evaluated with the component assumed up,
i.e., unavailability of zero as previously described.

Thus, we have arrived at the average cot e damage frequency contribution caused by the test, it ,,,e
as a function of the number of tests performed on the component since the last overhaul. The expression
for the test-caused risk contribution, given in Equation (6.50), takes into account the accumulated
degradation effects on the equipment by a multitude of tests.

6.2.3 Renewal Considerations

The overall, average test-caused risk contribution, 5 ,,, due to equipment degradations duringc
a renewal time period can be represented as:

R , - AIj[R -R ] (6.51)e o

_

where Aq is given in Equation (6.44).

6.2.4 Risk Effectiveness of Surveillance Testing with Re;;ard to Test Caused Degradatior

Based on the formulas developed heretoforc, we can now evaluate the risk effee ss of a test
with regard to test-caused component uegradation. For the test to be risk-effective, the ru wntribution
detected by the test should be larger than the risk contribution caused by the test:

Rn > R ,: u-th test risk effective with regard to test-caused degradation (6.52)e

Substituting the expressions for Ro and Rc.. given by Equations (6.47) and (6.50) and simplifying,
we arrive at the following criterion on the number of tests:

6-13
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1

1 AT
2n< : n-th test risk effective with regard (6.53)

A p2T to test-caused degradation- po p, p

Thus, for the n th test to be risk-effective with regard to test-caused degradation, the number of tests
performed on the component since the last overhaul should satisfy the above criterion. When the
number of tests on the component is less than the value of the right-hand side in the criterion, then the
core damage frequency contribution caused by the test will be less than the core damage frequency
contribution detected by the test; and vice versa.

6.3 Assumptions and I, imitations of the Model

The test-caused component degradation model is a comprehensive model that not only
incorporates aging effects, but separately takes into account test-caused degradation effects as well.
However, the degradation model and the formulas for evaluating the risk impact associeted with test.
caused degradations are based on the following assumptions that may shed light on some limitations in
the use of the approaches:

(1) Test-caused component degradations impact not only demand failure probability, but also
standby failure rate; i.e., the component will be more vulnerable to both d mand and
standby time related failures as more tests are performed on the component

(2) The standby time-related failure rate incteases due to not only test-caused degradation
effects, but also aging effects.110 wever, the aging does not affect the probability that the
component will fah upon demand, i.e., the demand failure probability.

(3): The time-dependent aging mechanism on the standby failure rate can be represented by
a Weibull distribution.

(4) - The demand degradation or failure mechanism is not affected by the time, in other
words, the demand failure probability depends on only the number of tests performed
on the equipment, but not on the idle or dormant time.

(5) The test impact parameters, #3 and #2, and the aging impact parameter, S3, cannot be
easily estimated using typically available data on component degradations or failures.
Therefore, in most cases it may be necessary to use a linear model for some or all of
those parameters.

6.4 Sensitivity Analyses

based on il component degradation model and formulas for evaluating the risk impact of test.
caused degradations presented heretofore, sensitivity a nalyses were carried out on test-caused degradation

effects. The diesel generator was chosen as the sample component in this study because it was identified
as suffering from test-caused degradation effects by engineering analyses. However, the method
presented here can also be applied to any other component.
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The component degradation model contains a number of parameters that should be estimated
to evaluatt the risk impact and perform the sensitivity analyses. In this subsection, the formulas for
estimating the degradation parameters are first developed. These formulas t.re generic; they cca be used
for any kind of component. The parameter values for diesel generators are then obtained using the
formulas. The results of sensitMty studies for diesels will finally be presented.

6.4.1 Formulas for Estimating Degradation Parameters

The parameters used in the test. caused component degradation model presented earlier,i.e.,po,
l , pi, p2, and a, cannot be easily estimated from the actual data base, because the data base, generally,o

does not provide such detailed information. Howev~r, among the parameters, the residuals,p, and l ,o
can be roughly estimated from the data base as:

po = Number of demand-related failures (6.54)
Total number of demands

A = Number of standby time.related failures (6.55)o

Total standly tin.e

The other three parameters, p3, pz, and a, can in estimated first deriving formulas for the
maximum values, i.e., pi,,,, p2,, and a,, under the assumption that:

When the number of tests is large, the average increase in component unavailability which is
evaluated by the test-caused component degradation model presented in the report is the same
as that estimated by the aging model."

The maximum parameter values can then be represented in terms of other known parameters
as follows:

2

p,, aT
(6.56)

0

aT
p2, = 7 (6.57)

O

a, = a (6.58)

where a is the linear aging rate of the aging model. These formulas, i.e., Equations (6.56) to (6.58), are
derived in Appendix B.
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6.4.2 Evaluation of Degradation Parameters for Diesel Generators

A number of reliability studies have been performed on diesel generators because of the great
importance of diesel reliability in nuclear plant safety and the implication of adverse risk impacts due to
the frequent testing and ensuing equipment degradations. TaNe 6.1 shows some degradation parameters,
and their values for diesel generators that were taken from the results of previous studies on diesel
generator reliability "8

The values of these degradation parameters, in fact, depend on the specific diesel generator.
- Partleularly, the ratio for demand related failures to standby time related failures, n :n , is strongly3 a
component-specific. Therefore, whenever possible, the parameter values should be obtained for the
specific diesel generator, for whleh the test risk-effectiveness evaluation is to be performed in this study,
the values presented M Table 6.1 will be used to perform the sensitivity analysis end illustrate the risk-
effectiveness evaluatica of the test.

Table 6.1 Degradation Parameters for Diesel Generators *88

Degradation Parameter Value |_

Residual demand failure probability,po (per demand) 2E 2
'

Residual standby time-related falhste rate, Ao (per hour) 2E-5

Linear aging rate, a (per hour per year) 4 E-6
.

Ratio of demand-related failures to standby time related failureA ni:n, 2:1

The maximum test degradation parameters, pi, and P2m , which were discussed m the previous
section, can be estimated using the parameter values in Table 6.1: pi, = 5.9E-3 and P2m = 1.6E 2.
From these maximum values, pi, and p ,, and the ratio of demand related failures, to standby time-
related failures in Table 6.1, i.e.,2:1, the values of the test degradation parameters, p3 and p2, far d!esel
generators can then be estimated as:

n
8

pi = p3 , - 3.9 E-3
n +n

3 2

n
2

p2 = pg , = 5.5 E-3
n+D-

3 2

Sensitivity studies on test-caused degradations of diesel generators were performed using the parameter
values obtained in this section. The results of the studies are presented in the following section.
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6,4.3 Results of Sensittilty Studies for Test. Caused Degrad9tions of Diesel Generators
"

Figures 6.2 to 6.4 show the sensitivity of component unavall:ibility to the number of tests, the test
frequency, and the relative dag:adation inechanism, i.e., demand related degradations versus standby
time related degradations. 'The unavailability actually plotted in the figures is the ratio of the
unavailability increar,e to the inillal unavnllability, that is:

*6q, a (6.59)
| q

The test frequencies considered are 4,12, and 120 times a year; the corresjonding test intervals
atc 3 months,1 month, and 3 days, respectively, Technical speellications typically require monthly testing
of diesel generators, but more frequent testing is required based on the number of fa!!ures observed in
the last 100 tests."

The cyclie,i.e., demand related degradation mechanism is assumed to be predominant over the
standby time related degradation mechanism in Figu.c 6.2. On the other hand, Figure 6.3 assumes the
prcJominance of standby time related degradation. Figure 6.4 shows the sensitivity of the dicsci
generator unavailability to etwnges in the number of tests and the test frequency, with 2:1 a6 the ratio
of the effect of cycile to standby time related degradation. Also shown la the figuh s are unavailability
dot 4bling times, to, which were discussed in Section 6.1.

We can note by comparing Figure 6.2 with Figure 6.3 that,in general:
,

(1) When the demand related degradation is predominant, the I rger the test interval, the
component unavailability becomes smaller.

(2) When the standby time related degradation is predominant, the smaller the test interm,
the component unavailability becomes smaller.

Figures 6.5 and 6.6 show the sensitivity of the average test caused risk due to equipment wear
to the changes in degradation effect and test frequency, where the overhaul time of the diesel generator
is assumed to be 2 and 6 years, respectively. The . cst caused risk is the most sensitive to the variation
in the test frequecy when the cyclie degradation effect is predominant. Ilowever, when the standby
time related degradation effect is predominantjt is almost insensitive to the change in test frequency,
A similar trend of sensitivity is obtained in both cases; however, the overall test-caused t'.:k is higher for
longer overhaul time.

| Important results of risk effectiveness evaluation for the dicsci genentors, which have such
degradation and failure characteristics as specified in Table 6.1, are presentcJ in Figures 6.7 and 6.8.i

These figures show the variation of the following three different kinds of e kk impacts to the number of
(1) the test detected risk contribution, R , (2) the test caused risk contribution due to test-eausedte:::t: D,

egalpment wear, Re., and (3) the total risk impact of the test,14,.|
1'
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Figure 6.7 is for monthly testing of the diesel generators, while Figure 6.8 is for quarterly testing.
In the case of monthly testing, the test is risk effective until 61 tests have been performed, i.e.,
approximately 5 years after the last overhaul point. In the case of quarterly testing, the test is risk.
eflective until 111 tests have been per'|ormed,i e., about 28 years, llor ver, at the time after which the
test becomes no longer risk effecthe, the total risk impact for quarterly testing (1.1E-4 per year)is
greater than that for monthly testing (3.5E-5 per year) by approximately a factor of 3.1, as can be seen
by comparing the two figures.

Figure 6.9 shows the risk-effective lifetime for diesel generator testing, i.e., the time period during
which the tests performed on the diesel generators remain risk effective, and the total risk at the end of
the lifetime as a function of test Interval. The lifetime increases with increasing test interval, because of
a slower accumulation of test caused degrahtlon effects on the equipment. liowever, the total risk at
thr; end of the lifetime also increases when the test it.tervalis increased. For example, if the test interval
of 1 month is extended to 3 months, then the Ni eIfcctive lifetime will inctcase from 5 years to 28 years,
i.e by a factor of 5.6. Ilowever, tht tota'. risk at the end of the lifetime for quarterly testing will be

'

h@ct by a factor of 3.1 than that for monthly test!ng as was discussed above.
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7. SUMMARY AND CONCI.USIONS
,

in this report, the basic concepts for the risk effectiveness evaluation of surveillance teu
requiternents are presented along with a risk perspective of the various adverse risk effects of testing.The
fortnulas for the beneficial risk impact of testing,i.e.,' test detected" risk impaci, are briefly summarized.' i

The major thrust of this report is the presentation of the methodology to evaluate the adverse risk :
impact, i.e., ' test-caused * risk impact, focusing on two impor tant kinds: 1) risk impact of plant transients '

which occur due to testing and 2) risk impact of equipment wear-out which is caused by tests ;

'I,0 fundamental notion and characteristics of the methodology for the test caussd risk impact ;
due to transients are as follows: i

,

(1) The test-caused transients, wnich cause or require a reactor scram, ate ini:iating events.
'

The risk impacts of these ir ltiators ate assessed in PRAs which model the functions of
the various safety systems and the operator actions following the initiators. Therefore, .

the risk impact associated with the :est caused translents can be evaluated through the
risk impact ofinillating events of a PRA model.

(2) To estimate the risk impact of the test caused transients from the risk impact ofInitiating
events, it is necessary to idenHfy the extent to w hich the frequency of the initiating event t

group is attributable to the test caused transients. This identification can be done by
analyring plant operating data.

(3) in this methodology, the probability that a transient will occur during a test can be
estimated by analyrJng operating data in the framework of a PRA model. Once a
reas<mable estimate of the probabillry is established from the data, the adverse fisk
impact due to test-caused transients can be evaluated as a function of the test interval
along with the beneficial risk impact of the test for risk effectiveness evaluation.

,

The methodology for evaluating the risk impact associated with equipment wear due to
survelitance testing is based on the test-caused component degradation model which was developed,in

.

this study, from the concept of stress on the component. The model satisfies the following requirements
I for modeling the progressive component degradations due to testing:

(1) Standby components that are tested on a periodic basis become degraded over time due

to two different kinds of stresses: demand stress from surveillance tests (or actuel
operating requirements), and standby stress from the environmental or aging effect.
Ilence, the inodel should account for both stresses.

I
(2) The model should also explicitly incorporate the number of tests, because the equipment

degradation depends on how many tests have been performed on the equipment !Jnce
the last overhaul time.

The methodology for evaluating the test caused risk contributions ilue to test caused transients
and test caused equipment degradations was applied to a selected set of tests. For the test-caused
transients, four tests were selected: 1) MSIV operability test,2) turbine overspeed protection system test,
3) control rod movement test, and 4) ESFAS slave relay test. For the test <aused equipment
degradations, the emergency diesel generator was chosen as the sample component because of the
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concerri of the test caused degradations on this component and the availability of the reliability data that [
are necessary for estimating the degradation parameters of the model, j

.

The risk effcetiveness evaluation has been carried out for the htSlV 9pelability test and the diesel
generator test. Based on the numerical results from the data analysis conducted in this study, the j
quarterly htSIV operability test is risk effective with regard to test caused transients because the test
interval is greater than the rninimum test interval of 54 days for the risk cifective test. The data analysis

-indicates that some plants test MSIVs more frequently than 54 days. For thne plants, the hislV ,

operability test would be risk ineffcetive with regard to test caused transients,if the assumptions of thei

analyus were still valid for those. Detailed plant specific evaluations considering the specific htSIV
'

testing are recornmended before modifying the test frequency.

The risk effectiveness of the diesel generator test was evaluated for two different test intervals,
ic.,3 months and 1 month. When the diesel generator is tested quarterly, the test-caused component
degradation modelindicates that the surveillance test is risk effective until 111 tests have been conducted,
i.e., approximately 28 years after the last overhaul point. Ilowever, in the case of monthly testing, the
model indicates that the test becomes risk incifective after 61 tests have been conducted, i.e., about 5
years. These evaluations were carried out using the parameter values that were estimated from the
results of the various diesel generator tellability studies. lience, to obtain more meaningful results that ,

are applicabie to specific components, the values of the degradation parameters should be estimated for
the spec;fic diesel generators and used in the model to assess the test caused risk contnbution.

In conclusion, the safety significance or risk effectiveness of surveillance test requirements can ,

be evaluated with explicit consideration of the adverse effects of testing, based on the coicepts and iI

ruethods provided in this report. The quantitative risk evaluaton results can be used in the decision
making process for the establishment of the safety significance of the surveillance testing and for the
screer.ing of the surveillance requirements. These results taould be used in conjunction with the

.

qualitative evaluation results' from engineering considerations ar.d operating experience, such as
qualitative evaluations with respect to radiation exnosure to plant personnel from the tests and test.
caused operator burden. These evaluations can be useful to both the regulatory ludy and the nuclear

' power plant licensees.

|

|
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Al'I'ENDIX A

DESCRil'TIONS Ol' TEST CA USED TRANSIENT 1; VENTS

This section presents the descriptions of the test-caused transient events that were identified
from the data analysis perforrned in this study. Tables A.1 and A.2 descrite the transient events which
occurred during turbine overspeed protection system testing and MSIV operability testing, respectively.

A1
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Table A.I. Descriptions of Transient Events that Occurred During
Turbine Overspeed protectiott System Testing

. _ _ _

LER
| and

plant Event Description of . ent Root Cause
Date

_ _ _ _

Dresden 3 85 001/ The reactor scrammed from a turbine trip due to a Equipment
011285 malfunction of the oil trip solenoid valve which failure

| stuck open leading to the Induction of an
overrpeed trip signal. The solenoid valve wasi-

stuck due to grease contamination of the button
guide.

, Quad Cities 2 85-001/ During operability test of the 4 turbine control liquipment

| 012585 valves, control valve #4 immediately fast closed, failure
The resulting pressurc spike caused high neutron'

| flux, which then resulted in reactor trip by the
RPS.

! Susquehanna 2 85-003/ During the performance of the test, the #1 control Equipment
| 011985 valve was closed with high vibration on the #1 and failure ,

I #2 bearings. The main turbine tripped on the
I high vibration.

Fitzpatrick 85-021/ Two reactor scrams occurred due to the operator Operator
072685 not holdmg the test pushbutton long enough to errori.

j 080985 allow valves to reposition properly. The post.

1 Investigation through testing of the
electrohydraulle control (EHC) system, using a
simulator, revealed large pressure transients on the
emergency trip supply (ETS)lluid upon the
release of the test pushbutton. Orifices were

,

|
Installed on the ETS lines for all valves which have
zero leakage shut off valves to reduce the pressure'

transient when performing valve testing.

Peach Bottom 2 85-011/ A full scram occurred due to reactor water level Equipment
i 080585 transient during turbine control valve surveillance failure

testing. The transient was caused by a momentary
decrease in oil pressure of the relayed emergency
trip system (RETS),in conjunction with the

( setpoint drift of the pressure switch that monitors
oil pressure at the RETS supply to the No. 4 main
turbine control valve,
r

~

|

A2
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Table A.2. Descriptions of Transient Events that Onurred During htSiv Operability' resting

__

l.l!R
and

Plant !! vent Description of !! vent 1100t Cause
Date

- . . _ _ _ _ . _ _. . _ _ _ _ _ , , . . _ _ . _ _ _ _ . _ _ _ _ _ _ _ . . _ _ _ _

Ouad cities 2 85-005/ While performing the biweekly htSIV cperability Equipment
021985 surveillance, the 203 211 outivard h1SIV went to the failure

fully closed position instead of stopping at the 10%
closure limit due to a failed limit switch on the
htSIV.

Ilatch 2 85-001/ During perfo,mance of the htSIV trip test Procedure
011985 procedure, the 'A' intoard htSIV failed to operate inadequacy

within the time limits of tech specs, plant personnel
then cycled tl.e htSIV repeatedly to see if its time
would change. During this cycling, the h1SIV drifted
to less then 90% open, resulting in an unplanned
scram. The investigation determined that the
continuoi's cyclings of the MSIV resulted in a high
rate of charging flow to the htSIVs necumulator.

11runswick 2 85-011/ During the performance of the periodic test, h1SIV Equipment
101585 ll21 F022A auto closed. Ileactor pressure spiked failure

and the unit auto-scrammed on high power. When i

the AC solenoid on the 3 wa - ' nold valve of the-

htSIV was deenergized, the h closed because
the corresponding DC solenold Rad unknowingly
fai!cd at a prior indeterminate time.

!
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APPENDIX 11

DERIVATION OF FORhlUIAS FOR MAXthlUM TEST CAUSED DEGRADATION AND
AGING PARAMETERS

This appendix derives the formulas for maximum test-caused degradation and aging parameters,
i.e., pi,,,, p2,,, and a,,, which were presented in Equations (6.36) to (6.58) of Section 6. The component
degradation model presented in the section takes into account both test-caused _ degradation and aging
effects. The average inctcase in component unavailability due to these cifects, Aqi(t ), after n tests wereo

performed on the component, can be expressed from Equation (6.34) as follows:

py o o + }(t T + ) (B 1)
~

AQ(t ) = pp, tt+
o o

where to = nT anr* T is the test interval.

On the other hand, the linear aging model'8 assumes that the increase in component
unavailability is only due to aging effects, without taking into account the test caused degradation cifect.
Under this assu_mption, we obtain the following expression for the average increase in mmponent
unavailability, Aq2(t ), by setting a = a, pi = 0, and p2 = 0 in Equation (B.1):3

A5(t ) = * (t T + 3) (B.2)o
2

'

where a is the linear aging rate evaluated in the .iging modcl. The value for the 1.arameter, a, was derived
for several components,

Let t , = it, where O s i s n. Equations (B.1) and (!!.2) can then be re expressed as follows:o

A[(t ,) = pro, + pf ollT+{(IT. ', ) (B.3)2
o

A{(t ) = 2(IT + I)
* 2 (11.4)

3

We can now obtain the following expressions for the average increase in unavailability over n tests:

A(=IfA{(t) (B.5)-

a
D *l6

B-1
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A(=If.i A{(t )
(D.6)

a
ni

where AQ: and Aq denote the average unavailability increase based on the component degradation
model and the aging model, respectively.

Substituting the expressions for aqi(t ) and Aq2(t )into Equations (D.$) and (11.6), we have them u
following expressions:

a

A(= pip,- - + p:1,T " ' I + f ." I"*I * (D.7)

A( = d f1 + " * II (D.8)
2 13 2;

Assume that when the number of tests is large, the average increase in the component
unavailt.bility evaluated by the component degradation model is the same as that estimated by the aging -
model. From Equations (H.7) and (0.8), we then obtain the following expression:

'b+'''+a (U.9)a=
T8 T

From Equation (D.9), we can obtain the following formula for the maximum test degradation
factor associated with demand-related failures,i.e., pi , by setting the second and third terms in the right-
hand side equal to tero:

_

aT8 (B.10)
p, = 2 p, <

i-

Similatly, we also can derive the following formulas for the maximum test degradation factor associated
with standby time related failures, i.e., pu, and the maximum aging parameter, i.e., a,:

(D.ll)pu =
0

i

-(B.12)a,=a

B-2
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C::ncerns have been. raised regarding the adverse safety inspact of surveillance testing
cnd generally overburdensome surveillance requirernents. To evaluate these concerns,
the risk-effectiveness of surveillance tests has been studied with explicit
consideration of the negative risk impact, in conjunction with the positive risk impact.
This report definn the negative effects of surveillance testing from a risk
perspective. W w n presents the methodology by which the negative risk isopact can
be quantiff<< + ing on two irnportant kinds of negative risk impact of surveillance

< i.ek 4:apact of test-caused trips and (2) risk impact of test.-causedtesting: *'
.

cquipinent v, ar .,

Using the methodology presented, these negative risk impacts are eval'inted f or a
celected set of surveillance tests for deinonstration exainples. The results of the
risk-effectiveness evaluation are provided along with the insights f roin the sensitivity
cualyses.
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