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1.0 Executive Summary

Lawrence Livermore National Laboratory (LLNL) has conducted a review of
the Millstone Point Unit 3 Probabilistic Safety Study (MP-3 PSS) for the
Office of Nuclear Reactor Regulation (NRR) of the U. S. Nuclear Regulatory
Commission (NRC). The review was performed by a project team assembled for
the purpose and composed of personnel from LLNL siaff, subcontractors anu
consultants. The review began in September 1923 and was completed in May 1984.

The objective of the project was to review those aspects of the MP-3 PSS
leading to the estimates of the plant damage state frequencies and associated
uncertainties to determine the accuracy of those estimates. The PSS results
for core melt probabilities were 4.5 E-5/R-Y for internal events and
9.9 E-5/R-Y for external events. External events were dominated by
contributions of 9.4 E-5/R-Y from seismic events and 4.8 E-6/R-Y for fires.
The review included a simplified re-evaluation and requantification of the
internal event analysis, and estimates of the potential effects of changes to
some of the external event analyses. The scope of the project did not include
a review of offsite consequences, nor extensive requantification.

The review process included several meetings with the plant owner, and his
subcontractors and consultants, two site visits and formal communications,
including detailed questions and answers.

A particularly difficult problem arose with respect to the seismic
evaluation of the plant. About the time the MP-3 PSS was submitted to the
NRC, NUSCO acknowledged that the evaluations of seismic hazard and seismic
fragilities contained in the PSS were incorrect: they believed that both were
excessively conservative and that the relatively high probavility of core melt
due to seismic events, 9 E-5 per reactor-year, which dominated the total core
melt probability, was due to these conservatisms. NUSCO, in fact,
commissioned new analyses of both areas to remove the excessive conservatism.
LLNL recognized early in the review that the seismic hazard evaluation in the
PSS was not conservative - but optimistic, by perhaps an order of magnitude in
the range of interest. In other words, our estimate of the probability of



earthquakes was approximately a factor of ten larger than the PSS estimate and
NUSCO expected their new estimate to be smallier than the PSS estimate - so
that a significant difference would exist in the ultimate results. This issue
was not resolved by our review because we did not review the revised seismic
evaluation that NUSCO submitted to the NRC after the review project began.

The review covered all major areas of the plant analysis and evaluation in
the PSS. This included initiating events, event trees, success criteria (for
functions and systems), fault trees, human factors, component and operating
experience data and the treatment of uncertainty. The review of external
events included earthquakes, fires, external and internal fiooding, extreme
winds, aircraft accidents, hazardous materials, and turbine missiles. The
review effort expended varied significantly in these areas, both because of
the extent and detail of the analysis presented in the PSS, and because of the
relative importances of the specific areas. More effort was expended on those
areas that were, or had the potential of being, significant contributors to
core melt or public risk.

The scope of the review included an examination of several issues of
particular concern to the NRC, including: (1) recirculation pump seal failure
during station blackout, (2) depletion of station batteries during station
blackout, (3) pressurized thermal shock, (4) steam generator tube rupture with
stuck-open secondary steam relief valves, (5) anticipated transients without
scram, and (6) stuck-open safety/relief valve., Some of these issues had an
effact on system and/or sequence models, and on the requantification; others,
such as pressurized thermal shock, could not be completely evaluated. In this
example, an assessment of the probability of core melt given the occurrence of
pressurized thermal shock is well beyond the scope of the review and, very
likely, beyond the present state-of-the-art.

No significant omissions were found in terms of an overall contribution to
the core melt probability. Several significant emissione were found in terms
of modeling errors that indicate an incomplete o~ different understanding of
interacticns between plant systems or between human beings (operators) and
plant systems: these are described in the internal events section. The



problems with the seismic hazard evaluation described in an earlier paragraph
are also due, at least in part, to models which are believed to be incomplete
in terms of the range of expert opinicn censidered.

The principal qualitative and quantitative conclusions of this review are
briefly described in general terms in the following sections.

1.1 Internal Events

The extent and type of internal event initiators and their treatment is
reasonable and consistent with those considered in other PRA's,

Except for the V-sequence, the systems analysis is adequate and reasonably
consistent with the state-of-the art. The use of the large event tree/small
fault tree methodology, where the support states are defined for various
conditions of initiating event occurrence and system or train availability,
made the review and requantification more difficult. This was particularly
true in the assessment of electrical systems and common-cause failures because
the process of evaluating the effect of a change in the model of a single
component or a failure rate, for example, is not straightforward. This is
largely due to the difficulty of identifying all of the places that a given
component or fault tree enters into the larger model, i.e., where all of the
interfaces are.

The event tree and systems models were, with some exceptions, found to be
reasonable and appropriate. Major human errors were included as events on the
event trees in a consistent and correct manner; however, erroneous operator
action due to incorrect interpretation of plant conditions (cognitive errors)
were not treated, and we added two actions of this type to the event trees.

Success criteria for the various emergency functions were found to be
reasonable. Several minor changes were made, with the most significant being
rejection of an optimistic PSS assumption that any one out of four HPSI pumps
is capable of providing high pressure injection during small LOCA events.
This success definition was revised to allow success for (a) cne out of two
charging pumps alone, but to require (b) one out of two PORV's in combination
with one out of two safety injection pumps.
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The sixteen system fault tree analyses in the PSS were found to be
reasonable and acceptable, with a few exceptions. A significant modeling
error was identified in which the dependence on the vital DC system by the
vital AC system, the main electrical system, and the emergency generator load
sequencer was not included on the corresponding fault trees. We were unable
to estimate the guantitative effect of this error due to its pervasiveness and
the nature of the event tree/fault tree/support system model, which makes
requantification almost impossible.

The review of the failure rate data used in the PSS consisted of a
comparison of the individual component failure rates with other sources, a
review of system failure rates and unavailabilities, and a review of the
common-cause failure assessment. Although we found notable differences with
other sourc=s, none of the component data differences (except possibly
diesel -generators) were judged to have significant impact on the core melt
results. A simplified sensitivity evaluation for an increase by a factor of
five in the failure rate of the emergency power system (based on the changed
diesel-generator rate) indicates that: (a) the core melt freguency would
increase by a factor of three over the PSS value for the first year or two of
operation aia would be only slightly larger than the PSS value thereafter, (b)
early fatality risk would not change, and (c) late fatality risk would
increase by about a factor of five for the first year or two and would
increase by less than a factor of two thereafter. These results do not
consider changes made to the models in other parts of the review.

The reviews of operational experience and analysis codes used in the PSS
found both to be reasunable and acceptable.

A review of severe accident sequence progression which included
consideration of assumptions, analysis and predicted phenomena indicates that
(a) the V-sequence evaluation in the PSS contains deficisncies which result in
a conservative probability of core melt and public risk, and (b) many
conservative assumptions were made in the PSS, but that none have a
significant influence on the results with the possible exception of the
V-sequence, which we did not completely re-evaluate. This sequence was found
to be a major risk contributor which was not adequately evaluated i1 the study.




Consideration and treatment of dependencies in the PSS was evaluated in
the review ir three categories: common cause initfating events, intersystem
dependencies, and intercomponent dependencies. Numerous conservatisms
identified in the area of common cause initiating events anpear to be largely
insignificant. The review of intersystem dependencies identified the failure
to treat loss of DC power in the support state analysis as a potentially
significant deficiency if the auxiliary feedwater system requires DC power -
which NUSCO states is not necessary for successful AFW system operation. The
intercomponent dependencies modeled in the PSS are judged to be reasonable and
correct.

The overall quantification process used in the PSS is a natural product of
the choice of methodology, i.e., the large event tree-small fault tree
approach. No errors were found in the quantification process, however, we
were unable to review the specific procedures of the discrete probability
distribution (OPD) arithmetic used to propagate uncertainties because that
information was not provided in the PSS.

A simplified requantification of the internal event sequences incorporated
all structural changes to the event trees and revised data for both components
and human errors. Our estimates of the effect of these changes on the core
melt probability is compared to the original PSS mean values on Table 1-1.
Although the revised total core melt probability is estimated to be larger by
approximately a factor of two, it is important to note that this does not
necessarily imply a similar increase in overall public risk. For example, the
reduced frequency of the V-sequence, which dominated early fatality risk, will
result in a reduction of overall risk for early fatalities.
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TABLE 1-1]
Plant Damage State Frequencies for Internal Events
(per Reactor-Year)

DESCRIPTION REVIEW
ESTIMATE*

8E-7

LARGE LOCA, CARLY MELT
EARLY MELT, FAILURE OF RECIRCULATION SPRAY
EARLY MELT, NO CONTAINMENT COOLING
LOCA, LATE MELT
LOCA, LATE MELT, FAILURE OF RECIRCULATION SPRAY
LOCA, LATE MELT, FAILURE OF QUENCH SPRAY
LOCA, LATE MELT, NO CONTAINMENT COOLING
LOCA, EARLY MELT
LOCA, EARLY MELT, FAILURE OF RECIRCULATION SPRAY
LOCA, EARLY MELT, MO CONTAINMENT COOLING 6E-6
[NCORE INSTRUMENT TUBE LOCA, EARLY MELT 4E-7
INCORE INSTRUMENT TUBE LOCA, EARLY MELT, NO CONT. COOLING , “e--
SMALL LOCA, LATE MELT " 26-5
SMALL LOCA, LATE MELT, FAILURE OF RECIRCULATION SPRAY ’ 1€-6
SMALL LOCA, LATE MELT, FAILURE OF QUENCH SPRAY
SMALL LOCA, LATE MELT, NO CONTAINMENT COOLING
INCORE INSTRUMENT TUBE LOCA, LATE MELT
TRANSTENT, EARLY MELT
TRANSIENT, EARLY MELT, FAILURE OF RECIRCULATION SPRAY
TRANSIENT, EARLY MELT, NO CONTAINMENT COOLING
TRANSIENT, LATE MELT
STEAM GENERATOR TUBE RUPTURE, STEAM LEAK, EARLY MELT
SGTR, STEAM LEAK, EARLY MELT, FAILURE OF RECIRC. SPRAY
SGTR, STEAM LEAK, EARLY MELT, MO CONTAINMENT COOLING
SGTR, STEAM LEAK, LATE MELT 2. 76E-09
SGTR, STEAM LEAK, LATE 1iELT, FAILURE OF RECIRC. SPRAY L49€-10
SGTR, STEAM LEAK, LATE MELT, FAILURE OF QUENCH SPRAY JIE=11
SGTR, STEAM LEAK, LATE MELT, NO CONTAINMENT COOLING .40€-13
[NTERFACING SYSTEMS LOCA 1 ,30E -06

2E-6
1€-7

2E-5

- N e W W N -
S S

TOTAL** 4.53€-08

The review estimates provided are preiiminary estimates based on a number of simplifying
assumptions and subject to a number of limitations discussed in Section 5.1.1. The reader is
crutioned to keep these assumptions and limitations in aind when considering the various potential
implications of these results.

[t is important to note that the increase in the plant damage state frequency does not necessarily
immediately imply a corresponding increase in overal) public risk. The reduction in the frequency
of interfacing systems LOCA, which was a dominant contributor to early fatalities risk, will
result in a reduction In overall risk for early fatalities.
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1.2 External Events

The external event types considered in the PSS are earthquakes, fires,
external and internal flooding, extreme winds, aircraft accidents, hazardous
materials, and turbine missiles. This range rf evert types was judged to be
reasonable and consistent with other PRAs anc «ith the suggestions made in the
PRA Procedures Guide.

The approach to the evaluation of these events took the form of a
screening evaluation to identify those significant enough to be considered for
more detailed assessments. Only earthquakes and fires survived the screening
and were subjected to detailed assessments.

The methodolugies used in joth the screening and detailed assessments are
generally reasonable and consistent with the state-of -the-art. More detail is
provided below for the various event types.

1.3.1 Earthquakes

The methodology used for the evaluation of seismic events is generally
consistent with the state-of -the-art of commercial PRAs, except for the
evaluation of seismic hazard. A revised hazard evaluation would have the
potential to overwhelm bcth the previously calculated seismic and total risk
results, We recognize that this is partially due to a rapidly developing
methodology for estimating seismic hazard that is generally producing results
showing older hazard estimates for the eastern U.S. are too <mall.

The original fragility assessment submitted to NRC was conservative and
also contained numerous conceptual and logical errors. The revised version,
submitted in Amendment 1 to the PSS, is reasonable and contistent with the
state-of-the-art in this field.

The methodology for identifying and ce¢lecting seismic-induced initiating
events and estimating their probabilitics was not described. [It is
considered 1ikely that important init . ating events were omitted and that the
probabilities of those included are optimistic.]
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The methodology used to condense the internal-initiated plant logic
models to seismic-initiated models was inadequately described ana unconvincing.

The methodology used to assemble and evaluate the hazard, fragility and
plant logic models contains extensive simplification which is believed to lead
to optimistic accident frequency estimates. For example, correlation of
seismic response was not included in calculations for initiating event
probabilities, within the plant logic model, or in the uncertainty analysis.

1.2.2 Fires

The wethodology used in the evaluation of fires contains several notable
errors. The screening process used was reasonable and complete. All fire
areas deserving detailed analysis were identified. The fire frequencies in
various compartments were estimated using acceptable methods and are
reasonable.

The analysis of loss of safety functions due to fires in critical areas
is not rigorous and explicit, nor performed consistent with the
state-of-the-art; however, the effect of these deficiencies appears to be a
conservative bias ¢f about one order of magnitude for the conditional fraction
of fires that result in loss of safety functions.

The event tree analysis 1s reasonable, with one exception: the error
rate for failure to switch control from the control room to the auxiliary
shutdown panel (.00] per demand) is judged to be too low by about a factor of
200. A rate of about 0.23 per demand is suggested for this error.

The net effect of the two numerical changes suggested above is estimated
as an increase of a factor of 6 in the core melt frequency, from 4.8 E-6 to
2.8 E-5 per reactor-year.

Several issues of potential significance were not addressed in the PSS,
fncluding: the impact of earthquakes or fires and fire protection systems;
the effects of fire suppression agents on equipment; and the response of
equipment and cables to high heat fluxes and temperatures. We consider the
latter two issues beyond the present state-of-the-art.
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& A External Flooding

A qualitative screening analysis concluded that this event was an
insignificant contributor to plant risk. No formal probabilistic analysis was
performed and no point estimate values were provided to support or justify the
conclusion. Although some of the judgments in the PSS are pelieved to be
conservative, the absence of an uncertainty analysis is considered a serious
omission. The large uncertainties which exist for water level exceeding the
protected (water-tight) elevation of 25.5 feet above mean sea level indicate
that there is a possibility of a mean frequency of core melt larger than 1 E-6
per reactor year.

The conclusion that the contribution from this event is insignificant
relative to other hazards, in the absence of an uncertainty analysis, is

Jjudged to be inadequately justified and unacceptable.

1.2.4 Internal Flooding

A gualitative screening analysis concluded that core melt induced by this
event has an estimated frequency of 8.5 E-7 per reactor year, and that it does
not significantly contribute to plant risk. The analysis includes several
important conservative assumptions, including, for example, that all
components in a flood zone are disabled if a flood occurs in that zone.
Individual zones were assumed to have a flood frequency of 2 E-3 per reactor
year, based on an unexplained derivation from WASH-1400 for breaks in pipes
with a diameter greater than six inches, and no estimate was made of the
actual fiood sources present in each zone.

Inadvertent actuation of fire protection equinment was not considered,
and reactor trip was assumed to follow any flood-induced initiating event.
Both assumptions are optimistic, but may not be significant.

The conclusion that the contribution from this event is insignificant as
a contributor to core melt, withou* detailed assessments of flooding in the
cable spreading and switch gear rooms, and in the absence of an uncertainty
analysis, is judged to be inadequately justified and unacceptable,



1.2.5 Extreme Winds

A qualitative screening analysis concluied that wind effects are not
significant contributors to plant risk. The basis for this finding is that
Lhe governing wind event is the occurrence of severe tornadoes, and all
safety-related structures have been designed to resist tornado loads and
resultant missiles for wind speeds up to 360 mph. The minimum thickness of
reinforced concrete in the walls and roofs of these structures is two feet.

The site hazard for tornado winds exceeding 360 mph is given as 5.4 E-6
per year. We believe this figure to be conservative and that justification
exists (not provided in the PSS) to show that this probability is less than
1 E-8 per year. This frequency of structural failure or missile-induced
damage, given a 360 mph tornado, would be smaller than 0.1.

We agree that wind hazard is not a significant external event even though
no fragility curves were developed, no systems analysis was performed, and no

uncertainty analysis was included.

1.2.6 Aircraft Accidents

A quantitative assessment of the frequency of onsite aircraft crashes was
performed in accordance with the NRC Standard Review Plan., The total
frequency estimates for onsite accidents of 1.6 E-6 per year is dominated by a
contribution of 1.2 E-6 per year from general aviation (light aircraft), whose
damage potential is limited to the switchyard. The FSAR states chat no
increase in air traffic is projected in the vicinity of the site, but the PSS
does not address this topic.

We judge the effective plant area and structures considered susceptible
to damage by the various classes of aircraft to be reasonable and
conservative. We also judge the analysis of crash frequencies to be
conservative choices for the numbers and types of flights considered.

The conclusion that aircraft crashes are not significant contributors to
core melt accidents, based on their low frequencies and the low 1ikelihood of
such an accident resulting in core melt, is judged to he reasonable and
acceptable.




1.2.7 Hazardous Materials

A qualitiative assessment of the potential for offsite and onsite
incidents involving the transportation and storage of hazardous materials
concluded that they were insignificant contributors to core melt.

The analysis considered road, rail and water transport routes, and
offsite and onsite storage facilities and pipelines.

Numerical estimates of potential risk were made only for rail shipments
of propane, which has a small contribution. A1l other potential sources were
dismissed.

The conclusion that all of these accident types are relatively
insignificant contributors to core melt is judged to be correct, but
inadequate'y justified, particularly for accidents involving onsite storage of
chlorine in railroad tank cars.

1.2.8 Turbine Missiles

A qualitative assessment concluded that turbine missiles are not
significant contributors to plant risk on the basis of their low frequencies.

In their analysis, the use of a probability of 1.4 E-8 per year of
missile generating turbine failures supplied by GE results in a probability of
significant damage to a critical structure or components of 2.5 E-10 per
year. This low probahility does not account for recent NRC concerns with
stress corrosion cracking.

Acknowledging this concern, a second calculation was performed in the PSS
using 1 E-4 per yecar for missile generating turbine failures, as recommended
in NRC Regulatory Guide 1.115. The result is a probability of 1.8 E-6 per
year for significant damage to critical structures or comporents, which the
PSS judges to be acceptable due to conservatism in the overall analysis. We
agree that this conclusion is reasonable.
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2.0 Introduction

LLNL has conducted a review of the Milistone Unit 3 Probabilistic Safety
Study' (MP-3 PSS) for the Office of Muclear Reactor Regulation (NRR) of the
Nuclear Regulatory Commission (MRC). This project is one of several in a
larger NRR probabilistic risk assessment (PRA) review program in which PRAs
performed and submitted to the MRC by selected 1ight water reactor plants in
response to regulatory requests and/or requirements rcceive comprehensive
review and evaluation.

2.1 Background

The roots of the PRA review program 1ie in the interest expressed in
April 1980 by the Commissioners of the NRC in determining if there were any
candidates for special risk studies at plant sites which may be risk
outliers. The staff performed 1imited generic risk analyses for plant sites
within the U.S. based on (1) weighted population density within a 30 mile |
boundary about the site, (2) plant power level, and (3) stage of construc-
tion. Three plant sites (Zion, Indian Point, Limerick) were found to have a
weighted density factor 10 to 15 times higher than the median
(SECY-81-25)2. These plants were required to perform a PRA. Eight were
found to have a slightly lower weighted density factor (4 to 8 times the
median), but only Millstone 3 and Bailey were in early construction stages
where design modifications that might be suggested by PRA analysis would be
most productive. On September 21, 1981 (letter from H. Denton (NRC) to
W. G. Counsil (NNECO), “"Risk Evaluation - Millstone Unit No. 3") the staff
requested Northeast Nuclear Enerqy Company to perform a PRA for Millstone 3.
NNECO performed the analysis and submitted a completed PSS to the MRC in
August 1983.

2.2 Scope

The objective of this project was to perform a review of those aspects of
the Millstone-3 PSS leading to the estimates of the frequencies of each plant
damage state and the associated uncertainty spread to determine the accuracy



of these estimates. The review co 4 methodology, assumptions, data, infor-
mation, sources, models, plant un inding., completeness of the analysis and
other areas where inconsistencies could affect the quantitative or qualitative
results.

The scope of the analysis did not include extensive reevaluation or’

requantification of plant damage state frequencies, nor a review of the
consequence analysis included in the MP-3 PSS.

References



3.0 INTERNAL EVENTS ANALYSIS

The evaluation of internal events in the MP.3 PSS utes the large event
tree/small favlt tree methodology, where support states are defined for
various conditions of initfating event occurrence and system or train
availability. The internal event initiating event evaluation is reported in
PSS Section 1.1 and supported by PSS Appendices 1-A, and 1-D through 1-F. The
plant and systems analysis is described in PSS Section 2, which constitutes a
large fraction of the PSS, and supported by Appendices 2-A through 2-G, and
2-L.

In very general terms, the internal event analysis is reasonable and
consistent with the state-of-the-art. Many minor deficiencies, both
conservative and optimistic. and a few sianificant errors were identified.
The V-sequence was found to be a major risk contributor not adequately
evaluated in the study.

Our review, which covers the entire internal event analysis in the PSS,
is described in the sections which follow. These address, respectively, the
topics listed below in the noted sections: initiating events (§3.1), event
trees (§3.2), success criteria (§3.3), systems analysis (§3.4), human factors
(§3.5), failure data (§2.6), operating experience (§3.7) and analysis codes
(§3.8), severe accident sequence progression (§3.9), dependencies (§3.10), and
the approach to quantification (§3.11). We also rerformed a simplified
requantification of internal events (6§3.12) as part of the review. The
requantification included most of the various chanaes made to the event tree
models, and to the component and human error data during the course of our
review.



3.1 Initiating Events

The MP-3 PSS evaluated more than sixty individual initiators in the
process of defining a set of twenty-two classes of initiating events for the
study. This section presents the results of a review of the completeness of
the set of initiators considered and of the frequéncy estimates assigned to
each.

3.1 Completeness of Initiating Events Considered

The PSS considered two general classes of initiating events, LOCAs and
transients, in keeping with the traditional classifications established in
previous PRAs. The LOCA classes were defined by examining those in WASH-1400
(the Reactor Safety Study) and from an evaluation of the Millstone plant
design to determine if any special LOCA evaluations were required. The
transients were developed primarily from the PWR transient list contained in
EPRI NP-2230, ATWS: A Reappraisal, Part 3: Frequency of Anticipated
Transients. This list was augmented by the development of plant specific
initiators which were selected because they had unique effects on the plant
response following the occurrence of the initiator. The list of initiators
considered is consistent with those from previous PRAs, and the methodology
used is consistent with those espoused in NUREG/CR-2728 the IREP Procedires
Guide) and NUREG/CR-2815 (the draft NREP Procedures Guide). No significant
internal initiators were identified as having been omitted from the evaluation.

Table 3.1.1 lists the 21 specific initiator classes which were used in
the PSS. These classes were developed to represent differences in plant
response to each initiator class. Most of the classes are reasonable and
consistent with previous PRAs except for the division of the majority of the
anticipated transients into event classes 7 through 12. Although these
groupings represent differences in the initial phenomenology of transients,
they do not represent differences in the plant response or in their effects on
mitigating systems. Further, these groupings do not account for the
possibility of the power conversion system (PCS) being available (see Section
3.2.1.3). For these reasons, the events in these classes were regrouped for
this review into two classes, one for loss of PCS and one for PCS available.



These new classes are shown in Tables 3.1.2a and 3.1.2b, and it is noted that
some transients appear on botn lists. These transients, while not
automatically failing PCS, result in significant, asymmetric perturbations
which are more likely to fail the PCS than other transients. The probability
assignments for these transients were made on the basis that 50% of the time
these transients occurred the PCS would definitely fail and the other 50% of
the time it would be available.

3.1.2 Frequency of Initiating Events

A list of the final initiating event classes used in the PSS and their
mean and median frequencies are shown in Table 3.1.3. These values are
compared with point (or best) estimate values from either NUREG/CR-2787 (the
ANO-1 IREP study) or from other sources recommended in the NREP Procedures
Guide and presently available. The ANO-1 [REP study was used since it is the
most recently completed and approved NRC sponsored PRA for a PWR. The point
estimate values are used in the reevaluation of the dominant core melt
sequences for each plant damage state. The source of the point estimate
values is also shown in the table. The remainder of this section discusses
the methods used by the PSS to establish some of the values used in the study,
and to explain the source of some of the point estimate values used in the
requantification where the source of the values is not obvious and
straightforward.

3.1.2.1 Quantification Methods

The PSS used very sophisticated calculational methods to develop
frequencies for some of the initiating events. For the events involving pipe
breaks, they took the 5th and 35th percentile frequencies from WASH-1400 and
used them as the 20ther and 80ther percentiles of prior distributions for a
Bayesian estimation of pipe failure rate distributions. Bayesian technigues
were also utilized in the PSS for loss of offsite power, using the history of
LOSP over the entire U.S. as the prior and the Millstone site specific data as
the posterior. In the gquantification of interfacing systems LOCA, the
utilization of the log uniform distribution and discrete probability
distribution (DPD) technique results in an unrealistically skewed
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distribution, with the mean value being more than two orders of magnitude
higher than the median, and even slightly higher than the 90% confidence
bound. This example demonstrates that the use of Bayesian techniques to
incorporate “plant specificity may not be meaningful in data bases this
small. The deviations which are credited to plant specific differences could
also be caused by random distributions of occurrences within the general
population.

3.1.2.2 Steam Generator Tube Rupture

The point estimate for steam generator tube rupture (SGTR) was developed
from actual operating data for Kestinghouse reactors in the U.S. A review of
available data on steam generator tube leaks found three SGTR events through
early 1982. This represented a total of 212 reactor-years of operating
exbcr1ence. The point estimate value is essentially identical to the median
value used in the PSS.

3.1.2.3 Steamline Breaks

The PSS apparently made an error in its selection of data for the
steamiine break events., The PSS states that one of the causes of steamliine
break inside containment is “..steam generator relief valve failures..." This
is a reasonable statement since "inside containment" here refers to cases
where the break path originates upstream of the main steam isolation valves,
regardless of where the break ultimately discharges the steam. The concern is
whether or not MSIV closure will terminate break flow as opposed to where the
steam actually goes. However, in the quantification of steamline break
events, event #29 from EPRI NP-2230 (sudden opening of steam relief valves)
was added to the steamline break outside containment category. This event
logically belongs in the inside containment category, and it is the dominant
contributor to the frequency of steamline breaks inside containment., The case
of steamline break outside containment is dominated by large pipe breaks and
would have a frequency identical to large LOCAs, which is consistent with
assumptions made in previous PRAs.
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3.1.2.4 Anticipated Transients

The discussion in Section 3.1.1 describes the regrouping of transient
classes 7 through 12 into two classes representing the condition of the PCS
vollowing the initiator. Tables 3.1.2a and 3.1.2b show the point estimate
frequency calculations for these two classes. The frequencies for the
individual transient types were taken directly from EPRI NP-2230. The
frequency of events which appear in both classes was split equally between the
classes. There is no significant difference between the total frequency of
classes 7 through 12 from the PSS and the frequency of the two new classes
developed here since the same basic data source was utilized for both.

3.1.2.5 Loss of Offsite Power

The Bayesian treatment of this event in the PSS 1s judged to be
reasonable. The historical frequency of LOSP events at the Millstone site
(one event in thirteen years) cannot be statistically demonstrated to be
significantly different from other sites in the region. On the other hand,
there is sufficient evidence to suggest that the regional grid is a
contributor to differences in LOSP freguency across the country. That is,
statistical evidence show; that plant location (in a regional sense) does have
an effect on LOSP frequency. Although it is by no means the only effect, it
is one which has easily accessible data. The point estimate for the
historical LOSP frequency for the nuclear sites in the Northeast Power
Coordinating Council (from NUREG/CR-2815, the NREP Procedures Guide) is 0.3
LOSP events per year. The value for LOSP used in the PSS is 0.11,
substantially lower but not unreasonably so, and there appears to be evidence
to support this number. The PSS, however, did not provide adequate
Justification for the use of this lower number.

The recovery of offsite power values developed in the PSS were also
reviewed. This analysis utilized data specifically pertaining to facilities
in the Northeast Power Coordinating Council. The PSS, however, did not
include the 1976 event at Millstone Point which resulted in an extended loss
of offsite power. They removed this event from the data base because they
felt that improvements ‘n switchyard design completely eliminated this
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specific failure mode. In addition, the length of the outage reported for
this event is noted to be conservative, because offsite power was recovered
earlier but the operators chose to stay on emergency power since it was
available. The PSS values were compared with the recovery values developed
for the same site during the Millstone 1 IREP study which were taken directly
from EPRI NP-2301, "Loss of Offsite Power in Nuclear Power Plants: Data and
Analysis." Although the PSS values are somewhat more optimistic than the IREP
values, they are surprisingly close, especially in the early time frame (less
than a factor of two reaching about a factor of 2 at two hours and about a
factor of 5 at eight hours). Thus, the offsite power recovery values |
developed in the PSS were judged to be acceptable, with recognition of the
fact that use of the EPRI/IREP values would affest the values of extended
total station blackout sequences by factors of two to five.

3.1.2.6 Incore Instrument Tube Rupture

It is unclear how the PSS came up with its values for this event, other
than a statement that the values are based on WASH-1400 and utilize the
Bayesian techniques previously discussed. We performed a simple bounding
calculation based on the assumption that each tube is a single pipe segment of
less than 3-inch diameter and thus has a failure rate of 1E-9/hr (from
WASH-1400). We estimated that there are approximately 40 such tubes. This
results in a frequency for the tube rupture event of approximately 4E-4/year,
which we will use as our point estimate value. This is the same as the PSS
median value for this event,

3.1.2.7 Interfacing Systems LOCA (Event V)

The PSS determined that the frequency of event V is dominated by the RHR
suction line valve failure and that injection line valve failure 1s not
significant. This is logical since the injection 1ines contain three valves
and the suction line only two. Both NUREG/CR-2787 (ANO-1 IREP) and
NUREG/CR-2515 (Crystal River-3 Safety Study) concluded that these frequencies
were small, The Crystal River study estimated that the frequency of event V
was approximately 1E-9 per injection path for paths containing two check

valves and a normally open motor operated valve which could be closed
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following initial blowdown. Using the same method as used in the Crystal
River study, we performed a simple bounding calculation of a point estimate of
evint V in the RHR suction line at Millstone. Using a failure rate of 1E-7/hr
for catastrophic internal leakage in a motor operated valve (from the NREP
Procedures Guide), and assuming that the inboard valve must fail first before
the outboard valve is exposed to high pressure, the frequency of event V is
estimated to be:

(1E<7/hr * 8760hr/yr) * (1/2 yr * 1E~7/hr * 8760hr/yr) = 4E-7/year

As previously stated, the presence of an additional valve in the injection
paths would make the contribution to event V from these other paths
negligible. Thus our point estimate is based only on the RHR suction path.
The sophisticated treatment of this event in the PSS by the use of POP
arithmetic is not considered justified since it results in a remarkably skewed
distribution for this event, as discussed in Section 3.1.2.1. AliLhough this
result is a consequence of the consistent application of the techniques
utilized throughout the study, which were based on the NREP procedures guide,
the result should have been recognized by the PSS study team as being
unrealistic. This particular case is clearly an exception to the general rule
governing the use of a loguniform distribution, and a distribution should have
been found which had a lower mean/median ratio and which did not place the
mean near the 90% confidence bound. This problem is particularly meaningfu!
in this case since this event is the dominant contributor to the final risk
results for internal events, so that the final risk curves for early
fatalities have the same distribution as this event. Thus, the conclusions
drawn from the risk curves are driven solely by tne statistical technique
utilized rather thar the plant model itself: this fact alone argues for the
rejection of the PSS distribution. It was replaced with the above calculated
best estimate in our requantification.

3.1.2.8  Small LOCA
The PSS combined classical and Bayesian analysis to determine the

frequency of the smali LOCA event. Bayesian analysis was utilized to evaluate
the frequency of random pipe breaks of this size range and classical analysis
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was utilized to evaluate the frequency of reactor coolant pump (RCP) seal
LOCAs, which also fall into this break size. The PSS does not make clear
where the data for the classical analysis comes from. [t is clear, however,
that this data does not agree with the estimate of RCP seal LOCAs from the
ANO-1 IREP study. Further, the Millstone plant has .oop isolation valves
which couid be used to 1solate RCP seal LOCAs but they took no credit for this
action even though procedure guidelines exist. Thus, we believe that a
different value for small LOCAs should be used. The basis for this value will
he the ANO-1 [REP frequencies for small pipe breaks and RCP seal LOCAs,
idjusted for recovery. The ANO-1 values are 1E-3/year and ,02/year
respectively, An examination of the operator actions used in the PSS
pertaining to small LOCAs reveals that, in general, the operator has on the
order of JO minutes to mitigate this event if the automatic systems fail,
Thus, we conclude that 1f the operator can isolate the break within 30
minutes, the small LOCA event will be terminated. This recovery would apply
only to TCP seal LOCAs, which would always occur between the loop isolation
valves. Using the cognitive error mode! recommended in the NREP Procedures
Guide (NUREG/CR-2815), the probability of the operator failing to diagnose and
take the proper action within 30 minutes is .01/demand. Since the failure
rates of the values per demand is approximately an order of magnitude lower
than the operator error probability, the total failure probablity for this
action can be estimated as .01, Thus, th2 total frequency of small LOCAs is
estimated to be:

F(S-LOCA) = 1E-3 + (.02)(.01) = 1E-3

This value 1s used in the recalculation of plant damage state frequencies
contained herein. One additional important note 1s that 1t 1s sot clear how
the ability of the operator to perform this action will be affected by the
support system state. Therefore, this value will be used only for support
state number 1, where all support systems are available, For all other
support states it will be assumed that at least one of the loop fsolation
valves cannot be closed and the frequency of small LOCAs will be estimated as
.02 for these support states. This conservative assumption s not believed to
have a significant impact on the results.
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3.1.3  Issues of Importance to the NRC

In their instructions for this review, the NRC listed certain issues
which were of concern to them. They wanted to know in what way these issues
were treated in the PSS, Some of those issues were either treated or should
have been treated in the initfati g event analysis. This section d'scusses
those 1ssues. v

3.1.3.1 s Direct! ] nitiati v

A number of the issues of concern were directly included in the analysis
as initiating events, This was done in one of two ways. Some of the events
became specific initiator classes. Other events were subsets of other
initiator classes and were therefore included as contributors to those
classes. Whenever a comment in parentheses refers to “now...* it means that
the event in question has been regrouped into one of the two new initiator
classes discussed in Section 3.1.1. The event: which become inftiator classes
are:

Loss of OC Power

Loss of [nstrument and Control Power

Steam Generator Tube Rupture

Loss of Service water

Turbine Trip (now divided between Loss of PCS and PCS
availanle)

0 Loss of Main Feed (now part of Loss of PCS)

» © © © ©

The events which were subsets of another initiator class (and which
class) are:

Loss of Component Cooling Water (Loss of Main Feed)

Reactor Coolant Pump Seal Fatlure (Small LOCA)

Boron Dilution (Core Power Excursion, now PCS avatlable)
Excess Feedwater Flow (Primary/Secondary Power Mismatch, now
Loss of PCS)

0 Loss of [nstrument or Control Afr (Turbine Trip, now Loss of
PCS)

© © © o
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3.1.3.2 Loss of Component Couling Water (CCW)

Although this event was treated as part of another initiator class,
further discussion is warranted. The CCW system has been shown to be a
significant dependency in previous PRAs because it usually serves to provide
cooling to many key components and systems. At Millstone, however, the design
is very different: first, Millstone has two CCW systems, one for the turbine
plant (TPCCK) and one for the reactor plant (RPCCW); second, neither CCW
system provides cooling to any safety related equipment. Unlike other
designs, essential cooling to the safety related equipment is provided
directly by the service water system without the use of an intermediate loop.
The TPCCW cools a number of components in the secondary cycle, hut no safety
related equipment would fail due to loss of this system so that this event has
no effect worse than any loss of PCS event. The RPCCW likewise coois a number
of components in the primary system, but also likewise, no safety related
equipment would fail due to loss of this system. Therefore, this event has no
effect worse than any PCS available event.

3.1.3.3 Multiple Instrument Tubc LOCA Below Core Level

The PSS does not treat this event. It does treat the single tube LOCA as
a special class of small LOCA. Since the small LOCA category ranges up to a
two-inch equivalent diameter break, multiple breaks would stiil fall generally
into the small LOCA class. However, no specific analysis was pe-formed to
aetermine if the behavior of multiple tube rupture everts was essentially
igentical to the single tube events. This event has rot been modeled in
previous PRAs, and it is beyond the scope of this review to perform a detailed
analysis of these types of events.

3.1.3.4 Pipe Breaks in the Auxiliary Building

This class of events, as well as pipe breaks in all other plant areas,

was evaluated in the external events portion of the PSS in the analysis of
internal flooding mechanisms. Our review of these events is discussed in
Section 4 of this report.
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3.1.3.5 Loss of Ventilation in the Auxiliary Building

Loss of ventilation events are not treated as initiators in the PSS. In
general, previous PRAs have not considered these events as initiators. This
approach is considered to be rcasonable since ventilation losses to specific
plant areas are not likely to result in plant trip and degradation of
mitigating systems in ways not foreseen by other initiators. It is our
Judgment that the omission of this event as an initiator does not affect the
study results.

References
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Table 3.1.1
Internal Initiating Events for Millstone Unit 3

EVENT NAME

Large LOCA

Medium LOCA

Small LOCA

Steam Generator Tube Rupture

Steam Line Break Inside Containment
Steam Line Break Qutside Containment
Loss of RCS Flow

Loss of Main Feedwater Flow

Primary to Secondary Power Mismatch
Turbine Trip

Reactor Trip

Core Power Excursion

Spurious Safety Injection

Loss of Offsite Power

Incore Instrument Tube Rupture

Special Large LOCA Initiators

a. Interfacing Systems LOCA

b. Catastrophic Reactor Vessel Rupture
Loss of a Single Service Water Train
Loss of a Single Vital DC Bus

Total Loss of vital DC Power

Loss of Vital AC Bus 120-VAC-1 or 120-VAC-2
Loss of Vital AC Bus 120-YAC-3 or 120-VAC-4
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Table 3.1.2a
PCS Available Transients for Millstone Unit 3

TRANSIENT NAME

Loss of RCS Fiow

Uncontrolled Rod Withdrawal

CRDM Problems and/or Rod Drop

Leakage Frum Control Rods

Leakage in Primary System

Low Pressurizer Pressure

Pressurizer Leakage

High Pressurizer Pressure

CVCS Malfunction - Boron Dilution
Pressure/Temperature/Power Imbalance

Startup of Inactive Coolant Pump

Total Loss of RCS Flow

Loss or Reduction in Feedwater Flow (1 Toop) (50%)
Full or Partial Closure of MSIV (1 loop) (50%)
[ncrease in Feedwater Flow (1 loop) (50%)
Loss of Condensate Pump (1 loop) (50%)

Steam Generator Leakage

Condenser Leakage

Miscellaneous Leakage in Secondary Systems
Turbine Trip, Throttle Valve Closure, EHC Problems
Generator Trip or Generator Caused Faults
Pressurizer Spray Failure

Loss of Power to Necessary Plant Systems (50%)
Spurious trips - Cause Unknown

Automatic Trip - No Transient Condition

Manual Trip - No Transient Conditicn

Total - PCS Available Transients

3-13
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.39
.02

1.38

.04
.05
.14

1.55
.62

7.24
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EPRI
NP-2320
Event No.

10
15
16
17
18
19
20
21
22
23
24
25
30
31
37

Table 3.1.2b
Loss of PCS Transients For Millstone Unit 3

TRANSIENT NAME

Containment Pressure Problems

Loss or Reduction in Feedwater Flow (1 loop) (50%)
Total Lass of Feedwater Flow (all loops)

Full or Partial Closure of MSIV /1 loop) (50%)
Closure of all MSIV

Increase in Feedwater Flow (1 loop) (50%)

Increase in Feedwater Flow (all loops)

Feedwater Flow Instability - QOperator Error
Feedwater Flow Instability - Misc. Mechanical Causes
Loss of Condensate Pump (1 loop) (50%)

Loss of Condensate Pumps (all loops)

Loss of Condenser Vacuum

Loss of Circulating Water

Loss of Component Cooling

Loss of Power to Necessary Plant Systems (50%)

Total - Loss of PCS Transients
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Teble 3.1.3

Internal Inftiating Event Frequencies for Millstone Unit 3
(Frequencies in Events Per Reactor Year)

EVENT EVENT FREQUENCIES POINT EST.
CLASS EVENT NAME PSS Mean PSS Median Point Est. SOURCE
1 Large LOCA 3,88E-4 1.46-4 1E-4 ANO-1 IREP
2 Medium LOCA 6.116-4 2,564 k-4 ANO-1 IREP
3 Small LOCA 9.076-3 2,333 1€-3 Section 3.1.2.8
4 Steam Generator Tube Rupture 3.92%-2 1,33€-2 4E-2 Section 3.1.2.2
5 Steam Line Break Ingide Containment 3.88E-4 1.4€-4 5.2 Section 3.1.2.3
6 Steam Line Break Outside Containment 3.78E-2 1.4E-2 1£-4 EPRI NP-2230
7 Loss of RCS Flow 4.91E-1 3.26E-1
8 Loss of Main Feedwater Flow 7.29€E-1 4,.77€6-1 7.24*
9 Primary to Secondary Power Mismatch 3.8 2.53 Section 3.1.2.4
10 Turbine Trip 2.33 1.99 2.32*
1 Reactor Trip 3.03 2.32
12 Core Power Excursion 7.18£-2 2,17€-2
13 Spurious Safety Injection 4,99€-2 1.83€E-2 6E-2 EPRI NP-2230
14 Loss of Offsite Power 1.1E-1 9.23€-2 1E-1 Sectfon 3.1,2.5
15 Incore Instrument Tube Rupture 9.2t-4 4.37e-4 4E-4 Section 3.1.2.6
16 Spectal Large LOCA Inftfators
a. Interfacing Systems LOCA (Event V) 1.9€-6 7.4E-9 4.7 Section 3.1.2.7
b. Catastrophic Reactor Vessel Rupture 3E.7 1E-7 1€-7 WASH-1400
17 Loss of a Single Service Water Train 1,27€-2 7.23€-3 1€-2 EPRI NP-2230
18 Loss of a Single Vital DC Bus 3.91E-3 2.79E-3 ).8E-2 ANO-1 IREP
19 Tota) Loss of Vital DC Power 1.4-8 9.91E-9 ANO-1 IREP
20 Loss of Vital AC Bus 120-VAC-l or 120-VAC-2 6.15€-2 1.72€-2 3.56-2 ANO-1 IREP
21 Loss of Vital AC Bus 120-VAC-3 or 120-VAC-4 6.15€-2 1.72E-2 3.5€-2 ANO-1 [REP

* PCS Available Transients
‘#* Loss of PCS Transients
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3.2 Event Trees

The MP3 PSS constructed 22 event trees to represent plant response to the

initiators discussed in Section 3.1. We have reviewed these trees to
determine if they are a reasonable representation of that response. The

assumptions which went into the tree construction.were compared to assumptions

used in previously performed PRAs. WKhere there were notable differences,
these differences were evaluated to determine if they were reasonable. Each
of these differences is discussed in this section. Additionally, a number of
issues of specific interest to the NRC were also examined,

3.2.1 General Eveni Tree Findings

This section presents the results of our evaluation for items which
pertain to more than one event tree.

3.2.1.1 Treatment of Operator Action

The event trees were constructed by including major operator actions as
events on the trees. The inclusion of these actions for the purpose of
crediting successful operator response to the mitigation of accident
conditions was performed in a consistent and correct manner. However, the
possibility of erroneous operator action due to incorrect interpretation of
plant conditions was not treated. In particular, this pertains to the
operator performing one of the majior actions modeled during a sequence of
events when the operator action is not required. Since these actions are
called for in procedures, it certainly seems to be possible for this type of
error to occur. For most of certainly seems to be possible for this type of
error to occur. For most of the operator actions modeled, this is not a
problem since they involve backup methods of performing safety functions.
Performing these actions when they are not required would not degrade
performance of the function. However, there are two actions which involve
shutting down or reducing flow from safety systems. Performing these actions
at the improper time could result in a situation where there is insufficient
core cooling. Thus, it was considered necessary to include two additional

actions on the event trees.
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0 Operator Action 0A-2-E, Improper Throttling of HPI: The operator has
determined that he can conserve RWST inventory by reducing HPI
flow. In performing this action he does not correctly
determine how far he can throttle HPI, and he throttles it back
too far resulting in insufficient injection flow. He fails to
notice this in time and thus does not recover his error,
resulting in core melt. He also overrides quench spray
actuation to further conserve RWST inventory, resulting in the
sprays being unavailable. This error is applicable to Small
LOCA and Incore Instrument Tube Rupture events. The event
trees liave been modified to incorporate this new event.

Figures 3.2-1 and 3.2-2 show the original trees from the PSS,
and Figures 3.2-3 and 3.2-4 show the revised trees.

0 Operator Action QA-6-E, Erroneous Shutdown of HPI: The operator
believes that a Spurious Safety Injection event has occurred
and that auxiliary feedwater is operating. Following
procedure, he shuts down the HPI system. He fails to notice
his error in time and a core melt results. This event applies
to the Spurious SI and Steamline Break (inside or outside
containment) events when auxiliary feedwater has failed, and
also to a misdiagnosis of Small LOCA, Incore Instrument Tube
Rupture, and Steam Generator Tube Rupture events. The event
trees for these five initiators nhave been modified to
incorporate this new event. These are shown, respectively, in
Figures 3.2-10, 3.2-6, 3.2-3, 3.2-4 and 3.2-5.

3.2.1.2 Use of Secondary Depressurization

The Millstone 3 PSS assumes that it is possible to provide safety
injection during small and medium sized LOCA events when HPl is unavailabie by
depressurizing the secondary and using Low Pressure Injection (Event 0A-1).
The phenomenology assumed is that by opening the secondary atmospheric relief
valves, the increased heat removal rate will depressurize the primary
sufficiently to allow the accumulators to inject, which will reduce pressure
further until it is below the RHR pump discharge shutoff head. This method
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nas not been credited in previous PRAs. However, calculations by Westinghouse
published in WCAP-9754 have shown that this method will work and they have
included instructions on performing it the Emergency Procedure Guidelines for
this type of plant. This technique is considered viable, and we have no
reason to believe that the Westinghouse calculations are incorrect. Thus,
credit for this scenario is assumed to be justified.

3.2.1.3 Availability of the Power Conversion System

No credit is taken in the PSS for cooldown following plant trip using the
Power Conversion System (PCS)*. The assumption made is that whenever a plant
trip occurs, the PCS will be caused to trip. Previous PRAs have determined
that for some transients, the PCS will be available to provide the necessary
cooling. Discussions with Millstone 3 operations personnel have verified that
the PCS will often be available following plant trip. Not taking credit for
this capability is a conservative assumption which will result in an
overestimation of risk for these transients which do not affect secondary
systems operation. A revised transient event tree is shown in Figure 3.2-7 to
represent plant response to transients where the PCS remains available. The
transients which fall into this class were discussed in Section 3.1.

The loss of feeawater event tree from the PSS shown in Figure 3.2-8 can
be used to evaluate the loss of PCS events. This tree would be used not only
to evaluate the event class referred to as loss of PCS, but also all other
transient event classes which result in loss of PCS. In this case, these
would be all of the other transient events included in the study (e.g., loss
of offsite power, loss of service water, loss of an electrical bus, etc.).

3.2.1.4 Containment Spray Recirculation

The PSS dces not consider that core melt may result from the failure to
provide containment cooling during recirculation. Previous PRAs have assumed

*The power conversion system is defined as the main steam, turbine or turbine
bypass, main condensor, condensate, and feedwater systems operating at
sufficient capacity to remove primary heat.
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that even when core recirculation cooling is provided, in many cases it is
still necessary to provide containment spray recirculation (CSR) in order to
prevent containment overpressure failure. The failure of the containment in
this way would result in recirculation sump steam flashing with associated
cavitation and failure of all recirculation pumps, result ng in core melt.

The PSS assumes that core recirculation alone is sufficient to prevent the
addition of heat (i.e., steam) to the containment in amounts significant
enough to cause containment rupture. This assumption was initially considered
unjustified for sequences where all the heat is dumped to the containment
prior to being transferred to the ultimate heat sink. However, NUSCC provided
the reviewers with additional MARCH 1.1 calculations in response to questions
about this scenario. These calculations showed that containment pressure
would not exceed design for at least 30 hours for both large and small LOCAs
with core recirculation and no sprays at all. The calculations were
considered to provide adequate justification fér the assumption, and no
changes were made to the event trees.

3.2.1.5 Primary Bleed and Feed (Once Through) Cooling

[n scenarios where auxiliary feedwater is needed for heat removal but is
unavailable, the PSS considers providing the necessary cocling by opening the
primary power operated relief valves (PORVs) and using high pressure injection
pumps to supply sufficient cooling flow to the core. This technique, referred
to as bleed and feed, or once through cooling, has been determined to be a
reasonable cooling method for certain PWRs. It has been shown nct to apply in
every case. In the case of Millstone 3 class plants, Westinghouse has
performed analysis which shows this method to be viable. The analysis has
been published in WCAP-9744. Westinghouse has included bleed and feed in the
Emergency Procedure Guidelines for implementation in the plant procedures. It
is concluded that the credit taken in the Millstone 3 event trees for this
cooling method (0A-3 for smal’l LOCAs and steamline breaks, OA-7 for
transients) is appropriate.

3-19



3.2.1.6 Conserving of RWST Inventory

For small LOCAs and incore instrument tube rupture initiators, the PSS
takes credit for the operator taking action to conserve RWST inventory when
both high pressure injection and auxiliary feedwater are available, thus
extending the injection phase of the accident. This action, referred to as
Controlled Primary Depressurization (0A-2), has the operator throttling back
HPI in conjunction with depressurizing the secondary, which will reduce break
flow and therefore the need for HPI flow. Further, the operator will act to
shut down quench spray to further conserve RWST inventory. The combination of
these two actions is assumed in the PSS to allow the cooldown of the core
without the need for recirculation.

This action has not been credited in previous PRAs, and appears to be a
somewhat optimistic view of the scenario. While the break flow is reduced, it
is not appacent that the break flow can be terminated by this means.
Therefore, although the injection phase can be extended the need for
recirculation is not completely eliminated. This is especially true of the
instrument tube rupture event, which would logically be expected to be below
the core level so that it would be impossible to stop the break flow. At some
point, the RWST will be depleted and recir~ulation will he required to
replenish the continued leakage from the break. The utility supplied
additional information regarding this scenario, but it is insufficient to
Justify the sequence. The only information provided is an emergency procedure
guigeline (EPG) which instructs the operator on how to perform this action.
The procedure by which this action is performed is very complex, and the EPG
contains a number of caveats which indicate that there is no guarantee that
recirculation can be avoideJ. Specifically, the EPG instructs the operator to
abandon this procedure and switch immediately to recirculation if the RWST
level reaches a certain point. It also instructs the operator ‘o return to
the LOCA procedure if certain conditions are not met. No caiculations were
referenced which support the time frames specified by the utility regarding
the extension of the injection phase beyond 24 hours. Thus, it is considered
that the only credit which is justified for this action is an extension of the
time available for other operator actions and recovery actions. Therefore,
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the applicable trees, which are shown in Figures 3.2-3 and 3.2-4, have been
modified to reflect the eventual need for recirculation during these event

sequences.

3.2.2 Specific Event Tree Findings

This section presents review results applicable only to specific event
trees.

3.2.2.1 Steamline Breaks (Inside or Qutside Containment)

For steamline breaks, the PSS assumes that the failure of main steam
isolation (MSI) results in the failure of auxiliary feedwater. The basis for
this assumption is unclear, and there seems L0 be no reasonable explanation
for it. in most previous PRAs, main steam isolation has not been assumed to
have any affect on the availability of safety systems and was considered only
as a key part of the containment isolation system. In the case of auxiliary
feedwater, the worst one could assume is that the failure of MSI could affect
the availability of the steam turbine-driven AFW pump due to steam diversion,
although this would be unlikely since very little steam is required to operate
this pump. Specifically, for the most likely break, a stuck open secondary
steam relief valve, the flow diversion would be small enough that the steam
supply to the turbine would stiil be sufficient to provide the required
feedwater flow regardless of the state of MSI. Fur the less likely case of a
if none of the steam generators were isolated from the break. In either case,
the ability of the motor-driven pumps to supply water to the steam generators
would not reasonably be expected to be affected. As long as water is supplied
in sufficient amounts, cooling will be established regardless of main steam
isolation. This assumption is conservative and unjustified. The steamline
break trees shown in Figure 3.2-6 have been modified to reflect this judgment.

3.2.2.2 Steam Generator Tube Rupture (SGTR)

The PSS gives credit for three alternate methods of cooling following
SGTR if either high pressure injection or auxiliary feedwater are unavailable.
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Each of these methods requires operator action. When auxiliary feedwater is
unavailable, the necessary cooling is pruvided by initiating bleed and feed
cooling as discussed in Section 3.2.1.5. When HPI is unavailable, it is
required to find alternate means of maintaining primary inventory while AFW is
utilized for heat removal. One way to do this is to prevent inventory loss,
as opposed to replenishing lost inventory. The PSS assumed this could be
accomplished in one of two ways. The preferred method is to use secondary
depressurization to reduce the primary pressure to below that of the secondary
in order to terminate the break flow (0A-4). Fai'ing that, the primary could
be depressurized directly by opening a PORV (0A-5), with the same overall
effect. The key to the use of these methods is performing the action quickly
enough so that the break flow is terminated prior to core uncovery, thus
eliminating the need to replenish inventory. If this is accomplished, cooling
can be performed by auxiliary feedwater through the unaffected steam
generators. These methods have been analyzed by Westinghouse and found to be
viable, and they have been included in the Emergency Procedure Guidelines.

The credit given to these procedures in the event tree are considered to be
reasonable and justifiad.

Another assumpticn the PSS makes is that if HPI and AFW are both
available following a SGTR Event, the event is terminated successfully without
further action. This does not seem reasonable, since the primary would be
kept at high pressure by the HPI pumps, and water would continuously be pumped
out of the RCS and into the steam generator. Eventually, the RWST would empty
with the RCS still at high pressure and no recirculation available. [t seems
that some additional operator action is required to gain control of the
scenario following the start of HP[ and AFW. Discussions with plant personnel
indicated their agreement that some operator action is required. The
emergency procedure guideline for this event instructs the operator to reduce
pressure and terminate HPI flow. It does not imply that this is required to
prevent core melt, but i< intended rather to reduce the release of primary
coolant (and thus radioactivity) through the secondary. The reviewers,
however, consider this action to be ultimately required to prevent core melt
due to pumping the entire contents of the RWST cut of the containment. A new
operator action has been defined to cover this case as described below.
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0 Operator Action 0A-10, SGTR - Control HPI Flow: The operator takes
manual control of the HPI flow, throttling it down to reduce
the primary pressure to below the secondary pressure. When
primary pressure is below secondary pressure, he terminates
HPI.

Note: This action is similar to OA-2, and therefore it is
similarly accompanied by 0A-10-E, where the operator
overthrottles HPI resulting in insufficient inventory.

The SGTR tree shown in Figure 3.2-5 has been modified to include this
action.

3.2.2.3 Large LOCA

The PSS assumes that high pressure injection (HPI) is sufficient to
provide coolant injection for the large LOCA event. Previous PRAs have
usually assumed that the HPI system is not capable of supplying this function
for large breaks. Part of the reason is that these systems are usually not -
sized to provide the amounts of flow required to replenish the coolant lost
during large LOCAs. This, however, is only a secondary concern. The major
concern is that the HPI pumps are designed to provide flow against relatively
high pressure. They utilize a ‘ot of power to produce the required head.

Wwhen a pump of this type pumps against minimal or no head, as is the case for
a2 large LOCA, the power which usually goes to overcoming the pressure at the
pump discharge is converted to greatly increased flow. The tendency in this
case is for the pump speed to increase, due to the decreased resistance,
beyond the point at which the pump is still capable of drawing sufficient
amounts of water through the suction lines. At this point, pump cavitation
would occur and the pump would trip on low suction pressure or overspeed. If
pump trips are not provided, the pumps would be destroyed. In either case,
the pumps would not be able to provide coolant to the RCS. There is no reason
to believe that the Milistone pumps are immune to this phencmenon, and the
assumption that HPI could supply injection during large LOCAs is not

justified. The event tree shown in Figure 3.2-1 has been modified to reflect
this judgment,
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In addition, the original event tree showed a decision point for event
R-1, low pressure recirculation cooling in sequences where no injection
cooling was available. Due to the design of this plant, it is possible for
this to occur. However, this does not change the outcome of the event, as can
be seen on the tree. Regardless of the state of R-1, an early core melt still
occurs. Although the presence of this decision point on the tree does not
impact the results of the study, it has been removed from our modified tree
because it is meaningless.

3.2.2.4 Spurious Safety Injection

The use of operator action QA-7, primary I leed and feed, is incorrect on
this tree. While bleed and feed cooling is valid for this event, 0A-7
includes the unavailability of HPI in its unavailability value. The
initiating event itself implies that HPI is already operating. Further, the
other events on the tree, such as 0A-6, assume that HPI is already operating.
Thus, the proper event to use on the tree would be operator action 0A-3,
primary bleed. This would serve to establish bleed and feed cooling. The
modified event tree is shown in Figure 3.2-10.

3.2.2.5 Anticipated Transients Without Scram (ATWS)

We have reviewed the PSS analysis of ATWS within the context of the
recently released NRC ATWS rule (Federal Register Notice SECY-83-293, Memo
from J. M. Fenton to S. J. Chilk, 12/8/83). We have found a number of areas
which we felt were improperly treated in the PSS, thus we felt it was
necessary to construct a new ATWS event tree, which is shown in
Figure 3.2-11. The justification for our version of the ATWS tree is
discussed in the remainder of this section.

The PSS took credit for operator action to manually trip the reactor if
automatic trip failed. We believe it is valid to consider this type of
recovery, but disagree with the PSS assumption that it can be applied to all
RPS failures. We believe that this recovery can only be applied to electrical
failures. Thus, we have divided RPS failures into electrical and mechanical
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as was done in the NRC ATWS rule (2E-5 and 1E-5 failure probability,
respectively), and applied the operator recovery event RT3 to tne electrical

failures only.

We than considered the occurrence of turbine trip as was done in the
PSS. This was used to determine two things, the probability inat very high
pressure resulting in core melt would occur and whether there would be
additional stress on the primary relief and safety valves. The PSS considered
that the probability of extremely high pressure (represented by the event PL,
which the ATWS rule refers to as event MTC) was the same for all cases. The
NRC rule concluded that this was dependent on the occurrence of turbine trip.
We believe that the NRC position is more reasonable, and thus have used their
position and values for this event (0.01 with turbine trip, 0.1 without
turbine trip). The PSS aiso assumed that even when this extreme overpressure
occurred, that it was still possible to prevent core melt. The NRC rule
concluded that whenever extreme overpressure occurred, defined as exceeding
Service Level C, core melt would result. While this is likely to be
conservative, the uncertainty of RCS performance at these pressures leads us
to conclude that this is the most reasonable assumption to male at this time.
Thus, all sequences on our tree where PL fails are core melt sequences.

The PSS also assumes that it is possible, depending on plant conditions,
to mitigate an ATWS with either auxiliary feedwater or high pressure
injection. In sequences where auxiliary feedwater succeeds, the PSS simply
ends the event with success. In the sequences where the initial power level
is less than 25% or the moderator temperature coefficient is more negative
than -5pcm/°F, and auxiliary feedwater is unavailable, the PSS assumes that it
is possible to effect reactor shutdown and cooling by using emergency boration
with PORVs locked open. This would provide boration to shut down the reactor
simultaneously with bleed and feed cooling. This method has not been
considered in other PRAs, and appears questionable since we wonder how much
coolant can be pumped in under the conditions which would be present and how
long it would take to effect the shutdown. This assumption takes an
inordinately large amount of credit for the ability of HPI to provide flow at
reactor pressure. It would seem that at best only the charging pumps would be
capable of pumping anything at all, as the pressure should be too high for the
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safety injection pumps. Also, there would be much greater amounts of heat to
be removed through the PORVs with makeup flow than for a normal bleed and feed
scenario. It is not clear how this heat can be removed and the reactor shut
down under these conditions without assistance from the auxiliary feedwater
system. The NRC rule states that both auxiliary feedwater and HPI are always
required. [t is our feeling that the NRC rule is again more realistic, since
in all cases HPI/emergency boration will eventaully be required to effect
reactor shutdown, although this will not be required for a long time period
unless there is a LOCA. Thus, our tree reflects the need for both systems to
mitigate an ATWS (events AF1 and 0A8).

It was previously mentioned that the failure of turbine trip would affect
the stress on the primary relief and safety valves. This is dealt with by
using the PSS event PR for those sequences where turbine trip fails and
extreme pressure does not occur (event PL succeeds). This event changes the
time frame for the need for HPI (event QA8). As discussed above, QA8 is
normally not required for a long time period (> 60 mins. is a sufficient
definition for the purpose of quantifying the operator error probability).
However, if a LOCA is present this time frame would be shortened to on the
order of 20 minutes since a constant coolant loss would be taking place.

Event OASR represents this shortened time frame on the event tree. It is
important to note that no mention was made of small LOCAs resulting from
relief valve failures when this additional stress is not present, i.e.,
resulting from the normal opening of the valves at the start of the event.
That is because the PSS deals with the cause of LOCA directly on each
initiator event tree prior to considering ATWS, and then branches to the small
LOCA event tree where ATWS is considered to be a core melt, This conservative
assumption has no effect on the results and thus we determined that it would
not be necessary to modify it.

The remaining events in our tree are concerned with long term cooling.
They are modeled in the same way as other trees depending on whether the
sequence resembles a transient or a LOCA. This is because once the initial
phase of an ATWS is over, the remainder of the sequence behaves like any other
accident. The completed tree is shown in Figure 3.2-11.
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Summary of Assumptions for ATWS Event Tree

1. RT3 operator recovery only applied to electrical RPS failures.

2. Turbine trip success/failure determines probability of extreme
overpressure.

3. Extreme overpressure leads to core melt (ATWS rulej.

4, Turbine trip failure causes additional stress on primary relief valves
(need to consider event PR-S2).

5. HPI is always eventually required (ATWS rule) (event QA8 is HPI/emergency
boration).

6. If no LOCA (PR-S2 not considered or PR-S2 success) need for HPI is long
term (> 60 min.). If LOCA, need for HPI is short term ( ~ 20 min.).

7. HPR required for LOCA only. ¢

Jilsd Issues of Importance to the NRC

[n their instructions for this review, the NRC listed certain issues
which were of concern to them. They wanted to know how these issues were
treated in the PSS. This section discusses the issues which affect the event
tree analysis.

3.2.3.1 Recirculation Pump Seal Failure Juring Station Blackout

This event is explicitiy considered on the loss of offsite power event
tree for support state 7. It is incluced in the frequency of consequential S2
LOCA and the failure probability has different values related to the length of
the blackout: for less than one hour P(SW) = .0858, from one to two hours
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P(SW) = .164, and for greater than two hours P(S2) = 1.0.* In the PSS section
on recovery, credit is taken for the capability of the seals to hold out even
longer, such that the probability of core uncovery in under 6.5 hours is only
2 percent (P(S2) = .02). The method of treating this event is considered
satisfactory, however the review of the quantification indicates tha* the
values used are optimistic. The PSS obtained the initic! values by arslying
the standard exponential failure rate equation, using a failure rate obtained
from a Westinghouse internal letter. This information was not available to
us, but the results obtained contradict the present NRC position on RCP seal
failures, which is that Westinghouse tests performed through june 1983 have
failed to confirm the ability of the seals to survive, although they agree
that there is insufficient information for a final judgment. The method
utilized in the PSS to justify the 6.5 hour number appears inappropriate and
arbitrary. It is stated in the PSS that 8 incidents of loss of seal cooling
ranging in duration from 2 minutes to 65 minutes have occurred at operating
nuclear plants without a seal failure. This is said to represent 66 0-ring
hours without a failure. They also include tests on mainlcop stop valve
0-rings, which they say are sufficiently similar, to bring the total to 186
0-ring hours without failure.

This treatment is considered to be completely unjustified. First, the
inclusion of the stop valve 0-ring experience is unfounded. These O-rings and
their application are similar only in that they see the same temperature and
pressure and are nominally of the same material. This is insufficient
Justification for including them in the data base. Second, describing the RCP
0-ring data as "66 hours without a failure" is simply wrong. This implies
that data for 3 O-rings without cooling for 1 hour each is the same as data
for 1 O-ring without cooling for three hours. This treatment is then used to
Justify a distribution which will be used to quantify failure of 0-rings due
to continuous loss of cooling. Since the whole problem of seal failure is
based on continued exposure to heat and pressure without cooling, this type of

*The PSS calculated other numbers in aadition to these, including a
probability for the time period out to four hours. However, the values shown
here were actually used in the initial quantification.
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analysis cannot be used. The fact is, no seal has survived such exposure for
longer than 65 minutes without failure, and there is no reason to believe that
it is possible for a seal to survive for as long as 2 hours without failure.
The probability of seal failure in the 1 to 2 hour time frame should be
considered as certainty (P(S2) = 1.0). Thus, a LOCA will occur if ofisite
power is not recovered after one hour without cooling. However, it is
believed justified that core melt can be averted if power is recovered and HPI
restored within two hours. This essentially eliminates sequence #11 on the
Loss of Offsite Power (Support State 7) event tree (see Figure 3.2-9) since
its probability goes to zero. This leaves the problem of determining a value
to use Tor the probability of seal failure in the first hour. Utilizing the
Chi-squared zero failure technique used in IREP (see e.g., Millstone 1 IREP,
NUREG/CR-3085, Chapter 4), it can be stated that the value lies somewhere
between the zero failure value based on 8 trials (the number of loss of
cooling events, and the value based on 1 trial (the number of events actually
lasting 1 hour). These values are:

P(S2(8)) = ((1/8)*1.386)/2 = .09
L
and, P(S2)(1)) = ((1/1)*1.386)/2 = .7

For the purpose of the simplified requantification contained in this
review, a simple average of these two numbers is taken to represent a
reasonabie approximation of the probability of seal failure in the first hour
of loss of cooling, i.e., P(S2) = .4,

One additional modification to the event tree is required due to the
consideration of RCP LOCA. The long term blackout sequences numbered 21-23
should result in plant damage states SEC, SEC”, and SE rather than TEC, TEC”,
and TE as shown in the PSS. In these sequences, secondary cooling is
available and the RCS is initially intact, which would normally result in a
success sequence. Core melt results only because the extended blackout causes
an RCP seal LOCA, so that the small LOCA plant damage states are appropriate.
The similar sequences numbered 43-48 remain assigned to the transient plant
damage states because core melt in these sequences results from the lack of
secondary cooling, regardless of the eventual occurrence of an RCP seal LOCA.
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3.2.3.2 Depletion of OC Batteries During Station Blackout

This event is included implicitly in the loss of offsite power event tree
for support state 7. For events where the blackout lasts longer than two
hours, a core melt is assumed. However, recovery of quench spray is
considered as a means to reducing consequences. This recovery is limited to 1
the time period from two to eight hours, which corresponds to the estimated
eight hour lifetime of DC batteries. Limiting the recovery of quench spray to
eight hours therefore implicitly deals with the depletion of DC batteries in
that time frame.

3.2.3.3 Pressurized Thermal Shock

The PSS does not deal explicitly with the issue of pressurized thermal
shock, although sequences resulting in this event are included in the event
trees. For example, sequence #2 on the spurious safety injection and
steamline break (inside and outside containment) trees, where the operatar
fails to control HPI (OA-6), are pressurized thermal shock events. The PSS
considers these sequences to be “success" and does not carry the analysis any
further. Since the sequences exist it is possible to calculate the frequency
of PTS from these 3.2-27 trees. However, the probability of core melt given
PTS is not straightforward, and is not described in the PSS. [t is beyond the
scope of this review to attempt to determine this probability, so that only
the frequency of PTS events can be determined from the PSS and not the
frequency of PTS induced core melt.

3.2.3.4 Steam Generator Tube Rupture (SGTR) With Stuck Open Secondary Steam
Relief Valves (SRVs)

This event is modeled directly on the SGTR event tree as the steam leak
event. It explicitly models instances where the occurrence of a steam leak
precludes preventing core melt. Also, in sequences where a core melt would
occur regardless of the presence of a steam leak, the tree differentiates in
the plant damage state. A core melt in conjunction with a steam leak will
always result in an interfacing systems LOCA plant damage state, whereas
without a steam leak the result will be either a transient or small LOCA plant
damage state.
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3.2.3.5 Anticipated Transients Without Scram (ATWS)

The analysis of ATWS is handled explicitly on its own event tree as a
consequential event following each of the initiator classes. Each of the
event trees for the various initiators has a branch for failure to scram which
transfers to the ATWS tree.

3.2.3.6  Stuck Open Primary Safety/Relief Valve (S/RV)

The stuck open S/RV is dealt with explicitly on each non-LOCA event
tree. It is includea in the frequency calculation of consequertial S2 LOCA
and results in a transfer to the small LOCA event tree whenever this branch
occurs. The PSS uses a value of 3E-5 for the occurrence of this event.
This value is based on three factors: (a) that the valves are demanded, (b)
that at least one valve sticks oﬁen, and (c) that the operator fails to
recover by closing the appropiate PORYV block valve. The values used for these
parameters have been reviewed and found to be reasonable, thus the ultimate
value used is valid except for ATWS and total loss of all feedwater. In this
situation, the only way to pré’ent core melt is to utilize feed-and-bleed,
which would require the rORVs to be open anyway. The treatment of ATWS
pressure relief on the ATWS tree, while being somewhat out of seguence,
adequately represents the overall scenario of concern and thus no overall
improvement on the answer would be attained through further modifications to
the tree.
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3.3 Success Criteria

The success criteria used in the PSS for the functions of Emergency Core
Cooling Early, Emergency Core Cooling Late, and Containment Heat Removal are
shown in Table 3.3.1. Review of these criteria determined that they are for
the most part reasonable. Where criteria used differed from criteria used in
the past for similar reactors, examination of the bases of the criteria was
undertaken to determine if they were valid. Some of these were discussed in
the section on event trees (Section 3.2). A summary of our findings for each
function evaluated is discussed below.

3.3.1 Emergency Core Cooling Early

3.3.1.1 High Pressure Injection During Large LOCA events

The PSS assumes that HPI can be utilized for this function during large
LOCA events. This is not consistent with previous PRAs and it is not
considered justified for the reasons discussed in Section 3.2.2.3.

3.3.1.2 High Pressure Injection During Medium LOCAs

The PSS assumes that any one-out-of-four HPSI pumps are capable of
proviaing this function during medium LOCA events. Previous PRAs for plants
of this type have assumed that one-out-of-two charging pumps AND
one-out-of-two safety injection pumps are required for this function, based on
analysis provided in plant FSARs. Plant specific calculations performed by
Westinghouse aru documented in calculation number CN-PRA-83-022 determined
that ary one-out-of-four pumps is sufficient. The calculation appears to be
reasonable in removing excess conservatisms in the analysis codes used for
FSAR calculations. The PSS assumption is therefore considered reasonable and
acceptable.

3.3.1.3  High Pressure Injection During Small LOCAs

The PSS assumes that any one-out-of-four HPSI pumps are capable of
providing this function during small LOCA events. Based on the discussion
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above, it seems reasonable on the surface that if this is true of the medium
break, it should also be true of the small break. However, this does not
account for the slower pressure drop for these breaks, which may keep the RCS
pressure above the safety injection pump shutoff head. The PSS alludes to
this by mentioning that for some small breaks the operator may have to
depressurize using a PORV if only a safety injection pump is available.
However, the PSS does not deal with this problem. In order to remove this
optimistic assumpcion, it has been assumed that one-out-of-two charging pumps
is sufficient but that one-out-of-two safety injection pumps is valia only in
combination with one-out-of-two PORVs.

3.3.1.4  Secondary Depressurization and Low Pressure Injection

On Tabie 3.3.1 for medium LOCA, small LOCA, and incore instrument tube
rupture events, success criteria (b), (c), and (c) respectively refer to the
use of secondary depressurization to reduce primary pressure. This is
intended to allow the use of low pressure injection cooling in sequences that
would otherwise require high pressure 1n4fction. Although inconsistent w. '
previous PRAs, these criteria are based on improved analysis and appear to be
reasonable. Our reasoning is discussed in Section 3.2.1.2.

3.3.1.5 Bleed and Feed Cooling

The PSS assumes that bleed and feed cooling can be utilized for small
LOCAs, incore instrument tube rupture, steam generator tube rupture, steamline
Dreaks, and transients. This is represented by criterion (b) on Table 3.3.1
for each of these initiators. The success criteria presented appear to be
reasonable. OQur reasoning is discussed in Section 3.2.1.5.

3.3.1.6 Primary Depressurization for Steam Generator Tube Rupture

Success criteria (c) and (d) on Table 3.3.1 for the SGTR initiator
represent the PSS assumption that it is possible to depressurize the primary
rapidly enough during this event to terminate break flow prior to core
uncovery. This allows the use of auxiliary feedwater alone to provide the
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required core cooling. This scenario has not been credited in previous PRAs,
but there is sufficient justification to accept the success criteria
presented. Our reasoning is discussed in Section 3.2.2.2.

3.3.1.7 Main Steam Isolation During Steamline Breaks

The PSS assumes that main steam isolation is required during steamline
break events in order for auxiliary feedwater to function. This assumption is
conservative for the reasons discussed in Section 3.2.2.1. Isolation is not

required.

3.3.1.8 Power Conversion System During Transients

The PSS assumes that the power conversion system is never available to
provide cooling during transients. This assumption is conservative for the
reasons discussed in Section 3.2.1.3. The PCS should be included as a valid
success criteria.

3.3.2 Emergency Core Cooling Late

The success criteria for this function are reasonable and consistent with
the Plant FSAR and the corresponding early cooling success criteria, with one
exception. The PSS assumes that it is possible to avoid recirculation for
small LOCAs and incore instrument tube ruptures by conserving RWST inventory.
This is represented on Table 3.3.2 by late success criteria (a) and (c)
respectively. These criteria allow late cooling to be provided by injection
in the same manner as early cooling. This criteria are considered unjustified
for the reasons discussed in Section 3.2.1.6.

3.3.3 Containment Heat Removal

The success criteria for this function is reasonably consistent with the
plant FSAR and previous PRAs.
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3.3.4 Revised Success Criteria

The revised success criteria showﬁ in Table 3.3.2 are based on the
discussions above. These criteria are used for the requantification of the
domina°t core melt sequences.




TABLE 3.3.1
Millstone 3 PSS Functional Success Critaria

Emergency Core l-fm{ Core Containment
Initiator Cooling Early Cooling Heat Removal
Large (a) 172 LPSI + 3/3 ACC (a) 1/2 LPSR 1/2 CSR
or
LOCA ‘D) 2/4 WPSI + 3/3 ACC (core melt only)
Medium (a) 1/4 WPSI + 3/3 ACC (a) 1/2 WPSR Same
or or
LOCA (b) 1/3 AFWS + SSR + 1/2 LPSI (b) 1/3 AFWS + SSR + 1/2 LPSR
+ 3/3 KC
Small (a) 1/8 WPSI + 1/3 AFWS (a) 1/8 HPSI + 1/3 AFNS + SSR Same
or or
LOCA (&) 1/4 HPSI + 2/2 PORV (b) 1/2 HPSR
or or
(¢) 1/3 AFWS + SSR + 1/2 LPSI (c) 173 AFNS + SSR + 1/2 LPSR
S6TR (8) 1/8 HPSI + 1/3 AFWS (a) 1/3 AFWS Same
or or
(b) 1/4 HPSI + 2/2 PORV (b) 1/2 HPSR

or
(c) 1/3 AFWS + SSR

or
(d) 1/3 AFNS + 1/2 PORV

Incore Instrument (a) 1/4 HPSI + 1/3 AFWS (a) 1/2 QS + 1/2 HPSR Same
or or
Tube Rupture (b) 1/4 HPSI + 2/2 PORY (b) 1/2 05 + 1/3 AFNS + 5SR
+ 1/2 LPSR
or or
() 1/3 AFNS + SSR + 1/2 LPSI (c) 1/8 HPSI + 1/3 AFWS + SSR
Steam Line (a) 1/3 AFWS + NSI (a) 1/3 AFNS Same
or or
Breaks (b) 1/4 WPSI + 2/2 PORY (b) 1/2 WPSR
Transients (a) 1/3 AFNS (a) 1/3 AFWS Same
or or
(b) 1/4 WPSI + 2/2 PORY (b) 1/2 WPSR

3 - 49



TABLE 3.3.2
Revised Millstone 3 PSS Fui.:tional Success Criterta

Emergency Core Emer Core Containment
Inftiator Cooling Early Cooling Heat L-vol
a) 172 LPSI + 3/3 ACC (a) 1/2 LPSR 1/2 CSR
{.&rr - (core melt only)
Medium (a) 1/4 WPSI + 3/2 ACC (a) 1/2 WPSR Same
or or
LOCA (b) 1/3 AFWS + SSR + 1/2 LPSI (b) 1/3 AFWS + SSR + 1/2 LPSR
+ 3/3 ACC
Small (a) 1/2 CP + 1/3 AFWS (a) 1/2 HPSR Same
or or
Loca (b) 1/2 SIP + 1/2 PORY + 1/3 AFWS (b) 1/3 AFNS + SSR + 1/2 LPSR
or
{¢) 1/8 HPSI + 2/2 PORY
or
(d) 1/3 AFWS + SSR + 1/2 LPSI
SGTR (a) 1/4 WPSI + 1/3 AFWS {a) 1/3 AFWS Same
or or
(b) 1/8 HPSI + 2/2 PORV (b) 1/2 HPSR
or
(¢) 1/3 AFWS + SSR
or
(d) 1/3 AFWS + 1/2 PORY
Incore Instrument (a) 1/4 n:;x + 1/3 AFNS (a) 1/2 05 + 1/2 WPSR Same
or
Tube Rupture (b) 1/4 HPSI + 2/2 PORV (b) 1/2 Q5 + 1/3 AFWS + SSR
or + 1/2 PSR
(¢) 1/3 AFNS + SSR + 1/2 LPSI
Steam Line (a) 1/3 AFWS (s) 1/3 AFNS Same
or or
Breaks (b) 1/& WPSI + 2/2 PORY (b) 1/2 HPSR
Transients (a) 1/3 AFWS (a) 1/3 AFNS Same
o or
(b) 1/8 WPSI + 2/2 PORY (b) 1/2 HPSR
or or
(¢) PCS (c) PCS
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3.4 Systems

This section provides the results of our review of system descriptions and
system fault trees in the Millstone 3 PSS. The systems descriptions were
reviewed with regard to whether the information provided enabled us to verify
the fault tree analysis and system success criterfa. The fault trees were
reviewed with regard to their accuracy, validity and completeness in
quantifying accident sequences.

There are 16 systems for which fault trees were used in the Millstone 3
PSS. A list of these systems and the system failure probabilities for the
total system and redundant trains within the system under Support State 1 are
provided in Table 3.4-1., The fault trees and descriptions of associated
systems were provided in Volumes 4 and 5 (Section 2.3) of the PSS. The fault
tree for the vital dc system was included in Appendix 1-E of Volume 1.

Our review concentrates on those systems that provided important support
functions and those system that were involved in high risk accident
sequences. In this regard, the following systems were found to be of
particular importance:

Main Electrical

vital AC

ESF Actuation

Emergency Generator Load Sequencer
Auxiliary Feedwater

Quench Spray

Service Water

A system-specific review is provided in each of the 16 subsections below.
These subsections are divided into three parts. The first part provides a
system description based on the system descriptions in the PSS and the
Millstone 3 FSAR. The second part discusses the system fault tree in light of
the system description, Particular attention is given to the treatment of
test and maintenance, human errors, and common cause failures.



Table 3.4-1 RESULTS OF THE SYSTEM FAULT TREE ANALYSIS

B

Unavailability (1)

1. Main Electrical

2. 120V AC

3. ESF Actuation

4. Load Sequencer (EGLS)

5. Auxiliary Feedwater

6. High Pressure Injection

7. Low Pressure Injection

8. Main Steam [solation

9. Quench Spray

10 Safety Injection Pump Cooling
11. Charging Pump Cooling

12. Low Pressure Recirculation
13. High Pressure Recirculation
14, Containment Recirculation Spray

15. Service 'later

4.56 x 10~4

8.43 x 10-5 (per bus)

1.17 x 10=3 (per signal/train)

1.59 x 10°5 (per signal,both trains)
6.8 x 105

5.87 x 10" (for small & medium LOCAs)
1.74 x 10-4

8.197 x 10-4(2), 1,5 x 10-5(3)

3.2 x 10~4

7.32 x 103 (per train)

5.32 x 10-4

3.0 x 10-3

5.85 x 103

2 x 10°3

7.44 x 10-6(4)

16. Vital dc 1.4 x 10-8/yr(4)
(1) These values are taken from the PSS. All values are failure on
demand (except 16.)
(2) For steam line breaks inside containment
(3) For steam line breaks outside containment
(4) For a 24 hr. period
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Our evaluation in this part also considers consistency among the fault tree
components, the top event and the system success criteria. The last part of
each subsection provides our conclusions and comments on the system fault tree
with regard to accuracy, validity and completeness.

With some exceptions, we found the system fault trees in the Millstone 3
PSS to be accurate, valid and complete. There was consistency between the
system success criteria and the top event of each tree. The effects of test
and maintenance, human error and common cause were included in almost all of
the fault trees. Nevertheless, there were several minor and a few potentially
significant exceptions regarding accuracy, validity and completeness. Most
would not contribute more than a few percent error to the overall frequency of
core melt so the reader is referred to individual subsections for a discussion
of the minor protclems. The potentially significant errors are taken up in the
paragraph below.

An important dependence of the vital ac, main electrica! system, and
emergency generator load sequencer on the vital dc system was not included in
the corresponding fault trees. In the event of a loss of offsite power, the
vital ac s stem woula initially be dependent upon the batteries in the vital
dc system. Tnis is an apparently critical dependence, because the emargency
diesels czinot transmit power to the emergency bus unless the load sequencer
1s operating, but the sequencer requires vital ac to function. The real
difficulty occurs in the individual fault trees for the vital ac and vital dc
system. The unavailability of each system is calculated assuming that ac
power is available on the emergency bus. This makes the results invalid for
those cases when no power is available on the emergency bus. Thus, the PSS
provides no estimate of the unavailability of the vital ac and vital dc
systems, on demand, for those cases in which offsite power is unavailable.
Yet, such a case is precisely when the unavailability of these systems is
extremely important. The significance of this problem increases in light of
the fact that loss-of-offsite-power-initiated sequences are responsible for
almost 20% of the latent cancer risk. This issue is taken up in more detail
in subsections 3.4.1, 3.4.2, 3.4.4 and 3.4.16 below.



Quantification of system failure with fault trees depends directly on the
use and application of component failure data. However, the review of the
validity of the Millstone 3 PSS failure data is discussed in Section 3.5.

3.4.1  Main Electrical System

System Description

The main electrical system is designed to provide a reliable source of
power to the normal and emergency AC power system. The normal AC power system
supplies power to non-safety related equipment that is necessary to support
power operation of the plant under normal conditions. Ouring off-normal
conditions the emergency power system is designed to provide power to safety
systems that are required for plant shut-down and mitigation of postulated
accidents.

The PSS and the FSAR indicate that, during normal plant operation, the
main generator provides power to the electrical system through the normal
station service transformer (NSST). However, information received during the
plant tour indicates that the offsite grid provides electrical system power to
the NSST during normal operation -- a procedure that is typical of other
plants. The NSST supplies power to the 4160 V emergency buses via the normal
buses 34A and 34B. If the preferred source of offsite power is lost, the
system makes an automatic transfer to the reserve station service transformer
(RSST). The RSST provides power directly to the emergency buses 34C and 34D
from an alternate offsite source.

If both sources of offsite power are uravailable, the emergency AC power
system is designed to provide power directly to both emergency buses 34C and
340. This system consists of two diesel generators each of which is dedicated
to one emergency bus and is capable of providing all engineered safety feature
equipment and essential shutdown loads on tnat bus.

A diagram of the main electrical system showing the link between the
offline and online portions of the emergency AC system is provided in Figure
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System Fault Tree

The Fault tree for the main electrical system was used to model the
unavailability of power on emergency buses 34C and 34D. The structure of
event trees and support states in the Millstone PSS requires that the
unavailability of the main electrical system be modeled for three cases.

Case 1 models the unavailability of power on both buses (34C and 34D) when
loss of offsite poweris the initiating event. Case 2 models random failures
on a single bus that could lead to bus failure. The Case 2 mode! forms part
of the input to the Case | model. The Case 2 model is also used to calculate
the unavailability of the emergency bus in other fault trees and in the
support state model. Case 3 is used to model unavailability of all ac power
for an initiating event other than loss of offsite power. The probability of
no power on buses 34C and 340 is calculated using both the probability of bus
failures ard the probability of losing offsite power within 24 hours of a
postulated accident. Figure 3.4.1-2, which is taken directly from the
Millstone PSS, was used to calculate the unavailability of offsite power.
Figure 3.4.1-3 shows a substantially reduced form of the Millstone PSS Fault
tree used to calculate the unavailability of ac power on a single ac emergency
bus. The circuit breaker referred to in this tree is the large breaker
between the emergency generator and the emergency bus. The PSS Fault tree for
this component is extremely detailed. Figure 3.4.1-4 provides a simplified
fault tree for the main electrical system and shows the relative positions of
each of the three cases in the system logic.

Table 3.4.1-1 provides a summary of the system unavailability that was
obtained in the PSS for each case and the dominant cut sets in each case. For
Case 1 common cause failure of both emergency diesel generators is the
dominant contributor, contributing 53 percent to total unavailability. the
remainder of the unavailability is contributed by combinations of random
failures in the emergency electrical equipment. However, none of these cut
sets contributes more than 1 per cent each. The dominant cut set for Case 2
is the failure of a diesel generator to start and run, contributing 16 per
cent to the total. The next most significant cut set for this case involves
mechanical failure of the circuit breaker and contributes about 2.4 percent.
Remaining cut sets contribute no more than 1 percent each. The dominant
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contribution %o unavailability for Case 3 is loss of offsite power combined
with common cause failure of both diesel generators. This cut set contributes
57 percent of the total unavailability. No other cut set contributes more
than ) percent.

According to the Millstone PSS, the only significant common cause
contribution to electrical system failure is that associated with the diesel
generators. A1l other components, such as wiring, circuit breakers,
protective relays, etc. were determined to have common cause failure rates
that were negligible when compared to their random failure rate. This was
determined by examining common cause failures for components with and without
aggregate control circuit failures. Common cause calculations for diesel
generators assume a binomial failure rate mocel.

The Millstone PSS found no credible human errors which could lead to
component unavailability in the main electrical system. The stated reason for
this is that, aside from the emergency generators, the electrical system is in
continuous use and thus not subjected to any formal tests. Each diesel
generator anc its associated control circuitry is tested monthly on a
staggered basis. Operational tests are performed during refueling shutdown.
No maintenance is scheduled for the electrical system during normal
operation. Nonetheless, unscheduled maintenance on the diesel generators as a
result of periodic testing is included in the calculation of their
unavailability.

Comments on the Main Electrical System Fault Trees

The fault trees for the main electrical system are, for the most part,
accurate complete and valid. However, several notable exceptions require
discussion.

One item of interest involves the circuit breaker between the diesel
generator and the corresponding emergency bus. Closure of this breaker
requires that a trip coil be energized. This coil is energized by a trip
contact that must be closed either manually or automatically. According to
the fault tree for this system (Figure 2.3.2.1-3 of the PSS), failure of this
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Main Electrical System

Figure 3.4.71-1
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Table 3.4.1-1 Dominant Cut Sets for Failure of the Main Electrical System

Dominant Cut Set U?;:'a_ ‘J:SIJJ }y

Case 1 Both Emergency Buses Unavailable*

Common Cause 2.6 x 10-4

Random Failures 1.96 x 10-4

Total 4.56 x 10°4
Case 2 One Emergency Bus Unavailable*

Diesel generator failure 2.33 x 10°3

Circuit breaker failures 1.15 x 10-2

Total W
CLase 3 No AC Power Available on Either Emergency

Bus**

Loss of offsite power combined with common

cause failure of both diesel generators 7.80 x 10-8

Other failures 5.90 x 10-8

Total W

* For a mission time of 24 nhours, given loss of offsite power as an
initiating event (without consideration of recovery of offsite power).

** For a mission time of 24 hours, given offsite power initially available.



trip contact requires failure of both the automatic and the manual mode. The
automatic trip contact requires a signal from the emergency generator load
sequencer (EGLS) for operation. But the EGLS requires 120V ac to operate.
Nonetheless, the unavailability of EGLS used for this trip coil in the PSS is
based on the overall unavailabiltiy of vital 120V ac when, in fact, during
such an event, the only source of vital 120V ac would be from the 125V dc

system.

Another item of concern involves the difference in system resolution for
subsystems in the electrical systems fault tree. Diesel generator failure is
modeled as a base event, but the circuit breaker between the generator and
emergency bus is modeled in significant detail. No explanation is given for
the large difference in resolution. [f data was available on the overall
failure rate for these breakers, it should have been used in preference to
such modelling detail. Additionally, the fault tree reveals that
the circuit breaker relies in part on the Emergency Generator Load Sequencer
which is powered by the vital ac. There appears to be a dependence of tne
electrical system on itself via the load sequencer that is buried within a
rather large fault tree. In cc crast to the detailed analysis used for the
aiesel CB, the absence of CB, transformer, and transfer scheme failures in
the LOP analysis indicate that this analysis may be optimistic.

Human error should not have been excluded from the systems analysis for
the main eletrical system. There are several licensee event reports (LER'S)
that suggest that human errors could lead to electrical system failures.

3.4.2 120V AC Vital Bus

System Description

The 120V ac vital ous system is a safety related, voltage-regulated
support system. It supplies control and instrument power to the plant
protection systems. The 120V ac vital bus is divided into four separate
channels. Each vital bus or channel provides a unique source of power to a
corresponding ESF or EGLS cabinet. Vital buses VIAC-1 and VIAC-2 supply power
to ESF cabinets (trains A and B), respectively. Similarly, vital buses VIAC-3
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and VIAC-4 provide power to EGLS cabinets (trains A and B). These four vital
buses appear as basic events in the ESF actuation system and EGLS system fault
trees.

In each channel, the 120V ac vital bus normally receives pow.r from a
solid state inverter through a high speed static transfer switch. The
primarysource of power to the inverter comes through a rectifier from a 480Y
ac bus (one for each channel). If rectifier output is lost, a secondary OC
supply is available from the associated 125 V dc battery charger and/or
battery. Iu the event ¢f inverter loss, a third source of 120V ac vital power
is provided through a 4i0V to 120V stepdown and regulating transformer from
the 480V emergency bus. A simple schematic for the VIAC-1 channel {is provided
in Figure 3.4.2.1.

Voltage on each 120V ac vical bus is continuously monitored and aisplayed
in the control room. [t is stated that an alarm is sounded in the control
room on change of state in the static transfer switch due to loss of inverter
output. However, it is not clear exactly what is iensed by this z.arm
system (i.e., voltage, current),

System Fault Tree

The system fault tree for the 120V ac vital Lus was used to determine the
unavailability of 120V ac power on each channel. decause all four channels
are assumed identical only one fault tree was developed.

The unavailability of the VIAC-1 vital bus was calculated to be 8.4 x
10'5. Almost 99% of the unavailability is contributed by 9 cut sets (4
singles, 4 doubles, and | triple). Two singles contribute 66%. These are
failure of either the bypass switch or the static transfer switch., The third
single cut set (which contributes 14%) comes from a fuse failure, but this
fuse was not identified in the schematic provided in the PSS for this system,
A fourth single involves bus faults on the 120V ac bus and contributes about
¢% unavailability. The four double cut sets involve failure of the regulating
transformer and some other component. These contribute about 16%. The *inai
cutset is a triple that includes loss of off-site power, 10ss of on-site power
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Table 3.4.2-1 Dominant Cut Sets for the Unavailability at the 120V Vital AC

Component Failures Cr§a§f&rgygggggJ;ty
Static transfer switch fails open. 2.8 x 10°5
Rotary bypass switch transfers open 2.8 x 10°5
Fuse opens prematurely 1.2 x 10-3
Power Transformer Fails and Inverter fails 1.13 x 10-5
Bus Faults on the vital 120 ac bus 2.0 x 10-6
Power transformer (480/120) fails and
Power transformer (4.16kv/480v) fails 1.3 x 10-0

Total 8.4 x 10-3




and loss of the 480/120V transformer. Because loss of power would not require
unavailability of the transformer for system failure, this cut set points up
an error in the structure of this fault tree. This error is discussed below.
Table 3.4.2-1 lis%s the dominant cut sets that contribute to the
unavailability of the vital ac on one channel.

Test and maintenance, common cause and human error are not modeled in the
vital 120V ac fault tree. The system is in continuous use and there are no
tests requiring any of its components to be taken out of service. All
maintenance is performed during refueling outage. Unscheduled maintenance is
supposed to be plerformed only with continuous power maintained to the vital
bus through an alternate source. The PSS repert states that no common cause
failures were postulated for the vital ac because they were accounted for by
command faults that are included in pump and MOV start logic. It is also
stated that no credible human errors that could contribute system
unavailability.

Comments

Our initial review of the vital 120V ac fault tree revealed several
inaccuracies. In particular there was a problem in the representation of the
system logic. Nonetheless, we estimated that these errors did not contribute
more than a 10% error in the calculation of system unavailability. After
discussing these problems with the Millstone team we received a revised fault
tree which addressed these concerns. Nevertheless, the revised fault tree
contained an error that was not in the original fault tree in that loss of
power on bus 34C is no longer modelled in the system fault tree. Thus, the
tree still does not fully model the unavailability of vital ac. However, our
analysis of the fault tree reveals that, because system failure is dominated
by switch, fuse, and transforner failures, this error does not contribute
significantly to the estimate of this systems unavailability.

An important exclusion from this fault tree is the treatment of common
cause failure. The PSS states that no common cause failures were postulated
for the vital ac because such failures are included in those systems that

depend on vital ac. However, such an assumption ignores the centribution of i
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common buses, common design errors, common maintenance procedures, etc. to
the set of common cause failures for this system.

Failures in the vital ac system were not major contributors to risk in
the Millstone PSS. Nonetheless, the problems noted could become significant
for cases in which the probability of basic events may have changed. Thus,
the usefulness of this fault tree for uncertainty and sensitivity analyses may

be limited until these problems can be corrected.

3.4.3 Engineered Safety Features Actuation System

System Description

The Engineered Safety Features (ESF) actuation system examines selected
plant parameters and determines whether predetermined protection limits are
being exceeded. The ESF actuation system consist of two separate sets of
electronic circuitry. The first set is an analog portion consisting of three
to four (depending on the system) redundant channels per system parameter.
The second set is made up of two redundant logic trains which process the
analog inputs and actuate ESF equipment as required.

Each channel of the analog portion is connected to a separate anc
redundant sensor for the parameter of interest. This channel is made up of
four major components: 1) the channel test switch, 2) the loop power supply,
3) the comparator and 4) the comparator trip switch. With the exception of
the containment spray system, the comparator trip switch operates on the
"de-energize to actuate principle" so that the analog portion of the ESF
actuation system cannot be disabled during test.

The output signals from the analog channels are transmitted to twc
separate and redundant logic trains corresponding to the separate safety
system trains (Train A and Train B). The logic trains pass the channe! output
through input relays to the logic cabinet. The logic cabinet uses 2/3 or 2/4
logic to trip a relay driver which actuates the corresponding safety system.
Each logic train is independently capable of actuating the required ESF

equipment.



System Fault Tree

The ESF actuation system was modeled to determine the unavailability of
actuation signals on the final outputs. The Millstone team determined that
amodel for the safety injection (SI) signal would adequately represent all
other signals.

The results of the fault tree quantification for the SI signal yield an
unavailability of 1.17 x 10'3/demand per signal per train with a variance of
1.53 x 10°%. The calculated unavailability for both trains (including
common cause failures) is 1.60 x lO'S/deuand per signal for both trains.
Almost 99 percent of the unaviiability for a single train is contributed by
five dominant cut sets. These single member cut sets are summarized in Table
3.4.3-1.

The dominant contributor to system unavailability is a bimonthly logic
test which temporarily disables the system and makes up 29 per cent of the
total. This is followed by failure of two different universal logic cards
which respectively make up 14 and 27 per cent of the total. Failure of vital
ac power supply and a relay driver comprise a respective 7 and 5 percent of
the remaining contributions.

Even though testing of the digital portion of the system makes a
significant contribution to unavailability, testing on the analog portion does
not. This is because the channel being testing is energized and thus in
“actuate"” mode. The exception to this is the guench spray actuation which has
a separate model for unavailability that is discussed in Section 3.4.9.

System unavailability due to maintenance is included in random hardware faults.

The common cause failure analysis is limited to command faults within the
ESF sensors. According to the PSS this limitaticn is due to the diversity
within the ESF which makes other common cause failures noncredible. Failure
of the main electrical system and the emergency ac buses is treated as
resulting in a dependent failure of both the ESF and ESF actuation system.

The authors of the Millstone PSS judged that the common cause failures of both

trains of the ESF actuation system occur at the rate of 1.5 x 10'5 per
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demand. This value is obtained from the overall reliability of the electrical
portion at the Reactor Protection System as cited in NUREG 0460.

The Millstone PSS considers two sources of human errors that contribute
to ESF actuation system unavailability. One source is associated with
periodic testing of the analog portion of the system the other with periodic
testing on the digital portion. In the analog portion, the quench spray
sensor channels, because they are the only set of channels that do not operate
on the "de-energize to actuate" principle, can contribute to unavailability
from failure to restore the channels after testing. This source of human
error is unique to the quench spray system and included in its fault tree.
For the digital portion of the ESF actuation system, test unavailability due
to human error is insignificant compared to that contributed by the test
itself.



Table 3.4.3-1 Dominant Cut Sets for the Unavailability of an Actuation Signal
on One Train of the ESF Actuation System

Couwponent Failure Probability
(failure/demand)
Unavailability due to test of the 3.4 x 1074

digital circuitry

Improper operation of universal 3.2 x 1074
logic card

Improper output from the universal 1.6 x 1074
logic card

Relay contacts fail to transfer 1.0 x 1074
Unavailability of 120V vital ac 8.4 x 1073
Relay driver receives improper 5.3 x 1072

output from one gate.

Total 1.17 x 1073



Comments

Our review of the fault tree for the ESF actuation system raised some
concerns regarding its completeness, accuracy and validity in treating common
cause failures. The calculated unavailability of both trains is dominated by
common cause failure. But common cause failure is estimated from a value
derived from NUREG-0460. There is limited consideration given to the validity
of this value. Certainly, there is a great deal of uncertainty associated
with a value obtained from a systems analysis of the reactor protection system
at another plant. To be valid, it should be demonstrated that the ESF
actuation system at Millstone is essentially the same as the system from which
the numerical failure rate has been obtained.

Unavailability, of a single train is dominated by tests on the digital
portion of the system. Thus, any errors in estimating the amount bf time
necessary for the test procedure could be important. In addition, the
calculation of variance in system unavailability for the ESF actuation system
is not provided.

3.4.4 Emergency Generator Loading Sequencer (EGLS) System

System Description

The EGLS is a solid state digital system that is designed to sequence the
reloading of ESF systems in order to prevent electrical system instability
caused by motor starts when power from the diesels is transferred to the
emergency bus. The system provides actuation signals to shed loads,
temporarily block manval equipment starts, and sequentially load ESF equipment
on buses 34C and 34D during emergency conditions. The overall sequencing
system is comprised of two identical EGLS cabinets, Trains A and B, which are
powered from separate 120V ac vital buses, VIAC-3 and VIAC-4.

The EGLS receives signals of bus undervoltage due to loss of power (LOP),

safety injection (SIS), containment pressure change (CDA), recirculation
(RECIRC), reserve breaker (AR BKR), and diesel generator breaker (DG BKR)
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status. The EGLS automatically performs the functions of load shedding, load
blocking, and sequential load application under conditions of LOP, SIS with
LOP, and CDA with LOP. Under the conditions of SIS without LOP and CDA
without LOP, the EGLS does not introduce load shedding, load blocking or
sequential load application into any of the control circuits of the engineered
safety features (with the exception of the containment recirculation pumps
which are always time dclayed). An EGLS is provided for each emergency
generator.

During the tirst 40 seconds, the EGLS sequences initiate damage
mitigating loads automatically. After the first 40 seconds, the manual start
block signal is removed and additional emergency bus loads may be started
manually. Typical loads manually started are the pressurizer heaters, the
fuel pool cooling pumps, and turbine protection equipment.

The EGLS has seven operating modes. Five of these modes are for plant
emergency conditions which involve LOP. The other two are for plant emergency
conditions which do rot involve a LOP. The modes are:

1 SIS only
. CDA only or SIS and CDA

3. LOP only

4. SIS and LOP

5. (CDA and LOP) or (SIS and CDA and LOP)
. SIS, RECIRC, and LOP

8 (CDA or SIS) with CDA, RECIRC, and LOP

The modes are prioritized such that a CDA mode will always take precedence
over an SIS mode when both inputs are present. A LOP mode will always take
precedence over a non-LOP mode.

In each of the LOP operating modes, the EGLS first recognizes a loss of
power on the plant safety buses and immediately generates LOP and Manual Start
Block (MSB) output signals to plant safety equipment. These signals
effectively strip the bus and temporarily inhibit the operator from restarting
any loads. This allows each diesel generator time to start, achieve proper
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voltage and frequency, and be connected to its dedicated safety bus without
incurring adverse loading conditions. Upon receiving a signal confirming that
the DG BKR has closed, the EGLS will begin generating time sequenced
“Safeguard Sequencer Start® (SSS) and Manual Trip Block (MTB) signals to plant
equipment. The SSS and MTB signals, once initiated, are maintained until the
EGLS is reset or a change in operating mode occurs. Should a SIS or CDA input
occur without a LOP, the appropriate SSS and MTB signals are generated
immediately without time se2quencing. The MTB signal inhibits the operator
from tripping loads once they have been automatically started.

System Fault Tree

The sequencer System Fault tree was used to determine the unavailability
of one or both EGLS systems. This information was employed in the support
states model as the unavailability of EGLS trains. It is also used as the
unavailability of the EGLS signal for the diesel generator breaker in the main
electrical system fault tree. Two fault trees are used to represent the seven
sequencer modes. These two are the SIS signal only mode and the SIS with LOP
mode. The quantified output of these fault trees is used to represent the
operating mode unavailability of the sequencers.

In the "SIS only" operating mode, four dominant cut sets are reported to
contritute 80 percent of the total availability of 8.2 x 1074, The
remaining cut sets contribute less than 1 percent each. The dominant
contributor is stated to be failure of ac power which makes up 30 percent of
the total. Failure of sequencer input relays to energize reportedly
contributes 25 percent. Failure of the sequencer output relay and failure of
an input signal from the diesel generator auxiliary breaker contacts
reportedly contribute 12.5 percent each.

In the "SIS with LOP" operating mode, approximately 94 percent of the
total unavailability of 9.3 x 10'4 is stated to be due to four cut sets.
The remaining sets contribute less than 1 percent each. For this mode the
dominant contributor is input relay failure, wiich contributes 37.5 percent.
Another 30 percent is stated to be due to failure of the ac power supply.
Failures of the output relay and diesel generator auxiliary breaker contacts
contribute 12.5 percent each.
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There are no test and maintenance procedures that are credited as
contributors to system unavailability. The EGLS has two manual test modes and
one automatic test mode. One of the manual tests, which is performed monthly,
does not prevent the sequencer from responding to accident signals. The other
manual test is performed only during refueling outages. The automatic test
sequence is performed at 30 second intervals and also does not inhibit
accident signals. There is no scheduled maintenance on the sequencer.
Unavailability due to unscheduled maintenance is not included in the fault
tree.

Two sources of common cause failure are considered for the sequencer.
One source is a dependent failure due to the loss of vital ac. The other is
failures within the sequencer hardware. The common cause failure rate between
both trains of EGLS actuation is judged to be 1.5 x 10'5 per demand. The
Jjustification for this value is the same as is used for the ESF actuation
system. The justification is that the reactor protection system (RPS) used in
NUREG-0460 has an equal or greater diversity than the EGLS and thus deserves
the same common cause failure probability.

Comments on the EGLS Fault Trees

Qur review at the EGLS fault tree reveals that to some extent it is
invalid, inaccurate and incomplete. Several major problems were identified
which make it difficult to assess the final top event unavailability without
more information and a restructuring of the fault tree logic. Our concerns
are enumerated below.

The major problem involves the failure to accurately model the dependence
of a single sequencer on the corresponding vital ac and vital dc systems. A
major difficuity comes from the use of the output from the vital 120 ac fault
tree as a substitute for the vital dc failure. The faul. tree modei does not
deal with the fact that, following a loss of power accident, the EGLS would be
the primary initial support system and that for the first 10 to 40 seconds
following this event, it would be functioning with ac power unavailable on
buses 34C and 340.



The unavailability of both EGLS cabinets is apparently dominated by
common cause failures. However, the common cause failure is based on the
electrical portion of the reactor protection system (RPS) in NUREG-0460. This
system was used to represent the EGLS because the RPS has an equal or greater
diversity. This basis for sequencer common cause failure appears weak and
optimistic.

There are many aspects of the load sequencer operations which are not
addressed in the PSS. In particular the loading sequencer performs functions
which raise questions relative to the possibility of exacerbating accident
conditions. The sequencer strips loads on plant safety buses when it receives
a loss of offsite power signal. Quring subsequent diesel generator startup,
it blocks manual starts of safety equipment. When the diesel generator
breaker closes, the sequencer begins to load the safety buses with safety
equipment in a timed sequence, and initiates manual trip blocks so that the
equipment cannot be tripped. The system fault tree does not address the
following concerns:

(v can the load sequencer fail after stripping and blocking manual
starts to safety equipment ? This could lead to serious
conseguences.

0 [f the diesels fail to start (after the sequencer strips and blocks
loads), how does the operator reload safety buses if offsite power
is recovered? C(Can the sequencer fail in a manner that would prevent
this?

0 [t may become desirable for the operator to trip safety equipment or
optimize the configuration or to shut off partially failed
equipment. Can he override the sequencer manual trip block?

0 Can the Manual Trip Block signal fail "on"? If it does, what
happens?
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As a final point, we note that the dominant cutsets described in the text
do not correspond to those provided in the computer-output listing. However,
the same total unavailability is reported in both places.

3.4.5 Auxiliary Feedwater System

System Description

The Auxiliary Feedwater System (AFWS) is an engineered safeguards system
which is designed to provide a supply of high-pressure feedwater to the
secondary side of the steam generators, for reactor coolant system (RCS) heat
removal following a loss of norma] feedwater. The AFWS also provides this
cooling function in the event of a main steam line break, feedwater line
break, small break loss of coolant accident (LOCA), loss of power, or low-low
steam generator water level conditions. In addition, the AFWS is designed to
respond to all of the above conditions whether or not all ac power is
available.

The AFWS consists of two motor-driven auxiliary feedwater pumps, one
turbine driven auxiliary feedwater pump, and the associated controls, piping
and valves necessary to perform the RCS heat removal function. Each auxiliary
feedwater pump normally takes suction from the demineralized water storage
tank (DWST). The DWST, which is sized at 340,000 usable gallons, has
sufficient capacity to provide the short term safety grade source of auxiliary
feedwator for the steam generators. An additional source of 200,000 gallons
of water is provided to the auxiliary feedwater pumps by the condensate
storage tank. This non-safety grade source of water is connected to each pump
suction line through normally closed air-operated valves. The long term
safety grade source of auxiliary feedwater is provided by the service water
system.

The AFWS is normally lined up to all four steam generators through
normally-open motor-operated control valves. In the event of an AFWS demand
the minimum success criteria stated in the PSS is that one of the three
auxiliary feedwater pumps start and run. Redundant piping flow paths from the
pumps to the steam generators provide at least two of the steam generators
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with the required flow even if only one pump is available for service. Each
of the two motor driven pumps is capable of feeding two steam generators while
the tubine-driven pump is capable of feeding all four steam generators.

System Fault iree

The auxiliary feedwater system fault tree was used to assess the failure
of the system to meet its success criteria for a period of twenty-four hours
following any postulated accident or transient. System success is defined as
delivergng 235 GPM of auxiliary feedwater to at least three of four steam
generators following all accident transients.

The auxiliary feedwater system fault trres (with and without a faulted
steam generator; were quantified for six cascs in order to represent the
effects of the plant support states:

Case A Brth trains of AC Power Available - No Faulted Steam Generator
(Addresses support states 1 and 5)

Case B One Train of AC Power Available or Equivalent - No Faulted
Steam Generator
(Addresses support states 2, 3 and 6)

Cas C No AC Power Available - No Faulted Steam Generator
(Addresses suport state 7).

Case D: Turbine-Driven AFWS Pump Train Not Available and Both Trains of
AC Power Recovered - No Faulted Steam Generator
(Addresses support state 7 for loss of offsite power as the
initiating event)

Case E: Both Trains of AC Power Available or Equivalent - One Faulted
Steam Generator
(Addresses support states 2, 3, 6 and 7)



Tabl2 3.4.5-1 summarizes the unavailabilities of the auxiliary feedwater
system for each support state with/without a faulted steam generator. For
support state 8, both ESF actuation Trains A and B are assumed to be
unavailable. Thus, AFWS unavailability is 1.0 by definition. Table 3.4.5-2

lists the dominant contributors for each of the six cases A through F.

The common cause failure analysis for the AFWS used a binomial failure
rate model. The analysis treated the turbine-driven auxiliary feedwater pump
as a diverse system with respect to the motor-driven auxiliary feedwater pump
trains. Analyses were performed for both those accidents and transients that
do nzt require a steam generator to be isolated and those that do require
isolation. A total of seven common cause analyses were performed. Those are:

1) No faulted steam generator, both emergency ac buses available.

2) No faulted steam generator, one emergency ac bus available.

3) No faulted steam generator, no emergency buses available.

4) No faulted steam generator, loss of turbine-driven auxiliary pump.
5) One faulted steam generator, both emergency ac buses available.

6) One faulted steam generator, one emergency ac bus available.
7) One faulted steam generator, no emergency bus available.

Comments on the AFWS Fault Tree

In general, we found the fault trees for this system to be accurate
complete and valid. Nonetheless, we noted issues of concern regarding
success criteria and the overall unavailability of the system. One issue is
that the auxiliary feedwater unavailability probability (6.8 x 10'5/demand)
appears optimistic. Other assessments have derived values 5 to 10 times
greater for similar systems, and even higher failure rates may be expected
early in life. A further discussion of this matter is provided in Section
3.6. A second issue is whether the trains can meet the success criteria when
pumping aginst the steam generator relief valve set pressure (a condition
which exists for some important accident sequences). Nonetheless, the AFWS
should be designed tc pump against relief pressure and the licensee has to
demonstrate this capability through preservice and periodic testing.



Table 3.4.5-1 Summary of Unavailability Results for the Auxiliary Feedwater
System.

Support State Status of Steam Generators System unavailability Case

(failure/demand)
01 None Isolated 6.8 x 107° A
01 Steam Generator "A" Isolated 4.94 x 1074 E
02 None Isolated 5.9 x 1074 B
02 Steam Generator "A: Isolated 4.53 x 10°° =
03 None Isolated 5.9 x 1074 8
03 Steam Generator "A: Isolated 4.53 x 1072 F
04 None [solated 1.0 -
04 Steam Generator “A: Isolated 1.0 -
05 None Isolated 6.8 x 107° A
05 Steam Generator "A" Isolated 4.94 x 10-4 £
06 None Isolated 5.9 x 107 8
06 Steam Generator "A" [solated 4.53 x 1072 F
07 None [solated 4.52 x 1072 c
07 None Isolated *2.77 x 1074 0
07 Steam Generator "A" Isolated 4.53 x 1072 F
08 None [solated 1.0 -
08 Steam Generator "A" Isolated 1.0 -

*For support state 07 with loss of offsite power as the initiating event and
recovery of offsite power occurring within one hour.
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Table 3.4.5-2 Dominant Contributors to Unavailability for Cases A-F

Case Dominant Contributors
A Common Cause 96%
B Motor drive pump “A: and
turbine driven pump both
fail 37%

Pump “A" actuation logic
and turbine pump fail 16%

Common Cause 1C%
c Turbine driven pump

failure 90%
D Common Cause 54%

Random Failures in
the motor driven pumps 46%

E Failure of Pump “B"
and steam pump 64%
Common Cause 13%
F Turbine driven pump
failure 90%




3.4.6 High Pressure Safety Injection System

System Description

The High Pressure Safety Injection System (HPSI) provides reactor core
cooling and shutdown capability by injecting borated water into the reactor
vessel following a loss of cooling accident (LOCA). The HPSI system, in
conjunction with the low pressure safety injection system and the
recirculation cooling system, must provide adequate cooling and makeup to the
reactor core for sufficient time to mitigate the effects of any postuiated
LOCAs.

The major components of the HPSI system are three charging and two HPSI
pumps, along with the associated piping, values and control circuitry. Two of
the three charging pumps are normaily used for the Chemical and Volume Control
System. These two pumps are rotated on a menthly basis so that one pump is
always operating. When the safeguards actuation signal ("S* signal) is
received, the injection mode of operation is automatically initiated. The
non-operating charging pump is started and both it and the running pump are
realigned to take cuction from the refueling water storage tank (RWST),
discharging into the reactor coolant system cold legs (cne in each of the four
RCS loops). DOuring normal plant operation, the two HPSI pumps are not in
operation but are prealigned to the RWST. When the "S" signal is received,
both pumps start, taking suction from the RWST and discharging to the
RCS cold legs. The “"S" signal comes from the ESF Actuation Cabinet.

System Fault Tree

The fault tree for the HPSI system is used for three classes of accidents
- large, medium and small LOCAs. The success criterion for a large LOCA
specified that 2 of 4 charging or HPSI pumps be available. The success
criterion for a small or medium LOCA specified that 1 of 4 charging or HPSI
pumps be available. The system fault tree was used to quantify the
probability of failing to achieve the success criteria for the three LOCA
classes in each of eight support states. The results of these calculations
are provided in Table 3.4.6-1. Six fault tree calculations were used to

3 -82



Table 3.4.6-1 High "ressure Safety Injection System Unavailability Results

System Unavailability (Maan Values)

Support States Large LOCA Medium and Small LOCA

(HP=1) (HP-2)

per demand per demand

! 112 x 1074 5.87 x 1072

2 5.19 x 1072 7.01 x 107¢
3 1.0 1.0
4 1.0 1.0

5 1.38 x 1074 5.88 x 1072

6 5.19 x 1072 7.01 x 1074
7 1.0 1.0
8 1.0 1.0
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Table 3.4,.6-2 High Pressure Safety Injection System Dominant Contributors

Hypothetical Accident System Unavailability Dominant Contributor Percent Contribution
(failure/demand) (fatlure/demand)
Large LOCA (HP-1)
a-c power available 192 x 1074 7.47 x 1073 Common Cause Failure 67
loss of one bus 5.19 x 1072 2.38 x 102 SI and Chg Cooling %
loss of offsite a-c power 1.38 x 104 8.27 x 10‘5 Common Cause Failure 60

Medium and Small LOCA (HP-2)

ac power available 5.87 x 1073 5.87 x 10”5 Common Cause Failure 100
loss of one bus 7.01 x 107 1.42 x 107* SI and Chg Cooling .2
loss of offsite ac power 5.88 » 103 5.88 x 10 Common Cause Failure 100
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obtain the sixteen valves shown in Table 3.4.6-1. Table 3.4.6-2 lists the
dominant cut sets in each of these six cases and the percentage of the cutset
contribution to overall unavailability.

The effects of common cause failures, test and maintenance
unavailability, and human errors were all included in tne HPSI fault tree.
Common cause failure was modeled using a binomial failure rate model. The
only human error that was included was failure to restore equipment after test
and maintenance. Tliese failures were included along with random equipment

failures.

Comments on the HPSI Fault Tree

OQur review of the HPSI fault tree indicates no major problems with regard
to validity, accuracy and completeness. The HPSI fault trees indicate that,
for small, medium and large LOCA, the unavailability in support states 1 and 5
is dominated by common cause failures. Unavailability in support states 2 and
6 is dominated by the unavailability of t'e oil cooling system for the
charging and SI pumps. In support states 3, 4, 7, and 8 the HPSI system
unavailability is 1 due to dependent failures.

One item of concern is the vague description of success criteria. It is
stated that 2 of 4 charging or HPSI pumps are required for a large LOCA and 1
of 4 charging or HP3I pumps are required for a medium LOCA. [t is not clear,
under this criterion whether 2 charging pumps or 1 charginc pump and 1 HPSI
punp are the minimum requirement for system success in a large LOCA.
Similarly, it is equally unclear whether the success criteria imply that |
charging pump is sufficient to mitigate a medium LOCA. Also there is no
consideration given to pump “run-out."

3.4.7 Low Pressure Safety Injection System

System Description

The low pressure safety injectijon (LPSI) system is designed to provide a
large volume of water to the cold legs of the reactor coolant system (RCS) in
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the event of a loss of coolant accident (LOCA). In the first phase of
emergency core cooling (ECC), borated water from the RWST and the accumulators
is deliverea to the RCS cold legs. When the waier level in the RWST reaches
the Tow-low level 1imit, the LPSI system terminates injection and the second
phase of ECC begins. This phase involves the recirculation of borated water
from the containment sump to the RCS cold legs by the residual heat removal

(RHR) pumps.

The LPSI system consists of the accumulators, the RHR pumps, and the
associated valves, orifices, piping and supporting circuitry. There are four
independent accumulator trains each of which is dedicated to one of the four
reactor coolant system loops. The two RHR pumps are included in two redundant
and independent trains. Each train delivers wate~ to all four RCS loops.

System Fault Tree

The LPSI system fault tree was used to calculate the probability of
system failure based on two system success criteria. The first criterion is
associated with the Targe LOCA, vessel rupture, or interfacing systems LOCA
initiating events. Water must be delivered from three accumulators and at
least one full capacity RHR pump. System failure occurs when either one
accumulator fails to discharge into an unbroken loop or when botn RHR pumps
fail to deliver water to three intact RCS loops. The second criterion is
associated with the medium LOCA initiating event and requires that one out of
two full capacity RHR pumps deliver to two intact cold legs.

Compatability with the support states mode! required that the LPSI system
fault tree be quantified for two cases. Case 1 addresses situations in which
both trains of ac nower are available and corresponds to support states 1 and
5. Case 2 addresses situations in which only one train of ac power is
available and corresponds to support states 2 and 6. The LPSI system is
unavailable in support states 3, 4, 7, and 8.

The LPSI system unavailability and dominant cut set contributions for
cases 1 and 2 are summarized in Table 3.4.7-1. When both trains of ac power
are available (case 1), unavailability of the accumulators is the dominant cut
set, contributing 92 percent of the overall system unavailability.
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Table 3.4.7-1 Dominant Contributors to LPSI System Unavailability

Components

Failure Probability
(per demand)

Case 1: Both AC Trains Available

Accumulator check valves
Common cause

Total

Case 2: One AC Train Available

Circuit breaker on pump fails to close
Accumulator check valves

Accumulator check valves

Other check vaives

Total

1.9 x 10°3(92%)
1.6 x 1074 7%)

2.1 x 10”3(100%)

10°3(31%)
1073(29%)
1073(21%)
10°%(10%)

2.1
1.9
1.4
6.4

x X X »x

6.7 x 10°°(100%)
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Common cause failures contribute approximately 7 percent. When only one train
of ac power is available (Case 2), 32 percent of the system failure
probability is attributed to spurious closure of the actuation circuit of the
motor-operated valve in the pump miniflow line. Failure of accumulator check
valves contributes approximately 29 percent. Hardware faults of the RHR pump
contribute 21 percent. Failure of the check valves in the suction and
discharge lines of the RHR pump account for 10 percent of the failure
probability.

Test and maintenance unavailability, common cause failures and human
error are all included in the system fault tree. A test unavailability
analysis is not included in the LPSI fault tree, because it is stated that
tests do not make the system unavailable. Components outside of containment
that can be isolated and tested for failure are maintained on an unscheduled
basis. Thus, maintenance unavailability calculations have been done for check
valves, air-operated valves, motor-operated valves and the RHR pumps. A
common cause failure analysis was performed for the two RHR pumps and the
motor-operated isclation valves in the pumps' miniflow lines. The common
cause failure calculations were based on a binomial failure rate model. Human
errors that were given credit for system failure involve failures to restore
the RHR pumps ana vital motor-operated and air-operated valves following test
anga maintenance.

Comments on the LPSI System Fault Tree

[n general, the LPSI system fault tree appears tc be accurate, complete
and valid. Nonetheless, with regard to the long and short-term system success
criteria there are issues that may require additional analysis.

The LPSI system is defined as including the RHR pumps and the
accumulators. The success criterion is stated to be three accumulators and
one RHR pump for the large LOCA, a vessel rupture or an interfacing systems
LOCA (Event V). According to this criterion, the system is modeled as failed
when one of three accumulators fails even when two RHR pumps are available.
It is not likely that failure of a single accumulator would result in a core
melt when ore or more RHR pumps is operating. The fact that accumulator
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failure appears to dominate LPSI failure could make this criterion an
important conservatism. However, The LPIS is not a contributor to any risk at
Millstone 3. Thus, this conservatism is not likely to be significant.
Nonetheless, it should be recognized that for Event V the accumulators are of
little use and the operation of the RHR system is not sufficient for success
against this sequence. Finally, it is also speculative whetner one RHR pump
could prevent core melt for a rupture low in the reactor vessel.

The requirement for long-term operation of the RHR is not considered in
the fault tree analysis. For long-term decay heat removal, the RHR may have
to operate several weeks. However, this would be the case only if the plant
were not restarted. Additionally, the active components of the RHR are
outside the containment where maintenance and repair could be readily
performed. Thus, failure of the RHR in extended cooling mode is not likely to
be a significant risk contributor.

3.4.8 Main Steam Isolation System

System Description

The main steam isolation (MSI) system is designed to prevent uncontroled
blowdown of the steam generators in the event of a steamline break. The
system consists of one 30 inch steam-operated "Y" pattern globe valve per
loop, for a total of four valves. The valves are located in the main steam
piping downstream of the main steam safety and relief valves, in the main
steam valve building.

The main steam isolation trip valves are designed to close within §
seconds of receipt of a steamline isolation signal for all values of pressure
differential across the valve. They are designed to fail in the closed
position upon loss of electrical power o steam header pressure and are spring
loaded in the close direction. Main steamline header pressure acts as the
operating medium fo. both the opening and closing operations of the valves.

An external nitrogen supnly is used for operation and testing of the valves
when steamiine header pressure is below approximately 185 psig.



Each main steam isolation trip valve is controlled by redundant pairs of
solenoid valves (a set of train A and train B solenoid valves). Opening and
closing sets of solenoid valves pressurize and vent the bottom and top of the
valve operating piston compartment.

System Fault Tree

The MSI system fault troe was used to determine the probability of
failing to achieve the system success criteria following a postulated
steamline break. Two types of steamline break are considered, a steamline
break inside containment and a steamline break outside of containment., For a
steamline break inside containment the success criterion is closure of the MSI
valve on the faulted steam generator/steamline or the closure of 3 out of 3
MSI valves on the unfaulted steam generator/steamlines. For a steamline break
outside of containment the success criterion {s closure of any 3 out of 4 MSI
valves. Because the MSI system fails safe upon loss of power and does not
depend on service water, the support states that relate to ESF electric power
and service water supply are not addressed in the MSI failure analysis.

The calculated unabailability for the MSI system is:

Case Mean System Unavaiiability Variance
(failure/demand)

Steamline break 8.2 x 10~4 7.1 % 10~7
inside containment

Steamline break 1.5 x 10=3 4.9 x 10-6
outside containment

The dominant contributor to total uravailability in both cases is common
cause failures. Common cause contributes 92 percent of the total mean
unavailability for steamline breaks inside containment and 91 percent for
steamline break outside containment.



Comments on the MSI System Fault Tree

No problems in terms of accuracy, completeness and validity were found
with the MSI system fault tree. System failure is dominated by common cause
contributions. The common cause failure analysis employs the binomial failure
rate model, which is described in Appendix 2-C of the PSS and reviewed in
Section 3.10 of this report. A separate common cause analysis was performed
for each success criterion.

3.4.9 Quench Spray System

System Description

The quench spray system is designed to provide rapid short-term quenching
of steam released from pipe breaks within containment. The system consists of
two identical trains each of which contain a quench spray pump. Thase pumps
feed two ring headers near the containment dome. The quench spray pumps take
suction from the refueling water storage tank (RWST).

The quench spray system is initiated by a containment depressurization
actuation (CDA) signal that results from coincident high containment pressure
signals. The guench spray system is automaticaliy terminated by a low level
switch in the RWST. NaOH is added to the spray water in order to maintain a
minimum pH and thus prevent long-term corrosion of stainless steel inside the
containment once quench spray has been actuated.

The quench spray system in conjunction with the containment recirculation
system is used to maintain the integrity of the containment structure.
Following a major primary or secondary pipe rupture inside containment, the
system returns the containment to subatmospheric pressure by removing heat
from the containment atmosphere. Figure 3.4.9-1 provides a schematic view of
the quench spray system.
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System Fault Tree

The quench spray fault tree models the capability of the two pumps to
start and run and the availability of various valves to open on demand. In
preparing the system Fault tree the Millstone team gave consideration to the
impact of independent component failures, test and maintenance, common cause
failure and human errors. We have reviewed the fault tree and found it to be
accurate, complete and valid with minor exceptions discussed below.

The quench spray system fault tree was quantified for two cases in order
to represent the effects of the eight plant support states. These cases are:

Case A: Two trains of ac power available, corresponding to support states |
and 5.

Case B: One train of ac power available, corresponding to support states 2
2nd 6.

For support states 3, 4, 7 and 8 the quench spray system is unavailable
(Q=1). For case A the unavailability of the quench spray is 3.2 x 10'4 with
a variance of 1.0 x 10°7 and for case B the calculated unavailability is
8.2 x 1073 with a variance of 5.6 x 1073,

When both trains of ac power are available, tne dominant contributor to
quench spray unavailability is common cause failures. Common cause makes up
70 percent of the system unavailability. Most of this is associated with
common mode failures of both pumps to start and includes factors such as
common design errors, common actuating logic and common test and maintenance
procedures. Much of the remaining common cause unavailability comes from the
two motor-operated aischarge values (MOV34A and MOV34B.) Other contributors
to overall unvailability are ESF logic (9%), pump faults (3%), and failures in
the motor-oocerated discharge values (2%). The residual unavailability comes
from cross-train component failures.

When only one train of the Quench Sprasy System is available the major
contributors to unavailability are pump failure to start (28%), pump hardware
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faults (17%), motor-operated discharge value failure to open (26%),
motor-operated dislcharge value failure to remain open (12%) and check value
failures (12.7). Tat.e 3.4.9-1 summarizes the major contributors to quench
spray system unavailability for Cases A and 3.

Four sets of common cause failure are used to calculate the common cause
unavailability of the quench spray system. These are

1) Failure of the quench spray pumps in the A and B train to start
2) Failure of the quench spray pumps in the A and B train to run.

3) Failure of the motor-operated vaives in the 2~ and B train to open
and allow spray discharge through the ring headers.

4) Failure of the motor-operated valves in the A and B trains to remain
open.

Common cause calculations for the quench spray system assume a binomial
failure rate model. This failure rate model is described in Appendix 2-C of
the Millstone PSS and reviewed in Section 3.10 of this report. Contributions
to each failure mode from actuation logic are included in the individual
binomial failure rates for the components.

Two additional common cause failures were considerea, but judged by the
PSS authors to be insignificant contributors to unavailability. These are

1) freezing of the RWST and quench spray lines and 2) common cause failures of
pairs of check valves.

There are three human errors which are included in the gquench system
fault tree as contributors to system unavailability. These are 1) failure to
properly close the gate valves (valves 36 and 37 on figure 3.4.9-1) in the
pump test line following test or maintenance, 2) failure to restore the
locked open gate valves (28 and 29) following tests of the motor-operated
discharge vaives (40 and 41), and 3) failure to restore the quench spray
actuation of the ESF logic foliow its test.
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Table 3.4.9-1 Quench Spray Unavailability

Dominant Contributors Unavailability
(failure/demand)
CASE A

Common Cause 2.24 x 'IO'4
ESF Actuation Logic 3.00 x 1073
Pump Faults 9.60 x 1070
Faults in one of the motor operated

values MOV34A MOV34B and in one

pump in an opposite train 9.8 x 10'6
Faults in the MOV34A and MOV348 6.4 x 1070
Other Faults 4.0 x 1073

-4
Total 3.2 x 10
CASE B8

Pump failure to start 2.3 x ]0'3
Failure of motor-onerated 3.13 x 1073

valve MOV34A to open
Pump hardware faults 1.40 x 10°3
Failure of motor-operated 9.84 x 107%

valve to remain open
Check valve faults 9.84 x 1074
Other faults 4.02 x 10'4
Total 8.2 x 1073




Comments on the Quench Spray Fault Tree

Our review of the quench spray system fault tree indicates that it is
accurate, complete and valid with only minor reservations. One gquestion is
why the effect of test and maintenance on the motor operated discharge valves
MOV34A and MOV34B (valves 40 and 41 on the P and 1D) was not modeled in the
fault tree. Another concern involves the exclusion of freezing RWST and
quench spray lines and common cause failures of pairs of check valves from the
list of categories. There have been licensee event reports that involve
freezing of the RWST lines. However, our major concern is not that these
could be significant contributors to risk but that the authors judged thase
modes as insignificant contributors without demonstrating this
quantitatively. Finally, it is of interest that failure of RWST cooling water
is not modeled. [t seems clear that, ilthough this system is not necessary
for proper functioning of the RWST, it's failure would effect containment
performance during LOCA accidents. We feel that some estimate of chilled
water system availability would be useful in making an accurate assessment of
damage states or accident recovery.

3.4.10 Safety Injection Pump Cooling System

System Description

The purpose of the safety injection pump cooling system is to cool the
bearing oil of the sataty injection pumps. [t is a safety relatea system and
a critical support system for the High Pressure Safety Injection System. The
system is made up of two safety injection pump cooling pumps, two safety
injection pump oil coolers, two heat exchangers, and a shared cooling surge
tank. Each safety injection pump has dedicated cooling pump, heat exchanger
and oil cooler. The heat exchanger interfaces with the service water system.
the surge tank is supplied by the reactor plant component cooling water.
Normally, the safety injection pump coocling system is not in operation. It is
designed to start automatically when the associated safety injection pump
starts.
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System Fault Tree

The system fault tree was used to model the unavailability of safety
injection pump cooling in a single train. The calculated unavailability of
each train is 7.32 x 10'3 per demand. Pump faults contribute 96 percent of
the overall system unavailability. Furthermore, actuation system faults are
associated with 36 percent of the unavailability, loss of control power to the
pump circuit breaker contributes 32 percent and hardware faults contribute 20
percent. Residual unavailability for each train is due to piping faults, heat
exchanger faults and check valve faults. Table 3.4.10-1 summarizes the
dominant cut sets that contribute to overall unavailability of the safety
injection pump cooling system.

Unavailability of both pump cooling systems is only a consideration when
ac power and service water is available to both trains. In this case common
cause failure dominates the calculated unavailability of both systems. The
common cause unavailability contribution from the safety injection pump
cooling sy:tem to the high presure safety injection system is calculated to be
1.43 x 1077,

The safety injection pump cooling pumps are tested monthly on a staggered
basis. However, the system is not unavailable during tests. All components
that can be isolated and are outside containment are maintained as necessary
on an unscheduled basis. Maintenance unavailability estimates for the high
pressure injection system includes contributions from maintenance on the
safety injection pump cooling system.

Consideration of human errors resulted in the conclusion that no human
errors were judged credible for the safety injection pump cooling system.

Comments

Our review of the safety injection pump cooling system revealed no
significant ommissions or problems. Nonetheless, the fault tree was remiss in
some general areas. Pump capacities, water source requirements and power
requirements were not fully described. The system success criteria were not >
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Table 3.4.10-1 Dominant Cut Sets for the Safety Injection Pump Cooling System

Component Cut Set Probability
(failure/demand)
Motor dirven pump actuation circuit fault 2.6 x 1073
Loss of control power to circuit breaker
or pump 2.34 x 1073
Failure of Motor driven pump to start and
run 1.49 x 1073
Failures of bus circuit breaker 2.43 x 1074
Check valve failure 3.2 x 1074
Motor driven pump trip circuit faults 2.34 x 1074
Other faults 1.3 x 1072
Total 7.32 x 1073




fully described. Table 2.23.2.10.3-1 lists the mission time for the motor
operated pump as 3 hours. However, the basis for this value is not

presented. It should be noted that failure of this system when both trains
are avaiiable is dominated by common cause failures.

3.4.11 Charging Pump Cooling

System Description

The charging pump cooling system is a safety-related system that cools
gear and bearing oil of the charging pumps. This system is essential for the
operating of the charging pumps and thus necessary to mitigate the
consequences of a loss of coolant accident. The system consists of two
charging pump cooling pumps, two heat exchangers which transfer heat from the
cooling system to the service water, three charging pump oil coolers, and a
shared surge tank. One of the cooling pumps is normally running while the
other is on standby. In the event of a safety injectijon signal or loss of
power signal, the standby pump automatically starts. In addition, when the
standby pump is running, the isolation valves are aligned so that each cooling
pump and heat exchanger is dedicated to one charging pump.

System Fault Tree

The system Fault tree was used to model the effect of charging pump
cooling system unavailability on the unavailability of the high pressure
safety injection system (HPSI). One Fault tree was used for both trains of
the charging pump cooling system. However, different calculations were used
for component unavailabilities in the train of charging pump cooling in which
the cooling pump is operating (train A) and the standby train (train 8). For
loss of offsite power events (Support State 5) both systems were modeled in
standby.

The calculated unavailability for the operating train was calculated to
be 5.3 x 10'4 per demand. The dominant cutsets for this trzin are listed in
Table 3.4.11-1. Check valve faults contribute 60 percent to unavailability
and failures of the motor-driven pump pump to run contribute 28 percent.
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Unavailability of the standby train was determined to be 1.2 x 10'2.

The dominant cutsets for this system are also listed in Table 3.4.11-1.

Ninety eight percent of the unavailability is due to faults in the
motor-driven pump. These are further composed of 41 percent contribution from
circuit faults, 22 percent from actuation system faults, 20 percent from loss
of central power to the pump circuit breakaer, 13 percent from pump hardware
faults and 2 percent from circuit breaker hardware faults.

Common cause failures are determined for Support States 1 and 5 (AC and
service water available to both trains). For all other Support States only
one train of charging pump coding is available. The common cause calculations
for the charging pump cooling system assume a Binomial Failure Race Model.

For Support State 1 (all systems available) the calculated unavailability of
both cooling trains s 3.6 x 107, The unavailability for Support State 4
(loss of offsite power) is 5.4 x 10'5.

The charging pump cooling pumps are tested monthly on a staggered basis.
All isolable components outside of centainment are assumed to be maintained as
necessary on an unscheduled basis. The cooling system unavailability as a
result of maintenance has been incorpoorated into the maintenance
unavailability of the charging pumps.

No human errors were judged to be credible for the charging plump cooling
system.

Comments

Our review of the charging pump cooling system fault tree identified some
items of note. There is an inconsistency in the faulure probability listed in
the input table and the value listed for the same component in the list of cut
sets. The pump trip circuit for both the operating and standby pumps is
calculated to have a component failure probability of 2.34 x 10'4.
Nonetheless, the cutsets for this component 1ist its failure probability as
4.01 x 10'5 for the operating train and 4.83 «x 10'3 for the standby

train. The reason for the difference is not discussed.




Table 3.11-1 Dominant Cut sets for the Charging Pump Cooling System

Component Failure Probability
(failure/demand)

Operating Train

Check valve failure to operate 3.2 x 1074
Motor driven pump failure to run 1.46 x 1074
Trip circuit faults on motor driven pump 4.01 x 1079
Loss of central power to circuit breaker 1.95 x 1073

on motor-driven pump

Total 5.3 x 1074

Standby Train

Trip circuit faults on motor-driven pump 4.83 x 10'3
Actuation system faults for motor-driven 2.6 x 1073
pump

Loss of control power to circuit breaker on 2.34 x 1073

motor-driven pump

Motor driven pump failure to start and run 1.49 x 1073
Bus circuit breaker failure to close 3.38 x 10"4
Check valve failure 3.4 x 10'4
Total 1.19 x 10°°
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It should be noted that for the charging pump cooling system the
unavailability of both trains due to random failures is greater than that due
to common cause. For Support State 5 (no offsite power), the unavailability
of both trains of the charging pump cooling system due to random failures is
1.42 x 10'4 which is roughly a factor of two larger than the common cause
unavailability (5.40 x 10'5). When offsite power is available (Support
State 1) the unavailability of both trains due to random failures is 6.3 x
107 and that due to common cause is 3.6 x 1075,

3.4.12  Low Pressure Recirculation System

System Description

The low pressure recirculation system is an engineered safeguards system
wiich is designed to provide long-term core coverage and decay heat removal
following a medium or large LOCA.

The low pressure recirculation system becomes functional in the latter
phase of a LOCA. The system is designed to operate in two modes, spray mode
and safety injection mode. The system takes suction from the containment sump
and pumps it through coolers (cooled by service water) to the contanment
recirculation headers (spray mode) and/or to the reactor coolant system
(safety injection mode). The spray mode of operation is actuated
automatically on high-nigh containment pressure. The safety injection mode of
operation is actuated manually from the main control board. The system then
remains in long-term operation after an accident until terminated by
administrative control.

System Fault Tree

The fault tree was developed in accordance with the system success
criteria which require delivery of coolant flow from one containment
recirculation pump to at least one intact reactor coolant loop following a
large or medium LOCA.
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