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RELAPS/ MOD 3.2

A ABSTRACT
l(G

The RELAP5 code has been developed for best-estimate transient simulation of light water reactor
coolant systems during postulated accidents. The code models the coupled behavior of the reactor coolant
system and the core for loss-of-coolant accidents and operational transients such as anticipated transient
without scram, loss of offsite power, loss of feedwater, and loss of flow. A generic modeling approach is
used that permits simulating a variety of thermal hydraulic systems. Control system and secondary system
components are included to permit modeling of plant controls, turbines, condensers, and secondary
feedwater systems.

RELAP5/ MOD 3 code documentation is divided into seven volumes: Volume I presents modeling
theory and associated numerical schemes; Volume 11 details instructions for code application and input
data preparation; Volume Ill presents the results of developmental assessment cases that demonstrate and
verify the models used in the code; Volume IV discusses in deail RELAP5 models and correlations;
Volume V presents guidelines that have evolved over the past several years through the use of the
RELAPS code: Volume VI discusses the numerical scheme used in RELAP5; and Volume VII presents a
collection of independent assessment calculations.

/ \
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EXECUTIVE SUMMARY
l ,),

V The light water reactor (LWR) transient analysis code, RELAP5, was developed at the Idaho
National Engineering Laboratory (INEL) for the U.S. Nuclear Regulatory Commission (NRC). Code
applications include analysis to support rulemaking, licensing audit calculations, evaluation of accident
mitigation strategies, evaluatbn of operator guidelines, and experiment planning analysis. RELAP5 has
also been used as the basis for a nuclear plant analyzer. Specine applications have included simulations of I

transients in LWR systems such as loss of coolant, anticipated transients without scram (ATWS), and |

operational transients such as loss of feedwater, loss of offsite power, station blackout, and turbine trip. l
RELAPS is a highly generic code that, in addition to calculating the behavior of a reactor coolant system

'

during a transient, can be used for simulating of a wide variety of hydraulic and thermal transients in both
nuclear and nonnuclear systems involving mixtures of steam, water, noncondensable, and solute.

The MOD 3 version of RELAP5 has been developed jointly by the NRC and a consortium consisting
of several countries and domestic organizations that were members of the International Code Assessment
and Applications Program (ICAP) and its successor organization, Code Applications and Maintenance
Program (CAMP). Credit also needs to be given to various Department of Energy sponsors, including the
INEL laboratory-directed discretionary funding program. The mission of the RELAP5/ MOD 3
development program was to develop a code version suitable for the analysis of all transients and
postulated accidents in LWR systems, including both large- and small-break loss-of-coolant accidents
(LOCAs) as well as the full range of operational transients.

The RELAP5/ MOD 3 code is based on a nonhomogeneous and nonequilibrium model for the two-

phase system that is solved by a fast, partially implicit numerical scheme to permit economical calculation

[D, of system transients. The objective of the RELAP5 development effort from the outset was to produce a

(/ code that included important Erst-order effects necessary for accurate prediction of system transients but
that was sufficiently simple and cost effective so that parametric or sensitivity studies are possible.

The code includes many generic component models from which general systems can be simulated.
The component models include pumps, valves, pipes, heat releasing or absorbing structures, reactor point
kinetics, electric heaters, jet pumps, turbines, separators, accumulators, and control system components. In
addition, special process models are included for effects such as form loss, now at an abrupt area change,
branching, choked flow, boron tracking, and noncondensable gas transpcrt.

The system mathematical models are coupled into an efficient code structure. The code includes
extensive input checking capability to help the user discover input errors and inconsistencies. Also
included are free-format input, restart, renodalization, and varieble output edit features. These user
conveniences were developed in recognition that generally the major cost associated with the use of a
system transient code is in the engineering labor and time involved in accumtalating system data and
developing system models, while the computer cost associated with generation of the final result is usually
small.

The development of the models and code versions that constitute RELAP5 has spanned
approximately 17 years from the early stages of RELAP5 numerical scheme development to the present.
RELAP5 represents the aggregate accumulation of experience in modeling core behavior during severe
accidents, two-phase flow process, and LWR systems. The code development has benentted from
extensive application and comparison to experimental data in the LOFT, PBF, Semiscale, ACRR, NRU,
and other experimental programs.

/o1
5 /V
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As noted, several new models, improvements to existing models, and user conveniences have been

added to RELAP5/ MOD 3. The new models include

The Bankoff counter-current flow limiting correlation, that can be activated by the user at*

each junction in the system model

The ECCMIX component for modeling of the mixing of subcooled emergency core-

cooling system (ECCS) liquid and the resulting interfacial condensation

A zirconium-water reaction model to model the exothermic energy production on the+

surface of zirconium cladding material at high temperature

A surface-to-surface radiation heat transfer model with multiple radiation enclosures-

defined through usei input

A level tracking model*

A thermal stratification model.+

Improvemeras to existing models include

New correlations for interfacial friction for all types of geometry in the bubbly-slug flow+

regime in vertical flow passages

Use of junction-based interphase drag+

An improved model for vapor pullthrough and liquid entrainment in horizontal pipes to+

obtain correct computation of the fluid state convected through the break

A new critical heat flux correlation for rod bundles based on tabular data+

An improved horizontal stratification inception criterion for predicting the flow regime-

transition between horizontally stratified and dispersed flow

A modified reflood heat transfer model*

Improved vertical stratification inception logic to avoid excessive activation of the water+

packing model

An improved boron transport model+

A mechanistic separator / dryer model+

An improved crossflow model-

An improved form loss model+

G~
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The addition of a simple plastic strain model with clad burst criterion to the fuel-

/ mechamcal modelV)
The addition of a radiation heat transfer term to the gap conductance model-

Modifications to the noncondensable gas model to eliminate erratic code behavior and-

failure

Improvements to the downcomer penetration, ECCS bypass, and upper plenum-

deentrainment capabilities

Additional user conveniences include

Code speedup through vectorization for the CRAY X-MP computer-

Computer portability through the conversion of the FORTRAN coding to adhere to the-

FORTRAN 77 standard

Code execution and validation on a variety of systems. The code should be easily installed-

(i.e., the installation script is supplied with the transmittal) on the CRAY X-MP
(UNICOS), DECstation 5000 (ULTRIX), DEC ALPHA workstation (OSF/1), IBM
Workstation 6000 (UNIX), SUN Workstation (UNIX), and HP Workstation (UNIX). The
code has been installed (although the installation script. is not supplied with the
transmittal) on the CDC Cyber (NOS/VE), IBM 3090 (MVS), and IBM-PC (DOS). The

O code should be able to be installed on all 64-bit machines (integer and floating point) and

any 32-bit machine that provides for 64-bit floating point.

The RELAP5/ MOD 3 code manual consists of seven separate volumes. The modeling theory and
associated numerical schemes are described in Volume 1, to acquaint the user with the modeling base and
thus aid in effective use of the code. Volume Il contains more detailed instructior.s for code application

and specific instructions for input data preparation. Both Volumes I and II are expanded and revised

versions of the RELAP5/ MOD 2 code manuala and Volumes I and III of the SCDAP/RELAP5/ MOD 2

code manual.b

Volume III presents the results of developmental assessment cases run with RELAP5/ MOD 3 toC

demonstrate and verify the models used in the code. The assessment matrix contains phenomenological
problems, separate-effects tests, and integral systems tests.

a. V.11. Ransom et al., REIAP5/Af0D2 Code Afanual, iblumes IandII, NUREG/CR-4312, EGG-2396, August

and December,1985, revised April 1987.

b. C. M. Allison and E. C. Johnson, Eds., SCDAP/REIAP5/hf0D2 Code Afanual. Volume I: RELAPS Code

Structure, System Afodels, and Solution Afethods, and Volume 111: User' Guide and input Requirements,s

NUREG/CR 5273, EGG-2555, June 1989.

g c. To be published in 1996.

(
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Volume IV contains a detailed discussion of the models and correlations used in RELAP5/ MOD 3. It
:

presents the user with the underlying assumptions and simplifications used to generate and implement the|

base equations into the code so that an intelligent assessment of the applicability and accuracy of the
resulting calculations can be made. Thus, the user can determine whether RELAP5/ MOD 3 is capable of
modeling a particular application, whether the calculated results will be directly comparable to
measurement, or whether they must be interpreted in an average sense, and whether the results can be used

to make quantitative decisions.

Volume V provides guidelines that have evolved over the past several years from applications of the
RELAP5 code at the Idaho National Engineering Laboratory, at other national laboratories, and by users

throughout the world.

Volume VI discusses the numerical scheme in RELAP5/ MOD 3, and Volume VII is a collection of

independent assessment calculations.

O

O.
1
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i
i

NOMENCLATURE'
1

\ A cross-sectional area (m ), coefficient matrix in hydrodynamics, coefficient in )2

! pressure and velocity equations

coefficient in heat conduction equation at boundaries j
'

Ai
2A throat area (m ) ,

t i

i

speed of sound (m/s), interfacial area per unit volume (m'I), coefficient in gap! a

; conductance, coefficient in heat conduction equation, absorption coefficient ,

B coefficient matrix, drag coefficient, coefficient in pressure and velocity equations

~

B coefficient in heat conduction equation at boundariesi
.

2
B body force in x coordinate direction (m/s )x

; C coefficient of virtual mass, general vector function, coefficient in pressure and

| velocity equations, delayed neutron precursors in reactor kinetics, concentration, ,

j pressure-dependent coefficient in Unal's correlation (1/k s) i
1

C coefficient in noncondensable energy equation (J/kg.K)
{|

O
o

! Co,Ci constants in drift flux model

C specific heat at constant pressure (J/kg+K)p

!! Cp drag coefficient '

O
coefficient in heat conduction equation, coefficient in new time volume-average| c
velocity equation, constant in CCFL model'

a

i D coefficient of relative Mach number, diffusivity, diameter (m), heat conduction i

boundary condition matrix, coefficient in pressure and velocity equations3

2
D coefficient in noncondensable energy equation (J/kg K )o

4

j D coefficient of heat conduction equation at boundariesi

! d coefficient in heat conduction equation, droplet diameter (m) )
1

3
1 DISS energy dissipation function (W/m )
J 2
l E total energy (U + v /2) (J/kg), emissivity, Young's modulus, term in iterative heat

conduction algorithm, coefficient in pressure equation

- e interfacial roughness

.

term in iterative heat conduction algorithm, gray-body factor with subscript,F

|
frictional loss coefficient, vertical stratification factor

3
F1 interphase drag coefficient (m /kg+s)

FWF, FWG wall drag coefficients (liquid, vapor) (s-1)

f interphase friction factor, vector for liquid velocities in hydrodynamics
,

2G mass flux (kg/m -s), shear stress, gradient, coefficient in heat conduction, vector
.\
4
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quantity, fraction of delayed neutrons in reactor kinetics

Gr Grashof number

gravitational constant (m/s ), temperature jump distance (m), vector for vapor2
g

velocities in hydrodynamics
3

II elevation (m), volumetric heat transfer coefficient (W/K*m ), head (m)

HLOSSF,

HLOSSG form or frictional losses (liquid, vapor) (m/s)
2

h specific enthalpy (J/kg), heat transfer coefficient (W/m K), energy transfer
coefficient for r , head ratiog

h, dynamic head loss (m)t
2

I identity matrix, moment ofinertia (N-m-s )

i M
J junction velocity (m/s)

j superficial velocity (m/s)

K energy form loss coefficient

Ku Kutateladze number

k thermal conductivity (W/m*K)

Boltzmann constantEB

L length, limit function. Laplace capillary length

M Mach number, molecular weight, pump two-phase multiplier, mass transfer rate,

mass (kg)

constant in CCFL modelm
3

N number of system nodes, number density (#/m ), pump speed (rad /s), non-
dimensional number

Nu Nusselt number

n unit vector, order of equation system

P pressure (Pa), reactor power (W), channel perimeter (m), turbine power (J/s)

Pr relates reactor power to heat generation rate in heat stmetures

p wetted perimeter (m), particle probability function

Pr Prandtl number

3
Q volumetric heat addition rate (W/m ), space dependent function, volumetric flow

3
rate (m /s)

2
q heat transfer rate (W), heat flux (W/m )

NUREG/CR-5535-V4 xxii
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R radius (m), surface roughness in gap conductance, radiation resistance term, non-
,

[ t dimensional stratified level height

\',)
Ra Rayleigh number

Re Reynolds number

Re the particle Reynolds numberp

r reaction fraction for turbine, radial position

S Chen's boiling suppression factor, stress gradient, specific entropy (J/kg*K), shape
factor, real constant, source term in heat conduction or reactor kinetics (W)

T temperature (K), trip

T critical temperature (K)c

Tg reduced temperature (K)

i t time (s)

U specific internal energy (J/kg), vector of dependent variables, velocity (m/s)

u radial displacement in gap conductance (m)

3 3
V volume (m ), specific volume (m /kg), control quantity

22
VIS numerical viscosity terms in momentum equations (m j3 )

22O VISF, VISG numerical viscosity terms in momentum equations (liquid, vapor) (m f3 )

mixture velocity (m/s), phasic velocity (m/s), flow ratio, liquid surge line velocityy

(m/s)

choking velocity (m/s)vc

W weight of valve disk, weighting function in reactor kinetics, relaxation parameter
in heat conduction, shaft work per unit mass flow rate, mass flow rate

We Weber number

humidity ratiow

i X quality, static quality, mass fraction, conversion from MeV/s to watts

spatial coordinate (m), vector of hydrodynamic variablesx

Y control variable

Z two-phase friction correlation factor, function in reactor kinetics

Symbols |
2

(x void fraction, subscripted volume fraction, angular acceleration (rad /s ),
2coefficient for least-squares fit, speed ratio, thermal diffusivity (m /s), Unal's term

coefficient of isobaric thermal expansion (K~l), effective delayed neutron fraction
in reactor kinetics, constant in CCFL model iV)s

|

|
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3
P volumetric mass exchange rate (kg/m *s)

y exponential function in decay heat model

AP dynamic pressure loss (Pa)f

AT temperature difference

At increment in time variable (s)

Ax increment in spatial variable (m)

S area ratio, truncation error measure, film thickness (m), impulse function,
Deryagin number

coefficient, strain function, emissivity, tabular function of area ratio, surfacee

roughness, wall vapor generation / condensation flag

in efficiency, bulk / saturation enthalpy flag

0 relaxation time in correlation for F, angular position (rad), discontinuity detector

function
d

K coefficient of isothermal compressibility (Pa )

A prompt neutron generation time, Baroczy dimensionless property index

A eigenvalue, interface velocity parameter, friction factor, decay constant in reactor
kinetics

viscosity (kg/m s)

2
v kinematic viscosity (m /s), Poisson's ratio

( exponential function, RMS precision

n 3.141592654

3
p density (kg/m ), reactivity in reactor kinetics (dollars)

Er fission cross section

l' depressurization rate (Pa/s)

2
o surface tension (J/m ), stress, flag used in heat conduction equations to indicate

transient or steady-state

t shear stresses (N), torque (N-m)

3u specific volume (m /kg)

$ donored property, Lockhart-Martinelli two-phase parameter, neutron flux in
reactor kinetics, angle of inclination of valve assembly, elevation angle, velocity-
dependent coefficient in Unal's correlation

x Lockhart-Maninelli function

y coefficient, fission rate (number /s)

to angular velocity, constant in Gudanov solution scheme
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5

i
.

i Subscripts

AM. annular-mist to mist flow regime trai:sition ;

a average valuej

ann liquid film in annular mist flow regime

j BS bubbly to slug flow regime transition (
: :

- b bubble, boron, bulk ,

[
'

] bub bubbles
!
I bundle value appropriate for bundle geometry

j CHF value at critical heat flux condition

I' CONV value for convective boiling regime
:
i vena contract, continuous phase, cladding, critical property, cross-section,e

condensation'

,

cond value for condensation process }
,

vapor core in annular-mist flow regimecore-

4
; cr, crit critical property or condition ;

! !

j cross value for cross flow |
i

4

icyl cylinder

j D drive line, vapor dome, discharge passage of mechanical separator {
;

'

DE value at lower end of slug to annular-mist flow regime transition region |

|

| d droplet, delay in control component :

!: drop droplets
!
j ' drp droplet
1

i
!thermodynamic equilibrium, equivalent quality in hydraulic volumes, value ringe;

! exit, elastic deformation, entrainment
i
i F wall friction, fuel
4 r
4

i - f liquid phase, flooding, film, force, flow

) fc forced convection flow regime
!

| fg phasic difference (i.e., vapor term-liquid term) |
I fr frictional ;

'
|

; GS gas superficial
'

t
1

g vapor phase, gap4

,

'

;
.

4

"
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gj drift velocity

H head

HE homogeneous equilibrium

h,hy, hydro hydraulic

high value at upper limit of transition region

I interface

IAN invened annular flow regime

i interface,index

j, j +1, j-1 spatial noding indices for junctions

K spatial noding index for volumes

k iteration index in choking model >

L spatial noding index for volume, laminar, value based on appropriate length scale

LS liquid superficial

I left boundary in heat conduction

lev, level value at two-phase level

lim limiting value

low value at lower limit of transition region

m mixture property, motor, mesh point

min minimum value

noncondensable component of vapor phasen

o reference value

POOL value for pool boiling regime

p partial pressure of steam, particle, phase index

pipe cross section of flow channel

R rated values

REG flow regime identifier

relative Mach number, right boundary in heat structure meshr

S suction region

SA value at upper end of slug to annular-mist flow regime transition

st:am component of vapor phase, superheated, superficials

sat saturated quality, saturation
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,

sb small bubble

sm Sauter mean value4

'spp value based on steam pertial pressure
,

i

j sppb value based on steam partial pressure in the bulk fluid
1
"

spt value based on steam total pressure

sr surface of heat stmeture

st stratified

std standard precision

T - point of minimum area, turbulent

TB transition boiling

Tb Taylor bubble

t total pressure, turbulent, tangential, throat

tt value for turbulent liquid and turbulent vapor

up upstream quantity

mass mean Mach number, vapor qtiantity, valvev

f w wall, water

( upstream station, multiple junction in' ex, vector indexl d

l$ single-phase value

2 downstream station, multiple junction index, vector index

2$ two-phase value

t torque

viscosity

infinity=

Superscripts

B bulk liquid

f value due to film flow process

e value due to entrainment precess

exp old time terms in velocity equation, used to indicate explicit velocities in choking

max maximum value

- min minimum value

d
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n,n+1 time level index

o initial value

R real part of complex numbe., right boundary in heat conduction
'

saturerion property, space gradient weight factor in heat conductions

W wall

2 vector index
;

total derivative of a saturation property with respect to pressure, local variable, !*

bulk / saturation property

derivative'

donored quantity,

,

flux quantity, i.e. value per unit area per unit time"

unit momentum for mass exchange, intermediate time variable-

^

linearized quantity, quality based on total mixture mass

: 9
J

O
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,
1 INTRODUCTION

t
V Volume IV is intended to enhance the information presented in Volumes I and II of this document, ).

which provide a detailed explanation of the code contents and its structure, its input requirements, and the :
'

interpretation of the code output. The purpose of this document is to provide the user with quantitative
information addressing the physical basis for the RELAP5/ MOD 3 computer code, not only as documented I

in the other code manuals but also as actually implemented in the FORTRAN coding. The specific version |
1

of the code being discussed is RELAP5/ MOD 3.2.

The information in this document allows the user to determine whether RELAP5/ MOD 3 is capable
f

of modeling a panicular application, whether the calculated result will directly compare to measurements
or whether they must be interpreted in an average sense, and whether the results can be used to make
quantitative decisions. Wherever possible, the other code manual volumes are referenced rather than repeat
the discussion in this volume.

This introduction briefly describes the RELAP5/ MOD 3 code, presenting some of the history of the
RELAP5 development leading to the current code capabilities and structure. The code structure is then
discussed. The structure is significant, for it affects the time at which each of the calculated parameters is
determined and gives the reader an understanding of the order in which a calculation proceeds and the
manner in which transient parameters are passed from one ponion of the calculational scheme to the next.
The scope of the document is presented followed by a description of the document stmeture, which closely
relates to the code structure.

1.1 RELAP5/ MOD 3

\ The light water reactor (LWR) transient analysis code, RELAP5, was developed at the Idaho '
|

National Engineering Laboratory (INEL) for the U. S. Nuclear Regulatory Commission (NRC). Code
applications include analysis to support rulemaking, licensing audit calculations, evaluation of accident
mitigation strategies, evaluation of operator guidelines, and experiment planning and analysis. RELAP5
has also been used as the basis for a nuclear plant analyzer. Specific applications of this capability have
included simulations of transients in LWR systems that lead to severe accidents, such as loss of coolant,
anticipated transients without scram (ATWS), and operational transients such as loss of feedwater, loss-of-
offsite power, station blackout, and turbine trip. RELAPS is a highly generic code that, in addition to
calculating the behavior of a reactor coolant system during a transient, can be used for the simulation of a
wide variety of hydraulic and thermal transients in both nuclear and nonnuclear systems involving steam-
water noncondensable and solute fluid mixtures.

1.1.1 Development of RELAPS/ MOD 3
I

The MOD 3 version of RELAP5 has been developed jointly by the NRC and a consortium consisting
of several of the countries and domestic organizations that are members of the Code Applications and
Maintenance Program (CAMP). The mission of the RELAP5/ MOD 3 development program was to j

develop a code version suitable for the analysis of all transients and postulated accidents in PWR systems,
including both large- and small-break loss-of-coolant accidents (LOCAs) as well as the full range of
operational transients.

RELAP5/ MOD 3 was produced by improving and extending the modeling base that was established

with the release of RELAP5/ MOD 2 11.1.12,1.13 n 1985. Code deficiencies identified by members of1

j CAMP through assessment calculations were noted, prioritized, and subsequently addressed.

1-1 NUREG/CR-5535-V4
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l

| Consequently, several new models, improvements to existing models, and user conveniences have been
! added to RELAP5/ MOD 3. The new models include

The Bankoff counter-current flow limiting correlation, that can be activated by the user at-

applicable junctions in the system model

The ECCMIX component for modeling of the mixing of subcooled emergency core*

cooling system (ECCS) liquid and the resulting interfacial condensation

A zirconium-water reaction model to model the exothermic energy production on the*

surface of zirconium cladding material at high temperature

| A surface-to-surface radiation heat transfer model with multiple radiation enclosures*

defined through user input

A level tracking model+

A thermal stratification model..

Improvements to existing models include

New correlations for interfacial friction for all types of geometry in the bubbly-slug flow*

regime in vertical flow passages

Use of junction-based interphase draga

An improved model for vapor pullthrough and liquid entrainment in horizontal pipes to*

obtain correct computation of the fluid state convected through the break

l

A new critical heat flux correlation for rod bundles based on tabular data*

An improved horizontal stratification inception criterion for predicting the flow regime*

transition between horizontally stratified and dispersed flow )

A modified reflood heat transfer model*

Improved vertical stratification inception logic to avoid excessive activation of the water-

packing model

An improved boron transport model*

A mechanistic separator / dryer model*

An improved crossflow model*

An improved form loss model+

O
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,

.
The addition of a simple plastic strain model with clad burst criterim to the fuel+

|O mechanical model

U
The addition of a radiation heat transfer term to the gap conductance model+

Modifications to the noncondensable gas model to eliminate erratic code behavior and+

failure

Improvements to the downcomer penetration, ECCS bypass, and upper plenum+

deentrainment capabilities

Additional user conveniences include

Code speedup through vectorization for the CRAY X-MP computer+

Computer portability through the conversion of the FORTRAN coding to adhere to the+

FORTRAN 77 standard

Code execution and validation on a variety of systems. The code should be easily installed+

(i.e., the installation script is supplied with the transmittal) on the CRAY X-MP
(UNICOS), DECstation 5000 (ULTRIX), DEC ALPHA Workstation (OSF/1), IBM
Workstation 6000 (UNIX), SUN Workstation (UNIX), and HP Workstation (UNIX). The
code has been installed hithough the installation script is not supplied with the
transmittal) on the CDC Lyber (NOS/VE), IBM 3090 (MVS), and IBM-PC (DOS). The
code should be able to be installed on all 64-bit machines (integer and floating point) and

() any 32-bit machine that provides for 64-bit floating point.

1.1.2 Relationship to Previous Code Versions

The series of RELAP codes began with RELAPSE (Reactor Leak And Power Safety Excursion),

which was released in 1966. Subsequent versions of this code are RELAP2,1Id RELAP3,11-8 and

RELAP4,l'14 in which the original name was shortened to Reactor Excursion and Leak Analysis Program
(REI AP). All of these codes were based on a homogeneous equilibrium model (HEM) of the two-phase

flow process. The last code version of this series ic RELAP4/ MOD 7.117 which was released to the
National Energy Software Center (NESC) in 1980.

In 1976, the development of a nonhomogeneous, nonequilibrium model was undertaken for
RELAP4. It soon became apparent that a total rewrite of the code was required to efficiently accomplish

this goal. The result of this effort was the beginning of the RELAP5 project.t.1-8 As the name implies, this
is the fifth in the series of computer codes designed to simulate the transient behavior of LWR systems
under a wide variety of postulated accident conditions. RELAP5 follows the naming tradition of previous
RELAP codes, i.e., the odd numbered series are complete rewrites of the program while the even
numbered versions are extensive model changes, but use the architecture of the previous code. Each
version of the code reflects the increased knowledge and new simulation requirements from both large-
and small-scale experiments, theoretical research in two-phase flow, numerical solution methods,
computer programming advances, and the increased size and speed of computers.

p
h
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The principal feature of the RELAP5 series is the use of a two-fluid, nonequilibrium,
nonhomogeneous, hydrodynamic model for transient simulation of the two-phase system behavior. ,

RELAPS/ MOD 2 was the first version to employ a full nonequilibrium, six-equation, two-fluid model. The |

use of the two-fluid model eliminates the need for the RELAP4 submodels, such as the bubble rise and i

enthalpy transport models, which were necessary to overcome the limitations of the single-fluid model.

1.1.3 Code Organization

RELAP5 is coded in a modular fashion using top-down structuring. The various models and
procedures are isolated in separate subroutines. The top level structure is shown in Figure 1.1-1 and
consists of input (INDUT), transient / steady-state (TRNCTL),and stripping (STRIP) blocks. |

RELAP5

i
!

INPUT TRNCTL STRIP

l

i
'

Figure 1,1 1 RELAP5/ MOD 3 top level structure.
l

The input (INPUT) block processes input, checks input data, and prepares required data blocks for
all program options.

Input processing has three phases. The first phase reads all input data, checks for punctuation and
typing errors (such as multiple decimal points and letters in numerical fields), and stores the data keyed by
card number such that the data are easily retieved. A list of the input data is provided, and punctuation

errors are noted.

During the second phase, restart data from a previous simulation is read if the problem is a
RESTART type, and all the input data are processed. Some processed input is stored in fixed common
blocks, but the majority of the data are stored in dynamic data blocks that are created only if needed by a
problem and sized to the particular problem. Input is extensively checked, but at this level, checking is
limited to new data from the cards being processed. Relationships with other data cannot be checked
because the latter may not yet be processed.

The third phase of processing begins after all input data have been processed. Since all data have
been placed in common or dynamic data blocks during the second phase, complete checking of
interrelationships can proceed. Examples of cross-checking are the existence of hydrodynamic volumes
referenced in junctions and heat structure boundary conditions; entry or existence of material propeny data
specified in heat structures; and validity of variables selected for minor edits, plotting, or used m trips and
control' systems. As the cross-checking proceeds, the data blocks are cross-linked so that it need not be
repeated at every time step. The initialization required to prepare the model for the the stan of the transient
advancement is done at this level.

O
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The transient / steady-state block (TRNCTL) handles both the transient option and the steady-state

h option. The steady-state option determines the steady-state conditions if a properly posed steady-state
( ,/ problem is presented. Steady state is obtained by running an accelerated transient (i.e., null transient) until

the time derivatives approach zero. Thus, the steady-state option is very similar to the transient option but
contains convergence testing algorithms to determine satisfactory steady state, divergence from steady
state, or cyclic operation. If the transient technique alone were used, approach to steady state from an
initial condition would be identical to a plant transient from that initial condition. Pressures, densities, and
flow distributions would adjust quickly, but thermal effects would occur more slowly. To reduce the
transient time required to reach steady state, the steady-state option artificially accelerates heat conduction
by reducing the heat capacity of the conductors. Figure I.1-2 shows the second-level structures for the
transient / steady-state blocks or subroutines.

TRNCTL

TRNSET TRAN TRNFIN

DTSTEP TRIP TSTATE HTADV

/
V

HYDRO RKIN CONVAR

Figure 1.12 RELAP5/ MOD 3 transient / steady-state structure.

The subroutine TRNCTL consists only of the logic to call the next lower level routines. Subroutine
TRNSET brings dynamic blocks required for transient execution from disk into memory, performs final
cross-linking of information between data blocks, sets up anays to control the sparse matrix solution,
establishes scratch work space, and retums unneeded memory. Subroutine TRAN controls the transient
advancement of the solution. Nearly all the execution time is spent in this block, and this block is the most
demanding of memory. The subroutine TRNFIN releases space for the dynamic data blocks that are no
longer needed.

Figure 1,1-2 also shows the structure of the TRAN block. DTSTEP determines the time-step size
and whether the transient advancement should be terminated. TSTATE applies hydrodynamic boundary
conditions by computing thermodynamic conditions for time-dependent volumes and velocities for time-
dependent junctions. The remaining blocks perform or control the calculations for major models within
RELAPS: trip logic (TRIP), heat structure advancement (HTADV), hydrodynamic advancement
(HYDRO), reactor kinetics advancement (RKIN), and control system advancement (CONVAR). The
blocks are executed in the order shown in the figure from left to right, top to bottom. Although implicit

C techniques are used within some of the blocks (HTADV and HYDRO), data exchange between blocks is

( explicit, and the order of block execution dictates the time levels of feedback data between models. Thus,

1-5 NUREG/CR-5535 V4
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HTADV advances heat conduction / convection solutions using only old-time reactor kinetics power and
old-time hydrodynamic conditions. HYDRO, since it follows HTADV, can use both new- and old-time
heat transfer rates to compute heat transferred into a hydrodynamic volume.

The strip block (STRIP) extracts simulation data from a restan plot file for convenient passing of
RELAP5 simulation results to other computer programs.

1.1.4 References

1.1-1. V. H. Ransom et al., REIAPS/Af 0D2 Code Afanual, Volumes I and 2, NUREG/CR-4312, EGG-

2396, August 1985 and December 1985.

1.1-2. V. H. Ransom et al., RELAP5/Af0D2 Code Afanual, Volume 3: Developmental Assessment

Pmblems, EGG-TFM-7952, December 1987.

1.1-3. R. A. Dinenna et al., RELAP5/Af0D2 Afodels and Correlations, NUREG/CR-5194, EGG-2531,

August 1988.

l.1-4. K. V. Moore and W. H. Rettig, RELAP2 - A Digital Programfor Reactor Blowdown and Power

Excursion Analysis, IDO-17263, March 1968.

1.1-5. W. H. Rettig et al., RELAP3 - A Computer Pmgram for Reactor Blowdown Analysis, IN-1445,

February 1971.

1.1-6. K. V. Moore and W. H. Rettig, RELAP4 - A Computer Programfor Transient Thermal-Hydraulic

Analysis, ANCR-1127, March 1975.

1.I-7. S. R. Behling et al., RELAP4/Af0D7 - A Best Estimate Computer Program to Calculate Thermal
and Hydraulic Phenomena in a Nuclear Reactor or Related System, NUREG/CR-1988, EGG-

2089, August 1981.

1.1-8. V. H. Ransom et al., RELAPS/Af0D1 Code Afanual, Volumes I and 2, NUREG/CR-1826, EGG-

2070, March 1982.

1.2 Document Scope

This document is a revised and expanded version of the RELAP5/ MOD 2 models and correlations

repon.1.2-1 This document is not all inclusive in that not every model and correlation is discussed. Rather,
the information in volumes I, II, and IV have been integrated and where a discussion of the correlations
and implementation assumptions were necessary for an understanding of the model, it has been included in
the other volumes and not repeated in this volume.

1.2.1 Reference

1.2-1. R. A. Dimenna et al., RELAPS/Af0D2 Afodels and Correlations, NUREG/CR-5194 EGG-2531,

OAugust 1988.
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1.3 Document Structure,

s,) This document is structured around the field equations used in RELAP5/ MOD 3. The field equations
were chosen as the underlying thread because they provide the stmeture of the code itself; and using a
common structure for the code and the description facilitates the use of this document in understanding the
code. Section 2 lists the finite difference form of the basic field equations used in the two-fluid calculation.
The finite difference field equations are derived in Volume I of the manual, and this derivation is not
repeated in Section 2. References to other volumes are used where possible.

With the field equations identified, the next most pervasive aspect of the code calculation is probably.

the determination of the flow regime. Therefore, the flow regime map, or calculation, is discussed in
Section 3. Sections 4,5, and 6 then provide, in order, a discussion of the models and correlations used to
provide closure for the energy, mass, and momentum balance equations. The closure models for the mass
balance equations are closely related to those for the energy equations, so they were included before
moving to the discussion of the models related to the momentum equations.

Section 7 describes the flow process models, such as the abrupt area change and the critical flow
models. Section 8 describes selected component models, specifically, the pump and separator / dryer
models. Section 9 describes the heat structure process models, including the solution of the heat
conduction equations and the energy source term model as represented by the reactor kinetics equations.
Section 10 comments on the closure relations required by extra mass conservation fields, and Section 11

describes the steady-state model.

\
V

.

.

%/
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2 FIELD EQUATIONS

U The RELAP5/ MOD 3 code solves six basic field equations for six dependent variables-pressure (P),
and v ). The independentspecific internal energies (U, and U ), void fraction (a ), and velocities (v rg g

variables are time, t, and distance, x. If a noncondensable gas is present, another equation and dependent
variable, X , the ratio of noncondensable gas mass to total gas mass, is included. If noncondensables areo

present, the noncondensable mass fraction equation and variable in the noncondensable gas phase (X ) forni

j the i-th noncondensable species (the ratio of i-th noncondensable gas mass to the total noncondensable gas
mass) is included. If boron is present, another equation and difference variable, pg, the boron density, is

included. An additional eight secondary dependent variables-phasic densities (p and pf), interphase heatg

transfer rates per unit volume (Q,g and Q,r), phasic temperature (T and T ), saturation temperature (T5),s f
and vapor generation per unit volume (F )--are found through the use of closure or constitutive relations.g

The field equations are presented to show where the constitutive models and correlations apply to the
overall RELAPS/ MOD 3 solution.

2.1 Differential Equations

The development of such equations for the two-phase process has been recorded in several
references.2.1 1.2.12.2.13 The one-dimensional, two-fluid phasic mass equations, phasic momentum
equations, and phasic energy equations [ Equations (8.12), (8.13), and (8.16) in Reference 2.1-1] by
Ransom are referenced in Volume 1 of this manual, and the method used to obtain the differential
equations used in RELAP5 is presented in Volume L Volume I should be consulted for the differential

,A equations, as they are not repeated in this volume.

I
2.1.1 References

2.1-1. V. H. Ransom, Course A--Numerical Modeling of ho-Phase Flowsfor Presentation at Ecole
d'Ete d' Analyse Numerique, EGG-EAST-8546, May 1989.

2.1-2. M. Ishii, Thermo-Fluid Dynamic Theory of Two-Phase Flow, Collection la Direction des Estudes
d'Recherches of Electricute de France,1975.

2.1-3. F. H. Harlow and A. A. Amsden, " Flow of Interpenetrating Material Phases," Journal of
Computational Physics, 18, 1975,99 440-464.

2.2 Difference Equations

The difference equations are obtained by integrating the differential equations with respect to the
spatial variable, dividing out common area terms, and integrating over time. The mass and energy
equations are spatially integrated across the cells from junction to junction, while the momentum equations
are integrated across the jun + ions from cell center to cell center. These were derived in Volume I of this
manual, and the final finite difference equations are repeated here.

The finite-difference equations for the mass, energy, and momentum are listed below. Some of the
terms are intermediate time variables, which are written with a tilde (~).

2-1 NUREG/CR-5535-V4
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The sum continuity equation is

O|*' *' '
V , [ u",, t ( p",, t - p", t) + a", t ( p|, t - p" t) + ( p", t - p" t) ( &",*t - a",, t) ]t , ,

d",,3.ip",j.i,,]!i,.i-d".,p",j",]'Av" A At (2.2-1)
, , , v, j+

+ dI.3 + i P[j + i .[+ i ,. i - d|,,p",j ",* ' A At = 0v" 'A v j
i

The difference continuity equation is
:

' ' '
V [ a", t (p 't. - P". t.)-u" t. ( h".*t - P . L) + (P" t + P L) (".'t ~ U L) )t ,

d".j + i P"s.j + i .lI i j . i - d",,,p",,j ",,* ' A Atv" A v+
s j

'A (2.2-2)
d[j + i P[j + i .[+ i ). i - d",,p",;v"* ' A; Atv-

V At H",, e t[ " * ' - i".*t + H ",, e t[" * ' i",*t + 2V AtQt
' '

t=-
t* - h,*

The noncondensable continuity equation is

I- I

V[p,,tX . t. ( a,, t. - a,, t) + a,, t,X,, e ( P s. t. - P s. t) + a,, t.p,, t( X,n + 1n. t - X,n,.t)]n n -n+1 n n n -n+1 n n n

o n

+(G.j+iPs.j+iNnn. j + i v . j + iA . , - a. n,, ,0,, 3Xnn,3 v,, j.n .n n+i .o n+i

A)At=0j
s e j

The vapor thermal energy equation is

V [ ( p", t,U",, o + P"o) ( 6,,*t - a,, t) + a", t,U,, t. ( p", t - p", c) + a", op". t.( 0,.*t - u", oj"' " " *' "'

e

$,.j + i s.j + i + P"o v",,]!A,.i-d",,,p",30",.j + P"o v",, ' A ] At
*

+bd.J+i O j
s

Tnf *Sn nf *

p '
= - .'. 4H[s.t.II"''-I.'t - .'. Hf,, o i[ " * ' - t" { (2.24)

s
h ,- h,,t,( h, - h s t. P tr o

- H ",, t, i",.*t. i[[ + I { E)h),"o + ( { E)h'[[F",e + Q",,,t, + DISS",t, } V At'
, t

,

\ t >

The liquid thermal energy equation is

O
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V .b- ( P ,t,U",t, + P") (d|,*t - a", t) + a", tU",t (p|,t - p",t) + a|,op", t(O|,*t - U,",t.f' *' '
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1

_ 3 FLOW-REGIME MAPS

The constitutive relations include models for defining flow-regimes and flow-regime-related modelsv
for interphase drag and shear, the coefficient of virtual mass, wall friction, wall heat transfer, and
interphase heat and mass transfer. Heat transfer regimes are defined and used for wall heat transfer. For the
virtual mass, a formula based on the void fraction is used.

In RELAP5/ MOD 2, all constitutive relations were evaluated using volume-centered conditions;
junction parameters, such as interfacial friction coefficients, were obtained as volume-weighted averages
of the volume-centered values in the volumes on either side of a junction. The procedure for obtaining
junction parameters as averages of volume parameters was adequate when the volumes on either side of a
junction were in the same flow-regime and the volume parameters were obtained using the same flow-
regime map (i.e., both volumes were horizontal volumes or both volumes were vertical volumes).
Problems were encountered when connecting horizontal volumes to vertical volumes.

These problems have been eliminated in RELAP5/ MOD 3 by computing the junction interfacial
friction coefficient using junction propenies so that the interfacial friction coefficient would be consistent
with the state of the fluid being transported through the junction. The approach has been used successfully

in the TRAC-B code.3AI.3.42 As a result, it was necessary to define both volume and junction flow-
regime maps. The flow-regime maps for the volumes and junctions are somewhat different as a result of
the finite-difference scheme and staggered mesh used in the numerical scheme.

Four flow-regime maps in both volumes and junctions for two-phase flow are used in the RELAP5/
MOD 3 code: (a) a horizontal map, (b) a vertical map, (c) a high mixing map for flow through pumps, and

) (d) an ECC mixer map. The volume flow-regime calculations for interfacial heat and mass transfer and

/ wall drag are found in subroutine PHANTV. The junction flow-regime calculation for interphase drag /
shear and coefficient of virtual mass are found in subroutine PHANTJ. Wall heat transfer depends on the
volume flow-regime maps in a less direct way. Generally, void fraction and mass flux are used to
incorporate the effects of the flow-regime. Because the wall heat transfer is calculated before the
hydrodynamics, the flow information is taken from the previous time step.

3.0.1 References

3.0-1. W. Weaver et al., TRAC-BF1 Afanual: Extensions to TRAC-BDUhf0DI, NUREGICR-4391,

EGG-2417, August 1986.

3.0-2. S. Rouhani et al., TRAC-BF1 Afodels and Correlations, NUREG/CR-4391, EGG-2MO, August

1992.

3.1 Horizontal Volume Flow-Regime Map

3.1.1 Map as Coded

The horizontal flow-regime map is for volumes whose elevation angle & is such that 0 s l$1 s 45

degrees.

p A schematic of the horizontal volume flow-regime map as coded in RELAP5/ MOD 3 is illustrated in

( Figure 3.1 1. The map consists of bubbly, slug, annular mist, dispersed (droplets or mist), and horizontally

3-1 NUREG/CR-5.535-V4
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stratified regimes. Transition regions used in the code are indicated. Such transitions are included in the
map primarily to preclude discontinuities when going from one correlation to another in drag and heat and
mass transfer. Details of the interpolating functions employed between correlations are given in those
sections that describe the various correlations. Figure 3.1-2 illustrates the geometry for horizontal

stratification.

UAMUBS UDE USA

Ar ""l MistN Bubbly Slug SLG/ rr i t
(MPR)(BBY) (SLG) ANM (gy)

/// >

||| || | | | |
c t }j

I Horizontally stratified (HST)|v . Vfs

> Increasing void fraction ag

Figure 3.1 1 Schematic of horizontal flow-regime map with hatchings, indicating transition regions.

D

,,

Figure 3.12 Schematic of horizontally stratified flow in a pipe.

Values for the parameters governing the flow-regime transitions are shown in Figure 3.1-3 and listed
below. G is the average mixture mass flux given bym

Gm = a p f v l + "#fIV l (3.1 - 1)
ggg f

2
ass = 0.25 Gm s 2000 kg/m -s

2
= 0.25 + 0.00025(G -2000) 2000 < G < 3000 kg/m -s

Om m
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!

l

0.5--

ass 0.25

i,

0.0 ! ! G (kg/m:s)m

2000 3000

I

}

Figure 3.13 Horizontal bubbly-to-slug void fraction transition in RELAP5/ MOD 3.

2
= 0.5 G 2 3000 kg/m ,3'

m

|

aDE = 0.75

aSA = 0.8
'

.

aAh! = 0.9999
i
!

and,

,

I ~ (pr- P,) ga,A- l'2

( ~}''*}*

v ,, = 2
_ p,Dsine ,

y

where D is the pipe diameter or equivalent diameter (hydraulic diameter) and A is the cross-sectional area
,

of the pipe, A = nD /4. Theta is the angle between the vertical and the stratified liquid level, as shown in2

Figure 3.12.
.

3.1.2 Map Basis and Assessment
.

The geometrical configuration of a two-phase flow-regime is characterized by a combination of void i

fraction and interfacial area concentration and arrangement.31 1 Traditionally, however, flow-regime maps ,

have been constmeted using superficial velocities,3l'35l'3 which, strictly speaking, do not uniquely-

derme the flow-regime. Ishii and Mishima I'l contend that while superficial velocities may provide for3

suitable flow-regime mapping for steady, developed flow, the same is not tme for transient or developing.

conditions such as arise frequently for nuclear reactor thermal-hydraulics. They recommend a direct ;
.

geometric parameter, such as void fraction, for flow-regime determination for unsteady and entrance flows;

[' where a two-fluid model(such as is used in RELAP5/ MOD 3) is more appropriate than a more traditional i'

k

3-3 NUREG/CR-5535-V4

- - . ..



<

RELAP5/ MOD 3.2

mixture model. RELAP5/ MOD 3 uses the void fraction, a , to characterize the two-phase flow-regimes.g

Taitel and Dukler I-8 have devised a horizontal map from analytical considerations, albeit sometimes3

involving uncorroborated assumptions, that uses at least the void fraction for all regime transitions.
Furthermore, in a later paper, they use the same flow-transition criteria to characterize transient two-phase

horizontal flow.3 l~5 Therefore, while void fraction does not uniquely determine the flow-regime
geometry, it appears to be a reasonable parameter for mapping the flow-regimes expected in RELAP5/
MOD 3 applications and is consistent with the current state of the technology.

3.1.2.1 Transition from Bubbly Flow to Slug Flow. For high velocity flows (lv - vf > vout), theg

RELAP5/ MOD 3 horizontal flow map is an adaptation of the vertical map used in the code, which in turn is

based on the work of Taitel, Bornea, and Dukler 14 (TBD). The bubbly-to-slug transition void fraction3

used in the code varies frem 0.25 to 0.5 depending on the mass flux (see Figure 3.1-3). The lower limit of

0.2.5 is based on a postulate of TBD that coalescence increases sharply when bubble spacing decreases to
about half the bubble radius corresponding to about 25% void. TBD then cite three references as

supporting this approximate level. The first citation, Griffith and Wallis,3l# however, actually cites an
unpublished source (Reference 6 in Reference 3.17), indicating that for a < 0.18 no tendency for slugs tog

develop was apparent. Griffith and Wallis were measuring the Taylor bubble rise velocity (air slugs) in a
vertical pipe and admitted uncertainty about where the bubbly-slug transition should be. (Only two of their
own data points fell into the region labeled bubbly flow on their flow-regime map.) TBD also cite Griffith

and Snyder,31-8 suggesting that the bubbly-to-slug transition takes place between 0.25 and 0.30. Actually,
Griffith and Snyder were studying slug flow using a novel technique. They formed a plastic " bubble" to
simulate a Taylor bubble under which they injected air. Their setup allowed the bubble to remain stationary
while the flow moved past it. While void fractions as low as 0.08 and no higher than 0.35 were obtained for

" slug flow," it seems inappropriate to use such information to set the bubbly-to-slug transition. The third
reference cited by TBD uses a semi-theoretical analysis involving bubble-collision frequency, which

appears to indicate a transition in the range a = 0.2 to 0.3.314 A discussion by Hewitt,3110 however,s

points out some uncertainties and qualifications to the approach of Reference 3.19. Thus, the designation
of a = 0.25 as the lower limit for a transition void fraction from bubbly to slug flow is somewhat arbitrary,

s

although it does fall within the range suggested by the cited references.

TBD further argue that the void fraction for bubbly flow could be at most 0.52 where adjacent
bubbles in a cubic lattice would just touch. They then postulate that 0.52 represents the maximum
attainable void fraction for bubbly flow, assuming the presence of vigorous turbulent diffusion. RELAP5/
MOD 3 uses a void fraction of 0.5 as an approximate representation of this condition for high mass flux.

The interpolation in RELAP5 between a = 0.25 and 0.5 for the bubbly-to-slug transition is ans

attempt to account for an increase in maximum bubbly void fraction due to turbulence. The decision to
2

base the transition on an average mixture mass flux increasing from 2,000 to 3,000 kg/m -s (Section 3.1.1)
3 2

is from work by Choe, Weinberg, and Weisman 1 Il who show that at 2700 kg/m -s, there is a transition
between bubbly and slug flow. If, however, one plots the average mass fluxes on Figure 2 from TBD, the
RELAP5 transition for this special case (air-water at 25 C,0.1 MPa in a vertical 5.0 cm diameter tube)

appears reasonable. Figure 2 from TBD is shown as Figure 3.14. Nevertheless, while the transition
criterion based on G looks reasonable for the conditions of Figure 3.1-4, it is inappropriate to assume that
it works well for all flow conditions found in reactor applications. A potentially better criterion for the
variation of the bubbly-to-slug transition a would be based on dimensionless parameters. In Figure 3.1-4,g

NUREG/CR-5535-V4 3-4
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the notatien from TBD is used, i.e., Uu; is liquid superficial velocity (jf) and Uas is gas superficial

velocity (js)-

' '
Finely' dispersed bubble

10 -

G =,3000 a = 0.2s

-3.... m ..

_ ._____

1.0
. G =2

~

m a = 0.52s

3 Bubbly Annularg,

0.1 - -

Slug / churn'

j 0.01 -
-

) 0.0 i ' ' '

O.0 0.1 1.0 10 100'

,

U s(m/sec)p G

(
Figure 3.1-4 Flow-pattem map for air / water at 25 C,0.1 MPa, in a vertical 5.0-c.u dilmeter tube showing ,

2G = 2,000,3,000 kg/m 3,
m

J

3.1.2.2 Transition from Slug Flow to Annular-Mist Flow. The coded transition from slug to+

annular mist flow takes place between void fractions of 0.75 and 0.80. This is based on a model by
,

Barnea,3.1 12 which implies that annular flow can occur for u > 0.76. Barnea indicates that for coeurrentg

upflow, the transition criteria give reasonable agreement with atmospheric air-water data for a 2.5 and 5.1;

cm diameter tube, and Freon-ll3 data for a 2.5 cm diameter tube. j
'

3.1.2.3 Transition from Annular-Mist Flow to Dispersed Flow. The void fraction upon
which this transition is coded to take place simply corresponds to a very high vapor fraction, a = 0.9999.s

This vapor fraction was chosen to allow a smooth transition to single-phase vapor flow.

3.1.2.4 Transition to Horizontal Stratification. The transition criterion from horizontally-
stratified to non-stratified flow, Equation (3.1-2), is derived directly from Equations (23-24) of Taitel and

i Dukter Id (TD), which are a statement of the Kelvin-Helmholtz instability. IfIv - vd is greater than v3
g em,

the flow is not stratified; if it is less, then a region of transition takes place (Figure 3.1 1) before the flow is

considered to be completely stratified. The criterion holds that infinitesimal waves on the liquid surface,

will grow in amplitude if Iv - vd 2 v it, transitioning from stratified flow as the waves bridge the gap tos er

( the top of the pipe TD used Iv | rather than Iv - v/, but the code was modified to use tyg - v/ based ong s

3-5 NUREG/CR-5535-V4
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TI'TF experiment comparisons by Kukita et al.3 l'13 (see Section 3.1.3). In addition, to disallow high flow
2cases, G must be less than 3000 kg/m s.

It is clear that the horizontal stratification criterion of TD requires some comparison with experiment |

to assess its validity. TD compare their transition criteria with the published map of Mandhane et al.3.12 |

The comparison is quite favorable for the conditions of air-water at 25 C and I atm in a 2.5-cm-diameter
1

pipe. Choe et al.3 I"Il show that the TD criterion works fairly well between intermittent and separated flow
for liquids of low or moderate viscosity.

In summary, there is evidence that the TD horizontal stratification criterion works for low- and
moderate-viscosity liquids, including water, at least in small-diameter pipes (up to 5 cm).

3.1.3 Effects of Scale

Experimental evidence reported by Kukita et al.3 I'13 obtained at the JAERI, TPTF separate-effects
facility for horizontal flow of steam and water in an 18-cm-diameter pipe at high pressure (3-9 MPa)
indicates that horizontally-stratified flow exists for conditions for which RELAP5/ MOD 2 predicted
unseparated flows. This failure of the stratification criterion [ Equation (3.1-2)] was attributed by
Reference 3.1-13 largely to the fact that the code used the absolute vapor velocity rather than relative
velocity (v - V ) to test for a stratification condition. Upon substituting relative velocity for vapor velocity,

s I
which is what is used in RELAP5/ MOD 3, it is shown that predictions for void fraction are significantly

improved.3 l'I3

3.1.4 References

3.1-1. M. Ishii and K. Mishima, Study of Two-Fluid Model and Interfacial Area, NUREGICR-1873,
ANL-80-111, December 1980.

3.1-2. J. M. Mandhane, G. A. Gregory and K. Aziz, "A Flow Pattem Map for Gas-Liquid Flow in
Horizontal Pipes," International Journal ofMultiphase Flow, 1, 1974,99 537-553.

3.1-3. J. Weisman, D. Duncan, J. Gibson and T. Crawford, " Effects of Fluid Properties and Pipe
Diameter on Two-Phase Flow Patterns in Horizontal Lines," International Journal ofMultiphase

Flow, 5,1979, pp. 437-462.

3.1-4. Y. Taitel and A. E. Dukler, "A Model for Predicting Flow-Regime Transitions in Horizontal and

Near Horizontal Gas-Liquid Flow," AIChE Journal, 22,1,1976, pp. 47-55.

3. -5. Y. Taitel, N. Lee, and A. E. Dukler, " Transient Gas-Liquid Flow in Honzontal Pipes: Modeling
Flow Pattem Transitions," AIChEJournal,24,5,1978, pp. 920-934.

3.1-6. Y. Taitel, D. Bornea and A. E. Dukler, "Modeling Flow Pattern Transitions for Steady Upward

Gas-Liquid Flow in Vertical Tubes," AIChE Journal, 26, 3,1980, pp. 345-354.

3.1 -7. P. Griffith and G. B. Wallis, "Two-Phase Slug Flow," Journal of Heat Transfer, 83,1961,pp.

307-318.
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3.1-8. P. Griffith and G. A. Snyder. The Bubbly-Slug Transition in a High Velocity Two-Phase Flow,
MIT Report 5003.1-29, TID-20947, July 1964.

3.1-9. N. A. Radovcich and R. Moissis, The Transition from Two-Phase Bubble Flow to Slug Flow,

MIT Report 7-7673.1-22, June 1962.

3.1-10. G. F. Hewitt,"Two-Phase Flow Patterns and Ti eir Relationship to Two-Phase Heat Transfer,"
j

Two-Phase Flows and Heat Transfer; 1, S. Kakac and E Mayinger (eds.), Washington:
Hemisphere Publishing Corp.,1977, pp.11-35.

1

i 3.1-11. W. G. Choe, L. Weinberg and J. Weisman, " Observation and Correlation of Flow Pattern
Transition in Horizontal, Co-Current Gas-Liquid Flow," Two-Phase Transport and Reactor
Safety, N. Veziroglu and S. Kakac (eds.), Washington: Hemisphere Publishing Corp.,1978.,

3.1-12. D. Barnea," Transition from Annular Flow and from Dispersed Bubble Flow - Unified Models ,

for the Whole Range of Pipe Inclinations," Int. J. Multiphase Flow 12,1986, pp. 733-744. |

3.1-13. Y. Kukita, Y. Anoda, H. Nakamura and K. Tasaka, " Assessment and Improvement of RELAP5/ i

MOD 2 Code's Interphase Drag Models," 24th ASME/AIChE National Heat Transfer
Conference, Pittsburgh, PA, August 9-12,1987.;

3.2 Vertical Volume Flow-Regime Map

O 3.2.1 Map as Codeda

The vertical volume flow-regime map is for upflow, downflow, and countercurrent flow in volumes" :

: whose elevation angle $ is such that 45 < 141 s 90 degrees.

'

| A schematic of the vertical flow-regime map as coded in RELAPS/ MOD 3 is shown in Figure 3.21.
The schematic is three-dimensional to illustrate flow-regime transitions as functions of void fraction a 'g

| average mixture velocity v , and boiling regime [ pre-critical heat flux (CHF), transition, and post dryout],m

where G is given by Equation (3.1-1), andm

1 m=G/m (3.2-1)mPv

(3.2-2); pm = a Ps + "f9fs
i

i

The map consists of bubbly, slug, annular mist, and dispersed (droplet or mist) flows in the pre-CHF
regime; invened annular, inverted slug and dispersed (droplet or mist) flows in post dryout; and vertically
stratified for sufficiently low-mixture velocity v . Transition regions provided in the code are shown.m

Details of the interpolating functions employed for the transition regions are given in the sections dealing
with the actual heat / mass transfer and drag correlations. Values for the parameters governing the flow-
regime transitions are listed below and shown in Figure 3.2 2.

3 %

4
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Figure 3.2-1 Schematic of venical flow-regime map with hatchings indicating transitions.

2for G s 2000 kg/m -s (3.2-3)
*

ass = a33 m

*

(0.5 - a3s) (G - 2000) for 2000 < G < 3000 kg/m -s (3.2-4)2
abs = G s + m ma ig

2
ass = 0.5 for G 2 3000 kg/m -s (3.2-5)m

3s = max (0.25 min [1,(0.(M5D*)8],10'3) (3.2-6)
*

a

where D* = D [g (pr - p )/o] (3.2-7)g

aco = abs + 0.2 (3.2-8)

SA = max { a%, min [a[,,,, a|,,,, uE] } (3.2-9)U

O
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Figure 3.2 2 Vertical flow-regime transition parameters in RELAP5/ MOD 3.

1 gD (p,- p,)- '':
ra,,,,=--- for upflow (3.2-10)

5
- P -

a',,,, = 0.75 for downflow and countercurrent flow (3 2-11)

3.2 go (pr - P,)~ '"

n,,,, = - (3.2-12)e
,

'' '

- Ps -

(~N a " = 0.5 (3.2-13)
( )Ass
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(3.2-14)"

Oa[3 = 0.9

(3.2-15)
GDE = max (ABS USA - 0.05)

(3.2-16)agg = 0.9999

(3.2-17)v.n, = 0.35 [gD (pr - ps)/Pf]U

The terms a|,,, and a|,n will be discussed in Section 3.2.2.2.

Two further conditions must be satisfied for the flow to be considered vertically stratified. In the case
of control volumes having only one inlet and one outlet, the void fraction of the volume above must be
greater than 0.7. In addition, the void fraction difference between the volume above and the control
volume or between the control volume and the volume below, must be greater than 0.2. If there are
multiple junctions above and below the volume in question, the upper volume having the smallest o isg

compared to the lower volume having the largest a . Only connecting volumes that are vertically orientedg

are considered.The term v n,is the Taylor bubble rise velocity and will be discussed in Section 3.2.2.1 and

Section 3.2.2.5.

3.2.2 Map Basis and Assessment

The vertical flow-regime map is mapped according to void fraction for non-stratified, wetted-wall

regimes. This conforms to the recommendation of Ishii and Mishima,311 as discussed for the horizontal
map in Section 3.1.2. The dry-wall flow-regimes (panicularly inverted annular and inverted slug) are

to account for post-dryout heat transfer regimes where a wetted wall is physically unrealistic.3#1included
Heat and mass transfer and drag relations for the transition boiling region between pre-CHF and dryout are
found by interpolating the correlations on either side (Figure 3.21). This means that for certain void
fractions in the transition boiling region, two and sometimes three adjacent correlations are combined to
obtain the necessary relations for heat / mass transfer and drag. The exact nature of these transition relations
are found in the appropriate sections describing the correlations in question. The further configuration of
vertical stratification includes a transition region, Section 3.2.1, wherein up to four correlations are
combined to obtain the required constitutive relations.

3.2.2.1 Bubbly-to-SIug Trans/t/on. The transition from bubbly flow to slug flow is based on

Taitel, Bornea, and Dukler 14 (TBD). The transition is the same as in the honzontal volume flow map,3

Section 3.1.2.1, except for the additional provision of the effect of small tube diameter.

When the rise velocity of bubbles in the bubbly regime, given by TBD as

-g (p,- p,) o- la

a = 1.53 (3.2-18)v
2

Pr .

O
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exceeds the Taylor bubble rise velocity, Equation (3.2-17), it is assumed that bubbly flow cannot exist,
since the bubbles will approach the trailing edges of Taylor bubbles and coalesce. As shown in Equation

'

(3.2-17), the rise velocity of Taylor bubbles is limited by the pipe diameter stich that for sufficiently small
D, v.n> < Vsb, thereby precluding bubbly flow. Equating vTb and v b yields the critical pipe diameter,s

Dent = 19.11 [o/g (pf - p )]u2 (3.2-19)g

)

I

below which bubbly flow is theorized not to exist. In RELAP5, the coefficient in Equation (3.2-19) has ;

been modified to 1/0.045 = 22.22, precluding bubbly flow for a pipe diameter up to 16% greater than given |
by Equation (3.2-19). This criterion is observed down to a void fraction of 0.001 (Figure 3.2-2b). The
designation of ass. min = 0.001 as the minimum void fraction at which slug flow may exist and the

modification to use 22.22 were incorporated to obtain better agreement with data.3.2 2

3.2.2.2 Slug-to-Annular Mist Transition. The RELAP5/ MOD 3 vertical flow-regime map
combines slug and churn flow-regimes into a single regime called slug flow. Also, the annular-flow-regime
and the annular-mist regime are combined into a single regime called annular mist flow. (An exception to
this occurs for the annulus component in which strictly annular flow exists with no droplets.) The
transition from slug flow to annular-mist flow is derived from the churn to annular-flow transition of

TBD 14 and Mishima-Ishii .2-33 3

The analyses performed by Taitel et al.314 and Mishima and Ishi .24 indicate that the annular flow
3

O
transition is principally govemed by criteria of the form

a*v' 2 j ,, ,,,, (3.2-20)
.

ja=
[ gD (p,- p,) /p,] i,2

a*v* (3.2-21)
Ku,= I gG (Pr- Ps) / gl ,,, 2

Ku,,,,,,
P

with the first criterion (flow reversal) controlling the transition in small tubes and the second criterion
(droplet entrainment) applying in large tubes. Unfortunately, the data comparisons reponed by the authors

are not sufficient to make a judgment as to the most appropriate values of j[,,,, and Ku . crit. However,g

McQuillan and Whalley .2-5.3.2-6 have compared these transition criteria against experimental flow-pattern3

data covering pipe diameters from 1 to 10.5 cm and a wide range of fluid conditions. They considered the
above criteria using

j[. ,,,, = 1 (3.2-22)

Ku ,cnt = 3.2 (3.2-23)
g

r
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and obtained good predictions of the annular flow boundary in each case, with the first criterion producing

slightly more accurate predictions. On reexamining the flow-pattem data, however, Putney .24
3 found that

better agreement can be obtained if annular flow is deemed to occur when either criteria is satisfied. It was

also apparent that other values of j[,,,,, and Ku .cnt w uld not lead to transition criteria having better f
s

agreement with the data. The effect of applying both criteria together causes the transition to be controlled f

by the first criterion in tubes with diameters less than

D,'n, = 10.24(8 (Pr- Ps)
" (3.2-24)

and by the second criteria in larger tubes. This is consistent with the theoretical analysis of Mishima and
Ishii and also results in a transition boundary which is continuous in diameter. For steam-water conditions

in the range 1 to 100 bars, D . lim in Equation (3.2-24) varies from 2.6 to 1.4 cm.h

The above criteria would therefore appear to be the most acceptable for predicting the annular flow
transition in tubes. Although the experimental flow pattern data used in their assessment only covered
tubes with diameters up to 10.5 cm, their theoretical basis makes it reasonable to apply them to pipes with
larger diameters. In addition, there seems to be no reason why they should not provide an adequate
approximation of the annular flow transition in rod bundles. However, there is no direct proof of this.

The two criterion can be expressed as

1 gD (p,- p,)- v2
(3.2-25)r for upflow

a,, n = v,
_ p, ,

n',,n = 0.75 for downflow and countercurrent flow (3.2-26)

3.2 ~80 (Pr - P,)" '"
(3.2-27).

a ,n = 7t :
s. P, .

The term a[,n for upflow is from Equations (3.2-20) and (3.2-22), and the term a|,n is from

Equatiions (3.2-21) and (3.2-23). These criteria have a reasonable physical basis and, in the case of
coeurrent upflow, are well supported by a large body of experimental data. Insufficient data are available
to perform comparisons for down and countercunent flows. As discussed earlier in this section, the

minimum of a[,n and a'c,n is used based on Putney's analysis.

In formulating the criteria, an attempt was made to maintain as much consistency as possible

between the various flow situations. The difference in c',,,, between upflow and down and countercurrent

flows is unavoidable because the film instability / flow reversal mechanism that can cause a breakdown of
annular flow in upflow is not appropriate when the liquid flows downwards. The absence of this
mechanism leads to more relaxed criteria, and this reflects the preponderance of annular flow in such

NUREG/CR-5535-V4 3-12
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situations. The two values of a[,n are smoothed using the same weighting function, w), based on the^

mixture superficial velocity that is used for the junction flow-regime map (see Section 3.5).

A possible weakness in the above criteria is that, at low vapor velocities, transition to annular flow
may not occur until an unphysically high void fraction is attained, or not at all. Likewise, at high vapor
velocities, the transition cou!d occur at an unphysically low void fraction. To guard against these
situations, the additional requirement is added that the annular flow transition can only occur in the void
fraction range

a[0 5 a,5 a|s** (3.2-28)

where u!0 is the minimum void fraction at which annular flow can exist, and a[" is the maximum void

fraction at which bubbly-slug flow can exi:t. The final transition criterion used in the code is then

max { a![, min [a[,n, a|,n, a[s'] } (3.2-29)a = .

33

The code uses a![ = 0.5 and a[j' = 0.9.

The size of the transition region between slug and annular mist regimes (da = 0.05) is based on

D)
g

engineering judgment.

3.2.2.3 Transition from Annular Mist Flow to Dispersed Flow. The void fraction (agu)

upon which this transition is coded to take place corresponds to a very high vapor fraction, a = 0.9999.s

This vapor fraction was choscn to allow a smooth transition to single-phase vapor flow. In Figure 3.21,
MPR stands for pre-CHF mist flow.

3.2.2.4 Post-Dryout Flow-Regimes (Inverted Annular, Inverted Slug, Dispersed
Droplet). When surface temperatures and wall-heat fluxes in confined boiling heat-transfer situations are
too high to allow surface wetting, inverted flow-regimes occur. Inverted regimes are characterized by some

form of liquid core surrounded by an annular vapor blanket.3.21

A series of studies have begun an investigation into the nature and the controlling parameters of

inverted flow-regimes including that of De Jarlais and Ishii .21 (DI). They report that upon reaching CHF,3

bubbly flow transitions to inverted annular, slug / plug flow becomes inverted slug, and annular / annular-
mist flow loses its annular liquid film and becomes dispersed droplet flow (Figure 3.2 3).

De Jarlais and Ishi .2-1 recommend that initially-invened annular / initially-invened slug and3

initially-invened slug / initially-dispersed droplet transitions be bared on the same criteria as their pre-CHF
counterparts (bubbly-slug and slug-annular, respectively). The correspondence between pre- and post-
CHF transitions is observed, as shown in Figure 3.2-1. In Figure 3.2-1, MPO stands for post-CHF mistp

g flow.

3-13 NUREG/CR-5535-V4
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Figure 3.2 3 Flow-regimes before and after the critical heat flux (CHF) transition.

A further transition region between pre-CHF and dryout where the surface is neither fully wet nor
fully dry (analogous to transitional pool boiling) is present in the venical flow-regime map. While boiling
under flowing conditions is not the same as pool boiling, such a transitional regime seems appropriate.

3.2.2.5 Vertically-Stratified Flow. The vertically-stratified flow-regime is designed to apply to
situations where the flow in a vertical conduit is so slow that an identifiable gas / liquid interface is present.

-

The vertical stratification model is not intended to be a mixture-level model. The restriction that the
average mixture velocity v be less than the Taylor-bubble rise velocity represents the first requirement,m

since any large bubbles would have risen to the gas / liquid interface maintaining the stratified situation.

This is given as follows:

%'m < YIb

or

G,P |v | + a,pdvd < 0.35 gD (pr- p,)-
v2

(3.2-30)g

P. Pr .

The second requirement consists of several criteria involving the axial void profile in three
contiguous cells. Using Figure 3.2-4, the criteria are

a .t. > 0.7g

and

O
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Figure 3.2-4 Three venical volumes with the middle volume being vertically stratified.

a .L - "s K > 0.2 or a ,g - a ,i > 0.2 (3.2-31)
s g g

These two criteria are the default level-detection logic for a normal profile from TRAC-B.3A1.3.&2

A third criteria is

a ,t - a ,i > 0.2 . (3.2-32)
g g

In addition, the following two criteria, which were also present in RELAP5/ MOD 2, are used:

tx,is af,gg a ,t (3.2-33)
g g

and

10-5 < a ,g < 0.99999 (3.2-34)
g

The first critenon helps ensure that only one volume at a time in a stack of vertical volumes is
vertically stratified. If the top volume (L) is dead end, a value of a ,t = 1.0 is used in the above logic. If theg

top volume (L) is horizontal, the void fraction a ,t of this volume is used. The second criterion effectivelyg

precludes an essentially single-phase flow from inappropriately being labeled stratified.

3.2.3 Effects of Scale

It has been postulated that a maximum diameter exists for vertical flow of individual dispersed phase
drops / bubbles in a continuous phase, precluding the existence of slug flow as it is usually defined.
Kocamustafaogullari, Chen, and Ishii .2-8 have derived a unified theory for the prediction of maximum3
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fluid particle size for drops and bubbles. They developed a simple model based on the hypothesis that fluid
- |

,

panicle breakup will occur if the rate of growth of a disturbance at the dispersed phaselcontinuous phase
interface is faster than the rate at which it propagates around the interface. They show that the same theory

is applicable to liquid in liquid, droplets in gas, and bubbles in liquid, and show a broad range of
experimental data compared to their theoretical predictions with reasonably good results. This theory
suggests that there will exist ranges where bubbles cannot coalesce to form slugs that are as large es the
pipe diameter, thus preventing transition from bubbly to slug flow.

Some experimental evidence for large pipes also appears to support the above theory. Air-water now
experitrents conducted by Science Applications Incorporated (S AI) indicated that slug flow was unable to
form in a 30.5-cm vertical pipe; rather, a transition from bubbly to bubbly / churn-type flow with strong

local recirculation patterns took place.3M The criteria used in the code is 0.08 m, i.e., for diameters
greater than 0.08 m, slug flow does not exist. This is discussed in Section 6.
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85-31, April 1985.
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3.3 High Mixing Volume Flow-Regime Map
I(V 3.3.1 Map as Coded

The high mixing flow-regime map is included in RELAP5/ MOD 3 to account for flow through
'

pumps. Figure 3.3-1 illustrates the map, which consists of bubbly and dispersed flow with a transition
between them. The transition consists of weighted combinations of bubbly and dispersed correlations,
which are described in detail in the sections above. The map is based purely on void fraction, with bubbly
flow occurring below or equal to 0.5 and dispersed flow above or equal to 0.95.

Bubbly Transition fzu
0.5 0.95

Increasing a *s

Figure 3.3-1 Schematic of high mixing flow-regime map.

3.3.2 Map Basis and Assessment
)<>

The upper limit for bubbly flow of a = 0.5 is based on Taitel, Bornea, and Dukler's 14 postulate
3

s
' discussed in Section 3.1.2.1. In the absence of definitive data, this is a reasonable postulate, since vigorcus

mixing takes place in the pumps. The transition to dispersed flow is consistent with Wallis,33-1 who
: presents data indicating that only dispersed flow exists above u = 0.96. (See Section 3.2.2.2 for furtherg

discussion.) The use of a transitional region between bubbly and dispersed flow rather than including a
slug-flow-regime is appropriate, since the highly mixed nature of flow in the pump would disallow large

: gas bubbles from forming.

3.3.3 Reference

3.3-1. G. B. Wallis, One-Dimensional Two-Phase Flow, New York, McGraw-Hill Book Company,
1969.

3.4 ECC Mixer Volume Flow-Regime Map

Prior to the introduction of the ECC mixer (ECCMIX) component, RELAP5 included three flow-

regime maps, as described in the RELAP5/ MOD 2 manual *1 and in the RELAP5/ MOD 2 models and3

correlations report.3.&2 However, neither of those would apply specifically to the condensation process. A

flow-regime map for condensation inside horizontal tubes is reported by Tandon et al.,3 *3 and it was
considered a more suitable basis for interfacial heat-transfer calculation in condensation. According to

,

Reference 3.4-3, the two-phase flow patterns during condensation inside a horizontal pipe may be
identified in terms of the local volumetric ratios of liquid and vapor, (1 - a)/a, and the nondimensional
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. Here, X = Gow quality = (a p V I/("gPg s + "f9f f) and G =vapor velocity, v[ = X G/[gDp fPf- Pg)] V Vf gggg

mass flux = a Pg g + "f9f f. Thus XgG = a p V . The term D is the diameter of the channel. The nowV Vg ggs

pattern transition boundaries are presented in terms of the volumetric ratio on the abscissa and v[ oa the

ordinate. The condensation flow-regime map of Tandon et al., Reference 3.4-3, does not include any zone
for bubbly flow; the t xistence of a bubbly flow-regime at very low void fractions cannot be logically
excluded, particularly in a highly turbulent liquid now. For this reason, a region of bubbly flow was

s ; 0.2). Furthermore, to protect against failure of theincluded for void fractions less than 20% (a s

numerical solution, it is necessary to specify some reasonable flow patterns for every combination of the

volumetric ratios and v[, and to include transition zones around some of the boundaries between different

flow patterns. The transition zones are needed for interpolation between the calculated values of the
correlations for the interfacial heat transfer and friction that apply for the different flow patterns. These
interpolations prevent discontinuities that would exist otherwise and could make the numerical solutions
very difficult. With these considerations, the Cow-regime map of Reference 3.4 3 was modified, as shown
in Figure 3.41. The modified condensation flow-regime map comprises eleven different zones that
include six basic patterns and five interpolation zones. Table 3.4-1 shows a list of the basic flow patterns
and the interpolation zones for the ECCMIX component, with their acronyms and flow-regime numbers,
that are printed out in the RELAP5/ MOD 3 output.

Table 3.41 List of flow-regimes in the ECCMIX component.

Flow-
regime Flow-regime Acronym Remarks

anumber

14a Wavy htWY Basic pattern

15 Wavy / annular-mist MWA Transition between wavy and
annular-mist flows

16 Annular-mist MAM Basic pattern

17 Mist MMS Basic pattern

18 Wavy / slug MWS Transition between wavy and
slug flows

19 Wavy / plug / slug MWP Transition between wavy, plug,
and slug

20 Plug MPL Basic pattern

21 Plug / slug MPS Transition between plug and slug

22 Slug MSL Basic pattern

23 Plug / bubbly MPB Trar.sition between plug and
bubbly

24 Bubbly MBB Basic pattern

a. Flow-regime numbers 1 through 13 are used in RELAP5 for flow patterns in other components.

O
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|
Figure 3.4-1 Schematic of ECC mixer volume flow-regime map (modified Tandon et al.3 *3).

!
The variable names that are used in the coding for the coordinates of the condensation flow-regime''

map are

,
voider = (1.0 - cz)/ct (3.4-1)

i.

| stargj = v[ = Xp/[gDp (pr- p )]IU (3.4-2)
g g

4

In the coding, Xp is determined by averaging cx ps s f r junctions 2 and 3, where it is assumedVg

there is no steam in junction 1 (ECC injection junction).
;

i

in terms of these variables, the different zones of the flow-regime map are
,

If voider > 4.0, bubbly flow, MBB

If 3.0 < voider s 4.0 and stargj < 0.01, transition, MPB

if 0.5 < voider s 4.0 and stargi > 0.0125, slug flow, MSL;

' If 0.625 < voider s 4.0, and 0.01 < stargj s 0.0125, transition, MPS

If 0.5 < voider s 3.0, and stargj s 0.01, plug flow, MPL

i
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If 0.5 < voider s 0.625, and 0.01 < stargj s 0.0125, transition, MWP

If 0.5 < voider s 0.625, and 0.0125 < stargj s 1.0, transition, MWS

If voider s 0.5 and stargj s 1.0, wavy flow, MW Y

If voider s 0.5, and 10 < stargj s 1.125, transition, MWA

If voider s 0.5, and 1.125 < stargj < 6.0, annular-mist, MAM

If voider s 0.5, and stargi > 6.0, mist flow, MMS.

In the coding, each one of these regions is identified by a flow pattern identification flag, MFLAG,
whose value varies from I for wavy flow to 11 for bubbly flow.

t
In additien tc the transition zones that are shown in Figure 3.41 and listed in Table 3.4-1, there are

two other tra ,wions, namely,

Transition between wavy and plug flows*

Transition between annular-mist and mist (or droplet) flows.*

Interpolations between the interfacial friction, interfacial heat transfer, and the wall friction rates for
these transitions are performed through the gradual changes ir, the interfacial area in the first case and the
droplet entrainment fraction in the second case. Hence, there was no need for specifying transition zones
for these on the flow-regime map.

3.4.1 References

3.4-1. V. H. Ransom et al., REIAPS/Af0D2 Code Afanual, NUREG/CR-4312, EGG-2396, August

1985.

3.4-2. R. A. Dimenna et al., RELAP5/Af0D2 Afodels and Correlations, NUREG/CR-5194, August

1988.

3.4-3. T. N. Tandon, H. K. Varma, and C. P. Gupta, "A New Flow-Regime Map for Condensation
Inside Horizontal Tubes," Journal of Hear Transfer; 104, November 1982, pp. 763-768.

3.5 Junction Flow-Regime Maps

The junction map is based on both junction and volume quantities. It is used for the interphase drag
and shear, as well as the coefficient of virtual mass. The flow-regime maps used for junctions are the same

as used for the volumes and are based on the work of Taitel and Dukler,31-4'3 8-3 Ishii,3 3-1 and Tandon et

al.34'3

Junction quantities used in the map decisions are junction phasic velocities, donored (based on
phasic velocities) phasic densities, and donored (based on superficial mixture velocity) surface tension.

,
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*

The junction void fraction, a ,3, is calculated from either of the volume void fractions of the

neighboring volumes, a .K Of U .L using a donor direction based on the mixture superficial velocity,jm. Ag g

cubic spline weighting function is used to smooth the void fraction discontinuity across the junction when !

ljm s 0.465 m/s. The purpose of this method is to use a void fraction that is representative of the reall

junction void fraction. This is assumed to have the form

.

c',j = w e a,, g + ( 1 - w ) * a,, t, (3.5-1) |j j

where

1.0 jm > 0.465 m/sw, =

|

w, - x| (3 - 2xi) -0.465 m/s s jms 0.465 m/s

!

0.0 jm < -0.465 m/s (3.5 2) jwj =
j

h

j, + 0.465 ,

= ~

xi 0.93
-

,

i

d .J s.J + d .j t.3 (3.5-4)jm V V=
s r ,

For horizontal stratified flow, the void fraction from the entrainment/pullthrough (or offtake) model !
*

is used. The case of venical stratified flow will be discussed in Section 6.1.3.8. The junction mass flux is

determined from j

,

G, = d,,3p,,3|v,,j + dr,3pr,jjy ,| . (3.5-5)
r.

The methods for calculating a',j and G are the same ones that are used in TRAC-B.3A1.3A-2
:

, j
i.

As with the volumes, fourjunction flow-regime maps are used. They are a horizontal map for flow in '

pipes; a vertical map for flow in pipes / bundles; a high mixing map for flow in pumps; and an ECC mixer ,

map. These will not be discussed in any detail because they are similar to the volumes flow-regime maps. ;

The decision of whether a junction is in the horizontal or vertical junction flow-regime is done differently ,

than for a volume. The junction angle is determined from either of the volume venical-inclination angles,
$g or $t., input by the user using a donor direction based on the mixture superficial velocity, jm. The i

formula used is similar to that used for the junction void fraction; however, it uses the sine of the angle. It ,

is given by j

,

sin $) = wjsin $g + (1 - wj) sin $t . (3.5-6) |
t

I
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l

The vertical flow-regime map is for junctions whose elevation angle Q, is such that 60 s l$,1 s 90 ,

degrees. The horizontal flow-regime map is forjunctions whose elevation angle'$ is such that 0 s IQ,1 s 303

degrees. An interpolation region between venical and horizontal flow-regimes is used for junctions whose
elevation angle $, is such that 30 < 10,1 < 60 degrees. This interpolation region is used to smoothly change
between ve .ical and horizontal flow regimes.

.

i

|

O

|

1

O
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4 CLOSURE RELATIONS FOR THE FLUID ENERGY EQUATIONS

V The one-dimensional nature of the field equations for the two-fluid model found in RELAP5/ MOD 3
precludes direct simulation of effects that depend upon transverse gradients of any physical parameter, i

such as velocity or energy. Consequently, such effects must be accounted for through algebraic terms
added to the conservation equations. These terms should be based on correlations deduced from'

i
experimental data for their representation, or on models developed from sound physical principles. Some
of the conelations used in RELAP5, however, are based on engineering judgment, due partly to the
incompleteness of the science and partly to numerical stability requirements. A significant effort has gone ,

into providing smooth transitions from correlation to correlation as conditions evolve to prevent numerical !

instability.

The assessment of the heat transfer correlations used to provide closure for the energy equations is

complicated by the detailed nature of the correlations themselves. In general, each correlation is designed
to represent energy transfer under a specific set of thermal-hydraulic and thermodynamic conditions, and
each is typical!y measured for a fairly limited range of those conditions. A determination of accuracy may
be available for the developmental range of parameters, but an extension of the accuracy estimate outside
that range is difficult at best, and perhaps impossible mathematically. This situation is especially evident in
Section 4.2, which addresses the wall heat transfer correlations. By treating each correlational model
individually, a critical reviewer might generally conclude that the database over which the model was
developed does not apply directly to reactor geometries or thermal-hydraulic conditions. If left at this
stage, a conclusion of inadequacy could be reached. Yet the correlations have, in general, enjoyed a fairly
widespread utilization and have shown at least a qualitative applicability outside the documented data
range for which they were developed. The use of any given heat transfer conelation, either directly or in a
modified form, then becomes an engineering judgment, and the application to reactor conditions becomes'

g an approximation to the expected reactor behavior. When viewed in this context, the use of integral
assessments, which inherently measure a global response rather than a local response, becomes more
meaningful.;

4.1 Bulk Interfacial Heat Transfer

In RELAP5/ MOD 3, the interfacial heat transfer between the gas and liquid phases in the bulk
actually involves both heat and mass transfer. Temperature-gradient-driven bulk interfacial heat transfer is
computed between each phase and the interface. The temperature of the interface is assigned the saturation
value for the local pressure. Heat transfer correlations for each side of the interface are provided in the

.
code. Since both superheated and subcooled temperatures for each phase are allowed, the heat transfer may

| be either into or away from the interface for each phase. All of the thennal energy transferred to the
interface from either side contributes to vaporization as it is used to compute the mass transfer F to theig

gas phase. Conversely, all of the heat transfer away from the interface contributes to condensation, since it
is used to compute the mass transferred to the liquid phase (-F ). In ther words, the cases of superheatedig

liquid and superheated gas contribute to vaporization, while both subcooled liquid and subcooled gas
contribute to condensation. The net rate of mass transfer is determined by summing the contributions,
positive and negative, from each side of the interface.

The form used in defining the heat transfer correlations for superheated liquid (SHL), subcooled
liquid (SCL), superheated gas (SHG), and subcooled gas (SCG) is that for a volumetnc heat transfer

3coefficient (W/m K). Since heat transfer coefficients are often given in the form of a dimensionless
parameter (usually Nusselt number, Nu), the volumetric heat transfer coefficients are coded as follows:

a
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k (4 I-1)
H,, = { Nu agr = h, a tr

where

3volumetric interfacial heat transfer coefficient for phase p (W/m *K)
H,p =

thermal conductivity for phase p (W/m K)k =
p

characteristic length (m)L =

2 3intedacial area per unit volume (m /m )a =gr

2interfacial heat transfer coefficient for phase p (W/m K)
h,p =

phase p (either f for liquid for g for gas).=p

Individual correlations for heat / mass transfer are fully detailed in Appendix 4A. Expressions for the
cases of SHL, SCL., SHG, and SCG are given for each flow regime recognized by the code. The flow
regimes are those cataloged in Section 3. The following section discusses the relationship between the
coded correlations and the literature, the stabilizing and smoothing features built into the code, and
assessments (when possiblei of the validity of the expressions for operating conditions typical to nuclear
reactors. The methods employed to smooth transitions amongst flow regimes are given in Appendix 4A
and are discussed herein. Furthermore, the techniques used to incorporate effects due to noncondensable

gases are presented and discussed. Reference should be made to the flow-regime maps in Section 3 to help
clarify Appendix 4A and the discussion to follow hereafter.

When one of the phases is superheated, the other phase is allowed to be either superheated or
subcooled. Likewise, if one of the phases is subcooled, the other phase is allowed to be either superheated

or subcooled.

4.1.1 Flow-Regime Correlations

Flow-regime correlations are shared amongst the four flow-regime maps (horizontal, vertical, high
mixing, and ECC mixes) for flow regimes identified by the same names.

4.1.1.1 Bubbly Flow. In bubbly flow, the bubbles are viewed as spheres. If the liquid temperature
is between one degree K subcooled and one degree K superheated, the final liquid coefficient H,f s thei

result of a cubic spline interpolation between the superheated and subcooled result.

4.1.1.1.1 Bubbly Superheated Liquid (SHL, Tg> T*)--

Model as Coded

O
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max [0.0, F (1+AT,r)- ATsr} -l < AT,r < 0
F3 4=

9|max (0.0, F ) AT,r 20
F3 4=

i

5min [10-5, a (1 - X )] (10 )
,

F4 = s n

noncondensable quality ,

X =
n

0.0 if a = 0.0 and AT,r 2 0.H,r = g

Model Basis and Assessment

The Nusselt number upon which the volumetric heat transfer coefficient H r is based for SHL bubblyi

flow is coded to be the maximum value produced by one of two correlations. The first correlation is

derived from an equation determined analytically by Plesset and Zwick,d 3 3 which represents the growth
rate of a bubble radius, e.g.,

(4.1-3)t, = AT,,k IEu t/3]~''2/ (h ,p,)fr r

where

time rate of change of bubble radius (m/s)
i, =

S

liquid phase superheat (K) (= Tr- T )AT,,, =

2thermal diffusivity ofliquid (m f3)nr =

thermal conductivity of liquid (W/m*K)kr =

latent heat of vaporization (J/kg)hr, =

3gas density (kg/m )pg =

specific heat ofliquid (J/kg=K).Cr =
p

According to Collier,4.1-2 the solution to Equation (4.1-3) is

(4.1-4)rd = 2AT kr[3t/(ntzt)]I/2 /(hrg g)p33t

Upon replacing the thermal diffusivity by its definition, substituting Equation (4.1-4) in Equation
(4.1-3), and rearranging, one obtains

NUREG/CR 5535-V4 4-4
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1

i, = 6k p,C r [ AT,,/ (h,,p,) ] 2/ (nr,) (4.1-5) I
7 ~g r p

'

As the bubble grows, there is positive mass transfer F to the gas phase given byig

F,, = p,4xr|t /V (4.1-6)
e

where V is the volume.

F;g can also be given in terms of a heat transfer coefficient as

F,, = h,M,,, Gn/,) / Or, . V) 9.1-D

2where h is the heat transfer coefficient (W/m K). Defining a Nusselt number for heit transfer to the
b

growing bubble,

(4 I-8)Nub = 2rb bh&f

and combining Equations (4.1-5) through (4.1-7), one obtains
,_
/ '

,v
i .,

(41-9)Nu, = pp,C,,AT,,,/ (p,h )re
-

The original bubble growth rate equation of Plesset and Zwick, Equation (4.1-3), and hence Equation

(4.1-9) (which is used for H,f. bubbly) is based on several assumptions. These are

1. The bubble remains spherical throughout its growth

2. Radial acceleration and velocity of the interface are small

3. Translational velocity of the bubble is negligible

4. Compressibility and viscous effects are negligible

5. The vapor within the bubble has a uniform temperature and pressure equal to those of the

interface.

The authors, Plesset and Zwick,41-1 indicate that for a superheat of 10 C for bubble growth in water,

negligible error in their theoretical estimate of bubble growth results from translational bubble velocity
(due to buoyancy) for bubble radii up to 1 mm. They further indicate that the heat transfer coefficient to the

,

; )
bubble will increase for non-negligible bubble velocity. Since the study of Plesset and Zwick is apparently/

'J
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for pool boiling, it seems appropriate to use relative velocity (as RELAP5810D3 does) rather than )
i

absolute bubble velocity.

To account for the increase in Nub due to a significant bubble relative velocity, RELAP5/ MOD 3

employs a second correlation deduced by Lee and Ryley l"3 (but modified in RELAP5/ MOD 3); the
4

original correlation from Reference 4.1-3 is:

Nu, = 2.0 + 0.74 Re"Pr" (4.1-10)

The Prandtl number dependence has been dropped in RELAP5/ MOD 3. At typical operating
conditions (Appendix 4B), the Prandtl number is Pr = 0.98, which represents less than a 1% error for
Equation (4.1-10).

Lee and Ryley derived their correlation, Equation (4.1-10), by observing the evaporation rate of a
water droplet suspended from a glass fiber into a superheated steam flow. The ranges of va:iables for
which the correlation is fitted are (a) droplet Reynolds number 64-250, (b) superheated steam pressure
14.7-29 psia,(c) superheat 5-61 F, and (d) steam velocity 9-39 ft/s. The data, as plotted by Reference 4.1-
3, fall within 20% of the correlation. The form of Equation (4.1-10) is not original with Lee and Ryley;

Frossling 14 and Ranz and Marshall 14 each fitted similar equations to their respective data, obtaining4 4

4
coefficients of 0.552 and 0.6, respectively (as compared to 0.74). Kreith 14 compiles data from several
sources for forced convective heat transfer to spheres ranging from 0.033 to 15 cm in diameter for droplet

Reynolds numbers ranging from 20 to 10 . For the range of Re above that employed by Lee and Ryley
5

(250-10 ) Equation (4.1-10)is in excellent agreement with the data plotted in Reference 4.1-6. All of the5

data plotted by Kreith are for atmospheric or near-atmospheric pressures.

There are several additional limitations of the data upon which Lee and Ryley based their correlating

equation. The most obvious is that they measured droplet evaporation and not bubble growth. Since their
correlation also holds for forced convective heat transfer over a sphere,414 however, it seems that it
should apply to a spherical bubble. Bubbles in bubbly flow, of course, deform significantly, especially as
they get bigger, raising questions as to the overall validity of Equation (4.1-10) for bubbly flow. A funher
significant complication is the presence of turbulence in the flow. This is not the case for the range of Re

5

plotted in Kreith,414 since laminar flow prevails below droplet Reynolds numbers of 10 and since,
presumably, care was taken to minimize free stream turbulence from those flows. Finally, the pressures at
which the aforementioned data were taken are far below typical reactor operating pressures, bringing
additional doubt to the viability of Equation (4.1-10) for typical operating conditions.

Additional smoothing functions have been added to H r for SHL bubbly, as indicated in Appendixi

4A. The additive term 0.4|vt pQt iF is included to represent enhanced nucleation effects at low voidl

fraction. Here, the Stanton number of 0.4 was arrived at during the developmental assessment lU of
4

RELAP5/ MOD 2 for test problems that exhibit an undershoot (i.e., Edwards Pipe, Marviken, GE Level
Swell). Function F serves to diminish Hg for a void fraction between 0.25 and 0.5, although the opposite

2
would seem to be in order since it is assumed o ce Section 3.1.2.1) that bubbly flow can exist above u =g

0.25 only if vigorous turbulent diffusion i pesent. Such diffusion should act to enhance the heat transfer.
Functions F and F relate to effects of wucondensables at low void fraction. It is noted that no minimum3 4

bubble diameter is specified in the code, although a maximum one is (db max = hydraulic diameter).

NUREG/CR-5535.V4 4-6
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Interfacial Area
l
(

Specification of the volumetric heat transfer coefficients H r and H requires an estimate of the' i is

interfacial area per unit volume a . Wallis l'8 gives a detailed description of how the interfacial area per4
gr

unit volume for a spray of droplets can be found. An adapted version of Wallis's discussion is given below,
since RELAP5/ MOD 3 also uses it for bubbly flow.

A distribution for droplet diameter for a spray in the form of a probability density function and based
don a model deduced by Nukiyama and Tanasawa l* is given as

.

p*(d*) = 4d*2,.2d* g3,;gy

where

d'p (d) is the dimensionless probability functionp* =

probability of a drop having diameter between d and d + Sdp =

dimensionless droplet diameter = d/d'd* =

most probable droplet diameter (m)d' =

' A)'V droplet diameter (m).d =

,

The Sauter-mean diameter, dsm, can be computed from p*(d'). A droplet having the Sauter-mean;

diameter has the same area-to-volume ratio as the entire spray (that is, total surface area of the droplets

versus the total volume of the droplets). One can write .184

,

'd'p (d) dd

d,, = h (4.1 12)

2'd p(d)dd
'o

Incorporating Equation (4.1-11) and writing in dimensionless form, one has

'd * 'e-2cdd*

k (4.1-13)
*

d,m =

'd * ' e-2 #dd*
/ .

;

s
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The improper integrals in Equatioa (4.1-13) can be evaluated in terms of the gamma function giving

6 5
5!2 ), (4,;.j 4)

d'"
F(6) /2
F (5) /2' 4!2 26'

The area-to-volume ratio for a droplet having a Sauter-mean diameter is

A * '" = I.- (4.1-15)
im =

F x3 d**dam drop g ,,

can be writtenNow agr

"8' ~ unit volume _
A'"""''''' (4'1-16)

__
A,,,,,,,,,,,

~ V,,,,,/a,

but

A, _ A , , ,,,,,,, ,i

drop drops

from the definition of Sauter-mean diameter. Hence, one can rewrite Equation (4.1 16) as
|

!

6a, 6a(2T 2.4 a,
a,, = = g} = d'

~ )r

where Equation (4.1-14) has been used.

The dimensionless mean droplet diameter d| = d /d' can be found from I'18
d

o

(4.1-18)*

d,= d* p* (d*) dd*
_

The lower limit of the integral in Equation (4.1-18) can be set to zero since a negative diameter is
meaningless. Substituting p*(d*) from Equation (4.1-11) into Equation (4.1-18) and integrating, one
obtains

O
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p d[ = 4F (4) /2' = | . (4.1-19)
-i

V
Combining Equations (4.1-17) and (4.1-19), one obtains

3.6a' . (4.1-20)a ,, =

It remains to specify the mean droplet diameter, d ,in order to find a . This is done by assuming thato gr

d = (1/2) d ,x and using the critical Weber number defined byo n

We ,;, = pc (v - v )2rdmax/o (4.1-21)c g

where pc is the density of the continuous phase.

Before a value for d can be calculated from Equation (4.1-21), the value for critical We formax

droplet break-up must be specified. A similar We it for maximum bubble size in bubbly flow can also becr

specified.4.18

cnt or pre-CHF droplets, post-CHF droplets, and bubblesThe values used in RELAP5/ MOD 3 for We fp)t are 3,12, and 10, respectively. (In the code itself, We it is given in terms of d rather than dmax, withcr o

values given as 1.5,6.0, and 5.0, respectively.) Note that the minimum relative velocity, vfs, used to find

the bubble size is the velocity difference that gives the maximum bubble size (0.005a[) .

Although Equation (4.1-20) for interfacial area has been derived for droplet flow, it is used in
RELAP5/ MOD 3 for bubbly flow as well. !

1

In assessing the determination of the volumetric interfacial area, a , it must be remembered that thegr

final result depends upon the fluid properties and three intermediate results: (a) the particle diameter !

distribution function used to compute the Sauter-mean diameter, (b) the relationship between d and I- sm

dmax, and (c) the values used for Weeni, which determine the maximum particle size. While the particle !

l

diameter distribution is based on Nukiyama and Tanasawa,4 l* the choice of d = dmax/2 is an assumption.o

While there appears to be considerable variation in the parameters used to compute a , the combmation ;gr

gives, for RELAP5/ MOD 3, |
|
1

= 0.72 ,p,(v, - v,) *3.6a, n
, bubblesa,, =

d oo
i

l

l

= 2.4
,p' (v, - v,) '3.6a, n 1

, pre-CHF dropletsa,, =

G
4-9 NUREG/CR-5535-V4
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|

(4.1-22)3.6 % = 0.6"' '
' ' , post-CHF droplets'

, ,
d a

o

where subscript d refers to the dispersed phase.

In arriving at the combination of parameters that produces Equation (4.1-22), RELAP5/ MOD 2
developers set the critical Weber number such that reasonable drag forces (which depend on drag
coefficients and a f) w uld be predicted in order to simulate data from several separate effects tests.4 I-

s
Further discussion regarding these development efforts is given in the section on interfacial drag,7.4.1 11

Section 6.1.

In summary, the determination of volumetric interfacial area a r for RELAP5/ MOD 3 is based partlyg

on published theory / experiment and partly on tuning related parameters to fit RELAP5/ MOD 2 simulations
of separate-effects test data. One of the separate-effects tests used was the Edwards pipe blowdown, and
comparisons of data and calculations for pressure and void fraction for this test are shown in Reference
4.1-7. This calculation uses the bubbly superheated liquid interfacial heat transfer coefficient H r.i

4.1.1.1.2 Bubbly Subcooled Liquid (SCL, Tg < T*)-

Model as Coded

H , = hF hr,p,p,%* (modified Unal and Lahey) (4.1-23)3

i
Pr - P

where

max (pr- p ,10-7)pr - pg = g

F , %ub as for bubbly SHL3

1
0.075 %ub 2 250

F5 K-s
=

I
1.8$C exp(-45%ub) + 0.075 %ub < 0.25= K-s

5 I 6

65.0 - 5.69 x 10-5 (P - 1.0 x 10 ) K - sP s 1.1272 x 10 PaC =

9 I 6
2.5 x 10 /P 438 P > 1.1272 x 10 Pa=

K-s

O'
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pressure (Pa)P =

(
Iv is 0.61 m/s= 1(, $ r

[1.639344 Ivd]E47 Ivgl > 0.61 m/s=

Model Basis and Assessment

Unal .112 gives the heat transfer coefficient for condensation at a bubble interface for subcooled4

nucleate flow boiling as

h,,d
h= (4.1-24)

12
P Pr

where

v s 0.61 m/s= 1$ r

0 47"r vf > 0.61 m/s=
0.61

I

5 i 5 6

65 - 5.69 x 10-5 (P - 10 ) K - s10 s P s 10 PaC =

I 6 60.25 x 1010 p-1.418 10 < p < ; /.' s 10 Pa=
K-s -

and d is the bubble diameter. The term $ is Unal's velocity dependent coefficient, and C is Unal's pressure

dependent coefficient. The volumetric heat transfer coefficient H r is found by multiplying h by thei

volumetric interfacial area, a , Equation (4.1-22). At the same time, Equation (4.1-22) provides angr

expression for the average bubble diameter that can be used for d in Equation (4.1-24).

Hence, one can write

-
H,r = ha,, = '' "" = "8 '8 "' '' ' 8 (4.1-25)= .

I i 1 1 Pr- P2
P: Pr P: Pr

Unal specifies the ranges for which his correlation fits the experimental data: (a) pressure,0.1-17.7
2

.

MPa, (b) heat flux, 0.47-10.64 MW/m , (c) bulk liquid velocity, 0.80 9.15 m/s, (d) subcooling, 3-86 K,

'O (e) maximum bubble diameter, 0.08-1.24 mm, and (e) maximum bubble growth time,0.175-5 ms. The

'N )
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l
'

assumptions made by Unal appear to be quite reasonable and supportable, except that the function C has a

discontinuity (factor of 2) at P = 1 MPa. Examination of Unal's paper .112 and discussions with Unal*
4

>

10 'l 418 in the function C was obtained from Equation (12) in Unal'sindicated that the pan 0.25 x 10 I
4 2 6 6

paper .1-12 by assuming Unal's term a = 1 for 1 x 10 < P < 17.7 x 10 Pa. This was done because Unal
indicates that the dry area under the bubble disappears at - 1 MPa. Unal also indicates that the pec 65 -

5.69 x 10-5 (P - 1.0 x 10-5) n the function C is determined by linear interpolation and extrapolation using
values found from C for experiments at 0.17 MPa and 1 MPa. If one uses both pans of the function C but
assumes the dry area under the bubble disappears at 1.1272 MPa, then the function C is continuous to three

significant places.4 3*l3 This referenced modification, which was approved by Unal, is used in RELAP5/
MOD 3 to remove the discontinuity.

The 0.075 term in F is the term used by Lahey I~I4 for the interfacial condensation in conjunction4
5

with his subcooled boiling model. The smoothing factor [exp(-45abub)] between the Unal and the Lahey

models was arrived at during the RELAP5/ MOD 2 developmental assessment.417

4.1.1.1.3 Bubbly Superheated Gas (SHG, T > T*)-g

Model as Coded

(4.1-26)FFagrH , = h,g 6 7i

where

4 210 W/m -Kh =
sg

as for bubbly SHLagr

[] + q (100 + 254)], n = Imax (-2, AT }IF = ss6

TS -TAT,g = g

max (a,,10")
I',7 =

max (a,,10")

Model Basis and Assessment

The volumetric heat transfer coefficient. H , f r Bubbly SHG is based on an empirical correlation.ig
4 2

The heat transfer coefficient his = 10 W/m -K, is chosen to be large in order to bring the gas temperature

a. Private communication. H. Unal to R. A. Riemke, February 1992.

O
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4 2rapidly toward the saturation temperature. Reference 4.1-15 indicates that a value of 10 W/m -K is an
reasonable value to use for bubbles. Function F , Appendix 4A, clearly enhances this tendency, especially(V) 6

as AT,, increases in magr,itude. Function F7 apparently improves numerical stability for low void
fractions. The determination of volumetric interfacial area, a f, is discussed in Section 4.1.1.1.1. Clearly,g

there is room for improving the determination of Hj for this case, although to the best of our knowledge,g

this might require further experimental work.

4.1.1.1.4 Bubbly Subcooled Gas (SCG, T < T*)--g

Model as Coded

H,g as for bubbly SHG

Note that AT,g > 0 for this case (Function F ).6

Model Basis and Assessment

The expression used for bubbly SCG is the same as for bubbly SHG, Appendix 4A, except that the
dramatically for large subcooled levels, pushing T more quicklyNu enhancing function F increases Hig6 g

toward saturation temperature. The fact that Nu for subcooled gas is much greater than for superheated
gas, especially as the subcooling increases, seems appropriate in view of the unstable nature of the
subcooled state. Nevertheless, a better basis for the correlation for bubbly SCG is needed.

O
t \

() 4.1.1.2 Slug Flow. In slug flow, interfacial heat transfer can be divided into two distinct parts: (a)
the heat transfer between the large Taylor bubbles and the liquid surrounding them, and (b) the heat
transfer between the small bubbles in the liquid slug and their host liquid. The heat transfer for each part is
summed to obtain the total. For the total bulk (superscript B, see Volume I) heat transfer rate per unit

volume, Q,", (W/m ), between the interface and a given phase, p, one has
3

s , h ,A AT h,,, A ,,AT7 13 3
q'P V, V,m m

where

2heat transfer coefficient for Taylor bubble (W/m ,K)hw =

2interfacial area of Taylor bubble (m )An =

2heat transfer coefficient for small bubbles (W/m ,g)h =bub

2
interfacial area of small bubbles (m )Abub =

<\.

(v) -

,

j4-13 NUREG/CR-5535-V4
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3total volume of cell (m )V =
io

difference between the saturation temperature and the temperature of the phaseAT =

in question (K)

phase p (either f for liquid or g for gas).p =

Equation (4.1-27) can be rewritten

^ " *AT 4.1-M)Q ', = h ,- '6 AT+h,3y y7 3
Tb tot bub tot

or finally

Q,, = H,,,73A T + H,,,3,3AT (4.1-29)"

Hence, the volumetric interfacial area for each part can be computed either based on the volume of
that part (Taylor bubble or slug volum:) or based on the total volume. The final volumetric interfacial area,
a f, must be based on the total cell volume as implied by Equation (4.1-27). One can write

s

f (4.1-30)
a,,,7, = = a,,,73 73

where a[,,.r3 = An/Vnand f3 = V n/V iot

and

A ,3V ,3 (4.1-31)3 3 fa,,,3,3 3,3a ,,,3,3 y y
bub tot

where a[r,3,3 = A /Vbub and fbub = Vbub/Vbub iot-

RELAP5/ MOD 3 recognizes the contributions from the two distinct divisions of slug flow toward the
total heat transfer. The correlations for the contributions for the bubbles in the liquid slug are based on
those computed for bubbly flow, but are exponentially diminished as ot increases. The details of the codedg

corTelations for slug-flow heat / mass transfer appear in Appendix 4A. If the liquid temperature is between
one degree K subcooled and one degree K superheated, the final liquid coefficient, Hg, is the result of a

cubic spline interpolation between the superheated and subcooled result. If the gas temperature is between
one degree K subcooled and one degree K superheated, the final gas coefficient, H ,is the result of a cubicig

spline interpolation between the superheated and subcooled result.
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4.1.1.2.1 Slug Superheated Liquid (SHL, T > 1*)-- |'1
;

!
Model as Coded

;
!.

' H r = H,r,n + H r. bub (4.1-32)
i i

.

!

where - )
;

*6
'

3.0 x 10 , g
,

Hjr,n =
,

.!
2 3*

volumetric interfacial area (m /m )a ,, n =
>

:

[4.5/D](2),2 being a roughness factor j=

Taylor bubble void fraction = (cr -"ss)/(I -"ss) tcrn = s
t
,
.

'

Taylor bubble volume / total volume .=
l

!

the average void fraction in the liquid film and slug region ja, =
g

uBsF9=

exp -8(U
'u,- a SB i

F9 =
!SA ~ UBS .

I

U for bubbly-to-slug transition fuBs = g

a for slug-to-annular mist transition
'

aA =s g

!

'

and

H . bub s as for H r for bubbly SHL with the following modifications:iit i

= UBS F9Ubub

2(v-v)F9v = g rrg

(a ) bub (I - UD)F9a f, bub = grg

Fp = 9

(a ) bub s as for bubbly SHL.igr
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Model Basis and Assessment

The coded two-pan correlation for slug SHL is presented in detail in Appendix 4A. The contribution
for the large Taylor bubbles, H .n is an ad hoc correlation. It is given a large value to promote a rapidif
return of Tr toward the saturation temperature, since SHL is a metastable state. The roughness factor

appears to be a tuning coefficient.

The Taylor bubble void fraction an is used to determine the fraction fn, Equation (4.1-30), that
comes from interfacial heat / mass transfer across the Taylor bubble boundary; fbub, Equation (4.1-31), is set

equal to (1 - a ). The term an is computed from simple geometric considerations and can be given inn
terms of a and the average void fraction in the portion of the flow where the liquid is the continuous

s

phase, a ,.4.116 The expression used for a , causes it to drop exponentially from the bubbly-slugg g

transition a, to near zero as a approaches the slug-annular mist traition.g

The pan of H,r that is used to account for the heat transfer in the continuous liquid portion of the flow
is based directly on H r for bubbly flow, SHL, Section 4.1.1.1.1, but with some modifications. Thesei

additional modifications to H r. bub serve to funher reduce the contribution of H . bub o the total volumetricif t
i

coefficient.

In summary, the primary purpose of H r for slug SHL is to drive the liquid temperature to thei

saturation value.

Interfacial Area

The expression used for the interfacial area for the Taylor bubble portion of slug flow,

ah = [4.5/D] (2) ,is based on an argument ofIshii and Mishima.4 3 l'If one computes the surface area
per unit volume of a cylinder, one obtains

"O berl + c>lcyl
A'Ji = (4.1-33)
-V,,i n 2D gl4 cyl cy

As the length of the cylinder L g ncreases, the surface area of the ends of the cylinder becomesie

negligible and the area-to-volume ratio becomes

b=1 (4.1-34)*

Lc yi -+ . V,,i D,,i

Assuming that a Taylor bubble can be approximated by a cylinder and employing the relation .116
4

Dn, = 0.88 Dpipe, one has

O
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4 4 4.55 ,4J (4.1-35)= =

D,g 0.88D D D

where D is the hydraulic diameter. Except for the factor of two, Equation (4.1-35) is the same result given
by Ishii and Mishima for volumetric interfacial area. It is noted that it is appropriate to use the cylinder /
bubble volume in Equation (4.1-33) for RELAP5/ MOD 3. since the fraction of the computational cell used

-

for H r,n is the ratio of the Taylor bubble volume to the cell volume (see Model Basis and Assessmenti
*

above). Ishii and Mishima .1.t6 insert a coefficient into the expression for a , to account for rippling of the4

'

Taylor bubble surface. A value of two is used in RELAP5/ MOD 3 for this coefficient.

:

4.1.1.2.2 Slug Subcooled Liquid (SCL, Tr < 7*)-- ;

Model as Coded ,

i

H,r,3 + H . bub (4.1-36)Hit = if
t

where

1.18942 Re['Pr| 'a . rdH r,3 G= r Tbi

where

an and a,,,7, are as for slug K

Cpf Pr/ krPrf =

pr D min (lvt- v l,0.8)/ rRef = g
i

and
i

H . bub s as for bubbly SCL.iif

'
Model Basis and Assessment

The volumetric heat transfer coefficient for the interfacial heat transfer for the Taylor bubble portion

for slug SCL is based on a dependence of the Reynolds and Prandtl numbers.* The Nusselt number upon

which H ,n is based varies as Re .5, Appendix 4A. This dependence lies between that for laminar flow,o
if

a. The literature reference for this correlation is unknown as of this writing, and it is in the process of

( being researched.

.
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Re 3, and that for turbulent flow, Re0 8, as reported by Kreith.414 Also, the coefficient 1.18942 lies0

between the laminar Sieder-Tate correlation coefficient,1.86, and the turbulent Dittus-Boelter coefficient.

0.023.d 14 [The Sieder-Tate correlation is also a function of (D/L)0 33.] Since the liquid flow past a Taylor
bubble does not exhibit the full effects of turbulence but is probably not purely laminar, the correlation
used in the code should give a result that is plausible, although it may still be significantly in error.

The expression used for the bubbly part of the volumetric coefficient H . bub,is the same as that usedif

for bubbly SCL, Section 4.1.1.1.2. The apportionment of the two contributions to H is effected the sameif

as for slug SIIL, as is the determination of a f-s

4.1.1.2.3 Slug Superheated Gas (SHG, T > T*}--y

Model as Coded

(4.1-37)
H,, = H ,n + H . bubig ig

where

(2.2 + 0.82Re") a ,, n n
*

ail,g,n ='

where

a[r,n and aTb are as for slug SHL

g ps IVf-VlD/pRe = g g

and

F (I-GTb) a t. bubli . bub = h,g 6 gig

where

and a t. bub are as for slug SHLan s

and

h and F are as for bubbly SHG.ig 6

Model Basis and Assessment

The contribution to the volumetric heat transfer coefficient from the Taylor bubble interfacial heat

transfer, Appendix 4A, is based on a modified form of the Lee-Ryley l'3 correlation derived for laminar
d

flow heat transfer to a sphere (Section 4.1.1.1.1). The coefficients have been augmented from the original,
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and the Prandtl number dependence has been drcpped as is the case for interfacial heat transfer for bubbly'

) flow. While the bullet-shaped cap on the Taylor bubble may approximate a sphere, it seems inappropriate
/ to use the Lee Ryley correlation for this case. |,

dThe heat transfer coefficient for the bubbly flow contribution is based on an empirical correlation l*
15 for H . bub along with an enhancement function F . These are as for bubbly SHG and are discussed inif 6

Section 4.1.1.1.3. The apportionment of H,r between the two contributions is based on the same otn as for

slug SHL, Section 4.1.1.2.1.
;

} 4.1,1.2.4 Slug Subcooled Gas (SCG, T < T*)--
.y
!

i
~

Model as Coded
,

: *

i

is = H ,n + H . bub (4.1-38)j H ig ig
:

where

4

F a', 3hH,,,3 is 6 an=

;
1

and a'r,3 are as for slug SHL,where un1

and F are as for bubbly SHG,h,g 6.

1

and

i
' H . bub s as for slug SHG.iig

IModel Basis and Assessment*

f

Both contributions to H f r slug SCG (H,s.% and II . bub) are based on an empirical correlation l'
4

is is
i 15 along with enhancement function F . Although the two parts look similar, the interfacial area is different6

{ for each. The large values for Nu used for slug SCG (F increases dramatically for large subcooled levels)6

are apparently designed to drive the gas temperature toward the saturation value. This seems reasonable in,

j view of the fact that subcooled gas is an unstable state.
i

4.1.1.3 Annular-Mist Flow. For annular-mist flow, the interfacial heat transfer results from two

contributory sources: (a) the heat transfer between the annular liquid film and gas core, and (b) the heat j
transfer between the gas core and entrained liquid droplets. The correlations that are used to represent the;

overall volumetric heat transfer are constructed from the two contributing sources, as in the case for slug I
;

flow. Equations (4.1-27) through (4.1-31) for slug flow apply to annular-mist flow as well, except for the i

identities of the two sources. One can write [see Equation (4.1-29)]
,

w

'
,

1
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(4.1-39)Q, = H,,,,,, AT + 11,,. o,, AT ,

!

where subscript ann refers to the annular film-gas core contribution and subscript drp refers to the droplet-
gas core contribution. Further information regarding the correlations coded in RELAP5/ MOD 3 are
recorded in Appendix 4A. If the liquid temperature is between one degree K subcooled and one degree K

is the result of a cubic spline interpolation between thesuperheated, the final liquid coefficient Hit

superheated and subcooled result. If the gas temperature is between one degree K subcooled and one
degree K superheated, the final gas coefficient H is the result of a cubic spline interpolation between theig

superheated and subcooled result.

4.1.1.3.1 Annular Mist Superheated Liquid (SHL, Tg > T*)-

Model as Coded

(4.1-40)
N N . ann + N .dtpif if if

where

6 Fo3.0 x 10 a f annHr,,nn i=
si

|

(4Cann/D)(1 - afr)W O*
a f. anng

f C,on 2.5 (30aff)l/8, where 2.5 is a roughness factor=

max (0.0, a F )au = r ii

6f max [0.0, (1-G')] exp (-C, x 10-5 1)Fji =

4.0 horizontalC, =

7,5 vertical=

v'/v ,n horizontal flowA =
c

a v /v vertical flowl = gg ent

max (lv,- v t,10-15)v = r

- A - l'2
l

eni(horizontal) = max { 0.5 (p,- p ) gay ""(1 - cos0), |v,- v,|10"s',10#}v

|
1
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1

[see Equation (3.1-2)]
O

v it(vertical)= 3.2 [o*g(pf- p )]1/4 / p /2 (see Equations (3.2-21) and (3.2-23)] |1

er g g

c' max (o,10-7)=

G* 10-4 Ref"=

ap/v/D/rRet = r

y a > aSA and e < aEFy* g r=

1 otherwise=

O~Uf AD
Y =

UEF ~ NAD

410aAp =

max [2 aAp, min (2.0 x 10-3 b ,2 x 10 )]4
ap =c Pt

(
min (1.0 + IMt/2 + 0.05 IA.I,6)Fo =

i

and

k
H r.drp fF F i3 a t.dtp=

i 12 g

)3.6 a,,

|a f.drp d
=

g "
a

1

C,, max (0, AT,,) 8.0-2.0 + 7.0 min 1.0+F =
33

,

h ,, _

characteristic droplet diameterd =
d

, We = 1.5, We o = max (We o,10-10)*
=

Pg9 rs

O
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|

\
__ . _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ - _ _ - _ _ .



1

RELAP5/ MOD 3.2

2 ~2 Wec -

0'' , '' ' p, min (D'a[, D),
= max v

v,, a 10 af < 10-6
6* *

v ,,' = r

4*

v ,, af;g10=

rg (1 - F jy) G>GSA and G < GEF
*

i g f= vv,,

rg (1 - Fn) otherwise= v

* Y -Vfvfg g

" UfdGbub

0.0025 mD' =

.-
'a, - a,, Ugp= maxUfd )_g ,

aggy + 10-5 (1 - y) G>GSA and af < GEFu'40 = g

otherwise= GAD

4
10GAD =

[1 + 4 (250 + 50%)}F12 =

max (0, - AT,r)4 =

For an annulus component, ng = af and afd = 0.

Model Basis and Assessment

The Nusselt number, upon which the annular film portion of the volumetric heat transfer coefficient
is based, is simply a large number, designed to push T toward the saturation temperature. Function F o,f i

Appendix 4A, is a smoothing function that greatly decreases H,r,,nn as the velocity ratios parameter A

approaches zero.

O
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RELAPS/ MOD 3.2
:
4

The Nusselt number for the droplet to gas core is represented by a function, Fn, which grows
5

quadratically as the magnitude of AT,r increases (helps drive T toward T ), and by a function of F ,i i3

J whose value is 9 for superheated liquid.

Interfacial Area *

<

The interfacial areas per unit volume for the annular film-gas core interface contribution as well as
that for the droplet-gas core are based on simple geometric considerations as given by Ishii and
Mishima.d I'"It.is appropriate to give the derivation leading to the results of Reference 4.1-16 and then
show how these results are transformed into the coded version.. ,

! The volumetric interfacial area of the liquid annular film in a pipe is

'

* 4 (4.1-41)a . ann = 2
=

gf.

A 2 DgL4

1 4

i
1

where

inner diameter ofliquid annulus; D' =

;

diameter of pipeD =

Ik unit pipe length.L = i

i r

An expression for the ratio D'/D can be found in terms of void fractions. First, one can write
,

;

V ,, - (n/4) D'*L =[ (4.1-42)eo,

V,,, (g/4)9 L D*
2'

;

e
i

i where
>

I V = idealized volume of the gas corecore

i

volume of control volume.V =
io

,

|
<

Also, one can write

V ,,,, _ V ,/ V ,,, _ $ _~ a,
'~

,o l-a
'

V,,, - V, / V,,,, a rd

\ where
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v lume of gas (all of which is assumed to be in the core)V =
s

void fraction in the core [ defined in Equation (4.1-43)]ad =
g

liquid fraction in the core [ defined in Equation (4.1-43)].afd =

Hence,

4 D') 4( a V' (4,3_44)
a,r,,,, = g(gj = g( ) _ )

r

which is the expression given by Reference 4.1 16.

|
The coded expression for volumetric interfacial area is given in terms of a t, the liquid fraction of ther|

annular film, or

V '' '' ' "' V' " a
8 (4.1-45)

V,,, -1V, =1 1-af,u" -
r

1

| Rewriting, one obtains

O
. (4.1-46)

I L- = 1 - a rr1-a,r

Applying this result to Equation (4.1~14) yields

! 4 v2 (4.1-47)a ,,,,, = D ( ~ " "
'

g

|

This is the same as the coded version shown above, with the exception of the C n factor. Can ann

contains a multiplier of 2.5 as a roughness factor to increase the surface area for mass transfer, and a term

(30 a )" that gives a value near unity for a between 0.01 and 0.1, yet ensures a,,,,,,-+ 0 as a -+ 0.
rr rr rr

The volumetric interfacial area for the dropicts in the gas core is derived as detailed in Section
4.1.1.1.1 and is given by Equation (4.1-20):

3.6 a,,
(4.1 -48)

.

a .orp =rr d,

O
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where de denotes a droplet diameter and afd s the liquid fraction in the gas core. In order to normalizei

a,,,,,, to the total cell volume, it must be multiplied by the fraction of the total cell volume occupied by

the core, Equation (4.1-43). Using Equation (4.1-46) one has

3.6a ra
- " "a,,,,,,=-

do
'

which is the coded version as indicated in Appendix 4A. The liquid fraction of the annular film, a .rr

depends upon the a nount of liquid entrained in the gas core. Using Equation (4.1-46), the variable afd can

be shown to be

O-Off (4.1-50)f

a , = 1 - af,f
j
i

I

i Liauid Droolet Entrainment Model and Assessment
,.

-

j This model is discussed in Section 6.3.
;

4.1.1.3.7 knnular Mist Subcooled Liquid (SCL, Tg < T*)-
,

ib;s Model as Coded
Yi

;

H r = H r. ann + H .drp (4.1-51)
| i i if

,

I where

10-3 pfprIvd a t. ann F o (modified Theofanous)H,r. ann = ig

i

a t, ann and F o are as for annular mist SHLs i
,

:
and

,

!
.

k-

y' F33 a f.dtp(modified Brown); H .drp =if g

where

:

a f.drp, F , and d are as for annular mist SHL.; g i3 d
.

For an annulus component, a = at and afd = 0.rr;[

!k
.
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Model Basis and Assessment

The volumetric heat transfer coefficient for annular mist SCL is comprised of two parts (Appendix
4A). The contribution from the interface between the liquid annular film and the gas core is based on a

model given by Theofanous.#I'I7 Theofanous makes reference to an earlier work (Brumfield, Houze,
Theofanous 3'I8) wherein models are obtained for the mass transfer coefficient for gas absorption by a4

turbulent, thin, falling liquid film. The mass transfer models are compared with data for water at 25"C
absorbing various gases for turbulent Reynolds number Re, << 500 (Re is defined below.) The agreement

with the data is very good. Theofanous*3'37 then writes the heat transfer analogues of the mass transfer
correlations, using the same numerical coefficients and exponents. Tnese are

Nu, = 0.25 Re '4 Pr /2 Re > 5093 i
i i

= 0.70 Re /2 Pr /2 Re < 500 (4.1-52)t i
i i

where

Nu = h)p, ).= integral scale of turbulence
i

Re = "3, u = turbulence intensity
i v

and where a fully dev9 loped residence time is assumed. Introducing the Stanton number St = Nu/(Re * Pr)

and approximating *''37 u - 5 x 10 2v, where v is bulk liquid velocity, Equation (4.1-52) can be rewritten

as

h lSt = = 1.25 x 10'2 Rei 'd Pr-l'2 Re > 500i
p,C vgr

= 3.5 x 10-2 Re(I'2 Pr' ''2 Re < 500 (4.1-53)
i

2 3Theofanous#3'l7 then declares that the usual range for Re is 10 - 10 and chooses Pr = 3. Finally,i

he indicates that for either Re > 500 or Re < 500, one obtains for St, using the numbers indicatedi i

St - 1 x 10~3 to 3 x 10-3 (4.1 -54)

Theofanous 3'l7 goes on to develop an expression for the decay of St for a liquid jet flow where the4

turbulence decays with increasing distance from the initial orifice. He finally arrives at a correlation that

compares favorably with experimental data l'l7 and is written asd

O
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A St = 2 x 10 2 (
-l/2

(4.1-55)

b
Comparing Equation (4.1-55) to Equation (4.1-54) for a value of I = d (d = orifice diameter,1 =

streamwise distance),Theofanous 1~17 notes a difference in St of an order of magnitude for which he can4

only partly account. Theofanous indicates the correlation is based on data for 1/d = 4 - 600, d = 0.02 - 1.5
3 5cm, v = 0.2 - 38 m/s, and Re = 4.5 x 10 - 5 x 10 ,

The coded version for the heat transfer coefficient is (Appendix 4A)

h = 10-3pgC 4v/ F o (4.1-56)
p i

where it has been assumed that St = 10-3, as given in Equation (4.1-54).

Several weaknesses in the coded correlations as it relates to the original mass transfer model 3f

Brumfield et al.4.1-18 can be identified:

1. The original correlation is based on a falling-liquid film surrounded by quiescent air,
whereas annular-mist flow involves a flowing, possibly turbulent, possibly laminar vapor

Core.

[ 2. The original correlation is based on the liquid velocity against quiescent air. The liquid
'

\ velocity in the code is a single bulk value representing both the liquid annular film and the

liquid droplets in the core. As such, it is possible for the liquid velocity to be zero when
the mass flow of droplets in one direction is balanced by an annular-film flow in the
opposite direction. In such a case, the code would incorrectly predict zero for H r. ann-i

3. The original correlation is based on turbulent flow for the liquid film. In an actual reactor
flow, the liquid film may be in laminar flow, or it may be stationary, as in vertical flow
when just enough drag is imparted by the core flow to prevent downflow of the annular
film.

4. The original mass transfer correlation is based on isothermal flow. The code attempts to
simulate flows with boiling heat transfer where bubbles may form at the pipe wall and I

push their way toward the annular film / vapor core interface, thereby dynamically ]
enhancing the mass / heat transfer.

5. The original correlation for mass transfer l'17 is valid for high values of Schmidt number,4

Se, whereas the heat transfer analogue of Se, the Prandtl number, is of order unity for most

flows of thermal-hydraulic interest. This means that the heat transfer analogue of the j
.

41-17
original mass transfer correlation is not valid for small Rep

m
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6. Finally, there is the problem discussed above, that an order-of-magnitude /.ifference exists

between Equation (4.1-53) and Equation (4.1-54) for 1/d - 1.

In summary, the weaknesses described above make the applicability of the corcelation for H,r, ann to

reactor conditions unclear. It must be assessed against experiment to determine its validity.

The volumetric heat transfer coefficient for the vapor core interface to liquid droplets is based on a

paper by Brown.4 l'I9 Brown solves a classical transient-heat conduction problem for a sphere immersed
suddenly in a uniform tcmperature bath. The boundary condition at the surface is simply that the surface
temperature remains constant at the bath temperature, implying a very large heat transfer coefficient from
the bath to the sphere. Brown then forms an internal energy balance in which an internal heat transfer
coefficient is defined between the surface and internal mean temperatwe. This heat transfer is set equal to
the increase in the thermal energy of the sphere. An unsteady, one-dimensional heat conduction problem
has been linearized. A graph showing the variation of Nu = hd/k versus T /T , or the ratio of mean tom s

surface temperature,is shown in Figure 4.1-1. The mean temperature is, of course, a function of time. The
coded version of H r.drp is based on the curve in Figure 4.1-1. The fact that Nu drops as T /f increasesm si

follows from Fourier's law of conduction, which indicates that the heat transfer will decrease if the
temperature gradient (related to T -T ) decreases.The coded version of Nu for this case (Appendix 4A)is3 m

represented by Function F , which isi3

C,, max (0.0, AT,,) 8.0) (4.1-57)F;3 = 2.0 + 7.0 min 1.0 + ,

f:

F13 gives Nu = 9, compared to Nu = 10 in Figure 4.1-1, for T fr = 1 (AT r = 0). It also gives them 3 s

correct trend of Nu increasing as T rf, decreases (AT r increasing). It is not clear, however, how Brownm s

arrived at the curve for Nu in Figure 4.11, since Nu is a complicated function of T /T and involvesm 3

s;>ecification of droplet diameter and length of time since initiation of heat transfer. Erown does not
specify eithe of the above in arriving at the functional relationship, Figure 4.1 1.

In evaluating the validity of the model for Nu provided by Brown,4 3-19 the following points are
noted:

1. Brown's heat transfer problem does not address increasing droplet size due to
condensation except in a correction applied to the mean temperature, T . It is not clear ifm

this correction is incorporated in obtaining the curve in Figure 4.1-1. Furthermore, it
appears that this correction is wrong, since it does not account for the relative masses of

the original drop and the additional condensate. The correction is given as 3'39
d

T' (4.1-58)
T = 1 + C,,AT,,/ h ,r

where T is the mean temperature of the original drop and Tr that for the drop plus newm

condensate.
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Figure 4.1 1 Nusselt number as a function of mean-to-surface-temperature ratio for heat conduction in a
a

sphere.

2. Brown assumes that the surface temperature of the drop remains constant; this same
condition is assumed in RF1.AP5/ MOD 3 wherein the interface is assumed equal to the

saturation temperature. Thus, the " convective" heat transfer between the interface and
mean droplet temperature is actually based on conduction. True convection in the droplet

is neglected. On the whole, this seems an appropriate simplification.

| 3. It is stated by Brown that this curve, Figure 4.1-1, is based on k = 0.38 Btu /hr+ft F, the
thermal conductivity of water at about 150 F.

In summary,it seems that the correlation for li .dmcould be based on firmer ground by including theif
effects of condensation and comparing such with experimental data. An evaluation of this correlation
requires assessment against experiment.

4.1.1.3.3 Annular Mist Superheated Gas (SHG, T > 1*)-y

I Model as Coded
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H = H,g nno + H .drp (4.1-59)
ig ig

O
where

i

0.023 Re" a,,,,,,,F o |
H . ann = iig

p Iv - v IDa /p |Re = g g r g gg

Foand a f ann are as for annular mist SHLi g

and

(2.0 + 0.5 Ref) a',r,,,, (Lee-Ryley)II .dtp =
ng

where

d is as for annular mist SHLd

We c ( 1 - n ,,) '

p, I v ,2 (1 - n ,,) ] v2, We = 1.5, We o = Max (We o,10 o)
o i

Red =
..

t o

"

a' r. orp G2Goa f.drp= f Age

a,Fu + (1 - Fa)
*

a<aa f.drp r o= g .

0AD -

*

,and a are as for annular mist SHLa f.dtp, adrp. V xog r

and

Fi4 1.0 - 5.0 min [0.2, max (0, AT,g)].=

For an annulus component, aff = uf and afd = 0.

Model Basis and Assessment

The coded correlation for the heat transfer between the vapor and the liquid-vapor interface for
r.nnular mist SHG consists of two pans.

O
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,

De contribution to H from the heat transfer from the gas to the liquid annular film is representedig

by a correlation obviously based on the Dittus-Boelter relation. While the Dittus-Boelter correlation is
valid for turbulent flow, there is no test for turbulent flow in the code. An evaluation of this model requires'

an assessment against experiment.

:

The expression used to represent heat transfer from the vapor core to the entrained liquid droplets is.

based on the correlation of Lee and Ryley,41-3 except that the coefficient of the Reynolds number is
changed from 0.74 to 0.5. A discussion of the Lee-Ryley model is given in Section 4.1.1.1.1.

The Reynolds number used for the modified Lee-Ryley correlation I'3 employs a mixture viscosityI 4

defined as

i

pm = Pc/(I - (I )2.5 (4.1-60)d

,

where c and d represent continuous and dispersed phases, respectively. This relationship is given by Ishii :

and Chawla .120 for use in a drag correlation for dispersed droplet flow. The Lee-Ryley correlation,4

however, employs Re based on the continuous phase (Re = U d/v), where U.,is the free-stream velocity

and d is the droplet diameter. It seems inappropriate, therefore, to use a mixture viscosity.;

4

Another significant limitation of the coded correlation appears to be that the liquid velocity, vt, used
,

j in the Reynolds number is some average of the annular film and entrained droplets, rather than just the
velocity of the droplets. The relative velocity computed, then, is not a true relative velocity for the droplets
flowing in the vapor core.. ,

i

; ,

In summary, significant dod remain about the validity of H f r annul r mist SHG.is

.

4.1.1.3.4 Annular Mist Subcooled Gas (SCG, T < 1*)-
_y
I

1

4,

Model as Coded

1

H = H . ann + H .drp (4.1-61)
is ig ig ,

where

FoF6h,s gt. annH . ann a= iig

and F are as for bubbly SHG, and a , ann and F ei are as for annular mist SHL andwhere h 6 gris

h a',,, ,,pF.H .drp =4 ig g

where
,

Q a;,..,, is as for annuiar misi SHG.
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For an annulus component, a t = af and afd = 0.r

Model Basis and Assessment

Both parts of the volumetric heat transfer coefficient H,g for annular mist SCG are based on large
increases (Function F , Appendix 4A). This practice is clearlyvalues which increase quadratically as AT,g 6

intended to push T toward the saturation temperature from its metastable subcooled state.g

4.1.1.4 Inverted Annular Flow. The volumetric heat transfer coefficients for inverted annular
flow, H and H , are each based on the contributions from two sources: (a) the interfacial heat transferit ig

between the bubbles and liquid in the liquid core (see Figure 3.2 3) and (b) the interfacial heat transfer
between the liquid core and the annular vapor film surrounding them. Equations (4.1-27) through (4.1-31)
for slug flow apply to inverted annular flow with the annular contribution replacing that for the Taylor
bubble (Tb). Hence, one can write for the total heat transfer:

Q ,, = li,,,,,3AT + H,,,,,, AT (4.1-62)"

If the liquid temperature is between one degree K subcooled and one degree K superheated, the final
liquid coefficient H,r is the result of a cubic spline interpolation between the superheated and subcooled

result.

4.1.1.4.1 Inverted Annular Superheated Liquid (SHL, Tg> T*)-

Model as Coded

Il r = H r. bub + H r, ann (4.1-63)
i i i

11,r. bub s as for H r for bubbly with the following modifications:i i

v,, = (v, - v,) Fh

where

1-FF = i716

8(ass - airy)
F g

--

Fi7 exp= i
-

U Bs .

= U Inverted annularalan g

uns IAN/ISLG transition (see Figure 3.2-1) ;
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min (a /0.05,0.999999)Fg =i g

! )
F16=

U * Ububg

- (a y - n ) 10_7-n o
= max(Ibub ,

. (1-a ) .3

Fj7 aggsUB =

3.6cx,,, ' "a f, bub dg
b

average bubble diameter (see bubbly SHL)d =
b

and

63 x 101%f. ann =

where

v 4
g is(2.5)Fa , ann =gr

(1 - ag)W.Fi3 =

Model Basis and Assessment

The volumenic heat transfer coefficient, H . bub, for inverted annular SHL is based on that for pureif
bubbly flow SHL, Section 4.1.1.1.1, with some modifications to account for the fact that it only represents
one part of the interfacial heat transfer. Function Ft6(Appendix 4A)is an ad hoc function that accounts for

the decrease in that portion of the void fraction related to the bubbles as (x increases. Conversely, Fn (= 1g

-F ) represents the increasing portion of (x, due to the annular gas blanket. As such, the interfacial area,16

a f, bub, is correctly apportioned (see Section 4.1.1.3.1), as are u , the average gas volume of the annularsg

vapor blanket (analogous to U ), and abub, the void fraction of the bubbles in the liquid slugs.ff

The selection of the correlation to be used for H , bub, either Plesset-Zwick 11 or Lee-Ryley,4 I'3
d

if
(Section 4.1.1.1.1), is affected, however, by diminishing the first (via parameter ) and increasing the

second [via v (F )2]. In forcing the selection of the Lee-Ryley correlation for larger a , which isrg 16 s

appropriate, this logic also increases the magnitude of the Lee-Ryley correlation, which seems
e inappropriate.

(wJ
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The value used for li r,,no is simply a large number to drive Tr toward the saturation temperature,i

since this is a metastable state. The combination of the two pans of Hjr amounts to an ad hoc correlation

which must be assessed against experiment.

1

4.1.1.4.2 inverted Annular Subcooled Liquiu (SCL, Tg < T*)- |
|

Model as Coded ;

H,r = H r. bub + H r. ann (41 4i i

where

11 r. bud s as for bubbly SCLii

and

0.023 Re$ a,,,,,, FH,f,,nn =
3

where

prIv - V l(1 - alANYPrReggs = r g

a f. ann and GIAN are as for inverted annular SHL and F is as for bubbly SHL. |
s 3

Model Basis and Assessment

The same expression is used to compute H r. bub or SCL as for bubbly SCL, Section 4.1.1.1.2. Thefi

expression used for H r. ann is obviously based on the Dittus-Boelter correlation for turbulent flow in a duct.i

While the relative velocity is appropriately used in computing the Reynolds number for the Dittus-Boelter
correlation, the correctness of the values it gives is unknown and must be assessed against experiment.

4.1.1.4.3 Inverted Annular Superheated Gas (SHG, T > 7*)-y

Model as Coded

I

H = li . bub + H ,,nn (4.1-65)ig ig ig
I

where

H . bub h,s 6 a . bubF= grig

where
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and F are as for bubbly SHG and a f.M s as for invened annular SHLihjg 6 s

\ and

k -'

fF,a',,,,,,H ,,,, =ig i

where

[2.5 - ATsg (0.20 - 0.10 AT,g)]F =
39

'

a t,,,,/F20a ,,,,,, = g

0.5 max (1.0 - F ,0.04)F20 = IS

FIS and a t. ann are as forinverted annular SHL.g
;

Model Basis and Assessment

for inverted annular SHG are clearly ad hoc correlations and must beBoth contributions to Hig
compared to experiment for evaluation purposes.

4.1.1.4.4 Inverted Annular Subcooled Gas (SCG, T < Y}--y

Model as Coded

H ,is as for invened annular SHGi

Note that AT,, > 0 for this case (Function F g).i

Model Basis and Assessment

|The same expression is used for this case as for invened annular SHG with the minor variation of F19

for AT,, > 0 versus AT,g < 0, as noted in Appendix 4A. Since the expression used gives increasingly large
values for Nu as IAT l increases, the treatment is consistent with those for metastable SCG for other flow |Sg

regimes.
,

4.f.f.5 inverted Slug Flow. The invened slug flow regime as envisioned by DeJarlais and ;

I
Ishi .121 consists of bubble impregnated liquid slugs flowing in a pipe core surrounded by a vapor blanket4

.

containing liquid droplets (see Figure 3.2-3). The coded volumetric heat transfer coefficients recognize the
'

liquid droplets, vapor blanket and liquid slugs, but not the presence of bubbles in the slugs. Contributions
to the interfacial heat / mass transfer in the bulk are recognized, then, as coming from two sources: (a) the

,

liquid droplet interfaces in the vapor annulus and (b) the liquid slug / annulus interface. It is assumed,

V
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i

apparently, that the liquid slugs are so long that any contributions to interfacial heat transfer at their ends
are negligible. One can write for the heat transfer as coded

Q,", = H r, ,,, AT + H , ,,, AT (4.1-66)
i ir

If the liquid temperature is between one degree K subcooled and one degree K superheated, the final
liquid coefficient H r is the result of a cubic spline interpolation between the superheated and subcooledi

result.

4.1.1.5.1 Inverted Slug Superheated Liquid (SHL, Tg> T*)--

Model as Coded

(4.1-67)H r = H r,,nn + H r.dtpi i i

where

k
g'F FH r,,nn i3 a ,,,,,,= i2i

U (2.5) , where 2.5 is a roughness factor
a f. ann

* Bs

as (af - adrp)/(1 - n ,p)= e

(1 - aSA) F21adrp =

- (aS A -- a,) -
F21 exP=

- (usa ~ UBS).

12 s as for annular mist SHLiF

and

k
= F FH .dtp a .orpit d i2 i3 ct

where

a f.drp (3.6 adrp/d )(I - G )=
g d B

characteristic droplet diameterdd =
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, We = 6.0, We o = max (We o,10-30)*
){ Psh,s

=

(
.

max [(v - Vr) F[,0.001], We = 6.0.
"

v =rg s

i
4

The drop diameter is the maximum of d and dmin, where dniin = 0.0025 m for P* < 0.025 and 0.0002d

m for P* > 0.25, P* = P/Pentical. Between P* = 0.025 and P* = 0.25, linear interpolation is used. Also,.

above a thermodynamic equilibrium quality of-0.02, the inverted slug interfacial heat transfer coefficient
H r is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow value at ai

thermodynamic equilibrium quality of zero.
,

'

,

Model Basis and Assessment.
,

The expressions for H r. ann and H r.dtp are both based on large values for the Nusselt number as |i i

provided by function F12 (see Appendix 4A). This tends to drive Tr toward the saturation temperature and |
:

is consistent with other treatments in the code for metastable states.
'

! Interfacial Area
4

The interfacial areas for the annulus / droplet portion and the slug / annulus portion are derived ,
-

analogously to those for slug flow, Section 4.1.1.2. The void fraction of the liquid slug, a , is analogous tos
,

that for a Taylor bubble, n ,, rad the average droplet void in the vapor blanket, adrp, is analogous to the;g n
average void, n , in the Squid annulus for slug flow. That is, the interfacial areas are computed forj('
inverted slug flow by simply reversing the liquid and vapor phases from slug flow. The droplet void, udrp.

gs

in the vapor annulus is based on an ad hoc expression which exponentially increases the ponion of afdue'

to droplets as u increases until the transition void, nSA, is reached, at which point all of the liquid isg,

appropriately assumed to be in droplet form. The larger minimum drop size at low pressure was put in to4

?allow more steam superheat during reflood.
I

| 4.1.1.S.2 Inverted Slug Subcooled Liquid (SCL, Tg < YJ- |

i

Model as Coded>

i

H r = H r. ann + H r.drp (4.1-68)i i i

{ where

I
! k

d Fo a, ,, ,, ,H r. ann =
i

.

i3 s as for annular mist SCL, a ,nno is as for invened slug SHLi grF

and.

:
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|

k f
FH r.drp zn a ,,,,,,=

i

I

where j
!

a t.drp is as for inverted slug SHL. |
g

Also, above a thermodynamic equilibrium quality of-0.02, the inverted slug interfacial heat transfer
coefficient H ris linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flowi

value at a thermodynamic equilibrium quality of zero.

Model Basis and Assessment

The expressions for H r. ann and H r.drp for invened slug SCL are both based on Brown's I'19 model
4

i i

for droplets condensing in vapor. The weaknesses of this model are discussed in Section 4.1.1.3.2. While
Brown's model may be appropriate for H r.drp, it clearly is not appropriate for the heat transfer between thei

liquid slug and vapor interface. An evaluation of the expressions for invened slug SCL for H r requiresi

assessment against experiment. Not allowing inverted slug flow when the water is saturated seems
appropriate, because the water globes do not hold together well when they do not have the momentum
forces of condensing steam on their boundaries.

4.1.1.5.3 Inverted Slug Superheated Gas (SHG, T > T*)--g

Model as Coded

(4.1-69)is = H ,,nn + H .drpH ig ig

where

k, F,, # ' """H ,,nn =
ig D58

l

F g is as for inverted annular SHG, a t,,no is as for invened slug SHL j
i g

I

"
max {0.02, min 1-y,0.2 }F22 =

and

(2.0 + 0.5 Re$|,) a,r,o,pH .dtp =
ig

where
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do and a f.drp are as forinverted slug SHLg

O
and

RedrP
=

g

where We = 6.0 and We o = max (We o,10'30).

Above a thermodynamic equilibrium quality of -0.02, the inverted slug interfacial heat transfer
coefficient H is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist)ig

flow value at a thermodynamic equilibrium quality of zero.

Model Basis and Assessment

The Nusselt number upon which H . ann for inverted slug stiG is based (F /F , Appendix 4A)is adig i9 22

hoc and requires comparison with experiment for evaluation.

The correlation used in the code for Nu for H .drp is a modified version of the Lee-Ryley"3 modelig

for heat transfer to a droplet (see Section 4.1.1.1.1) in the process of evaporation. While the coded version
of the Lee-Ryley correlation is within experimental uncenainty for Pr = 1, Section 4.1.1.1.1, the
complications of turbulence in the vapor blanket combined with the fact that liquid velocity is some

f ' 'T average of the droplet and slug fields must be considered. Thus, a complete validation for H,g for this case

h must include comparison with experiment.

4.1.1.S.4 Inverted Slug Subcooled Gas (SCG, T < 7*)-y

Model as Coded

H is as for inverted slug SHG.ig

Model Basis and Assessment

The same expressions are used for inverted slug SCG as for SHG for H , Section 4.1.1.5.3. This isig

not consistent with the practice used for similar metastable states for other flow regimes, wherein Nu is set

to a large value to push T toward TS. Comparison with experiment is required for an assessment of thef
validity of the model used here.

4.1.1.6 Dispersed (Droplet, Mist) Flow. In dispersed (droplet, mist) flow, the droplets are
viewed as spheres. If the liquid temperature is between one degree K subcooled and one degree K
superheated, the final liquid coefficient H r is the result of a cubic spline interpolation between thei

superheated and subcooled result.

4.1.1.6.1 D/spersed Superheated Liquid (SHL, Tg> T*)-

(
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Model as Coded

k, F F Fu a,, (4.1-70)H,, = i2 i3
l
i

where

F12 and Fi3 are as for annular mist SHL

a '' for pre-CHFd

F23 =
max (a ,10,)r

<x '" for post-CHFd
=

max (a ,10-i2)r

gr 3.6 adrp/dda =

max (a ,10-3) X,, t 0.0 and a = 1.0 for pre-CHFr ga =erp

max (a ,10-4) X = 0.0 or a, # 1.0 for pre-CHF

Or n=

max (a ,10-4) post-CHF= r

, We = 1.5 for pre-CHF and 6.0 for post-CHF, We o = max (We a,10-10)#
d =

d

P:V r

4
(*f 210* V -Vvfg s f

(v - v ) at 10 a < 10-66
g r r=

The minimum drop diameter is as shown for inverted slug flow.

Model Basis and Assessment

The volumetric heat transfer coefficient, H r, for dispersed SHL is based on an ad hoc expression fori

Nusselt number which increases quadratically as IAT,gt increases (function F , Appendix 4A), thus12

driving Tr toward T5. Another function, F , is incorporated to drive the flow to single-phase vapor for23

very low values of af. This practice is used to smooth the transition to single phase.

The volumetric interfacial area is based on the same derivation as that for bubbly flow (which is, in
fact, based on the interfacial area of a droplet spray, see Section 4.1.1.1.1).
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!

4.1.1.6.2 Dispersed Subcooled Liquid (SCL, Tg < T*)-- [

Model as Coded ;

!

'

k
Hir = Fu Fu a,, (4.1-71) ;

;

where

'

i3 s as for annular mist SCL, F23 and agrare as for dispersed SHL.iF

Model Basis and Assessment

The volumetric heat transfer coefficient for dispersed SCL is based on the model of Brown 4.119
which is discussed in detail in Section 4.1.1.3.2 for annular mist SCL. The same conclusions apply here.

4.1.1.6.3 Dispersed Superheated Gas (SHG, T > T*)-y.

'

Model as Coded
t

>

b
'

H , = d,(2.0 + 0.5 ReI[,) F3 3 a,, (4.1-72)
g

where da and agrare as for dispersed SHL

! p,v ,dr o ;

Re =arp

max [0.0, F26(F25 - 1) + l}F;4- =

i

10 min (a ,10~5)5
F25 = r

F26 1.0 - 5.0 min [0.2, max (0.0, AT )l-= '

ss

Model Basis and Assessment

The Nusselt number correlation upon which H f r dispersed SHG is based is a modified form of the |is
4 E5Lee-Ryley l*3 model, where 0.5 has replaced 0.74 as the' coefficient of Re and the Prandtl number

dependence has been dropped. A detailed discussion of the Lee-Ryley correlation is given in Section 3
'

4.1.1.1.1,

O
4.1.1.6.4 Dispersed Subcooled Gas (SCG, T < T*)-y,
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Model as Coded

(4.1-73)
H = h,s 6FF24 a tis g

where

h and F are as for bubbly SHG, F24 and a f are as for dispersed SHG.
ig 6 g

Model Basis and Assessment

The volumetric heat transfer coefficient as coded for dispersed-droplet SCG is simply based on a

large value for Nu (= 10 F . Appendix 4A) which will push T toward the saturation temperature.d
6 g

4.1.1.7 Horizontally-Stratified Flow. In horizontally-stratified flow, a flat interface is assumed
to exist between the liquid and gas. If the liquid temperature is between one degree K subcooled and one

degree K superheated, the final liquid coefficient H is the result of a cubic spline interpolation betweenit

the superheated and subcooled result.

4.1.1.7.1 Horizontally-Stratified Superheated Liquid (SHL, Tg> T*)-

Model as Codtd

AT,,p,C"'
-

k,
023Re{.:Fn- 3.81972p,h,, max (4a,,1),

a (4.1-74)0. 8rHg=D u.

where

liquid phase hydraulic diameterDr =
h

nafD / (n - 0 + sin 0)(see Figure 3.12 for definition of 0)=

apfD Iv - v l / prRef g r=

(4 sin 0/nD) F27
~

a =gr

# - "'1+F27
8=
ven,

12 s as for annular mist SHL.iF

In the coding, D r is protected from being 0/0 when af = 0, n - 0 = 0, and sine = 0.3

O
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Model Basis and Assessment i

O
V The expression used for the Nusselt number for 11,r for horizontally-stratified flow, while giving the

appearance of modeling two processes [ main interface (first term) plus entrained droplet interface (second
term)], is effectively an ad hoc relationship which gives a large value. This is due to the presence of

function F . This practice promotes the return of Tr toward T5, which is generally used in the code for12

metastable state's. The Nusselt number is converted to a heat transfer coefficient by use of a phasic
hydraulic diameter defined as

phasic cross-sectional area
D r= (4.1-75)h phasic perimeter

The expression for phasic hydraulic diameter given above incorporates the expression

nu = (n - 0 + sin 0 cos0) (4.1-76)r

which can be derived from simple geometric considerations. (See Figure 3.1-2 for the definition of angle

0).

Inte facial Area

The volumetric interfacial area is based on simple geometric considerations. It is easily shown that

sn0 (4.1-77)a'=C nD

for a smooth interface. A multiplicative parameter is applied to agr in the code to attempt to account for an

increase in a t due to a wavy surface. This parameter is represented by function F , which appropriately27g

- V )/Veritt increases. An evaluation of the validity of function F27 requires comparisonincreases as |(v fs
Iwith experiment.

4.1.1.7.2 Horizontally-Stratified Subcooled Liquid (SCL, Tg < 1*)-

Model as Coded

11 , = (0.023 Re!') a,, (4.1-78)
3

,

where

D , Re , and a t are as for horizontally-stratified SHL. |ht r g
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Model Basis and Assessment

The expression for the Nusselt number for horizontally-stratified SCL is obviously based on the
Dittus-Boelter correlation. The Reynolds number used for the correlation does not employ the phasic |

hydraulic diameter, as is the widely accepted practice for this correlation. Furthermore, the Dittus-Boelter
correlation is valid for single-phase flow in solid-boundary ducts and not necessarily for a fluid-Duid

boundary. Developmental assessment against Bankoff's stratified-flow condensation experiments I#d'I'
4

provided an indication of model acceptability. Comparison with further experiments is required forIl

complete evaluation.

4.1.1.7.3 Horizontally-Stratified Superheated Gas (SHG, T > T*)-g

higd.itl as Coded

Hig = [0.023 Re" + h,,F W max @,0.3 - a,) ] a,, W@
hg

where

vapor phase hydraulic diameterDng =

na D/(0 + sin 0)

O
= g

a p D iv - vil/pRe = gg g gg

h and F are as for bubbly SHG, and a f s as for horizontally stratified SHL.i
is 6 g

Model Basis and Assessment

In the coding, I)hg is protected from being 0/0 when a = 0,0 = 0, and sine = 0.g

The Nusselt number upon which the expression for H for horizontally-stratified SHG is based hasig

F ). Thetwo pans; the first part is the Dittus-Boelter correlation and the second part is a large number (h,g 6

same criticisms pertaining to horizonta'ly stratified SCL apply, including the fact that Re is not based ong

the phasic hydraulic diameter. Thus, H is basically ad hoc for this thermodynamically stable state.is

4.1.1.7.4 Horizontally-Stratified Subcooled Gas (SCG, T < T*)-g

Model as Coded

Fe gt (4.1-80)H,, = hig a

where
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and F are as for bubbly SHG, and
_

h,s 6

a i s as for horizontally-stratified SHL.ig

Model Basis and AshtsilDCD1

The expression for Hj for this case is the same as for horizontally-stratified SHG (except for theg

difference in F for a SCG, Appendix 4A). The use of a large Nu to drive T toward T5 is consistent with6 g

the treatment of other metastable states.

4.1.1.8 Vertically-Stratified Flow and Transition. The two-phase flow in vertical control
volumes can become vertically stratified for low mass fluxes. If the volume average mixture velocity is
less than the Taylor bubble rise velocity, i.e.,

v'" < 1 (4.1-81) ',
v3

where v and v are given by Equations (3.2-1) and (3.2-17), respectively, transition to vertically ,

m a
stratified flow begins. If the criterion in Equation (4.1-81) is not met, the flow is completely unstratified.
The vertical stratification model is not intended to be a mixture-level model.

in the transition region (Figure 3.2-1) are combinations of/^g The correlations used for H and Hisit

) those already computed for non-stratified flow and the stratified correlations (Appendix 4A). The
transition region extends down to v /Vn = 1/2 for the stable states (SCL, SHG). The exceptions to this

'
m

3g > 0 for H . If the liquid temperature istransition interval are for af < 0.01 or AT r < 0 for H r, and AT igs i

between one degree K subcooled and one degree K superheated, the final liquid coefficient H is the resultit

of a cubic spline interpolation between the superheated and subcooled result.

4.1.1.8.1 Vertically-Stratified Superheated Liquid (SHL, Tg > 1*)-

Model as Coded

|

Fo (4.1-82)
| H r = Nu kr gr(1 - F )/D + H r. REGa 30 i 3i

1

wherea

flow regime of flow when not vertically stratified, which can be BBY, SLG,. REG =
.

SLG/ANM, ANM, MPR, IAN, IAN/ISL, ISL, MST, MPO, IAN/ISL-SLG, ISL-
SLG/ANM, ANM/MST, BBY/IAN, SLG/ISL (see flow-regime maps, Figure .

',

3.2-1).
'

max (F , F ,F )Fo = 32 33 343
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[1.0 - min (l.0,100af)]F =
32

max [0.0,2.0 min (l.0, v /vn)] - 1.0]
F33

= m ;

1

Taylor bubble rise velocity, Equation (3.2-17)=v3

G /Pmv = mm

a ps g + "f9/VdIVIG = gm

E Pg + a pfPm g r=

min (l.0,-0.5 AT )F st=
34

A, A, 1
**"gf V A,L L

length of volume cellL =

cross-section area of cell.A =
c

0.27 (GrPr)o 25Nu =

3 2g pr D max (IT - T't,0.1)/PrGr = f

max ( f,10-5)=

(pC /k)rPr = p

Model Basis and Assessment

Vertical stratification can occur for superheated liquid only in the interval -2 < AT,f < 0 Even then, it

is considered to be in a transition state, since the partitioning function F o is nonzero (Appendix 4A).3

The Nusselt number correlation .122 is for heated plates facing downward and cooled plates facing4

5 I0
upward. It is recommended by McAdams for laminar Grashof numbers in the range of 3 x 10 to 3 x 10
Data in the turbulent range are lacking. Use of this condition worked well for the MIT pressurizer problem
(see Volume 111 of this manual), but v!all condensation was dominant in that problem. Further validation is

needed.

Interfacial Area

O
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The interfacial area per unit volume for vertically-stratified flow is simply the cross-sectional area of ,

the control volume divided by its volume, which results in the reciprocal of cell-volume length, L.

4.1.1.8.2 Vertically-Stratified Subcooled Liquid (SCL, Tg < 1*)--

Model as Coded

H is as for vertically-stratified SHL.if

Model Basis and Assessment

Fully venically-stratified flow can exist for SCL. The same expression is used for SCL as was used
for SHL, except that the partition function allows fully stratified flow; that is, function F34 = 0 for all AT,r

> 0, which allows the partition function F o to be zero in low flow conditions and af > 0.01. .
3

4.1.1.8.3 Vertically-Stratified Superheated Gas (SHG, T > 1*)--y
[

Model as Coded

(4.1-83)H , = Nu k "sf (1-F )/D + H . REG F35i g 35 ig

where

.s
max (F , F )F35 = 33 36 i

REG, F , Nu are as for vertically-stratified SHL except that vapor properties rather than liquid properties33

are used to calculate Nu,

F36 min (1.0,0.5 AT,g)=

i

a f s as for venically stratified SHL.ig

Model Basis and . Assessment

ig is analogous to that for H ri with the function F35 linearly partitioning theThe transition H
contributions between stratified and unstratified models (Appendix 4A). The interfacial area is the same as !

for SHL. Comparison with experimental data is required to evaluate the model for Hig for venically
stratified flow.

4.1.1.8.4 Vertically Stratified Subcooled Gas (SCG, T < 1*)-- ;y

Model as Coded '

i

[ H is as for venically stratified SHG.ig

,

i
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Model Basis and Assessment

Fully stratified flow for SCG is not recognized; only a transition between stratified and unstratified
flow is recognized (Appendix 4A). Otherwise, the model used for vertically stratified SCG is the same as
for SHG.

4.1.2 Flow-Regime Transitions

A number of transitions between flow regimes are incorporated into RELAP5/ MOD 3 for purposes of
interfacial heat and mass transfer. These transitions are illustrated schematically in Figure 3.1 1, Figure
3.21, and Figure 3.31 (horizontal, venical, and high mixing maps, respectively). Included are

Horizontal

1. Slug - annular mist

2. Horizontally-stratified - nonstratified

Vertical

1. Slug - annular-mist

2. Vertically-stratified - nonstratified

3. Inverted-annular - inverted slug

4. Transition boiling regime (post-CHF, pre-dryout)

5. Bubbly - inverted-annular

6. (Invened-annular - inverted slug) - slug

7. Slug - invened-slug

8. Inverted-slug - (slug - annular-mist)

9. Annular-mist - dispersed (droplet).

High Mixing Map

Bubbly - dispersed (droplet).

These transitions are included in the code to prevent the numerical instability which can arise when
abruptly switching from one flow regime to another. In most cases, the correlation from one regime is
exponentially reduced, while that for the other is exponentially increased from a negligible amount to full
value. Power law interpolation is used because the coefficients can often be orders of magnitude apart;
line ar interpolation would weight the large value too heavily. The power law interpolation has the form
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c = c' * cf' (4.1-84)
7
( 1

I>

V
where c, ci, and c2 are the coefficients and f takes on values from 0 to 1. This interpolation is really the

linear interpolation of the logarithms of the two coefficients, that is,

in c = f In ci + (1 - f) In c2 (4.1-85)

The only exception is the transition from bubbly to dispersed flow for the high mixing map, which
uses linear interpolation. In some cases, three and even four correlations /models are combined to obtain
the volumetric heat transfer coefficients. For instance, the transitional boiling region between slug and the
transition between inverted annular and inverted slug (IAN/ISL-SLG) can undergo transition to vertical
stratification, combining four models to obtain Hg and H .ig

The full details of the transition / combination logic used in the code are found in Appendix 4A.

4.1.3 Time-Smoothing

The constitutive models that are used in most two-phase models are formulated as algebraic
functions of the dependent variables, and the models to be used are selected based on flow-regime
considerations. This can result in discontinuous functions and/or very rapid change in the constitutive
parameters. Naturally, such formulations impact the accuracy of the numerical scheme. An approach in
wide usage to ameliorate the effect of such formulations is time-smoothing (sometimes also called under-fm

( ) relaxation). This process has been effective in permitting a larger time step and thus achieving faster
running. However, this process can have significant effect on the computed results .1-214.124 unless it is

4''
implemented in a time-step insensitive manner.

The code implements time-smoothing of the interfacial heat transfer coefficients, Hg and Hig by

logarithmically weighting the old time-value of a parameter (denoted by n) with the new time-calculated
value of a parameter (denoted by n+1):

' a %g'f",',,, = (,*ic,i,,,o j"' (4.1-86)
( f".icui.ied >

where f is the function to be smoothed and n is the weighting factor. The term f",3,,, is the old time-value

'
of the function f, and the term f"ic,i,,o is the new time-calculated value of the function f.

For Hg, the equation for q was developed by Chow and Bryce, documented in Feinauer at al.,4.1-25

and assumes the form

a = exp --min {0.693, max max (0.01, u ),1.0- min (l.0, a .10'), min , y, } (4.1-87)r fm

Q.)
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j
where

0*
t = -

0.7 min (|v |,|vj)C
g

1.0
Tr =

max (r1 */19)- i/2D
. D .

E '~ '
D* D=

. a .

#
'0.10536 [ min (jv,|, jvd) + 10 ]'

= maxy,
,

max (|v |,|vj,10") _g

In Equation (4.1-87), t is a Courant-type of time constant. The term y, is large when there is a largee

slip velocity between the liquid ai ' gas at low velocities. It is used (see p. 75 of Feinauer et al.,4.1-25)
because of the dependence of the calculated H r on the slip velocity for some regimes. The tr term is ai

gravity-related time constant to cover the cases when velocities are low.

If H"[,',ic,3,,,o > T,, then n is modified to give

O
(4.1-88)5

n = n { l.0 + max (-0.5,0.25 min (0.0, T - Tr)] }

This reduces the time smoothing factor a by a factor of 2 over a 2.0-degree K range as the liquid
enters the metastable (superheated) state. This helps keep H r higher when in the metastable state andi

drives the liquid back to saturation.

5 7
For H , Equation (4.1-87) is modified to use a instead of ott and to use 10 instead of 10. If

is s

Hf,[,',i,,,,,,a > Hf,, then a is modified to give

n = q { l.0- 2.5 max [0.0, min (0.2, T'-T,) } } (4.1-89)

This reduces the time smoothing factor a by a factor of 2 over a 0.2-degree K range as the vapor
enters the metastable (subcooled) state. This helps keep H higher when in the metastable state and drivesig

the gas back to saturation.

Ransom .123 and Ransom and Weaver .124 indicated that a time step insensitive procedure is4 4

obtained if n is of the exponential form
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!
at's

- y=e (4.1-90)
/m,

b) where t is a time constant associated with the physical process. Equation (4.1-87) will produce an equation

like Equation (4.1-90) when the min / max logic results in a being exp(-At/t ) or exp(-At/tr). Otherwise, it is ;
c

,

time-step size dependent and nodalization dependent. Modifications are being tested so that the time-step
size dependency and nodalization dependency will be removed in the future.

4.1.4 Modifications to Correlations-Noncondensable Gas

The presence of a noncondensable gas is represented by the mass fraction (X ) of the combination ofn

noncondensable and steam which is attributable to the noncondensable gas. The effects of a.

noncondensable gas are represented by multipliers that modify and reduce the volumetric heat transfer
and H . Function F , which is embedded in function F , is an ad hoc modifier for H r forcoefficients, H r ig 4 3 ii

bubbly SHL (Appendix 4A). Its influence is felt whenever H r for bubbly flow is used to help define thei

overall H r for a flow regime. Further modifications are applied to H r and Hig for all flow regimes ori i

transition regimes depending on the thermodynamic state (SHL, SCL, SHG, SCG) as detailed in Appendix#

4A, Modifications for Noncondensable Gas. All are ad hoc except the modification to H r for SCL. Thisi

modification factor (F ) is from the Vierow-Schrock correlation.4.126 This modification factor is also40

used in the wall condensation model.

4.1.5 Modifications to Correlations-Lirnits
,

An upper limit has been placed on the liquid interfacial heat transfer coefficient, H r, in all the flowi.

,k/ regimes when the liquid is subcooled. This limit is umbrella-shaped so as to force the coefficient to small
values as the void fraction, a , approaches zero or one. The expression used isg

~ '

a, - 1.0x 10"
H r = min (H r,17539 max [4.724,472.4 a (I ~ "s)] . max 0, min 1, (4.1 91)* .

i i g yo
0.1 - 1.0x 10 s.s4

This limit was required to prevent code failures due to water property errors caused by high
condensation rates during N-Reactor simulations.4.127 A similar umbrella limit has been used in the

J C O B R A .1 28 and TRAC-BF .129 codes. The number 472.4 was arrived at by making the assumption on4 4

bubbly / drop size, the number 4.724 is a lower limit (1% limit), and the number 17539 is the heat transfer

coefficient used for this limit that was in COBRA at the time of the N-Reactor calculation.a

At pressures for a PWR primary loop, this umbrella limit can result in too low an interfacial
,

condensation rate compared to the subcooled boiling model, which can result in some amounts of steam'

remaining in the primary loop. The small amount of steam is unphysical, and it can cause problerns with
other models in the code. As a result, a pressure-dependent linear ramp is used that begins ramping off the

6 6
umbrellt. limit at 1250 psia (8.618 x 10 Pa) and eventually turns it off at 1500 psia (10.342 x 10 Pa).

a. Private communication, M. L Thurgood to R. A. Riemke, September 1991.

o
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A lower limit has been placed on both the liquid (H r) and vapor (H,g) interfacial heat transferi

coefficients. The limits are H min = His min = 0. These values of zero correctly result in no mass transferit
;

from the phase that is present in single-phase correlations.

Limits are also placed on the interfacial heat transfer coefficients based on a 507c vaporization / |

condensation limit. The limits are designed to reduce one of the interfacial heat transfer coefficients if
more than 50% of the liquid would be vaporized on this time step or if more than 507c of the vapor would
be condensed on this time step. This is used to help prevent code failure when a phase disappears. The
method is as follows. First, the mass-per-unit volume from the mass transfer is calculated based on old
temperatures from

H", (T'' ' - T") + H,, (T'' " - T,") '
'

8 At (4.1-92)term = F" - , ,

hj" - h,'" j(

For vaporization (term > 0), if term > 0.5 a"p", the scaling factor AVELFG is computed from

0.5a"p"
AVELFG = (4.1-93)'

term

For condensation (term < 0), if- term > 0.5 a"p"(1 - X") , the scaling factor AVELFG is computed

from

0.5 a" "
AVELFG = rm'p8 (1 -X|). (4.1-94)

e

For mostly liquid (a < 0.5), H r is modified to useg i

H = H r + AVELFG (4.1-95)it i

and for mostly vapor (a 2 0.5). H is modified to useg ig

H = H,g AVELFG (4.1-96)ig

4.1.6 Modifications to Correlations - Smoothing Between Superheated and Subcooled

For the bubbly, slug, annular-mist, inverted-annular, invened-slug, dispersed (droplet), horizontally
stratified, and vertically stratified flow regimes, if the liquid temperature is between one degree K
subcooled and one degree K superheated, the final liquid coefficient H is the result of a cubic splineit
interpolation between the superheated and subcooled result. For the slug and annular mist flow regimes, if

.
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the gas temperature is between one degree K subcooled and one degree K superheated, the final gas

. [3 coefficient Hig is the result of a cubic spline interpolation between the superheated and subcooled result.

fb The interpolation for both the liquid and gas has the following fornt.

e

H , = H P,, ,, ,, ,,,,, H ,', ,'', ,, ,,, ,,,, (4.1-97)
i

where

;

11}(3 - 293)1] =

max { 0.0, min 1.0, f (T'- T, + 1.0)}ai =

p is either liquid (f) or gas (g).

4.1.7 Modifications to Correlations - Vertically Stratified Flow

|
If a volume is vertically stratified and more liquid is coming into the volume than there is gas

available, then the liquid interfacial heat transfer coefficient H r in the volume above the verticallyJ i

stratified volume is mod'fied in anticipation that the level will be appearing in the volume. The
! modification is of the form
Ib
!k '

H[r*.'bove = Hfr..bove.c.icuiceo * AVEV + H"r'beiow.verisir.,(1 - AVEV) (4.1-98)

:
!

where

ma x ( 10-*, T'6*" - T' '6*")
~ ' '

V""
1.0 - max 0.0, min 1.0,200.0'AVEV =

max (10'*, T',io, - T,,3,io.) V.bove s(

volume of the volume above the vertically stratified volumeV.3ay, =

volume of gas and liquid increase in the vertically stratified volume - volume ofVrin =

gas in the vertically stratified volume

N

epee)Aeb-ap,io, e V ,io,[(dr;Prj rj + d VV= j 3pr

number ofjunctions connected to the vertically stratified volumeN =

volume of the volume below in the vertically stratified volume.Y,q =below

- ']
,
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4.1.8 Direct Heating

The direct heating between the gas and liquid becomes important when there is noncondensable
present. When P, < P this occurs. The value used for the direct heating heat transfer coefficient is

Hr=0 if of = 0 and [15 sT r P, < Peripieginalg s

ligt = 10 W/m -K otherwise (4.1 -99)4 3

4.1.9 Summary

Table 4.1-1 summarizes the interfacial area per unit volume (a f) and the interfacial heat transferg

coefficient for phase p (h,p) for the various flow regimes. The superscript M indicates that the conelation
has been modified from the literature value.

Table 4.1 1 Summary of interfacial areas and heat transfer coefficients".

IlIl 'SCL IlIl ,S!!L if ig,SilG ig,SCGFlow Type af ifE

M M 4 4
Bubbly 3.6a,,, Lee-Ryley Unal 10 f(AT,g) 10 f(AT,g)

d, Plesset-Zwick

Slug:

M M 4 4
Bubbles 3.6a,, ( 1 - are) Lee-Ryley Unal 10 f(AT ) 10 f(AT,,)

58

d Plesset-Zwick
e

6 M M 4
Taylor 4.5 3x10 f(AT,r) Sieder-Tate Lee-Ryley 10 f(AT,,)
bubble yGib (2.0)

Annular mist:

M M 4
Drops 3.6cx,o ( 1 - a,,) k, Brown Lee-Ryley 10 f(AT )58

d I, dW,r)
o

46 M Dittus- 10 f(AT )Liquid 4 3x10 Theofanous
film D

_ v:(2.5)
g

MBoelter

Inverted
annular:

M M 4 4
Bubbles 3 6cx,,, Lee-Ryley Unal 10 f(AT,g) 10 f(AT )58

~ "B)d, Plesset-Zwick

3x10 Dittus- k k6Vapor 4
I I - "B) v2 (2.5) fD ( T,,)fD( '8}Mfilm {3 Boelter

O
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aTable 4.1 1 Summary of interfacial areas and heat transfer coefficients . (Continued) -

h ,scG |h ,SHGh ,scLh r,sutFlow Type igaf igifis

Inverted slug: j

M M MDrops 3.6a ,, k Brown Lee-Ryley Lee-Ryley
M, $M)

o
~

d sto

M k k !Taylor
4.5 (a ) (2.5) g'f ( AT,,) gg f f( AT,,) ff(AT,,)

k Brown
drop' D s

M M 4
Dispersed 3.6a ,, k Brown Lee-Ryley 10 f(AT ) !58[r x W st) X W sg)

o ,

(droplet, mist) do ,

4
Horizontal 4 sin 0 Dittus-Boelter Dittus-Boelter Dittus-Boelter 10 f(AT )33

4stratified nD xf(AT,r) 19 f(AT ) '

ss
!

h . REGVertical A, h r. REG hicAdams McAdams iga

stratified y
!

a. SCL = subcooled liquid; SHL = superheated liquid; SHG = superheated gas; SCG = subcooled gas; M = ;

- T ; f(AT ) = function of AT r = ? - Tr; REG = flowmodified; f(AT,g) = function of AT,, = '15 g st s

regime when not vertically stratified. ;

:
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,

i
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1
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1

4.1-26. K. M. Vierow and V. E. Schrock, " Condensation in a Natural Circulation Loop with
Noncondensable Gas Present," Japan - U. S. Seminar on Two-Phase Flow Dynamics, Berkehy,
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,

4.1-27. R. W. Shumway, J. R. Larson, and J. L. Jacobson, Applicability of RELAF5/ MOD 2 to N-Reactor

Safety Analysis, EGG-TFM-8026, July 1988.
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'
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| 4.2 Wall-to-Fluid Heat Transfer
,

.I
This section describes the correlations and methods used to obtain the information necessary for the

walls to exchange energy with the fluid. MOD 3 uses one set of heat transfer coefficient logic for all wall
surfaces. To avoid discontinuities, reflood surfaces are treat ~i as regular surfaces. Axial conduction is the

only additional feature activated when the reflood flag is tripped.q

i
When a user flags a solid surface as having a convective boundary condition, the heat transfer

j
coefficients must be calculated and passed to the conduction solution. The liquid and gas energy solutions;

include the wall heat flux to liquid or gas. The experimental coefficients used to develop corTelations were
i determined by obtaining the experimental heat flux and dividing it by a wall-to-reference-temperature
j difference. Consequently, when the correlations are used to obtain the code-calculated heat flux, they use

the same reference temperature as the correlation developer used. During boiling, the saturation4

| temperature based on the total pressure is the reference temperature, and during condensation the
! saturation temperature based on the partial pressure is the reference temperature. There are three possible '

reference temperatures for each heat transfer coefficient, but for many cases there is only one coefficient
,

j that is nonzero. The general expression for the total wall heat flux is

]
9 ei.i = h g, (T, - T,) + h g,,, (T, - T,,,) + h g,,, (T, - T,pp)

+ h f, (T, - T,) + h f,,, (T, - T,,,)
<

whereg

1
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heat transfer coef6cient to gas, with the gas temperature as the referencehg =
g

2temperature (W/m ,y)

heat transfer coefficient to gas, with the saturation temperature based on the
hg,pt =

2
total pressure as the reference temperature (W/m ,g)

heat transfer coefficient to gas, with the saturation temperature based on the
hgspp =

2
steam panial pressure as the reference temperature (W/m g)

heat transfer coefficient to liquid, with the liquid temperature as the referencehf =f
2temperature (W/m g)

heat transfer coefficient to liquid, with the saturation temperature based on the
hf,pt =

2
total pressure as the reference temperature (W/m ,g)

wall surface temperature (K)T, =

gas temperature (K)T =
g

liquid temperature (K)Tf =

saturation temperature based on the total pressure (K)T,pi =

saturation temperature based on the partial pressure of steam in the bulk (K).T,pp =

Only one or two of the heat transfer coefficients are nonzero in most flow regimes. For instance,
spi s h c from the Chen correlation; all the others arei miduring nucleate boiling, hf is equal to h ac and hff m

zero except at high void fractions, where hg has a value to smooth the transition to steam cooling.g

The wall temperature is solved implicitly, and the reference temperature can also be the new time
value if the user so chooses.

A boiling curve is used in RELAP5/ MOD 3 to govern the selection of heat transfer correlations.
Much of the RELAP5 boiling curve logic is based on the value of the heat slab surface temperature. If
noncondensable gas is present, there is a window region when the wall temperature is too small for boiling
and too high for condensation. This occurs when the temperature is less than the saturation temperature
based on total pressure but greater than the saturation temperature based on steam panial pressure. Figure

4.21 illustrates the curve.

The heat transfer package in RELAP5/ MOD 3 uses heat transfer correlations that are based on fully
developed steady-state flow, where entrance length effects are not considered except for the calculation of
CHF.

O
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!

.

'k Boiling region

CHF point ;n
;

5;

c ,

'

) M

) k Nucleate Transition
,3 Film

!

/ w2

j 5g [T,pp - T.] I g [T,- T,pt]"
r

Condensing region'
;

!i
;

Convection region ;

i u

!
'

! ,

! Figure 4.2-1 RELAPS boiling and condensing curves.

'

4.2.1 Logic for Selection of Heat Transfer Modes !.

i

The following list gives the RELAP5 heat transfer mode numbers. Mode numbers indicate which
regime is being used to transfer heat between heat structure surfaces and the circulating fluid contained in
the reactor primary and secondary systems. These mode numbers are printed on the major edits.-

,

;

j Mode O Convection to noncondensable-steam-water mixture

Mode 1 Single-phase liquid convection at critical and supercritical pressure

! Mode 2 Single-phase liquid convection at suberitical pressure

Mode 3 Subcooled nucleate boiling ;

)
I

Mode 4 Saturated nucleate boiling.

Mode 5 Subcooled transition boiling

I
i Mode 6 Saturated transition boiling

1

Mode 7 Subcooled film boiling
i

Mode 8 Saturated film boiling
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!

Mode 9 Single-phase vapor or supercritical two-phase convection

Mode 10 Condensation when void is less than one

Mode 11 Condensation when void is one.

If the noncondensable quality (based on gas mass) is greater than 0.000000001, then 20 is added to
the mode number. Thus, the mode number could be 20 to 31.This number is increased by another 40 if the

reflood flag is set. Figure 4.2-2 is a schematic diagram showing the logic built into the code to select the
appropriate heat transfer mode. The capitalized names in the boxes are names of subroutines. The variables
are

TRUET =

FALSEF =

saturated enthalpy difference between steam and liquidh =
fg

noncondensable mass qualityX, =

thermodynamic equilibrium qualityX, =

gas void fractionct =
g

wall temperatureT, =

steam saturation temperature based on total pressureT,p =

steam saturation temperature based on steam partial pressureT,pp =

liquid temperatureTr =

critical heat fluxCHF =

heat fluxq" =

film boiling heat fluxq"FB =

transition boiling heat fluxq"TB =

type of hydraulic cellGeom =

single phase.Ic =

O
NUREG/CR-5535-V4 4-60

_



4

I

RELAP5/ MOD 3.2 ;I

|
|

-

,

1

O i
T T

( Start hr, <. I l a, > 03 ,
j

a> p F
F .99999999 ;

'

T .

, < P(P. F |
|T 001
!

T>W
c, <.1 T p

{
'
.

" > 0'99 (
[ T''

!
| Call DITTUS| | Call DITTUS| X, > 0 99

7 ,

'
T F t

, >Tr F i

F a,nd999

: Stratified

N . :

''
| Call DikTUS| | Call CONDEN |T I *

O co < l !
ior p

T 15
Colbu T

pp,, Hgn| Call CHFCAL T

*#
| Call CHFKUT all PSTDNB| p u ,

T Geoj1 | Call DITTUS| | Go to Mode 2 |
15 | Call SUBOIL|

| Call PREDNB F F

| Call PREBUN q" < CHF q"pg>
'

| Call SUBOILE
i

Tr (P) Tr< f(P) Ex = 1

,T F F T
T F T F,, , " "o' ,, ,,

Mode
Mode = 0. Mode Me Mode Mode Mode = 9 =10 all [Air-water al =2 =3 =4 =S =6 =7 =g

l@ liauid Nucleate Transision Film le, gas Condensation ,

z 4 4 A 4 4 i

hTX, < . Refloo ,

; Mode = Mode + 20 | J Mode = Mode +40] ):,

!

Figure 4.2 2 RELAP5 wall heat transfer flow chart.

4-61 NUREG/CR-5535-V4
:

I

i

_____1_________ . _ _ _ _ _ _ . __ _ - - - _ , - - - r



|

RELAP5/ MOD 3.2

Most of this logic is built into the HTRCl subroutine. The heat transfer coefficients are determined
in one of five subroutines: DITFUS, PREDNB, PREBUN, PSTDNB, and CONDEN. Subroutine
CONDEN calculates the coefficients when the wall temperature is below the saturation temperature based
on the partial pressure of steam. DITTUS is called for single-phase liquid or vapor conditions. PREDNB
contains the nucleate boiling correlations for all surfaces except horizontal bundles and PREBUN is used
for the outer surface of horizontal bundles of rods or tubes. PSTDNB has the transition and film boiling

correlations. Subroutine CHFKUT calculates CHF for horizontal bundles and CHFCAL determines the
CHF for all other surfaces using a table lookup method. Subroutine SUBOIL calculates the vapor
generation rate in the superheated liquid next to the wall w hen the bulk liquid is subcooled. The convective
correlations used for each of the 12 mode numbers, are given in Table 4.2-1.

Table 4.2-1 Wall convection heat transfer mode numbers .

Mode IIeat transfer Correlations
number phenomena

0 Noncondensable-steam-water Kays 4.2-1 Dittus-Boelter,4.2-2 ESDU", Shah,4 2-3

Churchill-Chu,4 2-4 McAdams .2-54

1 Supercritical or single-phase Same as mode 0

liquid

2 Single-phase liquid or Same as mode O

subcooled wall with voidg<0.1

4 2-6
3 Subcooled nucleate boiling Chen

4 Saturated nucleate boiling Same as mode 3

5 Subcooled transition boiling Chen-Sundaram-Ozkaynak .2a4

6 Saturated transition boiling Same as mode 5

7 Subcooled film boiling Bromley,4 2-8 Sun-Gonzales-Tien,4 2-9 and mode O
Correlations

8 Saturated film boiling Same as mode 7

9 Supercritical two-phase or Same as mode O

single phase gas

4212
10 Filmwise condensation Nusselt,4'2-10 Shah,4 2-" Colburn-Hougen

11 Condensation in steam Same as mode 10

3,4 for Nucleate boiling Forster-Zuber,4 2-13 Polley-Ralston-Grant,4 2'34
horizontal ESDUa

bundles

a. ESI)U (Engineering Science Data Unit,73031, Nov 1973; ESDU international Plc,27, Corsham Street,
London, N 16UA)

O
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I

The correlation set appropriate for a specific surface depends on the hydraulic geometry of the

Q adjacent fluid. The following text discusses geometry and presents the correlations used to calculate the

;h heat transfer for a specific mode. For each mode, the text provides the code model or correlation basis and
model as coded.

4.2.2 Hydraulic Geometry >

;

i
An important factor that effects the magnitude of heat transfer coefficients, besides obvious

; parameters such as velocity,is the flow field or hydraulic geometry surrounding the surface. The flow field
'

'

next to the wall influences the velocity profile and turbulence. The two basic types of fields are internal
'

i and external as shown in Table 4.2-2. Pipes can be any shape, but RELAP5 has correlations for only
circular pipes. Parallel plates are a special case of annuli; i.e., in the limit as the annuli inner radius gets i

large the flow field is the same as flow between parallel plates. Spheres are shown in the table, and
RELAP5 is capable of solving the conduction solution for spheres, but no convection correlations.;

specifically for spheres are currently in the code.
-

Table 4.2-2 Hydraulic geometries.
,

'

Flow field Hardware
,

Intemal Pipe: Horizontal, Venical, Helical4

Parallel Plates: Horizontal, Vertical
i .

Annuli: Horizontal, Vertical; Inner Wall Heated, Outer Wall Heated

Spheres: Horizontal, Vertical

tO
i

External Spheres: Horizontal, Vertical

Single Plate: Horizontal, Vertical; Heated, Cooled

Single Tube: Horizontal, Vertical; with Crossflow, without Crossflow

: Tube Bundle: Horizontal, Venical, Helical; Square Pitch, Staggered Pitch;
with Crossflow, without Crossflow

To help users communicate the flow field geometry types to the code, a numbering system has been
set up for some of the possible geometries. The numbering scheme is

Standard.

'
- 1,100, or 101

Vertical structures.
,

103 infinite parallel plates-

- 104 single wall

105 annuli with this wall unheatedp -

;

.,
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i

- 106 annuli with this outer wall heated

- 107 annuli with this inner wall heated

- 108 single rod

- 109 single rod with crossflow

- 110 bundle with in-line rods, parallel flow correlations only
.

- 111 bundle with in-line rods, parallel and crossflow

- 112 bundle with staggered rods, parallel flow correlations only

- 113 bundle with staggered rods, parallel and crossflow

- 114 helicalpipe

llorizontal Structures.

121 annuli with this wall unheated-

- 122 annuli with this outer wall heated

- 123 annuli with this inner wall heated

- 124 bundle (CANDU)

- 130 plate above fluid

- 131 plate below fluid

- 132 single tube

- 133 single tube with crossflow
i

1

- 134 bundle with in-line rods or tubes, crossflow and parallel-flow
1

- 135 bundle with in-line rods or tubes, crossflow only

- 136 bundle with staggered rods or tubes, crossflow and parallel-flow ;
l

- 137 bundle with staggered rods or tubes, crossflow only
1

l
Coding has been implemented for only a few of the numbers. Numbers are assigned to geometries

for which there are no special correlations implemented simply for future development planning purposes.
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Most of the numbers default to another number. Users normally mn with a 1 or 100. These two values are

O still accepted so that old decks will run. They both default to 101. The other numbers are used to modify
some of the standard correlations in 101. Churchill-Chu is usually used for natural convection; if the
connecting hydrodynamic volume is horizontal or 121-133 is chosen, McAdams is used for natural |

convection. Nusselt-Shah-Coburn-Hougen is used for condensation; if the connecting hydrodynamic
volume is horizontal, Chato-Shah-Coburn-Hougen is used. The code currently gives specific consideration
for only those geometry numbers underlined in Table 4.2-3. The other numbers in a table cell default to the
underlined number. The name of the correlation is given for each mode of heat transfer and the
correlations are discussed in the following sections.

Table 4.2 3 Available RELAP5 wall heat transfer conelations.

Mode of heat transfer

'S
.e a
p E .Ea

15 ? Y~$ ~ .u
a. 8 %.

%= o a =a .c g ,aem c i -

8y } 3 5 ,8 3 E = = iuu_ = m = = -

5N d M 5 $ } h
,

,*
$5 U s E

8
4

1,100.1QL Sellars C-Chu or Dittus- Nusselt/ Chen Chen Bromley Table

10L109. I14 Nu=4.36 McAdams Boelter Chato-

O Shah-
I Coburn-

Hougen

121 133,11Q Sellars McAdams Dittus- Table" " * "

Boelter
" " " "

110.I12 C-Chu or DB- Chen."

McAdams inayatov Inayatov

" * " " " ' ''

111,113 DB-
inayatov.
Shah

111-137 DB. Polly Folkin" " " * "

ESDU

4.2.3 Geometry 101, Default Geometry

Geometry 1,100, and 101 are the standard convective boundary types used by all previous input
decks. The current number 101 yields the same results as I,100, or 101 used previously. The correlations
for each heat transfer regime are presented below.

4.2.3.1 Geometry 101, Correlations for Single-Phase Liquid At Supercritical and
Subcritical Pressure (Modes 1 and 2), Single-Phase Vapor (Mode 9), and Noncondensable-

Steam-Water Mixture (Mode 0). The DITTUS subroutine calculates heat transfer coefficients for
single-phase and noncondensable-steam-water mixtures. There are correlations for forced turbulent and
laminar convection and free convection. Using the maximum value ensures a smooth transition between

4.2-15

(w) conelations and follows the suggestion by Raithby and Hollands in Handbook of Heat Transfer:
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(4.2-2)
Nu = max (Nuforced, Nufree)

O
where

Nusselt number = hD/kNu =

fluid thermal conductivityk =

surface heat transfer coefficienth =

heated equivalent diameter = 4*A ,/P eatedc hD =

flow areaAc, =

Perimeter of heated surface.P eated
=

h

Liquid properties are used for supercritical water, and steam propenies are used when the void
fraction is above zero.

4.2.3.1.1 Geometry 101, Turbulent Forced Convection Model Basis--The Dittus-Boelter

correlation .2-2 was originally derived for turbulent flow in smooth tubes for application to automobile4

radiators. It takes the form

0 (4.2-3)
Nu = C Re 8Pr"

where

coefficientC =

Reynolds Number = GD/pRe =

Prandtl Number = pC /kPr = p

mass fluxG =

viscosityp =

specific heat.C =
p

The physical propenies are evaluated at the bulk fluid temperature; n = 0.4 for heating and 0.3 for
cooling.

The correlation was developed from data from the literature for heating water,4.2-16. 4.2-17 heating

and cooling water and oil,4.248 and heating and cooling gases. The data obtained were for long tubes with
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.

an average conductance obtained using a log mean temperature difference. Some of the data were reported|^i / by Stanton in 1897. The conditions for the data are

! McAdams-Frost .216 ;4
-

2.

Fluid - water (heating) '
-

i
2Coefficient - 850 to 15,300 W/m .g- ,

-

1

Tube ID - 0.0095,0.0127,0.0254 m-
;

- Velocity - 0.183 to 6.1 m/s
i '

,

Data scatter ~40%-.

:

| Data points - ~60-

.

McAdams-Frost .2174
-

i
4

Fluid - water (heating)i
-

J

$ Tube ID - 0.0074 to 0.0145 m-

i

Tube length - 0.44 to 1.24 m-

! - Fluid velocity - 0.065 to 4.9 m/s

i
2

j - Coefficient - 840 to 20,700 W/m =K

Morris-Whitman .2184
1 *

1

Fluids - water, miscellaneous oils-

.

:
' - Tube ID - 0.0157 m

*j Tube length - 2.74 m-

1

Heating parameters*

;

j - Velocity - 0.27 to 5.98 m/s
I.

Fluid temperature - 301 to 349 K1 -

,

2
4 - Coefficient - 227 to 8860 W/m ,K

4

1.

4-67 NUREG/CR-5535-V4
,

_ _ _ .



RELAPS/ MOD 3.2

- Data points - 56 ,

Cooling parameters.

- Velocity - 034 to 5.15 m/s

- Fluid temperature - 319 to 540 K )
|
\

2 !
- Coefficient - 80 to 3975 W/m .K

- Data points - 62

- Literature fluids - unspecified gases

6
- Pressure range - 10.342 to 1.31 x 10 Pa

- Temperature range - 289 to 1,033 K

2
- Mass velocity range - 0.98 to 32.2 kg/s.m

- Tube ID range - 0.0127 to 0.152 m

- Number of data points - unspecified.

The correlation was obtained by drawing mean curves through the heating and cooling data of

Morris and Whitman.4.2-18 The data of Reference 4.2-16 and Reference 4.2-17, and gas data were plotted

against the mean curves to evaluate the applicability of the correlation to other data. Attempts were made
to improve the correspondence of Reference 4.2-18 data to the correlation based on using the wall, bulk
fluid, or average film temperature for property evaluation, but no improvement was noted. Manipulation of
the data also did not eliminate the need for separate curves for correlating heating and cooling. No mention
was made conceming the deviation between the data and the correlation.

The value of the constant C = 0.023 is found in McAdams.4.2d

As reported by Kreith,4.2-19 Equation (4.2-3) has been confirmed experimentally for a variety of
fluids to within 25% for uniform wall temperature as well as uniform heat flux conditions with moderate
temperature differences between the wall and fluid (constant property conditions) within the following
ranges of parameters:

0.7 < Pr < 160

Re > 6000

11D > 60.

O
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At very small temperature differences (near adiabatic) in air and helium, results of Reynolds .2-20
4

,s

( ) were well correlated by the form of Equation (4.2-3) using a constant of 0.021 instead of 0.023. The test

\d conditions were

Tube ID - 0.00584 m-

Tube length - 0.635 m+

Pressure - 0.689 to 0.965 MPa+

Temperature - 298 K.+

4221Sleicher and Rouse indicate that the correlation likely overpredicts heat transfer coefficients for
gases by 10-25% at moderate-to-high temperature differences.

The Dittus-Boelter equation was tested by Larsen and Ford .2-22 against water vapor data while4

being heated for the following conditions:

Tube ID - 0.0127 m.

Tube length - 0.914 m+

Pressure - 0.17,0.34,0.51 MPa.

A
( \

\ / Inlet temperature - 422,644,867 K+

%/

2Mass velocity - 2.3 to 54.2 kg/s+m+

Re - 1900 to 35,000+

2Heat flux - 7569 to 97,760 W/m+

Wall temperature - 478 to 1256 K+

Vapor temperature - 422 to 1089 K+

Pr - 0.7 - 1.1.+

The data for Re > 6000 fit the analysis within 5% when a thermal radiation model was included.

Heat transfer from a heated tube wall to superheated, single-phase steam during turbulent forced

convection has been experimentally obtained and correlated by Heineman.4.2-23 The data were taken for
the conditions as follows:

Tube ID - 0.00846 m+

/%

\_-)
Tube length - 0.3048 m( +
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Pressure - 2.07 to 10.34 MPa*

Temperature - 255 to 755 K*

Superheat - 296 to 334 K*

Wall temperature - 616 to 972 K*

2Heat flux - 0.157 to 0.905 MW/m*

2Mass velocity - 195 to 1074 kg/ sam*

Re - 60,000 to 370,000.*

Heineman used the data to develop a correlation having the same form as Equation (4.2-3), which

fits the steam data within i 10%.

4.2.3.1.2 Geometry 101, Turbulent Forced Convection Model as Coded--The model is
coded as presented with n = 0.4 for all usage.

The mass flux used in the Reynolds number is increased in two-phase flow cases where the DITTUS
subroutine is called with the mode flag set to 9 or greater, indicating a gas condition. This occurs when
CONDEN, PREDNB, or PSTDNB call DITTUS. In these cases, the liquid mass flux times the gas-to-
liquid density ratio is added to the vapor mass flux. This effectively converts the Dittus-Boelter condition

into the Dougall-Rohsenow .2-24 condition, as is done in the TRAC codes.4.2-254

Deissler and Taylor's analysis .2 26 and experiments by Weismann .2-27 indicate that for turbulent4 4

forced convection of water exterior and parallel to a rod bundle, the heat transfer coefficients value is a
function of the rod spacing to diameter ratio. For spacing / diameter ratios typical of PWRs, Reference 4.2-
27 indicates the increase in the heat transfer coefficients could be ~30%. Surfaces that are flagged as
vertical rod bundles (discussed later) increase the turbulent heat transfer value by use of a pitch-to-

diameter ratio multiplier developed by Inayatov.4.2-28

The assumption is made that the form of the equation for heating is satisfactory for cooling also.
Therefore, the correlation is coded with the exponent on the Prandtl number n = 0.4. The use of n = 0.4
instead of 0.3 for cooling applications results in a 15% higher prediction for vapor and 10% higher for
liquid at 17.24 MPa (2500 psia). For fluid at a lower saturation pressure or at a superheated temperature,
the difference caused by n diminishes significantly.

There are otho situations besides cooling that are not accounted for. These include entrance effects,
laminar-turbulent transition and mixed forced, and free convection. The entrance effect can be important in
the first 20 diameters. Fortunately, imponant reactor energy exchange surfaces such as the core and steam
generator are hundreds of diameters long.

in the region between forced laminar and turbulent flow, the Dittus-Boelter equation will over-
predict. However, helium flow in a small tube has been characterized by the form of the Dittus-Boelter

equation with a constant of 0.021 to an accuracy of 4% at Re > 3000 2 21. For Re < 2100, only a laminar
4
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;

flow coefficient would be correct. This transition is illustrated for air in Reference 4.2-19, p. 289. The
g
/ code switches between laminar and turbulent at Re between 350 and 700. These values are obtained by
\ equating the Nusselt numbers and solving for Re for the range of Pr likely for water and vapor.

2When equality of the Grashof (Gr) number and Re ex sts, the buoyancy forces and drag forces

affecting the velocity profile are of the same order of magnitude.4.2-29 The transition encompasses a ,

significant range in Gr and Re for various geometries. Specific transitional values are known for vertical
concurrent flow. The effects of combined free and forced convection are different for opposing flow and
result in significant changes in the value of the heat transfer coefficient.

4.2.3.1.3 Geometry 101, Laminar Forced Convection Model Basis-The model is an exact
solution for fully developed laminar flow in a tube with a uniform wall heat flux and constant thermal

propenies developed by Sellars Tribus, and Klein.4 2-30The solution takes the form

.

Nu = 4.36 (4.2-4)

Nu = hD/k

heat transfer coefficienth =

:

equivalent diameterD =

o fluid thermal conductivity based on bulk temperature./ k =

(
Some data exist to indicate that the solution is correct. For example, Shumway .2-31 provides a

4

comparison for helium flow in a tube. The solution is confinned to within 10%.

4.2.3.1.4 Geometry 101, Laminar Forced Convection Model as Coded--The correlation is
applied as presented.

The practice of using the hydraulic diameter in correlations to account for various geometries is not
valid for laminar flow.4.2 32 Thus, the exact solution for flow in a tube does not necessarily apply to
rectangular or triangular ducts.

For laminar flow with small heat transfer coefficients (h), entrance effects become more imponant
than for turbulent flow. Neglecting the entrance length for a developing parabolic velocity profile has a

pronounced effect on the average h over the length. Based on informanon presented in Kreith .2-19
4 from

the analytical solutions of Kays,4.2 t the h as modeled can be 30 to 75% low, depending on Pr over the
several feet of length required to develop the profile. Reference 4.2 33 also presents a correlation for
viscous flow in tubes, which includes the effect of the entrance length and with h decreasing along the

length.

The wall boundary condition is also important. For comparison, the average h for a constant wall
temperature is -80% of the h for the constant heat flux assumption. Neither ideal condition applies directly

O to reactor conditions, but the constant heat flux assumption used in this correlation will result in the higher

value of h.

I
i
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I

The transition to free or natural convection flow occurs over a range of conditions as a function of Re
and Gr. The h is also a function of the forced and free convection component directions (same or opposite)
and entrance length effects. Currently, RELAP5 does not account for these factors.

4.2.3.1.5 Geometry 101, Natural Convection Model Basis--A user input convective
boundary type of 1,100 or,101 uses one free convection correlation if the connecting hydraulic cell is
vertical and another if it is horizontal. When the connecting hydraulic cell is vertical, the Churchill and

Chu correlation (24 is used. When the cell is horizontal, a McAdams correlation is used.

The Churchill-Chu correlation was developed for a vertical flat plate, and has the form

2

!

0.387 (Ra )*
0.825 + (4.2-5)t

Nut = ,
<

,

0.492 6
.

Pr
.

where

Rayleigh number = Grt*PrRat =

Prandtl number = pC /kPr = p

Grashof numberGrt. =

P8 (T* - T,) L'
(4.2-6)Grt= p,

fluid viscosityp =

fluid specific heat at constant pressureC =
p

fluid th-rmal conductivityk =

fluid densityp =

coefficient of therma' expansion=

gravitational constantg =

the significant lengthL =

O
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wall temperatureT, =

bulk temperature.Td =

! !

42-5The McAdams correlation is for a flat plate with energy flowing in the direction of the gravity
vector.

'

Nue = 0.27Ra[" (4.2-7)

The Churchill-Chu correlation is reported to be valid over the full laminar and turbulent Rayleigh
number range. The authors show good comparisons with data over a wide range but do not quote accuracy

5 5
values. The applicable range of the McAdams correlation is between a Rayleigh number of 10 and 102

4

4.2.3.1,6 Geometry 101, Natural Convection Model as Coded--The model is coded as
shown. The properties are evaluated at the bulk fluid temperature. The value of length used in the

'

correlations is controlled by the user on the 801 and 901 cards. If no values are entered for the natural
;

convection length it defaults to the heated diameter. The Churchill-Chu correlation needs a plate height.

Incropera and DeWitt .2 34 suggest length = surface area / perimeter for the McAdams correlation. Equation4

(4.2-7) does not apply to heat transfer inside of horizontal cylinders or for horizontal plates when the
energy flow is vertically up. Additional correlations need to be implemented for pipes, tube bundles, and
flat plates with energy flowing against the gravity vector. Use of the correlations in the code is not limited

by the value of the Rayleigh number.

4.2.3.2 Geometry 101, Correlations for Saturated Nucleate Bolling (Mode 4) and
Subcooled Nucleate Bolling (Mode 3). The Chen correlation .2-6 s used for saturated and subcooled4

nucleate boiling. Although the correlation was based on saturated liquid conditions, it is used for
subcooled liquid conditions by using the bulk liquid temperature as the reference temperature for the
convective pan of the correlation. The wall is viewed as fully wetted by water except for vertically
stratified conditions or, as the void fraction goes above 0.99, the heat transfer coefficient to liquid is
ramped to zero at a = 0.999, and the heat transfer coefficient to vapor is ramped up to the value obtainedg

from the DITTUS subroutine.

4.2.3.2.1 Geometry 101, Saturated Nucleate Boiling Model Basis--The nucleate boiling
correlation proposed by Chen has a macroscopic convection term plus a microscopic boiling term:

q" = h,, (T, - T,,,) F + h,,, (T, - T,,,) S , (4.2-8)

Chen chose Dittus-Boelter times a Reynolds number factor, F, for the convection pan and Forster-

Zuber .2-13 pool boiling times a suppression factor, S, for the boiling part, where h is the Dittus-Boelter4
oc

equation, Equation (4.2-3), and the Forster-Zuber equation is

s
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f 79 0 45 0 49 0.25 5
Pr 8 r o 75

h,,,a = 0.00122 3 3.o 243p gg
o p[ 9e

h , p,r j(

where the subscript f means liquid, and the subscript g means gas, and

T, minus T,pt (based on total pressure)ATw =

pressure based on wall temperature minus total pressure.AP =

A plot of the F factor is shown in Figure 4.2-3.
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Figure 4.2-3 Reynolds number factor, F. !

)

'Ihe suppression factor shown in Figure 4.2-4, is the ratio of effective superheat to wall superheat. ,

The S factor accounts for decreased boiling heat transfer because the effective superheat across the
t

boundary layer is less than the superheat based on a wall temperature.

The F and S factors were determined by an iterative process. First, F was calculated assuming a
functional relationship with the Martinelli flow parameter, Xu, and the ratio of the two-phase to liquid

Reynolds numbers. With F determined, the convective component was extracted from the total heat
transfer, leaving the boiling component. Then, S was determined assuming it to be a function of the local
two-phase Re. The process was continued for 10 iterations. The solid lines drawn through the data ranges
of Figure 4.2 3 and Figure 4.2-4 were taken as the values for F and S.

Table 4.2-4 indicates data for water, for which the correlation was developed and tested.4.2-35 - 4.2 39

The mean percent deviations between the correlation and the data sets are presented in the last column.

Table 4.2-4 presents nonwater data used in development and testing of the Chen correlation.4.2-40The data
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Figure 4.2 4 Suppression factor, S.

ranges indicate that for little high-pressure data were used to develop and test the correlation. The mean
deviation for all the data considered is stated as 11.6%.g

Recent development .2-41 has extended the database over which the correlation has been exposed.4

The maximum pressure of the database was increased to 7.0 MPa for saturated water. The specific effect of
this comparison was not noted.

Table 4 2-4 Range of conditions tested by Chen for water data . i

Liquid Heat Averagego, p , q,g; flux error jvel cityReference Geometry di e lon W Pa) g 2(m/s) (kW/m ) (g) -

:

Dengler- Tube Up 0.05-0.27 0.06 1.5 15-71 88-63 14.7

Addoms

Schrock- Tube Up 0.29-3.48 0.24-4.5 3-50 205-240 15.1

Grossman

Sani Tube Down 0.11-0.21 0.24-0.82 2-14 44-158 8.5

Bennett Annulus Up 0.10-0.24 0.06-0.27 1-59 55-101 10.8

et.al.

Wright Tube Down 0.11-0.47 0.54-3.41 1-19 41-278 15.4

.

V
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Table 4.2 5 Range of conditions for nonwater data used in testing Chen correlation . ;

Reduced Liquid Heat Average
Pressure q,,g;,y flux errorFluid pressure velocity
I "I I*) 2(MPa) (m/s) (kW/m ) (g)

Methanol .1 0.013 0.3-0.76 1-4 22-56 11.3

Cyclohexane .1 0.026 0.4-0.85 2-10 9-41 13.6

Pentane .1 0.031 0.27-0.67 2-12 9-390 6.3

Heptane .1 0.038 0.3-0.73 2-10 6-30 11.0

Benzene .I 0.021 0.3-0.73 2-9 13-43 11.9

4.2.3.2.2 Geometry 101, Saturated Nucleate Bolling Model as Coded--The model is
coded as expressed above, subject to the modifications as explained below.

Chen's original paper presented S and F in graphical form, and Butterworth made the curve fits given

by Equations (4.2-10) and (4.2-12) as reported by Bjornard and Griffith.4.242

The suppression factor S makes use of the F factor

( 1 + 0.12Re,p)" " Re,, < 32.5
^ (4.2-10)S=' ( l + 0.42 R e ,") 32.5 s Re,p < 70

0.0797 Re ,2 70i

where

F.25) (4.2-11)1
Reip = min (70,10-4 Ret

GrD/pr.Ref =

liquid mass flux.Gr =

ip = 70, S is 0.0797, not 0.1, as given by Bjomard and Griffith.4 242 This avoids aAt Re
discontinuity.

The F factor comes from the inverse of the lockhan-Martinelli .2-43 factorxit.
4

*
F = 2.35 (x-| + 0.213) (4.2-12)

where

O
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(O y'= _I _P.! E.1 (4.2-13)-

V) ( G, pp pg

I
xj is limited to 100 and, if it is less than 0.1, F is set to 1.0.

The mac term uses the Dittus-Boelter equation unless the liquid Reynolds number is less than one
million, then it calls the DITTUS subroutine and uses the maximum of laminar and turbulent forced
convection and natural convection. Thus, when the liquid Reynolds number is zero, the mac term will be
nonzero. Calling DITTUS at low Reynolds numbers helps smooth the transition between boiling and
forced convection.

Where the code flow regime model indicates that vertical stratified flow exists or the level model is
on in the cell connected to the heat structure, the code combines the coefficients above the level with those
below the level. Above the level, the maximum of the Dittus-Boelter equation and the Bayley natural ;

?

convection equation are used. The Bayley equation is

Nu = 0.1 RA (4.2-14)R3333

9 '

It was developed for air with Grashof numbers above 10 . When vertical stratified flow exists, the
above level coefficient is reduced by the gas void fraction and the Chen coefficients below the level are
reduced by the liquid void fraction. When the level model is on, the level fractional height within the cell is

O used as the multiplier on Chen instead of the liquid void fraction, and one minus this value multiplies the

tj gas region value. Note that the level model does not have to be "on" in order for there to be a vertical
stratified flow regime.

Between a wall superheat value of 0 and 1 K, the F factor is ramped between 1.0 and its full value. It
is ramped to 1.0 at zero degrees superheat so that the mac term will match the mac term calculated in
CONDEN as the wall temperature crosses the saturation value. CONDEN values are also ramped as the

'

wall subcooling disappears.

4.2.3.2.3 Geometry 101, Subcooled Nucleate BoIIIng Model Basis--The subcooled
boiling model was developed to generate bubbles in the superheated liquid next to the wall. A special
model was needed because RELAP5 can only track the bulk liquid temperature. Actually, there is a

superheated liquid layer next to the hot wall that is a source of steam. The model basis is the same as for
saturated nucleate boiling expressed by Equation (4.2-8), with changes proposed by Bjornard and

Griffith;4.242 set F to one and use the total mass flux in the Reynolds number.

The correlation has been tested with some water, ammonia, and n-butyl alcohol fluid data by Moles j
and Shaw.4.244 The data scat:er was large (+180 to -60%), with the data generally being underpredicted.

4.2.3.2,4 Geometry 101, Subcooled Nucleate Bolling Model as Coded-The coding
follows Collier and Butterworth's .245 suggestion for subcooled liquid conditions by using Tw-Tliquid4

instead of T gi - T, as the driving potential for the convection term.w
O

|Q
1
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Using the model exactly as suggested could result in unacceptable discontinuities. Between a liquid
subcooling of zero and 5 K, the Chen F factor is linearly modified from the correlation value to 1.0, as
follows:

T,pi > Tr 2 (T,pt - 5) F' = F - 0.2 (T,,, - T,) ( F - 1 )

Tr < (T,pi - 5) F' = 1 (4.2-15)
.

The functional relationship is shown in Figure 4.2-5. This procedure provides smoothing of F for the
liquid forced convection h if the fluid temperature falls between T and T - 5. Also, under subcooledsat sa

conditions, the mass flux in the Reynolds number continues to be the liquid mass flux.

h

2.0

AT,,t = 0

" * AT,,i = 1

F' l.5

AT,,, = 3

AT,,, = 2 5 F' = 1
1.0 I, Q y

1001.0 1.5 2.0

F

Figure 4.2 5 Modified Chen F factor F' as a function of F and subcooling (ATsat = T,pt - Tr).

The modification resulting in the F' factor can result in a larger multiplying factor than
recommended for subcooling between 0 and an arbitrary 5 K. The modification does result in a smooth
transition between subcooled and saturated forced convection as the subcooling goes to zero.

4.2.3.3 Geometry 101, Correlations for Subcooled Transition Bolling (Mode 5) and
Saturated Transition Bolling (Mode 6). The heat fluxes for both transition and film boiling are
evaluated in subroutine PSTDNB. When transition boiling flux is the highest, the mode number is either 5

or 6. The same correlation is applied to saturated and subcooled flow.

4.2.3.3.1 Geometry 101, Transition Bolling Model Basis--The Chen transition boiling
t24model considers the total transition boiling heat transfer to be the sum of individual components, one

describing wall heat transfer to the liquid and a second describing the wall heat transfer to the vapor.
Radiative heat transfer from wall to fluid is not specifically described in the model, as it is estimated to be

O
1
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: less than 10% of the total. Whatever radiation effects are present are lumped into the liquid and vapor heat ,

[ transfer components.

.

The development of the Chen transition boiling model is stated to be primarily applicable to a ,

,

| dispersed flow regime, where liquid droplets are suspended in a bulk vapor stream. It is recognized that an

j inverse annular flow regime, where a vapor film separates a bulk liquid core from the wall, may be present
near the CHF point. Nonequilibrium phase states are treated through the apportioning of heat energy to the
individual phases. The model is expressed as

i

l qid = Agt + hgs (T -T )(1-A ) (4.2-16)w g f

I where

transition boiling heat fluxqtb =

fractional wall wetted areaAf =
,

heat transfer coefficient to gas (from DITTUS routine).hg, = ,

!

The qr term is a complex mechanistic relationship predicting the average heat flux during the time of
contact between the liquid and the wall. The heat removal process is described by a three-step modeli

j considering a prenucleation period, a bubble growth period, and a film evaporation period.
!

|( A is dependent on the amount of liquid present at any instant at a particular section of the heatedf ,

|
tube and on the probability of this liquid contacting the hot wall. Ar is empirically correlated as

,

-4 T, - T,p) "

i

| A max (l ,1 )= i 2
i
,

5
A C - C G/10= i 2i

5 2C G/10 (G is mass flux in Ib /hr-ft )A =
3 m2

|

2 Ci 2.4C2=

i
,

0.05/(1- n ") + 0.075 ot,| C2 = g

4

0.2 CC3 = 2

gas void fraction.n =
g

1

.
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The C and C coefficients are correctly given above but are not correct in Reference 4.2-78i 2

The void fraction a is calculated assuming homogeneous flow.
g

The hg term in Equation (4.2-16) is based on the Reynolds analogy for forced turbulent vapor flowg

in a duct with the Colburn suggested Pr2n factor multiplying the Stanton number. The analogy takes the

form

2

I (4.2-17)
StPr = 2

where f is the Fanning friction factor. The model uses an explicit form for f, which approximates the work

of Beattie .24 who developed friction factors for two-phase post-CHF conditions. The form is f =4

0.037 Re'0 37. The coefficient for wall-to-vapor heat transfer then takes the form

hg = 0.0185 Re*83 Pr (4.2-18)lo
g

This hg term is replacert in the code adaptation, which will be discussed in the next section, and thusg

it will not be described further here.

The Chen transition boiling model was compared to data (4167 points) from eight sources for water

b
flowing in tubes with a mean deviation of 16.0%. Table 4.2 6 lists the parameter ranges.

Table 4.2-6 Lhen transition boiling correlation database.

Geometry: Vertical tube
Flow: Upward
Experimental method: Heat flux controlled, uniform heat flux at the wall

System Tube 51 ass flux Ileat flux
i 5 Data,

Equ, librium 103
Data source pressure diameter 10 WMJ 22(h1Pa) (cm) (kg/m ,3) (W/m ) 1

|

B&W 0.42-10.4 1.27 40.7-678 0.675-1.728 1.00-6.63 904 ;

Bennett 6.89 1.26 380-5235 0.30-0.9 3.47-20.5 111I

Bennett & 6.77-7.03 1.26 1112-1871 0.516-1.083 1.29-14.6 73

Kearsey

Bertoletti 6.89 0.488 1085-3946 0.383-0.90 1.36-15.8 65

a. Private communication. .). C. Chen to R. W. Shumway, May,1988. O'
NUREG/CR-5535-V4 4-80



RELAP5/ MOD 3.2

Table 4.2-6 Chen transition boiling correlation database. (Continued)

t
Geometry: Verikal tube'

Flow: Upward
Experimental method: Heat flux controlled, uniform heat flux at the wall

System Tube Mass flux Heat flux
3 Equilibrium 10s

Data
Data source pressure diameter 10 NDBqua % 22(MPa) (cm) (kg/m ,3) (W/m )

Bishop 16.6-19.5 0.91-0.25 2034-3377 0.16-0.96 8.92-16.6 43

Era 6.89-7.28 0.60 1098-3024 0.456-1.238 2.09-16.5 576

Jansson 0.64-7.07 1.27 16.3-1024 0.392-1.634 0.34-9.97 836

Ilerkenrath 14.0-19.5 1.0-2.0 693-3526 0.151-1.270 2.58-16 6 559

4.2.3.3.2 Geometry 101, Transition Boiling Model as Coded-Total wall heat flux, q,y, is

obtained from components desenbing the wall-to-liquid heat flux and wall-to-vapor heat flux, as follows:

qtb"9CHFAr Mr + hg (T, - T )(1 - Ar M ) (4.2-19)g g f

The term qciig corresponds to the boiling critical heat flux calculated for the current local conditions.

V) This substitution simplifies the computational process. The CHF computational models are described in at
later section. Mr is the stratification / level model multiplier.

The following modifications were made to the process for calculating Ar. The code used the actual

void fraction below a, = 0.999 instead of the homogeneous value. To limit the possibility of dividing by

zero during the evaluation of constant C , a limit was placed on a '"S I II *S2 g

a " *I" ("g. 0.999) (4.2-20)
s

The minimum of 15 K and the square root of the temperature difference,(T,- Tspt)t/2 is used in the

equation for Ar. This procedure ensures that the computed wetted wall area fraction, Ar, remains bounded

and protects against computer underflow.

b. The mean deviation is taken to be

f N 3

***'""d ~~ "' d '' '* d M.M=
( measured j

)
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If the flow regime has been identified as being vertically stratified, or if the level model is on in the 4

cell, a reduction factor is applied (shown as Mr bove; described in the nucleate boiling section where Mr |a

is the liquid void fraction when vertically stratified and Mr is the level fractional height within the cell
when the level model is on). If stratified flow does not exist, Mr is 1.0.

The effective hg f r the wall-to-vapor heat transfer component is obtained by a call to subroutineg

DIiTUS with gas conditions. The call to subroutine DITTUS is used here to provide a smooth transition to
film boiling which also calls subroutine DITTUS. Linear ramping is used between a = 0 and a = 0.5.g g

The heat transfer to gas must ramp to zero at a = 0 because heat transfer to a nonexisting mass causesg

code failures. The void fraction can go to zero, whereas a surface connected to a fluid cell is highly
superheated if the fluid has enough subcooling to condense the vapor.

The calculated heat flux value for transition boiling is applied to post-CHF heat transfer if it is larger
than the value for film boiling given below.

4.2.3.4 Geometry 101, Correlations for Subcooled Film Boiling (Mode 7) and
Saturated Film Bolling (Mode 8). Film boiling is described by heat transfer mechanisms that occur
during several flow patterns, naiuiy inverted annular flow, slug flow, and dispersed ' low. The wall-to-fluid
heat transfer mechanisms are conduction across a vapor film blanket next to a heated wall, convection to

flowing vapor and between the vapor and droplets, and radiation across the film to a continuous liquid
blanket or dispersed mixture of liquid droplets and vapor. The liquid does not touch the wall because of a
repulsive force generated by the evaporating liquid. The fluid environment may be stagnant or flowing,
saturated or subcooled. The analytical models for conduction, convection, and radiation that form the basis

for the code models are described below.

4.2.3.4.1 Geometry 101, Film Bolling Model Basis for Conduction--The conductive
42-8mechanism can be attributed to the work of several investigators.4.2-8.4.24.4.2-48 Bromley developed

an expression to describe the laminar conductive flow of heat energy from a horizontal tube to a stagnant
fluid environment. The expression takes the form

- 2 - 0 25

8 ' '~ ' '' "h=C (4.2-21)
_ L (T, - T,) Pr, _

where h',, is a correction to the heat of vaporization, hrg, which additionally includes the energy absorbed

by the vapor surrounding the tube. Bromley took this additional energy to be described by the arithmetic
average temperature of the vapor film.

Thus,

Trdm = (T + T,p /2 (4.2-22)p

h',, = hrg + 0.5 Cpg (T, - T,pi) (4.2-23)

O|
,
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The length term, L, for tubes is the tube diameter. A value for C = 0.62 was determined from fitting ,

/ '

data. Test conditions are described below.a(v)
Carbon tube diameter: 0.63,0.95,1.27 cm.

Stainless steel tube diameter: 0.476 cm.

Pressure: atmospheric.

Fluids: water, nitrogen, n-pentane, benzene, carbon tetrachloride, and ethyl alcohol.

The water data were somewhat overpredicted by Equation (4.2-21).

Essentially, all the data were correlated within i 18%. The conductive ponion of the total
experimental heat flux was obtained by calculating and subtracting a radiation component based on a
parallel plate model using an appropriate wall and liquid emissivity (not stated).

Berenson .2-47 performed a hydrodynamic stability analysis for laminar film boiling above a flat4

plate. A solution was obtained for the most dangerous wave length resulting in instability. The form of the
solutian was similar to that of Equation (4.2-21), with the differences

L = 2n(8(Pr-Ps)
" (4.2-24)

p.)i
\_/

where

liquid surface tensiono =

and j

C = 0.425.

The L of Equation (4.2-24) was observed to be the characteristic length for film boiling on a q

horizontal flat plate.

Breen and Westwater .24 compared data to Equation (4.2-21) and observed film boiling flow4

patterns. They determined that heat transfer from horizontal tubes in a stagnant fluid pool could be
characterized by the ratio of the minimum critical hydrodynamic wave length, L (defined above), to the
tube diameter, D. If L/D was less than 0.8, the heat transfer rate exceeded that given by Equation (4.2-21).
This limit marked the depanure from viscous vapor flow and a smooth liquid-vapor interface to turbulent
vapor flow and a wavy interface. The data considered included that from horizontal tubes with diameters ,

ranging from 0.185 to 1.85 in. and the fluids freon-ll3 and isopropanol boiling at atmospheric pressure f
and saturation temperature. )

i

o a. Data tables are on file with the American Documentation Institute, Washington, D.C. I

(

C
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The relationship noted between the hydrodynamic wave length and horizontal tube diameter
provides a reasonable rationale for the code correlation described in the next section. j

4.2.3.4.2 Geometry 101, Film Boiling Conduction Model as Coded-The code model for
energy transport to the vapor film is that obtained by replacing the diameter of Equation (4.2-21) with the i

minimum critical wave length given by, Equation (4.2-24). The equation is

- 2
- 0 25

h f'r' = 0.62 M* (4.2-25)'8 "
_ L ( T, - T,,,) Pr, ,

where

void fraction factor.M, =

The void fraction factor smooths h over the range of the void fraction likely seen from an inverted
annular flow pattern (a = 0.2) to a dispersed flow film boiling (a = 0.999). A spline fit is used betweeng s

0.2 and 0.999. M, is one between a = 0 and a = 0.2. It is zero at o = 0.999. At a void fraction of 0.95,s g g

is evaluated at the gas temperature, T , while ps'Ps, and k re evaluated atM,is 0.0108. The property Cpg g g

the film temperature [ Equation (4.2-22)]

The effect of liquid subcooling is included and is from Sudo and Murao.4.2-49 it is given by

(4.2-26)hf , = hf3pi[l + 0.025 max (T3pi - Tr), 0.01]3p

4.2.3.4.3 Geometry 101, Film Boiling Model Basis for Convection-As the liquid core for
the inverted annular flow pattern shrinks, convection to the vapor increases and becomes the predominant
heat transfer mechanism for significant flow rates. The single-phase vapor correlations previously

presented in Section 4.2.3.1 become the model basis.

4.2.3.4.4 Geometry 101, Film Bolling Convection Model as Coded--The coefficient
describing the convective portion of film boiling heat transfer to the vapor is the value calculated by the
DITTUS subroutine using gas properties (see the previous description of Mode 9). The coefficient is
linearly ramped to zero as the void fraction decreases from 0.5 to zero. To calculate the heat flux, T, is

taken to be the maximum of T r Tsat. Convection between the vapor and liquid is included in theg

interfacial heat transfer models.

4.2.3.4.5 Geometry 101, Film Bolling Model Basis for Radiation--The radiation
mechanism for heat transfer is attributed to Sun.4.2-9 The main purpose of the reference is to develop an

engineering method for calculating boiling water reactor (BWR) fuel rod heat transfer to the cooling
medium during emergency core cooling (ECC) top spray injection. The report presents a method for
estimating the radiation energy transfer between a vapor-liquid-droplet mixture enclosed by a wall.
Interchange between metal surfaces is not considered, which implies that all wall surfaces must be at equal

temperatures, so no net energy transfer occurs between surfaces. The model considers the vapor-liquid
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mixture as an optically thin medium, which means the vapor and liquid do not self-absorb emitted

/9 radiation. Thus, the vapor and liquid may be treated as simple nodes. Radiation energy exchange occurs

"\j between the liquid and the gas, between the liquid and the wall, and between the gas and the wall. The
surface areas of the liquid and vapor are both taken to be equal to the wall surface area with view factors of

unity. The three " surfaces" are isothermal, radiosity is uniform, and the " surfaces" are diffuse emittert .uid
reflectors. The radiation heat fluxes are expressed by Sun as

d d9wf = F p(T -T,pt)w w

wg (Tw - T,4) (4.2-27)d
q,g = F o

d
9gt = F p(Ts -T,pi)g

The subscripts wf, wg, and gf denote wall-to-liquid, wall-to-vapor, and vapor-to-liquid heat transfer,
respectively. The liquid is assumed to be at the saturation temperature corresponding to the total pressure.

2
Also, F is the gray-body factor and o is the Stefan-Boltzman constant,5.670 x 10-8 W/m *K. The gray-

body factors are defined in tum as

F r= 1/[R (1 + R /Rj + R /R )]w 2 3 3 2

ws = 1/[R (1 + R /R + R /R )lF i 3 3 3 2

i

V F r = 1/[R (1 + R /R + R /R )].g 2 i 2 i 3

The R terms are given as

f
R = (1 - c )/[c (1 - c, c )] |i g g r

|

R = (1 - c )/[c (1 - c c )]
-2 r g g r

R = 1/(1 - o c ) + (1 - c )/c . -

3 gr w w

IThe emissivities, c, are given as
l

|

c, = 1 - exp(-a, L ) ]m

tr = 1 - exp(-a L )rm
1
1

tw = 0.7.

L is a mean path length, and a and af are vapor and liquid absorption coefficients, respectivelym g

defined as

n
L=Dm

:
!
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2a = X,nd n/4r

where

absorption efficiencyX, =

droplet number densityn =

droplet diameter.d =

The number density is

6G' 60t (4.2-28)r
n= =-

xd'p,v nd' .f

The absorption efficiency, X,, is 0.74 for drops of size range 0.01 to 0.2 cm diameter, where nd/A >>

1 and A is the characteristic wave length emitted by the heated wall (A = 2.3 x 10-6 m for 1255 K). From

the above,
l

(4.2-29)
f a, =

d
I

The emissivities of water vapor and a zircaloy wall are taken directly from references for a fixed

temperature.

The author states that comparison of model calculations (which include convection from vapor to
droplets) with empirical FLECHT data shows the average droplet size in FLECHT is about 0.228 cm. This
average drop size corresponds well to data in the literature. Thus, it is concluded that the model predicts
the thermal behavior during ECC spray cooling. The drop diameter found also shows that the fluid mixture

is optically thin for the assumed conditions.

4.2.3.4.6 Geometry 101, Film Bolling Radiation Model as Coded--The coded model
applies the equations above with some changes as follows. A liquid droplet size is determined by two
expressions and the minimum is selected for application. The first expression calculates the diameter of
cylinder ofliquid in a tube with diameter D. It assumes all the available liquid forms a cylinder of diameter

d in the center of the tube.max

d ,, = af D (4.2-30)
m

The second expression calculates the average droplet size based on a Weber number criterion of 7.5:

O\
i
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"
N d* = (4.2-31)

p,(v,-v,)*<

where (v - v )2 may not be less than 0.005 to keep from dividing by zero.g r

The liquid emissivity / absorptivity is calculated using the minimum d from Equation (4.2-30) and
(4.2-31) and a path length of L = 0.9 D. The value used is taken to be the smaller of the calculated valuem

or 0.75. The vapor emissivity is assumed to be 0.02. The wall emissivity is assumed to be 0.9. The
radiative interchange between wall and vapor and vapor to liquid is neglected.

The heat flux from film boiling is applied to post-CHF heat transfer if it is larger than the
corresponding value determined from transition boiling.

4.2.3.5 Geometry 101, Correlations for Critical Heat Flux. The RELAP5/ MOD 2 computer

program had been criticized for using the Biasi correlation .2-50 for predicting the CHF in rod bundles
4

when the correlation is based on tube data.4.2-51 The Royal Institute of Technology in Sweden .2-51 tested4

MOD 2 agains their tube data and found it to generally overpredict the value of CHF, particularly in the
2mid-mass flux range (1500-3000 kg/s m ). MOD 3 uses the 1986 AECL-UO Critical Heat Flux Lookup

Table method by Groeneveld and co-workers. The table is made from tube data normalized to a tube4 52

inside diameter of P )08 m but has factors that are applied to allow its use in other sized tubes or in rod
bundles. In addition, it considers both forward and reverse flow, axial power shape, and the effect of

boundary layer changes at both the bundle inlet and behind grid spacers.

4.2.3.5.1 Geometry 101, Critical Heat Flux Model Basis-Reference 4.2-52 compares the
predictions of the Biasi correlation to some 15,000 data points in the Chalk River data bank. The
comparison is tabulated in Table 4.2-7. The correlation is compared to two sets of data, (a) all the data and
(b) only data within the correlation range from which it was developed. The data were compared by
specifying the quality at CHF. The comparison indicates that the AECL-UO table is better than the Biasi
correlation.

Table 4.2 7 AECL-UO table and Biasi correlation compared to Chalk River data bank .

Data within the error bound (%)

Constant dryout quality No. of data points

+10% +20% +50%

Biasi: all data 19.30 36.64 67.04 14401

Biasi: 21.32 41.12 73.04 9936

validity only

AECL-UO: 40.6 66.54 92.35 14401

p CHF correlations use analytical expressions to try to cover a wide range of flow conditions and
geometries. For instance, if a coefficient is modified to give a better fit to one set of data in a new flow
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range, the fit for the original set is adversely impacted. This is not true of tables, because only the points
around the new data need to be adjusted. |

The lookup table was formulated from the 15000 data points to make a three-dimensional table with
4,410 points in a three-dimensional array covering 15 pressures (P) from 0.1 to 20.0 MPa,14 values of

mass flux (G) from 0.0 to 7500.0 kg/ sam , and 21 equilibrium qualities (X) from -0.5 to 1.0. After finding2

the CHF from the table, multiplying factors from Groeneveld et al.,4.2 52 are used to modify the table
value, i.e.,

(4.2-32)CliF = CliFabk * chfmul

chfmul = kl+k2+k3+k4+k5+k6+k8. (4.2-33)

Eight multipliers are given in Table 4.2-8, and the reason k7 is not in the above expression is
explained later. If the flow or quality are out of range, they are reset to the border value. The table can also
be used for nonaqueous fluids by using property ratios.

Table 4.2-8 CHF table lookup multipliers .

k Expression

kl = hydraulic factor kl = (0.008/D ) 3 for D < 0.016 mh h

ki = (0.008/0.016)E33 for D > 0.016 mh

k2 = bundle factor k2 = min [.8,.8exp( .5X 33)] for rod bundles
k2 = 1.0 for other surfaces

k3 = grid spacer factor k3 = 1 + Aexp(-B*Lsp/D )h

A = 1.5(Kloss).5(G*0.001)a2; B = 0.1
Kloss is the grid pressure loss coefficient

k4 = exp((D /L)[exp(2. alp)]}k4 = heated length factor h

alp = xlim/[xlim + (1 - xlim) p /pr]g

xlim = min [1, max (0,X)]
L = heated length from entrance to point in question

k5 = axial power factor k5 = 1. for X < 0
k5 = glocal/qbla; qbla = average flux from start of boiling to

point in question

k6 = horizontal factor k6 = 1 if vertical
k6 = 0 if horizontal stratified
k6 = 1 if horizontal high flow
k6 = interpolate if medium flow

O
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Table 4.2-8 CHF table lookup multipliers (Continued).

k Expression

2k7 = vertical flow factor a. for G < -400 or G > 100 kg/s-m , k7 = 1
2b. for -50 < G < 10 kg/s-m

k7 = (1-alp) for alp < 0.8
k7 = (1-alp)(0.8 + .2* dent)/(alp + (1-alp)* dent)
dent = rho / rhor g

for alp > 0.8
table value of CHF is evaluated at G = 0, X = 0

2 2c. for 10 < G < 100 kg/s-m or -400 < G < -50 kg/s-m interpolate

k8 = pressure out-of-range k8 = prop (out)/ prop (border)

prop = rh hrg[sig(rhog-rho )].25
.5

8 g

Figure 4.2-6 shows the strong hydraulic entrance length effect on k4 at two different void fractions.
The importance of k4 diminishes rapidly with elevation. Figure 4.2-7 illustrates the variation in CHF as

2the flow changes from -1000 to 1000 kg/s-m at a pressure of 0.1 MPa and a void fraction of 0.8.

1.50 , , , , , , , , , , ,

\
1.40 - -

El

1.30 - -

y alp =0.1

1.20 - -

1.10 - -

C - ~- " C' 2 01.00 'O c' ' '

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00

Elevation (m)

Figure 4.2-6 Effect of heated length on CHF k4 multiplier (D = 0.008).h

Questions about the accuracy of the table lookup method under low-pressure low-flow conditions

have been raised. Groeneveld's .2-52 paper reports good agreement with 196 data points below 100 kg/s-4

2m , as shown in Figure 4.2-8. The root-mean-squared (RMS) error at low pressure is also generally below
0.2 (i.e.,20%). Its accuracy for rod bundles is uncertain.
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O
RELAP5 CHF Table Lookup

alp =.8, s=1, p=.1, Dht=.0098, Dy=.0045, dz=3.8
6.0
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Figure 4.2-7 Variation of CHF with mass flux.

4.2.3.5.2 Geometry 107, CHF Model as Coded-The model coded is the same as described
above except for the number of points in the table. Because G = 10 and G = 400 were not in the table but
are used for interpolation, these two sets of points were found by interpolation and added to the table. This
way, they would not need to be found at each heat slab at each time step under low-flow conditions.

Reference 4.2-52 says to set G and X to zero when the mass flux is between 10.0 and -50.0 (reset
method). Since CHF decreases with increasing quality, CHF is elevated and has a flat shape compared to
using G and X at their actual values. This is illustrated in Figure 4.2-9 at a pressure of 7 MPa and a void
fraction of 0.9. To find out what the effect would be of using actual values of G and X, points were chosen
out of the Groeneveld data in the INEL data bank, which had a mass flux less than 100. Of the 9353 points,
133 were in this range. Figure 4.2-10 shows the predicted-versus-measured CHF for these 133 data points,
using the model as coded. The data are scattered, as may be expected for low flow. The average error was
-0.503, with a root-mean-square (RMS) value of 4.78. Comparing the same data using the actual values
(measured G), the average error was -0.30, with an RMS error of 3.92. Based on this data set, it appears
better not to use the G and X reset method recommended in Reference 4.2-52. However, Kyoto University

data .2 53 suggest just the opposite. These data were taken in a vertical rectangular duct with one wall4

heated. Figure 4.2-11 compares the data with the two methods of handling the low-flow problem. Figure
4.2-12 shows only the low-flow region. The suggested reset method is obviously better in this case. The

2region between -50 and 10 kg/sem is not flat, as it is in Figure 4.2-9, because of the void fraction variation
built into k7. The net result of these comparisons is that the model has been coded with the reset method

suggested by Groeneveld.4.2 52 j

O'
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Figure 4.2-8 Groeneveld reported root-mean-squared CHF errors.
!

After finding the correct point in the CHF table for a given P G, and X, four pressure interpolations |

are made to find the value of CHF at Cl, C2, C3, and C4. Next, two mass flux interpolations are made to
find C5 and C6. Lastly, the quality interpolation is made. The interpolation box is illustrated in Figure 4.2-
13. In order to have a smooth CHF curve as the flow changes from high to low, the k7 multiplier is treated

4

differently than the other multipliers. In the low-flow range, k7 is applied only to the CHF values obtained
"

2
; in the mass flux range of G = 10 to -50 kg/s.m . In other words, when interpolation is required, the low-

flow ends of the interpolation box are multiplied times k7, but the high-flow ends (100 and -400) are not.'

<

4.2.3.6 Geometry 101, Correlations for Condensation (Modes 10 for a < 1 and 11 forg

g = 1). Wall condensation is the process of changing a vapor near a cold wall to a liquid on the wall bya
removing heat. In many postulated light water reactor accident conditions there may be noncondensable

I (NC) gases mixed with steam. The noncondensable gases have an insulating effect on the heat transfer
between the steam and the wall. The rate of the condensation process and heat transfer to the wall depends
on the degree of wall subcooling relative to the saturation temperature based on the partial pressure of the

'

steam and other factors such as the water film thickness, turbulence, vapor shear, etc. The heat released at

the vapor-liquid interface is transferred through the liquid film and into the wall.
,

Two general classifications of wall condensation are " film" and "dropwise." Film condensation has
been studied experimentally more than dropwise condensation because metal tubes are easily wetted.

h Special coating materials are sometimes applied to metals to increase the surface areas over which beads of

v,

'
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RELAP5 CHF table lookup
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Figure 4.2 9 Low-flow CHF with and without G and X reset to 0.0.
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Figure 4.210 Low-flow data comparison with G and X reset to 0.0.
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KYOTO University channel CHF data

One side heated; Water inlet T = 80 C
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Figure 4.2-11 Kyoto University data comparison with and without G and X reset to 0.0.

water drops exist because dropwise condensation rates can be an order of magnitude larger than filmwise
rates. A schematic of film condensation on a vertical surface is shown in Figure 4.2-14. Radial flow of
steam toward the cold wall transports the noncondensables to the wall, where they accumulate due to
condensation of the steam. The resulting noncondensable concentration gradient causes noncondensable
diffusion back toward the mainstream counter to the steam flow direction. The steam partial pressure and

temperature are lower in the noncondensable buffer layer than in the mainstream, as shown in the figure.
The effect of the NC is to make a reduced temperature difference (T -Tw) and reduced heat flux throughsi

the water film.

Figure 4.2-14 also shows that as the condensate layer thickness increases it can undergo a transition

from laminar to turbulent flow. McAdams .2-5 suggests that transition occurs at a condensate Reynolds4

number of 1800, where the Reynolds number (Re) is defined as

Re = $ (4.2-34)
Mr

where

liquid viscosity=r

liquid mass flow rate per unit peripheryI' =
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KYOTO University channel CHF data

One side heated; Water inlet T = 80 C
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Figure 4.2-12 Kyoto University data comparison at low flow. 4
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Figure 4.213 Illustration of CHF interpolation technique.
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Figure 4.2-14 Film condensation schematic.

rhF=d (4.2-35)
nD,

liquid mass flow raterh r =

inner diameter of the tube.D, =

However, at high values of the vapor shear stress, Carpenter and Colburn .2-54 found transition4

Reynolds number values as low as 200 to 300.4.2-55

The model uses the maximum of the Nusselt .2-10 (laminar) and Shah .211 (turbulent) correlations
4 4

with a diffusion calculation when noncondensable gases are present. A new condensation model is being
developed which will use the diffusion method for both the wall and steam-water interfacial heat transfer
rates. Currently the wall and interfacial heat transfer are partially uncoupled. The mass transfer rate

-(o) calculated in the wall heat transfer section of the code is used in the energy and mass continuity equations.
'%J
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1

However, the bulk interfacial part of the code does not recognize a unique film condensation mode where, i

in steady state, energy from the gas must equal energy to the wall. .

!

l

The RELAPS condensation heat transfer routines model laminar film condensation on an inclined or i

vertical surface and laminar film condensation inside a horizontal tube with a stratified liquid surface. |
RELAP5 calculates a wall heat transfer coefficient based on condensation logic under the following

'

conditions:

1. The wall temperature is below the saturation temperature based on the bulk partial
pressure of steam minus 0.001 degree. The small subtraction was made because, when
noncondensables are present and the default diffusion method (by Colburn-Hougen) is
being applied, the code could not converge on a liquid-gas interface temperature if the
temperature difference was insignificant.

2. The liquid temperature is above the wall temperature. The rnodel is a film condensation
model where the liquid is heating the wall.

3. The liquid void fraction is greater than 0.1. As the void fraction approaches zero,
transition to forced convection occurs.

4. The bulk NC quality is less than 0.999.

5. The pressure is below the critical pressure.

Several other factors are considered for smoothing, physical arguments, and the presence of a
noncondensable gas. When the wall temperature is less than one degre-e subcooled, the liquid coefficient is
ramped to the Dittus-Boelter value and the vapor coefficient is ramped to zero, so that transition will occur
smoothly between the condensation mode and boiling mode. Besides the temperature ramp, there is a void
ramp. At void fractions less than 0.1, the HTRCl subroutine goes to DITTUS to get the coefficients.
Therefore, in the CONDEN subroutine, between a void fraction of 0.3 and 0.1, hfr is ramped to the Dittus-

Boelter value, and hg is ramped to zero. When the void fraction is 1.0, DITTUS is called to obtain theg

convection-to-gas ratio, and this contribution is added to the condensation tenn. The direct vapor mass
transfer term,11, is computed from the gas heat flux and the gas-to-saturated liquid enthalpy difference.

The method calculates heat transfer coefficients based on filmwise condensation. The method of
calculating the heat transfer coefficient is given below. Once it is known, it is used to calculate the total
heat flux:

(4.2-36)q," = h, (T, - T,g)

where

total heat fluxq," =

predicted condensation heat transfer coefficienth =
e
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?

wall temperatureTw =

t

|
saturation temperature based on partial pressure in the bulk.( Tippb =

Because RELAPS is a two Guid code, the liquid and the gas can both theoretically exchange energy
with the wall. Although film condensation is the only condensation mode considered, currently RELAP5

( allows both a heat flux to liquid and one to gas. The heat flux to liquid is

I

q ," = h, ( T, - T,) (4.2-37)

where

bulk liquid temperature.Tr =

The gas to wall heat flux is the difference between the total heat flux and the liquid to wall heat flux.
The interfacial mass transfer term used in the continuity equation comprises mass transfer at th6 wall and
transfer in the bulk. The term for mass transfer near the wall comprises only of the heat flux from the gas to

the wall.

RELAP5 first calculates a condensation heat transfer coefficient for an inclined or horizontal surface
and then considers turbulent flow and noncondensable gas effects using the default or the alternate UCB j

approach discussed later. The default is for Geometry 101 and the UCB is for Geometry 153.
m

4.2.3.6.1 Geometry 101, inclined Surface Condensation Model Basis-The original work

was accomplished by Nusselt.(2.lo The Nusselt expression for vertical surfaces uses the film thickness, S,

as the key parameter instead of the temperature difference:

I
k' (4.2-38)

'

| h, = 7

where from Nusselt's(2-10 derivation the film thickness is
|

l
'

s

3p,P-5
6= (4.2-39)

o.8Pr P.

or, in terms of film Reynolds number defined by Equation (4.2-34),

i i
2'3 rRe'3 ~ rRer rS= = 0.9086 (4.2-40)

8 d d4 Pr P. _8Pr P

/~N

(J
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l

Assumptions in the analysis for the top of an inclined surface include

1. Constant fluid properties

2. Vapor exerts no drag on liquid surface

3. Liquid subcooling is neglected

4. Momentum ch, ages in the laminar liquid annular film are negligible

5. The heat transfer is by conduction through the laminar liquid annular film.

4.2.3.6.2 Geometry 101, Inclined Surface Condensation Model as Coded-No analytical
improvements have been incorporated. The model in the code is Equations (4.2-38) and (4.2-40) with the
gravity term modified for inclined surfaces. For inclined surfaces the gravity term is replaced by the fluidj

cell elevation rise times the gravity constant divided by the length of the cell. The gravity constant, g, is

taken as 9.80665 m/s . The minimum film thickness allowed in RELAP5 is 10 microns. Thus, if a volume2

had a void fraction of 1.0, a high rate of condensation would be predicted to simulate the beginning of

dropwise condensation. The coefficient value from Equation (4.2-38) is compared with the value obtained
from assuming a minimum laminar Nusselt number of 4.36, and the larger of the two is accepted.

4.2.3.6.3 Geometry 101, Condensation with Noncondensable Model Basis-The default

option in RELAP5 is the maximum of the Nusselt (laminar) and Shah .2-11.4.2-56 (turbulent). The Colburn-
4

Hougen .212 diffusion method is used to solve for the liquid / gas interface temperature in the presence of4

noncondensables. The Colbum-Hougen diffusion calculation involves an iterative process to solve for the

temperature at the interface between the steam and water film.
|

The Genium Handbook (previously the GE handbook) in Section 506.3 on film condensation with
turbulent flow reports that "perhaps the most-verified predictive general technique available is the
following correlation of Shah"-

(4.2-41)h, = h 1+

where

Z= -1 P$ (4.2-42)

and

static vapor quality = (mass steam + mass noncondensable)/(mass steam + massX =

noncondensable + mass liquid)

O
.
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reduced bulk pressure, P/Peritica!P =red
,

superficial heat transfer coefficient
'

hst =

h,r = h (1 - X)R8 (4.2-43)i

and

Dittus-Boelter coefficient assuming all fluid is liquidh =
i

s D, Re['Pr[' (4.2-44) fh = 0.023i +

[

D @r-where the Reynolds number is given by Rei = Guai h

When the Shah model is activated in RELAP5, it is not used until the h calculated by Equation (4.2- !
e

41) becomes larger than that of Equation (4.2-35) (horizontal) or Equation (4.2-38) (vertical), i.e.,
>

(4.2-45) rh = max (hShahebNusselt) ,

i

Thus, the maximum of a turbulent and a laminar correlation is used. The data base for the Shah !

correlation includes both horizontal and vertical data.

The model for the influence of noncondensables on condensation was developed by B&W for the t

RELAP5/ MOD 2 code .2-n and is based on the work of Colburn and Hougen.4.2-12 The model is4

developed under the following assumptions:
r

1. The sensible heat transfer through the diffusion layer to the interface is negligible

2. Stratification of the noncondensable gas in steam vapor by buoyancy effects is negligible !

I

3. Required mass transfer coefficients can be obtained by applying the analogy between the j

heat and mass transfer

4. The gas is not removed from the vapor region by dissolving it in the condensate.

The formulation is based on the principle that the amount of heat transferred by condensing vapor to
the liquid-vapor interface by diffusing through the noncondensable gas film is equal to the heat transferred
through the condensate. From this energy conservation principle, the interface pressure and temperature
(see Figure 4.214) will be determined by iteration. The heat transfer rate then will be known.

The heat flux due to condensation of vapor mass flux,jy, flowing toward the liquid-vapor interface is
t

i
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q", = j, a h,,6 (4.2-46)

O
where

fgm(P ) steam minus liquid saturation enthalpy in the bulk= hh vbfgb

steam partial pressure in the bulk.Pvb =

The mass flux is given by

P,p'

13j, = h,p,,ln (4.2-47)
p

'~
( s

where

total pressureP =

partial pressure of steam at liquid-gas-vapor interfacePyi =

mass transfer coefficienth =
m

saturation vapor density at P -pvb vb=

The heat flux due to mass flux jy, then, is

< p.8

1-p
q", = h hr,3p,,In (4.2-48)

pm

I~fs(

The value of the mass transfer coefficient, h , depends on whether the flow is laminar or turbulent.m

For turbulent vapor flow, the vapor Reynold's number greater than 2000, the mass transfer coefficient is

obtained from the Gilliand .2-58 correlation:
4

Sh = 0.023 (Re ") (Sc ") (4.2-49)

where

Sherwood number,(h D/D )Sh = m vn
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gas Reynolds number, (pvDRe =y

M:

. Schmidt number ( ydpvbD)Sc = vn

hydraulic diameterD =

mass diffusivityD =vn

bulk vapor viscosity=vb

pvsb bulk combined vapor and gas density.=

For laminar flow, the mass transfer coefficient is derived from the Rohsenow-Choi .2-58 heat transfer4

correlation as

h,,D
= 4.0 . (4.2-50)

D,,

The mass diffusivity of noncondensable gas in the water vapor is calculated using the equation of

Fuller, Scettler, and Giddings.4.2-57

1

T'''+

D,, = 0.0101325 (4.2-51)7 , ,y

P (c,)I + ( e,) '
( s

,

where |
,

molecular weight of steam )M =y

molecular weight of noncondensableM =
n

T bulk gas temperature=

'

atomic diffusion volume of steamE =v

atomic diffusion volume of noncondensable.e =n

The atomic diffusion volume, E, values for different gases and water are given in Reference 4.2 59.

%)
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The heat flux from the liquid film to the wall is calculated by

q", = h, (T,, - T,) (4.2-52)

where

T (P ;) saturation temperature corresponding to the interface vapor pressureTy; = w y

(same as T in Figure 4.214).
si

The condensation heat transfer coefficient, h , is calculated based on the correlations given in thee

isprevious section. Once a liquid-vapor interface panial pressure is assumed, the corresponding Tyi

known, and the energy balance equation can be checked by

(4.2-53)q ", = q",

or

P.''

1-f (4.2-54)h, (T,, - T,) = h,h,p ,,1np ,- p
I~

< >

The initial guess for the interface pressure is the saturation pressure based on the wall temperature.

4.2.3.6.4 Geometry 101, Condensation with Noncondensable Model as Coded-The
model is coded as presented.

4.2.3.6.5 Geometry 101, Horizontal Condensation Model Basis- Chato developed a
to the Nusselt .2.lo formulation which applies to laminar condensation on the inside of a4modification .2e4

horizontal tube. It is assumed that the liquid film collects on the upper surfaces, drains to the tube bottom,
and collects with negligible vapor shear. The condensate drains out one end because of a hydraulic

gradient.

The correlation takes the form

31/ 3 *kgp,Aph,g ,
h* = F (4.2-55)

( D,p, (T,,,, - T,) ,

l

where |

9'
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!-

liquid conductivitykg =

)
h. quid viscosity

,

.

v pg =

1 <

;

liquid densitypg =

?

difference between liquid and gas bulk densityAp' =

i
gravitational constant4 g =

)
gsat(P ) steam minus liquid saturation enthalpy in the bulkh; hrgb = vb

i

Pvb steam partial pressure in the bulk=

I saturation temperature based on steam partial pressure in the bulk.Tsppb =

The F term corrects for the liquid level in the tube bottom with the form

h

)

1 b)F' . (4.2-56)F=
n

!f The angle 24 corresponds to the angle subtended from the tube center to the chord forming the liquid

|\ level. The values for F' range in magnitude upward from 0.725, where 2G = zero. F corrects for the

condensing area fraction as well as the heat transfer coefficient. The development by Chato " indicates4
,

,

that a value of 0.296 for F is an average value appropriate for free flow from a horizontal tube, with the j
'

1liquid level controlled by the critical depth at the exit.
;

The angle 24 changes if the tube drains because of inclination or fills up because of a pressure;
'

gradient. The angle is determined from

$ - 0.5 sin 2$ -i

(4.2-57) .09 =- ,
>n.

i

The development determined that for the parameter range of concern the bottom liquid layer was in
laminar flow. The analytical work indicates that the heat transfer through the bottom layer was less than 4

2.5% of the total for angles of 24 between 90 and 170 degrees and was therefore neglected in the >

; correlation. Chato suggests a mean value of F = 0.296 which corresponds to @ = 120 .

Data were taken for the conditions as follows:

Tube material copper*

Tube length 0.718 m*
,

i

h
'
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Tube ID 1.45 cm |*

Fluid refrigerant 113+

Tube inclination 0 to 37 degrees-

Vapor inlet Re to 35,000..

The bulk of data points were within +8 to -16% of the correlation for level flow. The correlation was
tested to an inclined angle of about 37 degrees with reasonable results. It is not valid for vertical flow.

4.2.3.6.6 Geometry 101, Horizontal Condensation Model as Coded-The model in the
code is Equation (4.2-55), with F = 0.296.

The correlation form is not strictly valid for superheated vapor. The heat capacity between the actual

and saturated temperature must be accounted for, as illustrated by Jakob.4 2-61 The solution form including
the superheat effect is much more complex, but the change in h may be less than the uncertainty of the
basic correlation.

Experiments indicate that the h value can be 40 to 50% too low. The increased heat transfer (from the
experiments) is attributed to vapor velocity and ripples changing the film thickness, or turbulence.
Collier .2-45 recommends that the computed value be increased by 20%.4

The correlation is valid only after a film has been established, but when the wall is bare, some
coefficient must be applied to get a film started. The correlation is valid only for a laminar film.

4.2.4 Geometry 103, Correlations for Vertical infinite Parallel Plates

No RELAP5 coding changes have been made for this geometry. Refer to Geometry 102. When this
geometry is implemented in the code, the laminar flow Nusselt number for uniform heat flux should be set

to 8.23 2-62 nstead of 7.63. For a constant wall temperature boundary condition, the Nusselt number is4

7.54, but uniform heat flux is generally a more useful boundary condition for reactor simulation.

4.2.5 Geometry 104, Correlations for Single Vertical Wall

Refer to Geometry 101. This is the geometry to which the Churchill-Chu natural convection
correlation applies.

4.2.6 Geometry 105,106,107, Correlations for Vertical Annull )

l

Currently, annuli are treated as pipes. Refer to Geometry 101. Annuli have some correlations j

available that are different frora pipe correlations. Laminar flow is one of these situations. As identified by
4 2-63Reynolds, Lundburg, and McCuen there are four " fundamental solutions" for laminar heat transfer in

an annulus:

Fundamental Solution of the First Kind*

O
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Wall 1: step change in temperature-

- Wall 2: maintained at inlet temperature

Fundamental Solution of the Second Kind*

- Wall 1: step change in heat flux

Wall 2: insulated-

Fundamental Solution of the Third Kind+

Wall 1: step change in temperature-

Wall 2: insulated-

Fundamental Solution of the Fourth Kind-

- Wall 1: step change in heat flux

- Wall 2: maintained at inlet temperature.

Since wall I can be either the inner wall or the outer wall, there are a total of eight sets of boundary
O conditions. In cases of single-phase flow with constant thermodynamic propenies, superposition of results
I from the fundamental solutions may be used to obtain results for other boundary conditions. The fully

developed Nusselt number for fundamental solution number 2 is probably of most interest for RELAP5.

4.2.7 Geometry 108, Correlations for Single Vertical Rod

Refer to the Geometry 101,

4.2.8 Geometry 109, Correlations for Vertical Single Rod with Crossflow

Refer to the Geometry 101.

4.2.9 Geometry 110-113, Correlations for Vertical Bundles

Geometry 112 defaults to Geometry 110, and Geometry 113 defaults to Geometry 111.

4.2.10 Geometry 110, Correlations for Vertical Bundles Parallel Flow Only

4.2.10.1 Geometry 110, Parallel Flow Model Basis. The correlations for this geometry differs

from Geometry 101 only in the implementation of a turbulent flow multiplier developed by Inayatov,(2-28
based on the rod pitch to rod diameter ratio. Inayatov correlated data for 4 in-line and 30 staggered tube
bundles in air, water and superheated steam with pitch-to-diameter ratios between 1.1 and 1.5. He
recommends that the McAdams coefficient (0.023) to the Dittus-Boelter equation be replaced by C:

4-105 NUREG/CR-5535-V4
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2 (4.2-58)C = 0.023
2

D

where Pj and P are the " pitches of the tubes in the bundle" and D is the tube diameter. If the bundle2

consists of in-line tubes on a square pitch or staggered tubes on an equilateral triangle pitch, C becomes

C= 0.023P/D . (4.2-59)

Morgan and liassan .2s used a P/D multiplier developed by Weisman .2 27 and showed improved i4 4

RELAP predictions of once-through steam generator data. The Inayatov formulation has a broader data |
base than Weisman's form. The largest pitch / diameter ratio in Weisman's data is about 1.27.

4.2.10.2 Geometry 110, Parallel Flow Model as Coded. The Inayatov equation is
implemented in RELAP5. The P/D multiplier is used in both forced convection and nucleate boiling. The
pitch-to-diameter mtio for bundles is input as Word 10 on the 801 and 901 cards. A warning message is
printed during input processing if P/D is input greater than 1.6. The term P/D is then reset to 1.6. If P/D is
not entered, or less than 1.1, a default value of 1.1 is used and a warning message is printed.

Forced laminar and free convection correlations specifically for vertical bundles have not been

implemented into RELAP5. This is an aiea where more investigation is needed.

4.2.11 Geometry 111, Correlations for Vertical Bundles in Parallel and Crossflow

Users can chose which flow direction is the dominant direction parallel to the tubes on word I of
card 501 or 601. The form of word I is ccenn000f, where f is the direction parallel to the tubes. If f is 0 or
4, the x direction is the parallel direction. If f is 2 or 1, the parallel direction is the y or z direction,
respectively. An input error occurs if a 1 or 2 is chosen and the directions have not been activated with
hydraulic input.

4.2.11.1 Geometry 111, Crossflow Model Basis. With these geometries,' the heat transfer
coefficient is the average coefficient caused by flow parallel to the tubes and flow perpendicular to the
tubes. The method of averaging uses the square root of the sum of the squares in order to weight the
answers more toward the larger of the two values:

h = (hh,,ng + h,2,,,,) " (4.2-60)

where

heat transfer coefficient from a call to DITTUS using the parallel mass fluxh =ymi
shown in Table 4.211

DI1TUS = a subroutine that outputs the maximum of forced convection, laminar ;

convection, and natural convection as previously discussed. |
|
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crossflow heat transfer coefficient from Equation (4.2-61) developed byherm =
,

Shah .2-3,4

(

Nu,,,, = 0.21(G Pr" (4.2-61)

where

Nusselt NumberNu =

tube outer diameterD =
o

liquid viscosityp =

Prandtl numberPr =

crossflow mass flux at minimum area.G =

The sum of the squares method of Equation (4.2-60) has been suggested by Kutateladze.4.2 65

4.2.11.2 Geometry 111, Cross Flow Model as Coded. The only nonstandard RELAP5
parameter is the mass flow at the minimum area. To obtain G at the minimum area for the above equation,^

the code's volume average value from Table 4.2 9 is multiplied times the area ratio of volume average area

divided by the gap area

Table 4.2 9 Mass flux values for single-phase with Geometry 111.

G for hBundle is aligned with G for hparallet eross

x Axis G* (G[ + G|)"'
'

y Axis G
(G| + G|)"'Y

z Axis G
(G[ + G|)"'2

1-
Aratio = '

D
1p

This equation is derived by setting the average area to

o
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|PxPxZ 4 Z |

X = Volume (4.2-63)
Length P

where Length = P because it is desired to derive the average area in the crossflow direction, and the gap
area to

Agap = (P- D) Z (4.2-64)

where

rod pitchP =

rod diameterD =

length along the rods.Z =

Inayatov's enhancement coefficients are applied to the parallel flow heat transfer coefficient before it
is added to the crossflow value. The macroscopic part of the Chen correlation is increased by the Inayatov
coefficient as well as the single-phase forced-flow coefficient.

The existing Groeneveld table lookup method is used for the critical heat flux with the mass Oux
from the parallel direction.

4.2.12 Geometry 114, Correlations for Hellcal Pipe

Refer to the Gec, metry 101. Flow inside helical pipes is not considered.

4.2.13 Geometry 121,122,123, Correlations for Horizontal Annull

Refer to Geometry 130. When this Geometry is implemented, stratification can drive the surfaces out
of nucleate boiling easier than it does with vertical surfaces.

4.2.14 Geometry 124, Correlations for Horizontal Bundle (CANDU)

The CANDU reactor core has horizontal fuel rods in horizontal pipes. No coding specific to CANDU

reactors has been implemented.

4.2.15 Geometry 130, Correlations for Horizontal Plate Above Fluid

There is one correlation in the code specifically for a horizontal plate with natural convection. The
correlation is for energy flow in the direction of gravity. Since the correlation for energy up-flow is r.ot in
the code, the code does not check the direction of energy flow. For condensation, the code uses a value of

F = 0.296 in Equation (4.1-55), as suggested by Chato.4.24 A multiplier, k6,is applied to the CHF value
from the Groeneveld table. O
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4.2.15.1 Geometry 130, Correlat!ons for Natural Convection Model Basis. The

[v following McAdams .2-5 natural convection correlation is applied:4

Nut = 0.27Ra[*' for 10's Ra < 10" (4.2-65)c

This same correlation is used for Geometry 101 and is based on flat plate data. Incropera and |
,

DeWitt " suggest length = surface area / perimeter for the McAdams correlation. The Rayleigh number jd

range for Equation (4.2-65)is between 10 and 10 oand is applicable when the direction of energy transfer
'

5 t

is in the direction of the gravity vector, i.e., the lower surface of a heated plate or the upper surface of a
, cooled plate. This yields considerably smaller coefficients than the McAdams correlation for energy flow

upward, as shown in Figure 4.2-15. Also shown are the Churchill-Chu values. The McAdams correlation
'

for energy upflow is

Natural convection

1000 - -

W McAdams energy upflow
4 c+-e McAdams energy downflow
| M Churchill-Chu vertical plate

.$- o

100 - -

5
't- E

z

.

10
10 367 ih8 ih9 106 10

Rayleigh number

Figure 4.215 Natural convection correlation comparison.
.

Nut = 0.54Ra[*' for 10's Ra > 10' (4.2-66)t

Nut = 0.15Ra[* for 10's Ra > 10" . (4.2-67)t

4.2.15.2 Geometry 130, Natural Convection Model as Coded. The model is coded as
shown.g

v
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4.2.16 Geometry 131, Correlations for Horizontal Plate Below Fluid

This Geometry defaults to Geometry 130.

4.2.17 Geometry 132, Correlations for Horizontal Single Tube

This Geometry defaults to Geometry 130.

4.2.18 Geometry 133, Correlations for Horizontal Single Tube with Crc.r.sflow

This Geometry defaults to Geometry 130. The only crossflow logic that has been implemented is for

bundles.

4.2.19 Geometry 134-137, Correlations for Horizontal Tube Bundles

Geometry 135,136 and 137 default to Geometry 134.

Calculating the performance of horizontal tube bundles is important in some heat exchangers such as

condensers and feedwater heaters.

This geometry differs from Geometry 101 only in the nucleate boiling and CHF correlations. No
distinctions are currently made between in-line and staggered tube bundles. No changes are planned for the

condensation, transition boiling, or film boiling regimes. Khalil .24and Palen, Yarden, and Taborek .2-674 4

found reasonable agreement with their horizontal bundle film boiling data and the Bromley correlation in
RELAP5. Currently, all four geometries default to number 134, which considers both flow across and

parallel to the tubes in a tube bundle.

An illustration from Reference 4.2 67 (see Figure 4,2-16) shows the horizontal bundle boiling curve
is shifted to the left compared to a single horizontal tube. The peak is also lowered. These curves are based
on a " common hydrocarbon liquid."

There are considerable difficulties in obtaining best-estimate heat transfer coefficients and critical
heat flux values for horizontal bundles. Table 4.2-10 shows the range of some of the available data. Very

few water data are available. Palen and Small .2a were studying reboiler applications in the petroleum4

industry; Slesarenko, Rudakova, and Zakharov .2-69 were interested in desalinization evaporators; and
4

Polly, Ralston, and Grant .2-14 performed experiments for the United Kingdom Department of Industry.4

Comwell, Duffin, and Schuller,4.2-70 Cornwell and Schuller,4.2-71 Nakajima,4.2-72 Chan and

Shoukri,4 2-73 Leong and Comwell4.2-74 Brisbane, Grant, and Whalley,4 2-75 and Slesarenko, Rudakova,

O
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O
Single tube vs. bundle

1.00 . .

o Horizontal bundle data
- Horizontal tube prediction

R
E

! 78
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cP
0.01 ' '

1 10 100 1000

Wall superheat (K)

O
Figure 4.2-16 Boiling curve for horizontal tubes (Reference 4.2 67).

Table 4.210 Honzontal bundle data sources .

Poly,Slesarenko, Ralston,
Variable Palen and Small Rudakova,

and Zakharov Grant

Pressure (MPa) 0.25-0.69 0.006-0.101 0.101

Mass flux (kg/s-m2 ? ? 90-150

Heat flux (MW/m2) 0.003-0.59 0.022-0.135 0.01-0 06

Quality ? ? 0-0.17

Pitch / diameter 1.25-2.0 1.25-2.0 1.244

Tube diameter (m) 0.019-0.0254 0.018 0.0254

Tbbe layout triangular, square, and ? square

rotated square

Bundle diameter (m) 0.5-1,3 (6 rows) (6 rows)

Liquid subcooling (K) 7.8-30.5 ? O

Fluids hydrocarbons water RI13

( Tube material carbon steel MZS copper stainless
N
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and Zakharov .2-69 show that the heat transfer coefficient increases with increasing vertical position in the4

bundle. Bubbles from below cause increased turbulence higher in the bundle. Average bundle heat transfer ;

coefficients can be several times larger than single-tube coefficients. Figure 4.2-17 shows lines of constant |

heat transfer coefficient from kettle reboiler data taken by Leong and Cornwell. However, Palen and

Small .2-68 show that the critical heat flux decreases as the bundle height increases.4

I

Reboiler tank -
. 241 Tube bundle outline

R-il \ /
\[ 6

f 4

3W
3

2
4.5

2

3.5 /

'5 2.5.
.,

*
2.0s

2
Figure 4.2-17 Iso-heat transfer coefficient lines from Leong and Cornwell reboiler (kW/m -K).

4.2.19.1 Geometry 134, Horizontal Tube Bundles Nucleate Bolling Model Basis. A
literature search has shown several possibilities. Polly, Ralston, and Grant tested a 36-tube horizontal
bundle with vertical flow in refrigerant 113 and recommend an equation like the Chen equation on the

outside of the tubes.

(4.2-68)h = Shpb + Fhfc

where

pool boiling heat transfer coefficienth =
pb

forced convection heat transfer coefficienthre =

NUREG/CR-5535-V4 4-112
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suppression factorS =

O
two phase multiplier.F =

For horizontal bundles under investigation, they say,

"However, S may not be a suppression factor."

in other words, convection may not suppress nucleate boiling in a horizontal bundle. They further say,

"In the case of forced flow boiling in tube bundles we do not have sufficient information to

provide any means of evaluating the factor S. Until such information is available we shall
assume a value of unity."

The authors also say that the F factor cannot be obtained in the same manner Chen used because the
pressure loss is dominated by form loss instead of wall friction. They assume that the liquid flowing
through the gap between the tubes does so as a film on the tubes. They further assume that the ratio of the
two-phase heat transfer coefficient to the single-phase coefficient is inversely proportional to the ratio of
the liquid volumetric flow to the total volumetric flow. Thin films have less resistance to energy transfer
than thick films. They finally assume a la power velocity profile in the films and arrive at

(}
0 744

(4.2-69)3+h,l-ah=h
P

G

where

single-phase liquid heat transfer coefficienthr =

local void fraction.a =

The liquid hr was evaluated using an ESDU (Engineering Science Data Unit, London,1973)
equation:

Nu, = 0.211 Re[*Pr{"F (4.2-70)4

where

Reynolds number based on the liquid velocity in the gap between the tubesRet =

r liquid Prandtl numberPr =

a factor that depends on which row the tube of interest is in.F =4

The authors repon that for the upper tubes (row 6) in their experiment, F is 1.06.4
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The Heat Transfer and Fluid Service Handbook (HTFS) insert BM13 presents a 1969 ESDU
crossflow correlation for a single horizontal tube as

exp [- 0.186 + 0.338 In Re + 0.362 In Pr (4.2-71)Nu,=
+ 0.0131 (in Re)2- 0.00926 (In Pr)' ]

Figure 4.2-18 shows three crossflow correlations along with the Dittus-Boelter equation. The line
marked ESDU bundle is from Equation (4.2-70) with F =1, and the line marked ESDU tube is from4

Equation (4.2-71).

|

Single-phase crossflow heat transfer

P = .1 MPa, D = 0.025 m

100000 . -
. .

c o Dittus Boelter
ca--a Shah

_

j w ESDU bundle
E 10000 '

ESDU tube'

b
E
'$
E 1000

,
r

8

E 100 m
,

3
:::

' ' '

10
100 1000 10000 100000 1000000

Reynolds number

Figure 4.2-18 Liquid crossflow correlations compared to Ditrus-Boelter.

Polley, Ralston, and Grant used the Voloshko .2acorrelation for pool boiling:4

Pe * (4.2-72)0588 0
Nua = 0.236 Kt

where

hL (4.2-73)Nun =

O
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.

liquid thermal conductivityi kr =

(8AP
g 0.5

L =

i

surface tensioni o =

i

Kt -

L (h,,p,) 2

p,C ,T,,,op

vapor minus liquid saturated enthalpyhrg =

pt liquid specific heatC =

q"C,,p,L
Pe =

k p, .hrg i
4

All the Polley-Ralston-Grant data agree within 30% of Equation (4.2-69), and 310 of their 330 points
agree within 20%.

The problem with using the Voloshko correlation in RELAP5 is that it was developed specifically ,

'

for pool boiling of refrigerant 113 on a stainless steel surface. Figure 4.2-19 shows data from the bundles
of Slesarenko, Rudakova, and Zakharov and Polley, Ralston, and Grant. The former tested with water and
the later used refrigerant 113. RELAP5 does not have freon fluid properties. Even though the Voloshko '

correlation was evaluated with water properties, it agrees with the freon data f om the top tube in the
Polley-Ralston-Grant experiment. No data were reported for the bottom row (Row 1).

The Rohsenow .2-19 pool boiling equation is4

i

( $ %
' '' gdP

h3 = 4.55x10' AT*,, (4.2-74)s: oIf >A fg

where

liquid viscosityPr =

liquid specific heat at constant pressureCr =p

saturated enthalpy difference between vapor and liquidhrg =

liquid Prandtl numberPrr '=

gravitational constant .g =

,

4-115 NUREG/CR-5535-V4

- _ . _ _ _ _ _ _ _ - _ _ _ _ ____ ____ ____



RELAPS/ MOD 3.2

O ||Boiling heat flux
2P=1 Bar, G=95 kg/m .3
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Figure 4.2-19 Horizontal bundle data and correlations.

liquid-vapor density differenceAp =

wall superheat (T,.au - T,pt).AT =
sup

The coefficient 4.55 x 10 is 1/C,rcubed, where C r is a Rohsenow parameter, which depends on the5
s

surface material and liquid type. Rohsenow lists three surfaces on which data were taken with boiling
!water, copper, platinum, and brass. The reported C,7 coefficient for the first two materials is 0.013; for

brass it is 0.006. The former value is used here. The Rohsenow prediction will cross the Forster-Zuber

prediction at larger wall superheats.

O
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Based on Figure 4.219 results, it appears unwise to strictly follow the Polley-Ralston-Grant method
O developed for freon to predict light water reactors. However, the void fraction effect may be acceptable for

predicting bundles submerged in water. Since the void fraction increases in the vertical direction, Equation
(4.2-69) predicts increased heat transfer at the top of the bundle compared to the bottom. Although Polley-
Ralston-Grant propose the void weighted convection term, they do not report void profiles.

Shah developed a correlation for horizontal bundles but says it has only been verified up to a4277

Prandtl number of 0.051. Water has a Prandtl number in the range of 1 to 10. He recommends the

superposition method of Kutateladze .245 for higher Prandtl numbers:4

AT,,, P M
(4.2-75)hk + hf(1 + AT,,,

,

h=

where

liquid subcooling relative to saturation.ATsub =

Equation (4.2-75) will yield the effect of subcooling on the convection term, but if used as is it would
predict decreasing heat transfer with increasing elevation. Equation (4.2-69) will yield increasing heat
transfer with increasing elevation but does not have an explicit subcooling term.

4.2.19.2 Geometry 134, Horizontal Tube Bundles Nucleate Bolling Model as Coded.
_

Finally, Equation (4.2-69) was coded with Forster-Zuber .213 for pool boiling, and the subcooling effect is
4

obtained by using the liquid temperature as the reference temperature for the forced convection pan of
Equation (4.2-69), just as is done on the Chen correlation for other surfaces. Equation (4.2-70) without the
F factor is used for the liquid convection term.4

Later, if assessment using the Polley-Ralston-Grant method proves unsatisfactory, the Nakajima
approach will be examined:

q" = aq"m, + ( 1 - a) q",, . (4.2-76)

where

vapor void fractioncx =

heat flux across the thin film of water on the tubesq"mm =

pool boiling heat flux on a single tube.q",3 =

The film referred to consists of water wetting the heated tubes in a two-phase upflow environment.

Ov
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4.2.19.3 Geometry 134, Horizontal Tube Bundles CHF Model Basis. The critical heat flux
on horizontal bundles can be similar to a single tube at the bottom of the bundle. At the top of the bundle,
the tubes can become circulation limited if their liquid is being supplied from below, orflooding limited if

their water is supplied from above.

Cumo et al.4.2-78 performed a forced convection experiment using a nine-rod horizontal bundle and
found that CHF did not degrade with increasing fluid quality. However, the Palen-Small data are from
natural circulation experiments with large diameter bundles and represent reactor heat exchanges better

than the Cumo data. Shah .2-56 correlated the Palen-Small data to obtain
4

CHF ,, = CHF 6.2C Do ym ~

% g D,N )

where

Pool boiling critical heat flux for a single tubeCHF =
pb

bundle diameterDa =

outer tube diameterD =o

number of tubes.N =

Increasing the tube density for a given heat flux would raise the bundle average quality, yet the
equation predicts a decrease in bundle critical heat flux.

The Zuber .2-w correlation for the pool boiling CHF developed for a flat plate is4

CHFpb = Khrg [cg (pr- p }} $(Ps) (4.2-78)
g

where

hydrodynamic boiling stability numberK =

liquid surface tensiono =

gravitational constantg =

difference between saturated vapor and saturated liquid enthalpy.hrg =

The value of K suggested by Zuber is n/24 - 0.13. Kutateladze .2-80 independently developed the4

same equation and recommended K = 0.16; Rohsenow .2-15 recommends K = 0.18.
4

O
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Sun and Lienhard .2-si extended this correlation to a horizontal cylinder by using a multiplier that4 '

depends on a radius factor:

0.89 + 2.27exp {-3.44R' 5} for ( 0.15 < R* s 3.47) (4.2-79) !g,,

0.89 for R' > 3.47

where

R (4.2-80)

R' = (
0 f5

g(Ap) /

tube outer radius.R =

R' is about 3.8 for a 2 cm tube; therefore, the reduction from a flat plate to a tube of this size is 11%.

Hassan, Eichom and Lienhard .2-82 studied CHF during venical crossflow over a horizontal heated4

. cylinder and found that an unheated cylinder directly in front of the heated cylinder reduced CHF to as low
as 10% of the single cylinder value. If the pitch to diameter ratio (P/D) was larger than 4 the unheated

cylinder had no effect. Shah .2-83 correlated the data between a P/D of 2.1 and 3.8 with:4

k
CHF = hr,p,p v, 2.58 - 4.13 (4.2-81).

f

The term v is the free stream liquid velocity.r

The important factor causing bundle CHF is liquid starvation. When the escaping steam occupies too
much of the space between tubes, nucleate boiling can no longer be supported on the upper tubes. Folkin

and Goldberg .2-84 bubbled air across tubes in a pool of water to simulate boiling and report that4 .

CHF,,, = CHF ,(1 - 1.175n) (4.2-82)

where a is the void fraction around the heated tube. According to this correlation, the bundle CHF is zero

at a void fraction of 0.851. The pressure, temperature, and flow enter the correlation implicitly through the
void fraction.

4.2.19.4 Geometry 134, Horizontal Tube Bundles CHF Model as Coded. The Shah
correlation of the Palen and Small data was not implemented because it was developed for design rather
than best estimate. The Shah correlation is more of a criterion to prevent CHF on any of the tubes. It does

not give users the capability to nodalize horizontal bundles in the venical direction and obtain nucleate

t boiling on the bottom tubes and film boiling on the top tubes. Equation (4.2-82) was implemented in
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RELAP5 without the Sun-Lienhard extension of the Zuber correlation for a single tube. Folkin and
Goldberg used Equation (4.2-78) with K = 0.14. The coding follows Folkin and Goldberg. Equation (4.2- (
69) predicts an increasing heat flux with an increasing void fraction during nucleate boiling, but Equation j

(4.2-82) predicts a decreasing CHF with a void fraction. Film boiling will be predicted by RELAP5 when l

|the two equations cross.

Crossflow is considered for surfaces in multi-dimensional cells in all heat transfer regimes. The mass
flux values used are shown in Table 4.211. In 1-d.mensional cells, the parallel mass flux is used in the
correlations with the assumption that the bundle is at right angles to the flow direction.

Table 4.2-11 Mass flux values for geometry 134.

Hundle is aligned
G for hparalici G for heross

with
,

x Axis G* 2 2 o5
(G + G )

y Axis G
(G + G[)"

2
Y

z Axis G'
(G[ + G )

2 M

Three researchers report a subcooling effect on CHF. Two of them are in the form:

C,, (T -T,) (4.2-83)Psub = 1 + m

Ivey and Morris .2-85 give a value of m and n of 0.1 and 0.75, respectively, whereas4

Kutadeladze .2-86 gives values of 0.065 and 0.8.4

4.2 87
A similar factor was developed by Zuber, Tdbus, and Westwater:

< >

5.32 L" ( p,C',k,) "
Fsub = 1 + (T,P, - T,) (4.2-84)

go ( p,- p,)- 0 '25

hP s ,, ;
- P ''

where

8(P'~ Pr) "L- (4.2-85)
o

Figure 4.2-20 compares these two equations at two pressures. At 100 K subcooling and 0.1 MPa, the
later equation is higher by about 8%. Since this is smaller than the uncertainties involved, the computer
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time savings is defensible. Since the two equations give similar results, the simplest one has been ;

implemented. The final equation for CHF in horizontal bundles is
I

CHF multiplier for subcooling effect

7.0 >.

o--o Ivey-Morris 0.1MPa
,

6.0 -co--e Zuber-Tribus-Westwater; 0.1 MPa -

,

g e % Ivey-Morris 7MPa
~ '5.0 -

Zuber-et.al. 7MPaj

.E 4.0 -
-

1
-

'

,g 3.0 -

R ,

g 2.0 - -

u
~ ~ ~ "

. : . -

1.0 - - - - -
-

' '

' O 2O 40 6O 80 100

Liquid subcooling (K)

Figure 4.2 20 Comparison of subcooled boiling factors for CHF.

CHF ndle = CHFrube (1 - 1.175a) Fsub (4.2-86)
bu

uses a K factor [in Equation (4.2-78)] ofwhere Fsub is determined from Equation (4.2-83), and CHFrube

0.14 as recommended by Folkin and Goldberg.

4The textbook by Carey .2-88 evaluates Equation (4.2-78) at saturation conditions before applying the
subcooling factor. This appears logical but the other literature is not clear on this point. A check was made
to determine if additional calls to the stearr 'sbles could be avoided by not using the subcooling factor and

by simply evaluating CHF at the local temperature. Figure 4.2 21 is a result of this investigation. At low
pressure, the CHF with liquid properties evaluated at Tfluid only rises by about 7.5% between 0 and 100 K
subcooling, but the multiplier at low pressure is 600% (see Figure 4.2-20) over this same subcooling
range. At high pressure, the CHF based on T 'd rises about 29%, but the high pressure subcoolingflu.

multiplier only rises about 9%. The code updates evaluate CHF at saturation conditions, and the
subcooling multiplier is then applied.

!
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4.3 Wall-to-Wall Radiation

RELAPS/ MOD 3 b- del that calculates wall-to-wall radiation heat transfer directly, whereas

MOD 2 did not. The , presented in Volume I of this code manual and is not repeated here. One
weakness of the model u that it does not include absorption by the fluid between the surfaces.

4.4 Energy Source Term

Volumetric heat sources can be placed into any heat stmeture in RELAP5/ MOD 3. The power for the
heat source can be determined from tile reactor kinetics package that calculates the time-dependent power

response, or from a table, or a control system. The internal power source can be panitioned by the use of
three factors.

The first factor is applied to indicate the internal heat source generated in the heat structure. The
other two factors provide for direct heating of the fluid in the hydrodynamic volumes communicating with
the heat structure surface. A user-specified multiplicative factor times the internal power in the heat
structure is added directly to the energy source term in the associated control volume to provide the direct
moderator heating. The energy transfened is partitioned between the liquid and vapor phases by means of
the static quality. The sum of all the factors multiplying the source power should be unity to conserve
energy in the calculation.

The direct heating model is simply a portioning of energy and is clearly applicable in any situation
where the application of direct heating has been justified. No scaling dependence or uncertainties past
those associated with the determination of the input are introduced by the model itself.

4.5 Near Wall and Bulk Interfacial Heat Transfer

The heat transfer correlations described above determine a heat transfer coefficient which relates an
energy transfer rate to a temperature difference. Two distinct cases were discussed: (a) interfacial heat
transfer through an assumed interface as a result of differences in the bulk temperature of the liquid and
vapor phases and (b) wall heat transfer, providing energy to either the liquid or vapor phase, or both. A
special case of wall heat transfer occurs when the wall is communicating with a two-phase mixture, for
then boiling or condensation can occur as a direct result of the wall heat transfer. This heat transfer is
referred to as near wall interfacial heat transfer and is similar to the bulk interfacial heat transfer described
in (a), but it is treated separately in the code because it is not a result of differences between bulk phase
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temperatures. The following discussion will address the various heat transfer conditions by identifying ;

those terms in the energy equation used to account for them and by showing the relationship of each term
'

,\ to the overall mass and energy balance. Because the interpretation of each of these terms in the energy
equation is nontrivial, they will also be related to the heat transfer output information typically contained
in a RELAPS/ MOD 3 major edit. The discussion to follow will address priman!y the boiling model The |

condensation model will be discussed briefly.

4.5.1 Interfacial Heat Transfer Terms in the Energy Equation ;

The phasic energy equations stated in Volume I of this manual, are

.

3 18 3 PB
g (a,p,U,) + g (a,p,U,v,A) = - P3 7g-(a,v,A)g;

(4.5-1)+ Q,, + Q,, + F,,h' + F,h', - Q,, + DIS S,,

t[I] [3] [K] [L]
4

i

i B 18 Ba P3r

U ) + g (a p,U,v,A) = - P dl & (n,v,A)g(a Pr r rr

+ Q,, + Q,r - F h,' - F,h'r + Q r + DISS, . (4.5-2)
is

i

[I] [J) [K) [L]'

.

See Volume I for the meaning of these terms. The identification of the terms of interest here is

I wall heat transfer'

!

J interphase heat transfer
;

1

K interphase latent heat in the bulk

L interphase latent heat near the wall.

ITerms J (Q,g, and Q r) are interfacial heat transfer terms resulting from both bulk energy exchangei

due to phasic temperature differences and near wall energy exchange due to wall heat transfer in the form
of boiling or condensing. They relate to both terms K and L, which are F , the interfacial mass transfer

'

ig

resulting from a difference in phasic temperatures, and T , the mass transfer resulting from wall heatw

transfer. I

These four terms relate the wall heat transfer to the fluid energy, and they relate each of the phases
through the interfacial heat transfer. Terms I and L refer to wall heat transfer. Term I is the total wall heat

,

j transfer to the given phase, either liquid or vapor, so the sum of Qwrand Qw, is the total wall heat transfer

to the fluid space, Q, as shown in Volume I. The terms Q[,# and Qf,' are the fraction of Qwr and Qws

,V
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resulting in mass transfer. Terms I and L are related through F,. The association between heat and mass ;
'

transfer near the wall is given in Equation (4.5-3) (boiling) and (4.5-4) (condensing).

-Q*dF, = F, > 0 (4.5-3)
, ,

h, - h, ,

1

1

F, = F, < 0 . (4.5-4)
,

h, - h,

The relationships among terms I, J, K, and L are algebraically complete and correct in Volume I, so
the derivations will not be repeated here. It is useful, however, to summarize the assumptions used to
detennine those relationships.

* *

1. The phasic enthalpies, h, and h,, associated with bulk interphase mass transfer in

Equations (4.5-1) and (4.5-2) are defined such that h,=h' and h,' = h for*

, r

* *

vaporization, and h, = h, and h = h| for condensation. This is tantamount to the bulk

fluid being heated or cooled to the saturation condition at the interface and the phase
change taking place at saturation conditions. The same is true for the phasic enthalpies,

h', and h'r, associated with near wall interphase mass transfer.

2. It is assumed that the summation of terms J, K, and L in Equations (4.5-1) and (4.5-2)
vanishes, i.e., the sum of the interface transfer terms vanishes. This is because the
interface contains no mass and energy storage.

3. Assumption 2 is satisfied by requiring that the near wall interface heat transfer terms and
the bulk interface heat transfer terms sum to zero independently.

The ramifications of these assumptions and their implementation in the code will be discussed next.

4.5.1.1 Near Wallinterphase Heat Transfer. Near wall interphase heat transfer is directly in
only one term in the energy equation, Q,ror Q,g. During nucleate boiling, Q,g is zero and the code treats

Q,r in two parts,

Q,r = Qconv + Oboil (4.5-5)

where Qcony is that portion of the wall heat transfer treated as a convective heat flux and Qboil s that ji
I

portion which results in the saturated pool boiling from the liquid phase. The term Qboil s the same as -Q'r Ii

in Equation (4.5-3); this is the near wall interphase heat transfer. When boiling exists, a fraction of the
energy is accumulated in the variable F,. !

|

|
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Because RELAPS has just one liquid tempe.ature in a volume and does not calculate thermal
,Q gradients in the wall boundary layer, another model must be used for F,. This is especially true for

V subcooled boiling. In this case, the bulk liquid can be subcooled while water in the boundary layer is
warmer and is flashing to steam, resulting in a net vapor generation. To capture this effect, the mechanistic

method proposed by Lahey,45-1 as implemented in the TRAC-B code,43 2 is used in RELAP5 during
nucleate, transition, and film boiling. Furthermore, the model for Fig will n t result in positive Fig for

subcooled bulk liquid temperature.

45-3The Saha-Zuber method of predicting the conditions necessary for net voids to exist is
calculated; then Lahey's method of assigning a fraction of the total heat flux to liquid, which causes
flashing at the wall, is applied. The Saha-Zuber correlation uses the Peclet number to decide whether the
heat flux should be related to the Nusselt number (Iow flow) or Stanton number (high flow). At some
point, as the liquid flows axially past a heated wall, the enthalpy may become close enough to the
saturation enthalpy that bubbles generated at the wall will not be condensed. The enthalpy necessary is the
critical enthalpy:

h = h . ..,- S t'C ,/0.0065 for Pe > 70000y r p
(4.5-6)

= hr ,,,- Nu'C ,/455 for Pe s 70000p

where

Nu'/Pe (4.5-7)St' =

NJ -

q,D
(4.5-8)Nu' = -

kg

G,DC '
P (4.5-9)Pe =

k g

wall heat flux to the liquid. (4.5-10)q =

If the minimum of the bulk liquid enthalpy, hr, and the saturation liquid enthalpy, hr,m is greater than

the critical enthalpy, h , then the direct wall flashing term, T , is a fraction of the wall heat flux to liquid.y w

From Lahey,43-1 the fraction is:

Mul = min (h,, h|) - h" (4.5-11)
(h|-h ) (1 + c)n

where

A
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p,[h|- min (h,, h|) ]
(4.5-12)c =

hPr rr

The final expression for the wall vapor generation rate per unit volume during boiling is

.

q,A* (4.5-13)Mul
F = V [ max (h',- h,,10, J/kg)]

where V is the cell volume. A lower limit on the enthalpy difference in the denominator was found to be
4

needed in a test problem which included noncondensables. A value of 10 J/kg was chosen.

During condensation, there is also a F term, but for partitioning it uses all the heat flux from thew

vapor q', . The difference between the actual vapor enthalpy and the saturated liquid enthalpy is used in the

equation for the condensation rate

.

q8A* (4.5-14)F, =
V [ max (h,- h|),10' J/kg]

A boiling condition is checked to ensure that F does not represent a greater mass of liquid than isw

available to boil in 90% of the current time step. For the boiling situation,

0.9 cx,p,
(4.5-15)F, = min (F,,,

In the event this test shows T greater than 90% of the remaining liquid in the control volume, thew

value of F is reset to the 90% limiting value. A similar test is performed for a condensation calculation to |
w

allow no more than 90% of the available steam in a given control volume to condense in a single time step.
This test results in less vaporization (or condensation) for a system calculation when the void fraction in a
control volume is close to either unity or zero.

4.5.1.2 Bulk Interphase Heat Transfer. The relationship oetween bulk interfacial heat and
*

mass transfer is similar in the use of (h",-h ) to determine the mass transfer associated with the
interfacial heat transfer. The code includes no specific variable to represent interfacial heat transfer.
Instead, it is incorporated into the energy equation in terms of an interfacial heat transfer coefficient, Hig or

H r, and a calculated temperature difference, (T* - T ) r(T5 - Tr), respectively.i s

4.5.1.3 TotalInterphase Heat Transfer. The reduction of the energy equation from its basic

form in Equation (4.5-2) (liquid phase) to the following (see Volume I):

O
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0 1 -a 8
-

g (G p,U,) + 7 g- (a,p,U,v,A) + P _ (a,v,A)_,A r g
i
\ . e . 8

=P3* < h,
y

( P, h' "'' (T, - T') + (( P J H,, (T, - T,) (4.5-16)
D P-P,T

( F "' (T'- T ) +at s - -* *

( h,- h s s h, - h sr r

- " h' + ( } E h'rI. + Qwr + DISS,'
,

from which the numerical form is derived, requires an assumption for the interface transfer terms;

described in Section 4.5.1. Combining the phasic energy equations, Equations (4.5-1) and (4.5-2), into a
mixture form by adding results in the following collection of terms representing the total interface energy
transfer:

Q,, + Q,, + F , ( h, - h|) + F, (h', - h',) (4.5-I7)
*

i

Assumption 2 in Section 4.5.1 is a requirement that the sum of these terms vanish,i.e.,,

Q,, + Q,, + F , ( h - h,) + F, ( h' - h',) = 0 . (4.5-18)
* *

i ,

Assumption 3 in Section 4.5.1 goes on to assume further that the bulk transfer terms and the near

O wall transfer terms vanish separately. Thus,

V
P *

p H,, (T' - T,) + H , (T' - T,) + F,, ( h, - h ) = 0 (4.5-19)i

and

Q* + Q$ + F, (h', - h',) = 0 . (4.5-20)i

Equation (4.5-20) is rewritten in the form

-Q*
F, = . ., Qf,. = 0, F, > 0 (4.5-21)d

h, - h,

and

-Q*F, = ''.,Q)=0, F, < 0 (4.5-22).

\ h, - h,

V
4 133 NUREG/CR-5535-V4



RELAP5/ MOD 3.2

and is evaluated in the heat transfer correlation when boiling or condensing is calculated. The energy
associated with F is never deposited in the associated fluid space, but rather is carried in the calculationalw

scheme as a mass generation rate. The energy is accounted for in terms of F, and is converted into an

energy form in the energy equation itself, as seen in Equation (4.5-1) or (4.5-2). Note that the saturation
enthalpy multiplying Fw in both phasic energy equations properly incorporates the latent heat such that the

energy contribution (positive or negative) from F is correct.w

The other mass transfer term arises from bulk exchange between the liquid and vapor spaces.

Equation (4.5-19) is the essential defining equation and is rewritten as

P

F,, = p H,, (T' - T,) + H,, (T' - T,) (4.5-23)
, ,

h, - h,

The actual coding for F is included in its final form in subroutine EQFINL, where the backig
is not calculated directly,substitution following the implicit pressure solution is completed. The term Fig

but its contribution to the energy equation is determined exactly as shown above in Equation (4.5-23).
Figure 4.5-1 provides an overview of the energy partitioning used in RELAP5/ MOD 3. Figure 4.5-2
provides more detail of this ervargy partitioning.

Q

Qwr# %g
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-
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,

,
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I,.
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'
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'

Figure 4.5-1 Energy partitioning in RELAP5/ MOD 3.
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Figure 4.5 2 Energy panitioning in RELAP5/ MOD 3 (another view).

and Qwr. The term F is the mass transfer associated with bulk energyThe term Q is the sum of Qws ig

exchange, and specifically does not include any direct effects of mass transfer from wall heat transfer The

p terms Qir and Q,g, on the other hand, include the energy associated with both forms of mass transfer, as
shown in Equations (4.5-24) and (4.5-25):

Qi, = Q,", + Qf,' = H,, (T' - T,) + Qf,' , (4.5-24)

and

Q,r = Q9 + Q$ = H,,(T'-T,) + Q$ . (4.5 25)r

and Q,r presents the net energy exchange between the phases.The sum of Qig re

4.5.1.4 Further Description ofInterphase Heat Transfer. As discussed in Volume I, there is
an option to more implicitly couple the hydrodynamics to the heat slabs. To accurately model multiple heat
slabs, the mass transfer near the wall (F ) is split into a boiling pan (F ) and condensing part (Fe). For thisw w

option, Fw is the near wall mass transfer for all the heat slabs that are in the boiling mode, and F is thee

near wall mass transfer for all the heat slabs that are in the condensing mode. Thus the total mass transfer
consists of mass transfer in the bulk fluid (F ) and mass transfer in the boundary layers near the walls (Fig w

and F ); that is,e

N
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(4.5-26)
P = F + Fw + rg ig e

The F, and F terms are the mass transfers from flashing and condensation associated with wall heatc

transfer and both are determined from the wall heat transfer computation.

Using this F, and F notation, a more detailed description of the energy partitioning process is nextc

described.

Using somewhat different notation in the source terms, the phasic energy Equations (4.5-1) and (4.5-

2) have the form

8 18 Ba P3
g (a,p,U,) + g (a,0,U,v,A) = - Pg g (a,v, A)

+ Qf, + f h + Q,,- Q,g + F,h[, + F,h[,- Q,, + DISS,
*

ig

Ba

g (a,p,U,) + zg (a,p,U,v A) = - P
P 0 (a,v,A)8 18-

r g g
r

+ Q",-F;,h, + Q,, - Qnash-r h',, - F,h[r + Q,, + DISS,
*

w

The term Qflash corresponds to -Q*, for boiling, and the term Qcond corresponds to -Q*, for

condensation.

Figure 4.5 3 illustrates terms in the energy Equations (4.5-27) and (4.5-28). The top and bottom
rectangles represent vapor and liquid regions of a hydrodynamic volume and have nonzero volumes to
indicate that the time derivatives represent the accumulation of energy in the two regions. The horizontal
line between the two volumes represents the liquid-vapor interface and the fact that the line has no volume
indicates that the interface cannot accumulate mass or energy. Arrows show mass and energy entering or

leaving the liquid and vapor regions and the interface. The direction of the arrow shows the positive flow
direction and most quantities can have positive or negative values. The arrows marked with convection
(apUv) and ' work' are from fluid flow into and out of the regions. The work terms are PV work terms in
the energy Equations (4.5-1) and (4.5-2). The use of inward and outward pointing arrows anticipate the
development of numerical approximations to these equations. In those approximations, inlet and outlet
surfaces to the volumes are assumed and inward arrows point to an inlet and outward arrows leave an
outlet surface, The arrow points in the direction of positive flow. If the flow is reversed, the signs simply
change. Quo:e signs are used with the work term since this is a thermal energy equation and only part of
the work term is present.

The wall heat transfer computation (Section 4.2) computes phasic heat fluxes. The heat transfer rates

per unit volume to each phase, Qwrand Qws are given by

Q.r = 9nA (4.5-29)
ni

O'
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Figure 4.5-3 Energy partitioning i i RELAP5/ MOD 3 (detailed).

A (4.5-30)Q,, = 4,i 3;

hi s the wall heat transfer surface area, V is theiwhere q6 and g i are phasic heat fluxes for surface i, Ag

volume of the hydrodynamic volume, and the summation is over all heat structures attached to the volume.
These phasic wall heat transfer rates satisfy the equation Q = Qwr + Qws where Q is the total wall heat
transfer rate to the fluid per unit volume. For some modes of heat transfer, the heat transfer correlation
package divides the phasic wall heat transfer into two parts, one part going to the phase, the other part
going to the interface where it causes mass and energy transfer. For flashing, a portion of the heat transfer
to the liquid goes to the interface where it generates a change of phase with mass and energy transfer from
liquid to vapor F . The wall heat transfer correlation package determines mn for each heat structure (i)wi

such that

77 Fwi = m696 (4.5-31)

x_-
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For condensation, a ponion of the heat transfer to the vapor from each heat structure (i) goes to the
interface where it generates a change of phase with mass and energy transfer from vapor to liquid. A factor
m i or each heat stmeture (i)is generated such thatfg

(4.5-32)F = m i9sici a

The contributions of wall associated mass transfer are summed over all heat transfer surfaces to
obtain the totals within a volume

F, = F,i (4.5-33)

F, = F,3 (4.5-34)

The flashing process ponion of Figure 4.5 3 shows Qflash as that ponion of the wall transfer to liquid

going directly to the interface, causing mass transfer from liquid to vapor. Similarly, the condensation
process shows Qcond as that ponion of the wall transfer to vapor going to the interface, causing mass
transfer from vapor to liquid. The directions of the arrows for flashing and condensation mass flows are the
same even though condensation is in the reverse direction. F,is always greater than or equal to zero; F ise

always less than or equal to zero.

Using the principle that no mass or energy accumulates at the interface,

On.,6 = F ( h',, - h',,) (4.5-35)

Q,,a = F, ( h',, - h[,) (4.5-36)

Comparing to the notation used in Section 4.5.1, the term Qnash corresponds to -Q for boiling, and

the term Qcond corTesponds to -Q*, for condensation. The heat from the wall going directly to the

interface must be subtracted from the wall heat transfer rates. As illustrated in Figure 4.5-3, the liquid
energy Equation (4.5-28) includes the terms Qwr - Qflash or energy entering the liquid from the walls andf

the terms, F,h',, and F,h[, for energy leaving the liquid due to change of phase. The vapor energy

Equation (4.5-27) includes the terms Q,g - Qcond or energy entering the vapor from the walls and termsf i

F,h',, and F,h',, for energy entering the vapor due to change of phase.

\ O
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,

h

4.5.2 Interpreting RELAPS/ MOD 3 Output of the Energy Equation
I
'

ID The three variables printed in a major edit are macroscopic terms related to the entire control volume.
These variables are the total wall heat transfer to the contret volume, Q, the total wall heat transfer to the |s

vapor space in the control volume, QWG, and the total vapor generation, VAPGEN. In the major edit,
". these are labeled TOT.HT.INP, VAP.HT.INP, and VAPOR-GEN. In terms of variables discussed above,

Q is straightforward and includes all wall energy from (or to) the heat structure. The term Q can be ,

'

) interpreted as consisting of two terms, QWF and QWG, the total wall energy transferred to each of the
phases. These two terms include wall energy convected to the particular phase and energy associated withi

the mass transfer. The term QWG is printed in the major edits; the term QWF must be inferred from QWF
= Q - QWG. The term QWF includes the convective heat flux term, noted in Section 4.5.1.1 as Qcony, and

the Fw term associated with boiling. From Equation (4.5-3), the energy associated with F,is

Q$ = -F, (h[ - h',) (4.5 37).

!

Note that in this form, Q$ is a negative contribution to the liquid phase, for the net result on the

phase is a removal of mass and its internal energy. Note also that a test is performed such that a given heati

structure will contribute to either Q$ or Q*, depending on the thermal-hydraulic conditions of the ;4

associated fluid space, but it will not contribute to both in the same time step. Thus, the energy terms for
each phase in the control volumes are identified. The term VAPGEN, noted as vapor generation in the
output, is the total interphase mass transfer and includes both the bulk and near wall terms.i ,

'

4.5.3 References

4.5-1. R. T. Lahey, "A Mechanistic Subcooled Boiling Model," Proceedings Sixth International Heat

i Transfer Conference, Torronto, Canada,1978, Volume 1, pp. 293-297.
;

'

4.5-2. D. D. Taylor et. al., TRAC-BD1/ MOD]: An Advanced Best Estimate Computer Program for
Boiling Water Reacsor Transient Analysis, Volume 1, NUREGICR-3633, EGG-2294, April l984,,

p.65.
!

.

4.5-3. P. Saha and N. Zuber, " Point of Net Vapor Generation and Vapor Void Fraction in Subcooled
!

Boiling," Proceedings Fifth International Heat Transfer Conference,1974, Volume 4, pp.175-
179.

;
,

I

!

t

i

;
i
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RELAP5/ MOD 3.2

APPENDIX 4A-CORRELATIONS FOR INTERFACIAL HEAT AND MASS
f TRANSFER IN THE BULK FLUID FOR RELAP5/ MOD 3
%

Bubbly Flow

SHL (superheated liquid, AT , < 0)

'~

' _k l2AT"p,C,,
-

r

d, n p,h ,r (4 A-1)+ 0.4|vjpr p,FC a,,F FH,, = max i 2 3

J (2.0 + 0.74Re") 1

.
( d, , ,

|

where

P - TrAT,r = ,

We a (1 - a ,,) We o = max (We o,10_io)s

Reb = ,i,2

Pr(V:)

*
p,d,v,,/o = 5We =

\

average bubble diameter (= 1/2 dmu)d =
b

1.0 for bubbly flow=

interfacial area per unit volumeaf =
g

3.6 abub/d= b

max (a ,10-5)
Gbub = g

a 210-5relative velocity = v - vrv =
rg gg

(v - v ) a 10-5 a < 10-5= g r g g

2 * * '

= max v,,,v,,
p, min (D a|,j, D).

.

hydraulic diameterD =

. |

4A-1 NUREG/CR-5535-V4
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D' 0.005 m for bubbly flow=

min (0.001, abub) / abubFi =

I

F

' "'
%ub0

' ' ' ' '".'001 ''' ' .01 0.10 0

min (0.25, abub) / ububF2 =

I

F2

%"*
0.25 0 50 0.75

1 AT,r s;-1F3 =

F (1 + AT,r)- AT,r -1 < AT,r < 0

0= 4

F AT,r 2 0= 4

i

\- F4

F3

I l i i t 1

3 -2 101 2 3 ATg

5min [10-5, a (1 - X )] (10 )F =4 g n

1

X, = 0.04 X, = 0.2

X, = 0.5

d - X, = 0 8

I - ' ' ' ^^' -' G
G s

10'7 10-6 10-5 g o-4 10'3

noncondensable qualityX =
n

i

NUREG/CR-5535-V4 4A-2'
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|
|

0.0 if cx = 0.0 and AT 2 0. ;Hr = g stiC i
,

SCL (subcooled liquid, AT., > 0) !
i

1

* * ' ' ' ' " " "Hr= (4A-2) ,

i
Pr - P |

where ,

i

max (pr - Pg,10-7)Pr - Pg =

F . goe as for bubbly SHL3

0.075 abub 2 0.25F5
>=

1.8$C exp (-45%ub) + 0.075 abub < 0.25=

5 6
65.0 - 5.69 X 10-5 (P - 1.0 x 10 ) P s 1.1272 x 10 PaC =

9 l 6
2.5 x 10 / P .418 P > 1.1272 x 10 Pa=

|

|

Pressure (Pa)P =

1 Ivgls 0.61$ =

[1.639344 Iv/]O 47 Ivt > 0.61.l=

SHG (superheated gas, AT*g < 0)

(4A-3)H =h;g FFa7 gr6ig

where
1

4 210 W/m -Kh,g =

gras for bubbly SHLa

'

.

;
,

4A-3 NUREG/CR-5535-V4
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[1 + y (100 + 259)], y = | max (-2, AT,g)IF6 =

400 -

~

~

300 -

6 200 -

p, 4000 -F

~

100 -

5 to 15 $00
{

'
0 3y

(AT,,50) ( AT,, > 0 )

max (a,,10~5)
F7 =

max (a,,10_,)

5

10]
4

10 1
310

2F7 10

10'

0
10

- a'
10r"' 10* 104 10''104 104 10'd

SCG (subcooled gas, ATsg > 0)

H as for bubbly SHGig

Note that AT,3 > 0 for this case (function F )-6

Slug Flow

SHL (superheated liquid, AT , < 0)

H r = H r,n, + H,f. bubi i

where

H . r, = 3.0x 10'a'r,7,(x , (4A-4)
it , 1

where

a ',, .r, volumetric interfacial area = [4.5/D] (2)=

hydraulic diameterD =

O
NUREG/CR-5535-V4 4A-4
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|

RELAP5/ MOD 3.2 |
:
I

Taylor bubble void fraction = (a - Uss)/(I-"gs) 1an = s
- :

!

Taylor bubble volume / total volume=

the average void fraction in the liquid film and slug region |a, =
g

F
-

= QBS 9

a -a S !'g B

F9 exp -8=
U ~USA B S.

I-
,

,

F,
t

0 *s i
I e

aA joss s

U for bubbly-slug transitionUBS * g

!U for slug-annular mist transitionUSA * g

!
and

Fl . bub s as for H r for bubbly SHL with the following modifications:if i i

i

|Ubub UBS F9
f
'

r

!

2
(v - v ) F ;v = g rrg

;

I

(a ) bub ( I - UTb)F,a f. bub
= ,

ggg

F= 9
;

i

(a ) bub s agr for bubbly SHL. ;igr

SCL (subcooled liquid, ATg > 0) |

H = H ,n + H . bub
.it it if :

where
|

1.18942 Re{#Pr{# 'a',r,7,aH r.n = 73i

4A-5 NUREG/CR-5535-V4
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where

and a|,,13 are as for slug SHLan

C rpr/krPr =r p

pr D min (lvg - v l.0.8) / prRef = g

and

H,f. bub s as for bubbly SCLi

SHG (superheated gas, AT,g < 0)

(4A-5)
His = H .Tb + H . bubig ig

where

(2.2 + 0.82 Re[5)a[,,7,aH ,n = rdig

where

a,,,7, and an are as for slug SHL

p iv - v l D / gRe = g r gg

and

h F (1 - an) a t. bubH . bub = is 6 gig

'

where

and a f. bub are as for slug SHLan g

and

and F are as for bubbly SHG.h 6is

SCG (subcooled gas, AT c > 0)

H = H .Tb + H . bub (4A-6)

Oig is is

NUREG/CR-5535-V4 4A-6
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RELAP5/ MOD 3.2
I

| ;
i

where j
,

. .
I

!hFuj Hjg,w a= is 6 n ,,,13

I-

| where
.

i

and a[,,7, are as for slug SHLan.

| 1

i h and F are as for bubbly SHGis 6
:

and |

H . bub s as for slug SHG.iig

Annular Mist Flow :
,

'

SHL (superheated liquid, AT., < 0)

!.
H r = H r,,on + H r.drp (4A-7) !

i i i

where

6
i 3.0 x 10 ap FwH r,,on =

where

(4Cann/D)(1 - a )!Ua t. ann = rrg

(30aff)3/8 (2.5)C,on =
|

|

hydraulic diameterD =

max (0.0, a F )arr =
r ii

f max [0.0,(1 - G*)] exp (-C, x 10-5x6)Fii =

=, 4.0 horizontalC,

7.5 venical=

v[/ v,,,, horizontal flowA =

4A-7 NUREG/CR-5535-V4
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a v /V vertical flow= gg cn

max (lvt - v l,10-15)
*

v, = g

"
max { 0.5 (1 - cos0), |v,- vj l0-",10-"}r- 8 pin

v it =y ,

(horizontal) [see Equation (3.1-2)]

3.2 [o*g (pr- p )]Id / p /2 (vertical) [see Equation (3.2-21) and (3.2-23)]i
v = g gent

o' max (o,10-7)=

10 Re"'4
G* =

apfvglD/pgRet =

y' y (x > GSA and Gr < aEF=
s

1 otherwise=

a-GADr
y =

UEF"- UAD

1-

Y

' o , a,,

3-GEF l-C pA

d
10aAD =

P 4max [2 aAD, min (2.0 x 10'3 J ,2 x 10 )]aEF =
Pr

i

|

9
i |

NUREG/CR-5535-V4 4A-8
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min (1.0 + 1113U + 0.05 DJ,6)Fo =i,s

6-
2x104

~

%F p

2-
2x101

"' ' " ' ' '' ' 1Pg/Pr 0 O.' I' i '"10 "1"00
' ' ' '

.

10d 10' '

and

k
F F a,r,,,II .dtp =if i2 i3

characteristic droplet diameterd =
d

We o , We = 1.5, We o = max (We o,10-10)=
2
t,P ti

2 - .2 Weo -

O = max v,, , ,
'

(] _
P, min (D,a,,,3s 3, D) ,.

rg
4

%)
v , a 10 a < 10-6

** * 6
v,, = r r

4*

a 210i v,= rr

4

*

r i a>GSA and n < aEFv ,(1 - F ny) s rv, =
r

vfg (1 - F ) otherwise=
ii

s~Vf" Vvfg

* UfdUbub

0.0025 mD' =

a-ag ~

.r r
= max , aADGfd

_ l - Grr _

aggy + 10-5 (1 - y)
*

and u < aEFa>asaa = rg4nd
4A-9 NUREG/CR-5535-V4
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|
|

aAD otherwise=

[1 + 4 (250 + 504)]F12 =

max (0,- AT )4 = sf

- 3000

-

Fi2
2 1000 Fi2 = 1.0

AT,r -
~

|
- - - - - -

10 0 5.0 ,

-.1000

C , max (0, AT,,) 8.0J
T

2.0 + 7.0 min ( 1.0 +
p

Fi3 = ,

fg

3.6a,,
~ " "a f.drp d

=
g

d

For an annulus component, a = at and afd = 0.rr

SCL (subcooled liquid, AT , > 0)

(4A-8)U = H,r,,nn + H .dtpif if

where

10'3 pgCpf FoIVta , annH,f. ann = f gr i

where

a f. ann and Fjoare as for annular mist SHLg

and

k
FH,f.d p i3 a f.drp=

s

where

a t.drp, F , and d are as for annular mist SHL.g i3 d

)For an annulus component, afr = af and afd = 0.

O'
NUREG/CR 5535-V4 4A-10
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,

SHG (superheated gas, AT4 < 0)

| ) '

Hj = H ,,n, + H .dtp 'g ig ig

,

j where

H . ann 0.023 Re 'a,,,,,,,,F ,ig . i

! ,

;

I where
.

p Iv - v/Da / gRe
,= g s g

.

g
;

I Fjoand a ,,on are as for annular mist SHL, andgr
1

1

(k (2.0 + 0.5 Re7) a.
1

H .drp =
is ,,,,,,.-

4

'

where
.

'
!

do is as for annular mist SHL,

:

We o (1 - n ,") ' We = 1.5, We o = max (We o,10-10)o

Red =

I v * (1 - a,,,) ] v2
..

). 9: is
i ,

a',,,,, a ,drp a 2G= gr r Ao,

;

a,Fu + (1 -Fn) a, < a' o
;

a ,,,,,,= ,

. GAD _ ;

- .

: .2 ,and n'o are as for annular mist SHL, anda t.drp Gdrp. Vrg

i4 1.0 - 5.0 min (0.2, max (0, AT,g)].
'

F =

I
4 .

1

Fu '
;

'
s

t S

0.0 - 0.1 0.2

For an annulus component, a = Grand afd = 0.rr,

4A-11 NUREG/CR-5535-V4
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SCG (subcooled gas, AT,g > 0)

O
(4A-9)

H , = H ,on, + H .drpi ig ig

where

h a ,on, F o F6H ,onn ig gr i=
ig

where

and F are as for bubbly SHG and a t, ann and Fjo are as for annular mist SHLh 6 gis

and

'

a F6hli,g.dtp = is e .orpr

where

a',,,,,,is as for annular mist SHG,

and h is as for bubbly SHG.ig

For an annulus component, a = at and afd = 0.rr

Inverted Annular Flow

SHL (superheated liquid, AT., < 0)

(4A-10)
,

H = H r. bub + H ,onnit i ig

where

li . bub s as for H r for bubbly with the following modifications:i iif

2

v,, = ( v, - v,) F

where

1-FnF =
16

O
NUREG/CR-5535-V4 4A-12
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--8(ass - a,3s)
F ,

1

Fi7 exp= iau _

U forinverted annularalan *
g

abs for IAN/ISLG transition (see Figure 3.2-1)=

min (a /0.05,0.999999)Fg =i g

i-

.

Fsi

U #
o.os

4

= Fp 16

U * Ububr

( IAN~ U ) -[B'

G - mu
~ (1 -a ) 's

;

Fi7 alanUB =

3.6 a,3
a f, bub dg

b

average bubble diameter (see bubbly SHL)d =
b

and

63 x 10 3 ,nnli . ann =if g

where

4
g i3 (2.5)Fa f. ann

=
s

hydraulic diameterD =

(1 - ag)WF15 =

V

4A-13 NUREG/CR.5535-V4
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SCL (subcooled liquid, AT , > 0)

e
H,r = H . bub + H . ann (4^-1 I)if if

where

li , bub s as for bubbly SCLiif

and

0.023 Re[[s ,,,,,,FH . ann a 3
=if

where

I V ~ V I(I ~ UlAN)/EfRelAN Pf f g

a f. ann and airs are as for inverted annular SHL and F is as for bubbly SHL.g 3

SHG (superheated gas, AT,g < 0)

ig = H . bub + H . ann (4A-12)li ig ig

where s

h F a f. bubH . bub = 6gig ig

where

h,, and F are as for bubbly SHG and a f. bub s as for invened annular SHLi6 s

and

k

f F a',,, ,,,,H . ann =ig a.

where
,

t

; e
NUREG/CR-5535-V4 4A-14

__ _ _ _ _ _ - _ _ _ _ . _ - _ - _ _ - . _ - - - _ _ _ - _ _ _ _ _ - - - _ _ _ - _ _ _ - - _



.__ . _ _ . . _ . _ . _ .- _ _ _ _ . . _ _ . . . . _ . _ . . .__. _ _- _ . _ _ _ _ . . _ .._-__ __ _ .

RELAPS/ MOD 3.2 j.
;

t

! I

[2.5 - ATsg (0.20 - 0.10 AT,g)]| Fj9 =

i 8' I
!

1 :' 6-

4

>

2
.

i AT ,'

e i i

i 10 5 0 5 10
,

d 1

: !
a

f
*

a ,nnn/F:oa ..nn
= grgr

;

1
r

0.5 max (1.0 - F ,0.04) |
|

F = 1520
t

|

j F15 and a f,nno are as for inverted annular SHL. {
'
.

g

1 i,
)

: SCG (subcooled gas, ATse > 0) ,

4 :
,

,

| H,g is as for inverted annular SHG.
-

,

f Note that ATsg > 0 for this case (Function F g).i

!

| Inverted Slug Flow
:

| SHL (superheated liquid, ATg < 0)
:

f
.

H,r = H r,nnn + H r.drp (4A-13)i i

:

f where
i i

ik '

fF F a,,,,,,Hr,nnn =
i 2 i3

4

I
j where
1

45
{. a . ann pGa (2.5) (2.5 is a roughness factor)=gr

:

i

hydraulic diameter| D =
4

(G - Udrp)/(1 - Odrp)GB = f
<

) udrp (I - GSA) F21=

3
4

i

4 4A 15 NUREG/CR-5535-V4
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I

- (a i- a,)~s

F21 exp=

sA-Us.U s
;

21 s as for annular mist SHLiF

and

k
F F a,,, o,,II r.drp =
i2 i3i

|
where

a f.dtp (3.6 adrp/d )(1 - C )= d Bg

characteristic droplet diameterd =
d

, We = 6.0, We c = max (We o,10 10)#
=

2

| p,v ,f
1

(*s - V ) F , We = 6.0.vfg " f 2i

The drop diameter is the maximum of d and dmin, whered

1

0.0025 m for P* < 0.025d =
min

0.0002 m for P* > 0.25=

P* P/P mical-= c

Between P* = 0.025 and P* = 0.25, linear interpolation is used. However, above an equilibrium
quality of -0.02, the inverted slug interfacial heat transfer coefficient, H r, is linearly interpolated withi

respect to equilibrium quality to a dispersed (droplet, mist) flow value at an equilibrium quality of zero.
1

SCL (subcooled liquid, AT,, > 0)

|

H,r = H r. ann + H r.drp (4A-14)
i i

where

k
" atr, ann { i3 gg,,,,

9
NUREG/CR-5535-V4 4A-16
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- where

)
i3 s as for annular mist SCLi/ F

.a t,nnn is as for invened slug SHLg

and

k

fF a,,,,,,H ,drp =if 33

where

a f.drP is as for inverted slug SHL.s

However, above an equilibrium quality of-0.02, the inverted slug interfacial heat transfer coefficient.
H r, is linearly interpolated with respect to equilibrium quality to a dispersed (dropict mist) flow value ati

an equilibrium quality of zero.

SHG (superheated gas, ATM < 0)

M~EH = H ,nn, + H ,drpig ig ig

where

kF,g iH *""i- DF 8''"""8 "
22

where

F g is as for invened annular SHGi

a ,nnn is as forinvened slug SHLgr

max { 0.02, min 1- , 0.2 }F22 =

0.2 -

F22 0.1 -

P

| |

0 0.5 1

4A-17 NUREG/CR-5535-V4
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and

k o3
ig (2.0 + 0.5 Re ,,) a,,,,,,li .drp =

o

where

d and a f.dtp are as for inverted slugd g

and

p,v,,d o
Redrp =

where

6.0, We o = max (We o,10-30),We =

2
v,, is as for invened slug SHL.

liowever, above an equilibrium quality of-0.02, the invened slug interfacial heat transfer coefficient
H , is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow value atig

an equilibrium quality of zero.

SCG (subcooled gas, AT,g > 0)

II;g is as for inverted slug SHG. ,

I
Dispersed (Droplet, Mist) Flow ]

1

SHL (superheated liquid, AT , < 0)

k
11,, = FFFa (4A-16)

i2 i3 23 gr

|

where

F12 and Fi3 are as for annular mist SHL.

G '"d

F23 pre-CHF=

ma x (G ,10,)f

O
NUREG/CR-5535-V4 4 A-18
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, .

]

a'" !

max (a,,10.i2) Post-CHFi F23 =

;

|

j gr 3.6 adm/d -a = d
:
<

3
3max (a ,10 ) X, t 0.0 and o = 1.0 pre-CHF] adm

= r g

i

f
4 '

max (q,10 ) X = 0.0 or u, # 1.0 pre-CHF= n

1 !

'
dmax (q,10 ) post-CHFadm

=

.

'

1 Wea , We = 1.5 for pre-CHF and 6.0 for post-CHF, We o = max (We o,10-10); d =
d 2

Pr rV >

a
'

a
;

4a 210j vfg v - vt,= rg
,

i i

(v - V ) q 10 , a.r < 10-6
6=

s f
:

1

,' The minimum drop size is as for inverted slug flow.

| SCL (subcooled liquid, ATg > 0)
i *

;

t

j H,=[k
i

F F a,, (4A-17) 4

n 23i
: d

| where
i

i

33 s as for annular mist SCL f
;.

F i
I |
! !

j F23 and agrare as for dispersed SHL. ;

'
,

SHG (superheated gas, ATag < 0) ;

i
|

H,, = (2.0 + 0.5 Re|fp) F a,, (4A-18)24

ia

where
;

d grare as for dispersed SHLd and a'

4

J

'

4A-19 NUREG/CR-5535-V4
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|

E' ' d
Re# =

T Pg

max |0.0, F26 (F25 - 1) + 1lF24 =

10 min (a ,10-5)5
F25 = r

26 1.0 - 5.0 min [0.2, max (0.0, AT,g)].F =

1.01.0

F Fu,
25

AT,' ' r
af

104
00 01 2

SCG (subcooled gas, AT,g > 0)

(4^~I9)H = h,g 6FF24 a tis s

where

and F are as for bubbly SHGh 6ig

F24 and agr are as for dispersed SHG.

Horizontally Stratified Flow
:

H r = 0 unless a > 0 or AT,r < -1i g

Hig = 0 unless a > 0 or ATsg > 0.2r

otherwise:

SHL (superheated liquid, AT,, < 0)

H,, = b .023 Re 'F - 3.81972p,h , max (4a,,1)_a,,
' ' ' ' (4A-20) |

D,, _0 i2
|r
|

where j

liquid phase hydraulic diameterDr =h

NUREG/CR-5535-V4 4A-20
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na D / (n - 0 + sin 0)(see Figure 3.12 for definition of 0)= r
,

agprD Iv - vil/ rRet g P=s

j gr (4 sin 0/nD) F27a =
.

i F27 1+ '~= -

V,,;,

SCL (subcooled liquid, AT., > 0)
;
,

i H,, = (0.023 Re[')a t (4A-21)
c

a

where

D r, Re , and agrare as for horizontally stratified SHL.i h r
<

!
; SHG (superheated gas, ATsg<0)
1
.

s

; H,, = [0.023 Re[* + h,, F (4) max (0.0,0.25 - a,)] a,, (4A-22)6
hg

'

.

) where

! hg vapor phase hydraulic diameterD =

,

na D/(0 + sin 0)(see Figure 3.12 for definition of 0); = g

a p Iv ~ Vd / EsRe = gg sg

h and F are as for bubbly SHG and agr is as for horizontally stratified SHL.is 6

SCG (subcooled gas, ATse > 0)

Fa (4A-23)H =hig ig 6 gr,

where

I

and F are as for bubbly SHG andh 6ig

1

I

I

4A-21 NUREG/CR-5535-V4
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gr is as for horizontally stratified SiiL.a O;
Vertically Stratified Flow

SHL (superheated liquid, AT,, < 0)

(4A-24)Foli = Nu kr gt(1 - F )/D + li . REG 3a 30 ifif

where

flow regime of flow when not vertically stratified, which can be BBY, SLG,REG =

SLG/ANM, ANM, MPR, IAN, IAN/ISL, ISL, MST, MPO, IAN/ISL-SLG, ISL-
SLG/ANM, ANM/MST, BBY/IAN, SLG/ISL (see flow regime map, Figure

3.21)

max (F , F , F )Fo 32 33 34=
3

[1.0 - min (1.0,100a )]F r=
32

max [0.0,2.0 min (l.0, v /vn) - 1.0]
F33 = m

1.5 -

1.0 -

1.0 -

F33F32 0.5 -

0.00 d0 0.00.204060.8 1.0 k.2

Taylor bubble rise velocity, Equation (3.2-17)vn =

G /Pmv = mm

a Ps g + "f9f IV lIV lG =
s fm

a p + afpfPm = gg

9
NUREG/CR.5535-V4 4A-22
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i
F34 min (1.0,-0.5 AT )= st ,

i .

{- 1.0

.

I

Fu :
a

'

|
1

I AT,ra ' '
4

-2.0 - 1.0 0.0;

i

hydraulic diameter4 D =

! Nu 0.27 (GrPr)o.25=

!
.

where

1

g pfD' max (|T,-T'|,0.1)/ fGr =

i
max ( r,10-5)j =

i
,

f Pr (CA)r=

,

!
A, A, I,

at 7 = A,L * E, .

=j g

!

t

i where L = length of volume cell and Ac = cross-sectional area of cell.

!
SCL (subcooled liquid, AT , > 0)'

i

! H r is as for vertically stratified SHL.i

}
;

j SHG (superheated gas, ATag < 0)
:

'

(4A-25) :g gr (1 - F )/D + H . REG F35H = Nu k a 35 ig3g

!

i
where

'

i
)

max (F , F )F35 = 36 33q
, 1

i
REG, F , and Nu are as for vertically stratified SHL, and Nu uses gas properties instead of liquid! 33

1 .

j properties

!

i

i
|

1

1

4A-23 NUREG/CR-5535-V4 i
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F36 min (1.0,0.5 AT,g)=

1.0

|
0.0 AT,g

0.0 0.5 1.0 1.5 2.0 2.5

gr is as for vertically stratified SHL.a

SCG (subcooled gas, AT,g > 0)

If is as for vertically stratified SIIG.ig

Transitions

Notes:

1. The abbreviations for flow regimes are defined in Figure 3.1-1 and Figure 3.2-1.

2. Subscript "p" represents both f for liquid and g for gas phases.

3. Transition void fractions are illustrated in Figure 3.1-1 and Figure 3.2-1.

4. These are transitions between flow regimes shown in Table 4.1-1.

IIorizontal Flow

Slug-Annular Mist Transition

Il
,to..,, = IRp,tol @p ,,) @@

ip

where

i
max (0.0, min [20 (u - upg),1.0)FANM = g

i-

FANM

*a[>t aic

|

max [0.0, min (1.0 - FANM,1.0)]FSLUG =

| NUREG/CR-5535-V4 4A-24

|
|
|
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,

; Transition to Horizontally Stratified Flow
' /'_

'f
- FSTR AT%

H'#"'
H sa.as = H' Paso

(4A-27),

iP He
- iPasc.

.

i where

I

l REG BBY, SLG, SLG/ANM, ANM, or MPR, as appropriate=

FSTRAT = F28 F F29 3i

min {l.0, max [0.0,2(1-Iv - vgv it)llj. F28 = g er

1.0

i

F:s

.

O
o'.5 1.0 '"8~***

:

}
.

' v is as for annular mist SHL (horizontal)em
i

min [1.0, WaEF, max (0.0,1Osa - I)lF29 =
s

1.0- for ay,

/ .1xto'*

F29
,

, ,

i e ,

*; ,'.

1.0-2x[10~10~5 N2x10 53

!

!

EF s as for annular mist SHLiCs

J

min { l.0, max [0.0,0.002(3000 - G)))F33 =

1.0

i

F:3,

0 G' '

1000 2000 3000
.

4

,
G is as for vertically stratified SHL.

O Vertical Flow
V<

:
,

4

4A-25 NUREG/CR-5535-V4
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Slug-Annular 31ist Transition

ipno,,,, is as for li ,,,,,, for horizontal flow.II jp

Transition from Nonstratified to Vertically Stratified

See vertically stratified flow herein.

Inverted Annular-inverted Slug Transition

= [ H ,,,) " [li,p,,,) "8' (4A-28)li 3i pm,, , ,a

where

max (0.0, min [5(agg e 0.2 - a ),1.0]}FIAN = g

1.0 - 1.0 -

FIAN FISLG

i *s a a o, g
UA bO.2u gw,3 UABuAB r

max [0.0, min (1.0 - FIAN,1.0)]FISLG =

TransitionalBoiling Regimes

H -Z

II ( ^^
Pasoi asca apa$ci H

, 8Pasci.

where
!
1

REGI-REG 2 can represent BBY-IAN, SLG- (IAN/ISL), SLG-ISL, (SLG/ANM) - ISL or ANM-MST (see |
Figure 3.2-1)

l
|eTasat))(0.4 - agg)]}max {0.0, min [1.0,10.0 (min (1.0, TwindoZ =

transition from bubbly to Glug flow (See Figure 3.2-1 and Figure 3.2-2)aAB =

T, - T' - 1.0T =
gsai

|0.06666667 for P/ Pent < 0.025Twindo =

O
NUREG/CR 5535-V4 4A-26
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I
0.025 s P/Perit < 0.25=

15 + 200 ( (P/P,,3,) - 0.025)

P/P 2 0.250.016666667= eri

High Mixing Map

Bubbly Mist Transition .
4

~

H ,,, = FBUB H ,, + FDIS H,,, (4A-30)ip ip
-

,

where

max (0.0, min [(ot - a*)/(1 - n* - n* *),1.0])FDIS = g

0.5 exp [-10.0 (a - 0.5)]a* = g

0.05 exp [-10.0 (0.95 - a )la** =
s

1 - FDIS.FBUB =

FDIS

0.10.20.3OI40.50.60.70.8091.0

Modifications for Noncondensable Gas

Note: Function F , which is part of Function F , represents a modification to H r for bubbly and4 3 i

inverted annular SHL based on the noncondensable quality, X (fraction of a which is noncondensable).n g

The modifications below are applied to all volumetric heat transfer coefficients H, rand Hjg as described.

SHL (superheated liquid, AT., < 0)

H,rremains unchanged (except as noted above).

SCL (subcooled liquid, AT., > 0)

H,, = H,,,, [ F,oF , + (1 - F ) ] (4 A-31)3 39

4A-27 NUREG/CR-5535-V4
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i

lwhere

flow regime or transition regime in questionREG =

5min (10-5, a i 10
F39 = g

1-

F,3

a'...i.. .. i. - < . . . . .

10'7 10'* 10'5 10-4

1 - 10 Xn X < 0.063
F40

= n

1 - 0.938X " 0.063 s X s 0.60n=

221-X X > 0.60.= n

SHG (superheated gas, AT,g < 0)

H remains unchanged.ig

SCG (subcooled gas, ATsg > 0)

(4A-32)H,, = H,,,,, ( 1 - X,,) F..i

where

flow regime or transition regime in questionREG =

max (l.0, min (0.0, AT,g)).F4i =

i

O
NUREG/CR-5535-V4 4A-28
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i

1

APPENDIX 4B-FLUID PROPERTIES FOR WATER AND STEAM FOR A
TYPICAL REACTOR OPERATIONAL CONDITION

Temperature = 315.56 C (600*F)

Pressure = 10.640 MPa (1543.220 psia)

6
h , = 1.280 x 10 J/kg (550.501 Btu /lbm)f

Saturation Properties ;

Water

3 3677.7 kg/m (42.309 lbm/ft )pf =

6346.1 J/kg K (1.5157 Bru/lbme F)Cr =
p

0.5175 W/m K (0.299 Btu / heft F)kg =

7.996 x 10-5 kg/mes (5.3731 x 10-5 lbm/ftes)pr =

1.086 x 10-2 N/m (0.744 x 10-3 lb /ft)o = f

Steam

3 359.94 kg/m (3.7417 lbm/ft )pg =

! C 7209 J/kg K (1.7219 Btu /lbm F)=
Ps

0.0796 W/meK (0.04598 Btu /hrofte F)k =
g

2.061 x 10-5 kg/mes (1.3848 x 10-5 lbm/ftes)ps =

!

!

!

|(

4B-1 NUREG/CR-5535-V4
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:

5 CLOSURE RELATIONS REQUIRED BY FLUID MASS
CONSERVATION EQUATIONS

The fluid mass conservation equations require only the mass transfer rate between the phases, F ' f07g

closure. The code calculation of F, is directly tied to the energy partitioning relationships discussed in
Section 4.5. Therefore, there is no new information to be added in this section. The entirety of the mass

conservation closure relations is addressed in Section 4.5.
1

!

;

i

.

1

|

l

O
5-1 NUREG/CR-5535-V4
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6 MOMENTUM EQUATION CLOSURE RELATIONS

( This section discusses the relations necessary for closure in the momentum equation. The relations
covered are interphase friction and wall drag.

6.1 Interphase Friction

6.1.1 Basis

The finite difference equation for the difference momentum equation, Equation (2.2-7), is

[ 1 + Cp*,/ (p,pr) I f [ (V"* ' - V") - (V '' - V") ljaXr j

[ (d,p,) / (a,p,)])"[(v ) L _ (y ) g] At - [ (d,p,) / (a,p,) ][VIS G|At
2a 2a

+

- f [ (d,pt) / (a,p,) ][[(v*)".- (v')"] At + [ (d,p,) / (a,p,)][VISF|At

= -[ (p,- p,) / (p,p,) ][(P - Pg)"' Ato

- { FWG|(v,)[* '-FWF"(v,),a+ 8 (6.1-1)
3

[(f,,)[ (v,)[+ '-(f,,)[(v,);"* ' ]-(f,)[ +

- [ l'" (p,"v" * ' - a"p"v" + ' - a"p"v" + ') / (a,p,cx,p,) "];

+ (p,FI)[( [ l + f, (C - 1) ][(v,))"* ' - [ l + f,(Co - 1) ] j'(v,)[''} Ax,Ati

- ( [ (d,p,) / (tz,p,) ][ HLOSSG[ (v,)[* '-[ (d,p,) / (a p,) ][HLOS SF|(v,)"* ' }Atr

This equation contains the term

(p,FI)[( [l + f,(C - 1)][(v,)[* ' - [l + f,(Co- 1)]3 (v,)[+ ']
"

(6.1 -2)i

which represents the interfacial friction force. This term is the product of a global interfacial friction
coefficient and a relative velocity. The global interfacial friction coefficient FI is computed from

F, F,

"8E "'E'FI = (6.1-3)8

Pmv a

where the computation of the interfacial force F and the relative velocity between the phases vR dependsi

upon which of the two models for the interfacial force is being used. The derivation of this equation was
shown in Volume I and will not be repeated here. The coefficients in this equation are computed from two

v

6-1 NUREG/CR-5535-V4
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different models and the choice of which model to use depends upon the flow regime. The term f is usedx

to specify which form of the relative velocity is used. The two models are the drift flux model and the drag
coefficient model. These models will be summarized in the following sections.

6.1.1.1 Drift-Flux Model. The drift-flux approach is used only in the bubbly and slug-flow
regimes for vertical flow. The method used is discussed in Volume 1 of this manual, and it will not be

repeated here (see also Anderson .1-1 and Ishii .12. 6.1-3). The final equations for the interphase drag term6 6

are,

F, = C |v |v (6.1-4)
3 g a

(6.1-5)a = C v, - C v,v i o

"' ( E' ~ E') E *i" ' (6.1-6)C=
3 |v,,j vg

where g is the gravitational acceleration, $) is the elevation angle of the junction, and v is the vapor driftg

velocity. The vapor drift velocity vg used in Equation (6.1-6)) and the profile slip distribution coefficient
C used in Equation (6.1-5) are determined from a given geometry and flow condition. As discussed ino

Volume I, the term Cj used in Equation (6.1-5)is given by

O
I-C no 8 (6.1-7)C=i U t

6.1.1.2 Drag Coefficient Model. The drag coefficient approach is used in all flow regimes other
than vertical bubbly and slug-flow. This is also discussed in Volume I of this manual. For this case, f = 0.x

Thus Equations (6.1-4), (6.1-5), and (6.1-6) become

F, = C |v |v (6.1-8)
i g a

C, = p,Sr gra Co (6.1-9)

(6.1-10)vp= v, - v,

where

density of the continuous phasePc =

O
NUREG/CR-5535-V4 6-2
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1 <

!

drag coefficientCo =
,

'

f interfacial area per unit volumear =
g

s

shape factor, assumed to be unity (1.0), since rippling is assumed to not be a -; Sp =

'
factor for interface drag.

i

! The 1/8th factor in Equation (6.1-9) occurs as the result of the usual 1/2 factor being multiplied by 1/
2

) 4. The 1/4th factor occurs because drag coefficients are based on projected area (i.e., nr ) and agr is the
2

i surface area (4nr ). To determine the interphase drag per unit volume, the combination of Co and a f ""SIg

be used., ,

) 6.1.2 Code implementation
i

j The RELAP5/ MOD 3 semi-implicit solution scheme for calculating liquid and vapor junction
velocities uses the sum and difference momentum equations and is explained in the comments of

! subroutine VEXPLT as follows: f

; ,

The momentum equations are written as a sum equation and a difference equation. The sum equationj

is of the form

i '

i SUMF*(VEL. Liquid at new time) + SUMG*(VEL. Gas at new time) = all old time terms

/ (SUMOLD) . (6.1-11)

.

|
The difference equation is of the form

i

i DIFF*(VEL. liquid at new time) + DIFG*(VEL. gas at new time) = all old time terms !
,

(DIFOLD) , (6.1-12)
'

'

.

! The terms making up the difference momentum equation are

! s

DIFR = SCVTUR(IX)*(RHOGA(IH1) - RHOFA(IHI))*RHOFGA
t

i
SCRACH = (1.0+VIRMAS)*DX(IHI)4

i
1
; DIFF(IHI) = SCRACH + (FRICFJ + FIFJ(IX) + VPGNX + HLOSSF + SLGNX)*DT
|

! CIFG(IHl) = -SCRACH - (FRICGJ + FIGJ(IX) + VPGNX + HLOSSG + VNGNX)*DT

DIFOLD(IHl) = (VELFJO(I) -VELGJO(I))*SCRACH -(DIFR*(PO(L)-PO(K))

I
+ CONVF(IHI)-CONVG(IHI)-DPSTF(IX))*DT (6.1-13)*

!

4

!

!!
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|

The interphase friction terms, FIGJ and FIFJ, along with the distribution parameters, C and Cj, areo

shown in the coding as

CO = COJ(I) |
|

Cl = (1.0-CO*VOIDJ(I))/(1.0-VOIDJ(I))

FIGJ(IX) = (RAVRF(IH1) + RAVRG(IH1))*(DX(IH1)*(FIJ(I)

*(ABS (Cl *VELGJO(I)-CO*VELFJO(I))*C1 + 0.01)) + FIDXUP(IX))

FIFJ(IX) = (RAVRF(IH1) + RAVRG(IHl))*(DX(IH1)*(FIJ(I)

*(ABS (Cl *VELGJO(I) - CO* VELFJO(I))*CO + 0.01)) + FIDXUP(IX)) (6.1-14)

The interphase friction terms, FIGJ and FIFJ, make use of the term FIJ, which is determined in
subroutine PH ANTJ. If the terms in Equations (6.1-1), (6.1-6), (6.1-9), (6.1-13), and (6.1-14) are matched,
it can be shown that FIJ is equivalent to C . The term FIJ is determined for each junction from differenti

models depending on what flow regimes are calculated for the junction (see Section 3).

For a typical junction, the form of FU in terms of donored properties is as follows:

DL(K) DL (L) -
A O W) AVO M)

FIJ (I) = FIJ (I)d " ' AJUN (I) (6.1-15)*
DL(K) + DL (L)

- -

where

junction interphase drag based on donored propertiesFIJdonor =

volume of volumeV =

cross-sectional area of volumeAVOL =

length of volume |DL =

area of junctionAJUN =

upstream volume indicatorK =

downstream volume indicator.L =

Some void fraction weighting is used between the two volumes to handle the case of countercurrent

flow. This approach follows the method used in TRAC-B.6.14.6.15 A junction void fraction (o(a) is

NUREG/CR-5535-V4 6-4
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I

calculated from either of the volume void fractions of the neighboring volumes (a K or a ,L) using ag g

h donor direction based on the mixture superficial velocity (jm). A cubic spline weighting function is used to |
D smooth the void fraction discontinuity across the junction when ljm < 0.465 m/s. The purpose of thisl

method is to use a void fraction that more closely represents the real junction void fraction. This has the
form )

1

a[,3 = w . a,, x + (1 - w;) e a,, o (6.1-16)
3

where

1.0 jm > 0.465 m/swj =

x!(3-2x ) - 0.465 m/s s jms 0.465 m/s=
3

0.0 jm < - 0.465 m/s=

j, + 0.465
N *

0.93

jm s. j s. j + d . j r. j -VV r=

O
For horizontal stratified flow, the void fraction from the entrainment/ pull through (or offtake) model

is used. The case of vertical stratified flow is discussed in Section 6.1.3.8. The junction mass flux is then
determined from

G, = d,,j g,j|v,,,| + dr. ,p,,,|v .,| (6.1-l 7)p r

Then, depending on whether the volume is vertical or horizontal, the appropriate flow regime is
determined. The flow regime is the same as the one used to determine the interfacial heat transfer

coefficients, except that junction properties (usually based on the donor direction, except for a[.j) are

used. The diameter used in these calculations is the junction diameter (D ).j

The FlJ term is then determined either directly from an expression for C, from a drift fluxdonor i

gr and the remaining known terms incorrelation [ Equation (6.1-6)], or from the combination Co and a

Equation (6.1-9).

For each RELAP5/ MOD 3 flow regime described, the model basis for either C or the combination ofi

Co and a and the code implementation will be described.gr

The physical junction diameter is used in many of the interphase drag models. This diameter, D . isT

O calculated from the equation

\v}
6-5 NUREG/CR-5535N4
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1

!

D = D,(A/Aj)l/2 (6.1-18) |
T 9

where

code junction diameterD, =

P ysicaljunction areahA =T

code junction area.A =j

6.1.3 Individualinterphase Friction Models

The individual models for bubbly, slug, annular mist, inve-ted annular, inverted slug, and dispersed
flow regimes are discussed in the following sections. Also, models for transition regions between the
above regimes are discussed, as well as the model assumptions for stratified flows.

6.1.3.1 Bubbly Flow

6.1.3.1.1 Model-The bubbly and mist flow regimes are both considered dispersed flow. For non-

venical bubbly flow and all droplet flow situations, the following model is used. According to Wallis 3-6
6

and Shapiro,6.1 / the dispersed bubbles or droplets can be assumed to be spherical particles with a size
distribution of the Nukiyama-Tanasawa form. The Nukiyama-Tanasawa distribution function in
nondimensional form is (see Volume 1, Section 3).

-2d* (6.1-19)p*(d*) = 4d*2 e

where d' = d/d'; d' is the most probable particle diameter, and p* is the probability of particles with
nondimensional diameter of d*. With this distribution, it can be shown that the average particle diameter do

= 1.5 d', and the surface area per unit volume is

'd* * p* d d* 2.40t (6.1-20)6tta,, = y
,d*3p*dd*

=
d d,

.

where at = u, for bubbles and Ct = a for droplets. In terms of the average diameter, d , the interfacialr o

area per unit volume, ag, is

(6.1-21)a,, = 3.60t/d,

The average diameter d is obtained by assuming that do = 1/2 d , The maximum diameter, d ,o m m

is related to the critical Weber number, We, by

NUREG/CR-5535-V4 6-6
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g - V ) /c . (6.1-22)We=dmax Pc (V f

The values for We are presently taken as We = 10.0 for bubbies, We = 3.0 for pre-CHF droplets, and
We = 12.0 for post-CHF droplets, these values being based on the maximum diameter, d ax.m :

!

The drag coefficient to be used in nonvertical bubbly flow and all droplet flow situations is given by |
6 |

Ishii and Chawla .1 s as

Co = 24 (1 + 0.1Re[") /Re, (6.1-23)

for the viscous regime where the particle Reynolds number Re is defined asp

Re = Iv ~ V l d pc/ m . (6.1-24)p s f o

The density, pc, is for the continuous phase and is given by pf or bubbles and p for drops. Thef g

/G for bubbles and m = kg/(a )23 for droplets.mixture viscosity, m. iS Mm = Pf f g

For vertical bubbly flow, the interphase friction terms are calculated using drift flux correlations

from the literature based on Putney's work.6.19.6.110.6.111.6.112.6.113 Table 6.1-1 indicates which
correlations are used for different geometry and flow conditions. The number in parenthesis is the value of

the minor edit / plot variable IREGJ, the vertical bubbly / slug flow junction flow regime number. The name
in parenthesis is the subroutine used to calculate the correlation.

The correlation labeled EPRI is by Chexal and Lellouche.'I 34 The correlation has been recently
&1 15modified and the changes have been incorporated into RELAP5/ MOD 3. The distribution coefficient

C is calculated fromo

bC, = (6.1-25)
[ K, + (1 - K,) (n,)']

where

max (a',3,10~2)o =
g ,

min (1 - a ,10~2)nr = g

1 -exp (-C u,)i if C < 170L =
31 -exp (-C )

3
,

6-7 NUREG/CR 5535-V4
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Table 6.1 1 Drift flux void fraction correlations for vertical bubbly-slug flow." l

Intermediate
Small Pipes Pipes Large Pipes

Flow Rates Rod Bundles
D s 0.018m 0.018m < D s 0.08m < D

0.08m

High upflow rates EPRI (2) EPRI(3) EPRI (9) Churn-Turbulent

G > 100 (eprij) (eprij) (eprij) Bubbly Flow (14)
Transition (15)

2kg/m .s Kataoka-Ishii

Transition (5) Transition (13) (16)(katokj)

Low up, down, Zuber-Findlay Churn-Turbulent

and Slug Flow (4) Bubbly Flow (10)

ccontercurrent (zfsigj) Transition (11)
Kataoka-Ishiiflow rates

2 (12)(katokj)
G < 50 kg/m ,3

2G > -50 kg/m .s

Transition (5) Transition (13)

High downflow EPRI(3) EPRI (9)

rates (eprij) (eprij)
2G < -100 kg/m .s

a. Interpolation is applied between different flow regions in pipes.

1 otherwise=

P,'n,
Ci =

P(Pen, - P)

critical pressureP =
ent

1/4

B +(1 -B )(PfK = i io
Pr

min (0.8, A )B = ii

I
A =i 1 + exp { max [-170, min (170,-Re/60000) ] }

Re if Re > Ref or Re < 0Re = g g g

Ret otherwise=

NUREG/CR-5535-V4 6-8
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i

PrjrD" (local liquid superficial Reynolds number)4'

Ref =

Mr
.

:
i

P' g
h (local vapor superficial Reynolds number)Re =

g
j Ms

-j

afvf (liquid superficial velocity)j jr =

i
= av (vapor superficial velocity)jg gg ,

d

i
f

!I + 1.57
!

! Pr
- r = .

1-B,
3

( !

The sign ofjt s positive if phase k flows upward and negative if it flows downward. This conventionj i

j determines the sign of Re , Ref, and Re.g

i *

| The vapor drift velocity, vg, for the Chexal Lellouche correlation is calculated from

i i

4

' (p,- p') og ' In
CCCC, (6.1-26) f

'

g = 1.41v; 2 3 42

; r P1 >

$
'

i where

if C 21j C = 1 52

i
;

1
* - if C < l5
j 1 -exp (-C )6
i

150 p -
1/2!

-

1i C5 =

i . Pr _
i
i
! C''

Cs =
1-C .

5.
i
"

:
I

i C.t if C 2 1= 1 7 ,

I
r

J
: 1 if C < 1= 7<

j 1 - e xp (-Cs)
1

1 .

i (
.

K

| 6-9 NUREG/CR-5535-V4
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(D Y'
2

C7 = Dl

2 0.09144 m (normalizing diameter)D =

C,
Cg =

1 - C,

( 1 - u,) "' if Re 2 0C =
9 g

min [0.7, (1 - cx,) "] if Re < 0.= g

The parameter C depends on the directions of the vapor and liquid flows:3

Upflow(bothj andjrare positive)g

max [0.50,2 exp (-Ired /60,000)]C =
3

DownDow (both j and jr are negative) or countercurrent flow (js is positive,jr is negative)g

2jC =
3

1
B =

2 - Re
- 04

1 + 0.05 f

. 350000 .

# |Rej "2exp [(| Red /350000) '] - 1.75|Re | 'exp +Co = ri

0.0381 m (normalizing diameter).Di =

The parameters C , C , C , ..., C oi are from the Chexal-Lellouche correlation.6.114,6.1-152 3 4

The correlation labeled Zuber-Findlay Slug Flow is by Zuber and Findlay.6.116.6.117 ne
distribution parameter is given by

C = 1.2 (6.1-27)o

l

and v..e drift velocity is given by

O\
NUREG/CR-5535-V4 6-10
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t

.

g = 0.35
(p,- p,) gD" l'2-

(6.1-28)4

|
v .

. Pr- .

|
The correlation labeled Kataoka-1shii is by Kataoka and Ishii.'I 18 The distribution parameter is |

- given by the modified Rouhani condition'l'I' used in TRAC-BF1 1206

4
'

) C = C.,-(C -1)(p /pt)IUo g ,

C., = 1 + 0.2 [pfgD)lC (IGl + 0.001)]IU (6.1-29)/
i,

I and the drift velocity is given by
c

J

g = 0.0019'(D )* Njs62
Mg @r- p,)-

''' for D* s 30i
*

v ,

;
. Pc . i

a

g = 0.030 Nja62
Mr1,P * for D* > 30

'

.

(6.1-30)v
P'

.
P,

.r

;
.

i where the Bond number, D*, is given by ,

!

( D* = D[g(pr- p )/o]I (6.1-31)g

1
-

,

and the viscosity number, N r,is given by
j
;

,

' (6.1-32)Nyt = _ . , ,2 ie2 .

- { Pro }
| .8 (Pr - Ps).
1
;

1

The correlation labeled Churn Turbulent Bubbly Flow is by Zuber and Findlay.6.116.6.1-17 The

distribution parameter is given by the modified Rouhani correlation l'I' used in TRAC-BF1 1206 6

;
,

C = C -(C -1)(p /pf)l4o g,

i

C., = 1 + 0.2 [pfgD)lG (IGl + 0.001)]IU [ Equation (6.1-29)]/
4

and the drift velocity is given by''

k'

.

6-11 NUREG/CR-5535-V4
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'og ( p,- p,)" l'4

v,; = 1.41 (6.1-33).

2

_ Pr _

For intermediate pipes (low, up, down, and countercurrent flow rates) and large pipes (all cases), the
churn turbulent bubbly flow correlation is applied when

.

3
j*s = s j'si = 0.5 (6.1-34)8

og (p, _ p,)- ie4

2

. Pr _

where j = a v is the vapor superficial velocity. The Kataoka-Ishii correlation is applied wheng gg

j[ 2 j 2 (6.1-35)

where j 2 = 1.768. Linear interpolation is used between the two correlations.

Putney has also placed a countercurrent flow limitation (CCFL) on the drift flux parameters. The
limitation is based on the Kutateladze condition

|Ku,|I/2 + m|Ku[/2 , g,i/2 (6.1-36)
,

where

ie2
a,v,p g

Ku =
g

[og (p,- p,) ] ,,,

''

G V Prrrh,u =r
l og (Pr - Ps) ) ,,,

m = 1

O
NUREG/CR-5535-V4 6-12
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and Ku it (using linear interpolation) is given by Table 6.12. This table for Ku it as a function of D* iscr cr

from Wallis and Makkenchey.6.121 This has been used successfully in the RELAP-UK code.6.122 The
value of m = 1 was also used in the RELAP-UK code.

ITable 6.12 Values of Kucnt-

D* K u itcr

$2 0

4 1.0

10 2.1

14 2.5

20 2.8

28 3.0

2 50 3.2
!

On the flooding curve, the drift flux parameters satisfy the relationship

- (p,- p,) go- 8"

( l - u,C,) C,Kuera 2s
- E' - (6.1-37)vg= . ,,,

.

a,C, + m' (1 - a,C )

2
This flooding limit for vg s applied for mass fluxes (G) larger than 100 kg/m s and for a 2 0.5.i g

2
Linear interpolation is used down to a mass flux of 50 kg/m s and to a = 0.3, at which point the normals

drift flux correlations are used.

The rationale for selecting which correlations are used for a given physical situation is presented by
Putney in Reference 6.19, though some of Putney's original selections have been modified based on the

t

developmental assessment. Putney first considers correlations for coeurrent upflow (both rod bundles and

circular channels) and then considers down and countercurrent flows (both rod bundles and circular
channels).

For coeurrent upflow in rod bundles, Putney's literature search, based on comparisons with
experimental data, indicates that the Bestion correlation .123 and the EPRI correlation .1-u were the best6 6

available void-fraction correlations for rod-bundle geometries. Table 6.1-3 and Table 6.1-4 are taken from

Putney's repon'l* and summarize the rod-bundle tests used in the validation of the two correlations
reponed in the literature. Putney concludes that the EPRI correlation appeared to have been validated

6-13 NUREG/CR-5535-V4
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against a much wider range of conditions, whereas the Bestion correlation did not seem to have been tested
against high-flow experiments.

Table 6.13 Separate-effects tests used in validation of EPRI drift flux model.

Geometry plow
and conditions Pressure Voidfraction

Type Test hydraulic and rate (kg/ (bars) range
diameter 2m s)(cm)

High pressure, FROJA; Rod bundle 956 to 1853a 40 to 64a 0to1.0

high flow FRIGG; 1.0 to 4.7
CISE; Kasai

et al.

Kasai et al. Boiling tube 278 to 1667 68.7 0 to 0.8

1.5
_

High pressure, ORNL TLTA Rod bundle Level swell 40,75 0 to 0.8

low flow 1.23 3 to 30

GEC TLTA Rod bundle Boildown 13,27,54 0 to 0.8

Low pressure, Hall et al. Rod bundle Level swell 1, 2, 3, 4 0to0.3

low flow

Pipe above Level swell 1, 2, 3, 4 0t00.5
bundle 10.5

FLECHT Rod bundle Boildown 1, 3, 4 0 to 0.8

SEASET

THETIS Rod bundle Level swell 2,5,10,20,40
0.91

Natural FIST Rod bundle Natural 72

circulation circulation

Large pipe Hughes Pipe 16.8 5.7 to 33.4 82,97,124, O to 0.6

114 to 341 166

Carrier Pipe 45.6 Stagnant water 41,55,69,83, Oto0.8
97,138

a. Average values for a series of tests.

Table 6.1-4 Rod bundle tests used in validation of Bestion drift flux model.a
|

Test Flow condition Pressure (bars)

Pericles Level swell Low

Ersec Boildown 6

NUREG/CR-5535-V4 6-14
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Table 6.1-4 Rod bundle tests used in validation of Bestion drift flux model."(Continued)

{
Test Flow condition Pressure (bars)

G2 Buildown 3,27,55

a. Tests shown are those reported by Bestion and were carried out using the CATHARE code.

The two correlations were next compared against ORNL THTF level swell tests.6.124 Predicted
values of the level swell parameter for these tests are given in Table 6.15 and compared with the
measured values. Also shown are the errors (differences) in the predicted values and compared against the

uncertainty in the measured value. The RELAP5/ MOD 2 results shown were obtained by applying
Equations (2), (5), and (6) in Reference 6.19 in conjunction with the code's models for wall and
interphase friction (the resulting void fraction being found by iteration). A similar method was used to
obtain the results with profile slip, except that Equation (23) was used to calculate the relative velocity in
Putney's Equation (5) for the bubbly and slug regimes (but not the transition regime between the slug and
annular-mist regimes). The EPRI drift flux correlation was used to provide the distribution coefficient for
this calculation.

Table 6.1-5 Level swell results for ORNL THTF tests.

Calculated level swell and error in calculated level swell (m)

Measured
level swell RELAP5.A al

Test and EPRI Bestion RELAP5 with
,ti n

tolerance profile sh,p

(m)

3.09.101 1.30 0.08 1.40 + 0.10 0.98 - 0.32 1.25 - 0.05 2.62 + 1.32 1.83 + 0.53

3.09.103 0.63 0.05 0.70 + 0.07 0.56 - 0.07 0.76 + 0.13 1.47 + 0.84 1.00 + 0.37

3.09.1OK 0.38 0.24 0.20- 0.18 0.17 - 0.21 0.25 - 0.13 0.46 + 0.08 0.38 + 0.00

3.09.10L 0.9310.12 0.94 + 0.01 0.81 - 0.12 1.04 + 0.11 1.64 + 0.71 1.22 + 0.29

3.09.1OM 0.54 0.05 0.49 - 0.05 0.48 - 0.06 0.65 + 0.I1 0.97 + 0.43 0.74 + 0.20

3.09.1ON 0.20 0.24 0.18 - 0.02 0.19 - 0.01 0.28 + 0.08 0.38 + 0.18 0.34 + 0.14
;

| 3.09.10AA 0.98 0.04 1.12 + 0.14 0.81 - 0.17 1.06 + 0.08 2.21 + 1.23 1.43 + 0.45

3.09.1OBB 0.53 0.03 0.56 + 0.03 0.45 - 0.08 0.62 + 0.09 1.23 + 0.70 0.85 + 0.32'

3.09.10CCa 0.29 0.02 0.46 + 0.17 0.37 + 0.08 0.52 + 0.23 1.05 + 0.76 0.74 + 0.45

3.09.10DD 0.57 0.04 0.62 + 0.05 0.61 + 0.04 0.80 + 0.23 1.14 + 0.57 0.87 + 0.30

3.09.1OEE 0.32 0.03 0.37 + 0.05 0.39 + 0.07 0.54 + 0.22 0.75 + 0.43 0.60 + 0.28

3.09.10FF 0.16 0. t3 0.18 + 0.02 0.20 + 0.(M 0.28 + 0.12 0.37 + 0.21 0.33 + 0.17

i
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l

a. Posttest analysis shows the data from this test to be of poor quality. Significant emphasis should therefore not
be placed on these results.

The results referred to as Analytis-Bestion were obtained by applying the Bestion correlation with a

coefficient on vg equal to 0.124 rather than 0.188. This value was found by Analytis .1-25 to give better
6

agreement with boildown tests on the NEI' TUN facility, when the correlation was used to calculate
interphase drag in TRAC-BDl/ MODI. Analytis and Richner .1-26 subsequently used this model in a6

version of RELAP5/ MOD 2 and obtained a dramatic improvement in the code's prediction of liquid
carryover in low flooding rate reflood experiments in NEPTUN.

Examination of Table 6.15 reveals that the EPRI correlation provides the most accurate prediction
of level swell. In fact, if the results for Test 3.09.10CC are discounted for the reason given, the EPRI
prediction can only be said to lie significantly outside the uncertainty in the measurement on one test
(3.09.10AA). The Bestion correlation also performs quite well and leads to a better prediction than the
Analytis-Bestion correlation in the majority of cases. In general, the RELAP5 model provides a poor
prediction of level swell. The results are a lot better when profile slip is included, but are still significantly
worse than those from the drift flux models.

The correlations were next compared against THETIS level swell tests.6.1-27 This was done for the
EPRI, Bestion, Analytis-Bestion, and RELAP5/ MOD 2 models. As before, the RELAP5/ MOD 2 models
led to a significant overprediction of the mixture level, though an improvement was still obtained when
profile slip effects were included. The results for the drift flux models are summarized in Table 6.1-6.

Table 6.16 Errors in calculated mixture levels for THETis tests.

Mean Error in Calculated RMS Error in Calculated
Mixture Level (7c) Mixture Level ('7c)

IlaPs Ana1
A" ']i,f s-P ssure EPRI Bestiong;q,id EPRI Bestion Bes,,

level (m)

40 1.92 8.2 8.1 14.4 8.4 8.3 14.6

40 2.30 4.0 3.7 10.0 4.4 4.1 10.9

40 2.62 -1.2 -1.4 5.3 1.3 1.6 5.4

20 1.89 8.3 1.4 9.7 8.5 2.2 9.9

20 2.12 3.9 -3.2 5.0 5.9 4.0 6.3

20 2.62 0.8 -3.9 2.4 1.1 4.5 2.5

10 1.45 4.8 -5.0 0.8 5.5 5.4 1.0

10 2.07 21.3 -6.0 5.5 23.0 6.8 6.1

10 2.25 3.6 -8.7 -1.8 5.1 9.2 2.8

5 1.19 -1.9 -10.7 -6.8 4.5 12.6 8.7

5 1.48 12.0 -8.6 -0.7 14.7 9.0 2.5
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Table 6.1-6 Errors in calculated mixture levels for THETIS tests. (Continued) ,

i Mean Error in Calculated RMS Error in Calculated ;

Mixture Level (9c) Mixture Level (7o)
,

'5 "" A" A" '
ligt i EPRI Bestion EPRI Bestion

Bes Best n,)
level (m)

5 1.92 12.8 -12.6 -3.5 15.4 13.3 4.4

2 1.18 4.2 -11.2 -3.4 6.3 12.0 4.3

1' 2 1.56 -5.9 -24.3 -15.9 7.6 25.7 17.2

2 1.88 1.3 -14.8 -6.6 4.7 16.6 8.6

All All 5.1 -6.4 1.1 9.6 10.7 8.2

In general, the mixture levels predicted by the three models are very good, and there is probably little
to choose between them. Overall, the Analytis-Bestion correlation is slightly more accurate on the tests

,

|
than the EPRI correlation, which is slightly more accurate than the Bestion correlation. The Analytis-
Bestion correlation does particularly well for the tests carried out 10 bars, but tends to underpredict as the

;

i test pressure is reduced and overpredict as it is increased (hence, the very low mean error). A similar effect
is evident with the Bestion correlation, except that the best results are obtained at a pressure of around 20
bars. The accuracy of the EPRI correlation, however, does not seem to be pressure dependent.

,

\ Finally, the correlations were compared at high-pressure, high-flow conditions that are typical of;

those prevailing in steam generators during normal operation. The EPRI correlation has been validated
a

against a variety of bundle experiments (FROJA, FRIGG, CISE) in this area (see Table 6.13). The void
fractions obtained by applying the RELAP5/ MOD 2 interphase drag model with profile slip effects
included compare extremely well with those obtained from the EPRI correlation. This reflects the fact that

,

profile slip is dominant for the conditions examined, as the distribution coefficient provided by the EPRI

; correlation was used to evaluate profile slip terms. This coefficient varied between 1.10 and 1.13, which is
,

not very different from the value assumed in the RELAP5 model without profile slip (i.e., unity), and;

explains why this model does not perform so badly. Although the distribution coefficient used in thei

Bestion and Analytis-Bestion correlations (1.2) is slightly closer to the EPRI value, these correlations do
j not perform well.
,

In summary, the EPRI correlation was selected based on its wider range of validation, better
accuracy when compared to ORNL THTF tests, and better performance against FROJA, FRIGG, and
CISE high-pressure, high-flow tests.

For coeurrent upflow in circular channels, Putney first considered low flows in small tubes,
intermediate pipes, and large pipes. For small tubes, the Zuber-Findlay slug flow correlation'I'l&'1'37
was selected, based primarily on a good performance against a series of level swell tests carried out in a

3

1.25-cm tube at AERE Harwell. For intermediate pipes, the Kataoka-Ishii correlation .1-18 was selected,6

based primarily on the wide range of pool data used to validate the correlation. For large pipes, Putney

originally selected the Gardner correlation &1-28 over the Kataoka-Ishii correlation &l 18 and the Wilson

correlation ti 29 although the selection was not conclusive. Putney later removed the Gardner correlation
and replaced it with the Kataoka-Ishii correlation. This removed another discontinuity without significant

,
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loss of accuracy. Putney also found it was necessary to include the Zuber-Findlay chum turbulent bubbly
flow correlation .116.6.117 at low vapor fluxes in order to match the 1-foot GE level swell test,6.130 which6

is used in RELAP5's developmental assessment.6.131 Finally, it was necessary to use the Zuber-Findlay
churn turbulent bubbly now correlation and the Kataoka-Ishii correlation for large pipes in high-Dow
situations, as well, to match the Marviken tests .132.6.1-33 that are also used in RELAP5's developmental6

assessment. The EPRI correlation did not work well for these tests.

For down and countercurrent flows in rod bundles, Putney selected the EPRI correlation in order to
ensure that there will be no discontinuities in the interphase drag when a change in flow direction occurs.
This was the best he could do, given that no void fraction data appropriate to this situation were available.

For downflow in circular pipes, Putney selected the EPRI correlation based on the downflow

validation using Petrick's data.6134 For countercurrent flow in circular pipes, he selected the Zuber-
Findlay slug Dow correlation for small pipes and the churn turbulent bubbly and Kataoka-Ishii correlations
for intermediate /large pipes in order to ensure that no discontinuities occur in the interphase drag model
when a change in flow occurs.

6.f.3.f.2 Code Implementation-The coefficients for the bubbly regime interphase friction, as
coded in the PHANTJ, FIDIS2, and FIDISJ subroutines, are tabulated in Appendix 6A. For non-vertical

bubbly flow, Appendix 6A shows the interphase area per unit volume, ag, to have the same form and

coefficient as Equation (6.1-21). The relationship for Co lso has the same form and coefficient asa

Equation (6.1-23). The manual mentions a critical Weber number of 10 for bubbles, while Appendix 6A
shows the code using a value of 5. The difference is based on using an average diameter instead of a

maximum diameter.

For vertical bubbly flow, the coding matches the equations for C , C . v i and vg. Appendix 6Ai o a
shows that the same equations are used, but limits are used to prevent computational problems. Subroutine
FIDISJ is the driver subroutine for vertical bubbly flow. Table 6.1-1, in addition to indicating which
correlations are used for different geometry and flow conditions, shows the names of the subroutines (in
parentheses) used for particular correlations. The number indicated in each box is the number stored in the
variable IREGJ in subroutine FIDISJ and eventually in the variable IREGJ in subroutine PHANTJ. The
user can then minor edit / plot the variable IREGJ.

For rod bundles, subroutine EPRIJ is called for all flow rates, and the EPRI correlation is used.
Various limits have been placed on variables to prevent computational problems that were not indicated by

Chexal and Lellouche.6.114 Examples are placing an upper bound of 170 and a lower bound of -170 on
exponential functions.

2For small pipes (D s 0.018 m) and low flow (IGI < 50 kg/m s) or countercurrent flow, subroutine
ZFSLGJ is called, and the Zuber-Findlay slug now correlation is used. Appendix 6A shows that C = 1.2 iso

modified by the factor 1 -e- when 11 > 0 (boiling due to wall effects). This factor is due to Ishii l'3
6

and is also used in TRAC-BFl.6.120 Finally, as a,--+ 1.0, a ramp begins at n = 0.8 such that C,-+ 1g

2
and vg * 0. For small pipes and high flow (IGI > 100 kg/m /s), subroutine EPRIJ is called, and the EPRI
conclation is used as discussed in the rod bundle section. For small pipes and intermediate flow (50 kg/

O
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2 2m *s s IGl s 100 kg/m s), linear interpolation is used in this transition region (see Appendix 6A) in
subroutine FIDISJ.

For intermediate pipes (0.018 m < D s 0.08 m) and low or countercunent flow, subroutine KATOKJ ;

is called. The following three possibilities can occur, based on the dimensionless vapor flux j[ Equation
|(6.1-34):

1. For j| s 0.5, the churn turbulent bubbly flow correlation is used. The correlation used for

C is the modified form of the Rouhani correlation that is used in TRAC-BFl.o

2. For j| 21.768, the Kataoka-Ishii correlation is used. Again, the correlation used for C iso

the modified form of the Rouhani correlation that is used in TRAC-BFl.

3. For the region 0.5 < ji < l.768, linear interpolation is used (see Appendix 6A) to calculate

vd. There is no need to interpolate C since it is the same for both (modified Rouhani).o

The scheme adopted is based on the statement by Kataoka and Ishii .118 that conventional drift flux6

correlations perform well for low vapor fluxes satisfying j| s 0.5 and air-water data obtained by Baily et

al.'l*35 for vessels with diameters of 15.3,30.4, and 61.0 cm. Kataoka and Ishii present these data in the

O form of an a versus j| p!c*t. For j|< 0.5, the data are consistent with the churn turbulent bubbly flow

b correlation; and for j| > 1.0- 2.0, they are consistent with the Kataoka-Ishii correlation. The code uses

1.768. In the region in between, the void fraction is fairly constant with respect to j|; thus, an interpolation

based on j| can be used.

I

j Originally,just the Kataoka-Ishii correlation was used; but Putney found it necessary to include the
churn turbulent bubbly correlation at low vapor fluxes to improve the comparison for the GE level swell

|

tests.6.la As with the Zuber Findlay slug flow correlation, C is modified by the factor 1 - e~ ' wheno

-> 0. For intermediateli > 0, and as n,-+ 0, a ramp begins at a, = 0.8 such that C,-+ 1 and vg
ipipes and high flow, subroutine EPRIJ is called and the EPRI correlation is used, as discussed in the rod

bundle section. For intermediate pipes and intermediate flow, linear interpolation is used in this transition
region, as discussed for small pipes.,

[ For large pipes (0.08 m < D) at all flows, subroutine KATOKJ is called. The same three situations

(j| s 0.5,j| 21.768, and 0.5 < j| < l.768 ) are used as in intermediate pipes. Originally, Putney did not ,

6have this case and extended the intermediate pipe case up to 10 m. During the developmental assessment

using the Marviken test cases,6.1-32Al-33 it was found necessary to not use the EPRI correlation (even with,

the modifications for downflow) for large pipes. Rather, the chum turbulent flow and Kataoka-Ishii
,

correlations were extended to include all flows for large pipes, resulting in improved results. The value

0.08 m for the switch between intermediate and large pipes is based on Kataoka-Ishii.'l'18 It was also for

s

!
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these tests that the original C formula was replaced by the modified Rouhani correlation that is used in j
o

TRAC-BFl. This is needed to give flat profiles at high mass Huxes, by decreasing C .o

After the appropriate correlation has been determined, based on the geometry and flow conditions, |
'

the following limits on C are applied:o

l. Lower bound of zero

2. Lower bound of 1 ifIls 0

3. Upper bound of 1.33 if not a rod bundle

4. Upper bound of 1/a .g

Limits (2) and (3) were added when it was found that the EPRI correlation gave too high a slip for

downflow conditions.

The next limit imposed is a CCFL limit, which was imposed by Putney. The limitation is based on
the Kutateladze condition in Equation (6.1-36), which results in Equation (6.1-37) for vg being

implemented (see Appendix 6A), using m = 1. Table 6.12 is also the one used to obtain Kucrn, and it
allows the Kutateladze condition (originally obtained from data for large-diameter pipes) to be applied for

small pipes. The reasons for using a CCFL limit are given below.

The drift flux models shown in Table 6.1-1 were chosen on the basis of comparisons with void
fraction data for cocurrent up and downnow. In the absence of suitable data for countercurrent flow, it was
necessary to assume that the selected correlations would still be valid. While this is a reasonable
assumption for low void fractions, it is not obvious that the correlations include an adequate representation
of the flooding phenomenon at medium to high void fractions. To correct for such deficiencies, a CCFL is
placed on the drift flux parameters before they are used in the calculation of the interfacial friction
coef0cients.

The CCFL model adopted is intended to represent CCFL in a straight, uniform flow channel and has
the effect of forcing the interfacial friction coefficients to yield phase velocities within or on an appropriate
flooding curve. RELAP5/ MOD 3 also has a user-controlled junction CCFL model which, if invoked, may
subsequently modify these velocities to account for Gooding at a singularity in the channel geometry.
Provided that the drift Hux correlation selected does not grossly underpredict vg. this combined treatment

should prove effective, as CCFL at a singularity in the channel geometry can be expected to be more
severe than CCFL in a uniform channel.

Note that the countercurrent flow form of the EPRI drift flux correlation is not used by the new
interfacial friction model. Instead, the upflow form is applied in conjunction with the CCFL model. The

reasons for this are twofold:

1. The evaluation of the countercurrent flow form of the EPRI correlation presents
considerable computational difficulties and could be extremely time-consuming. (An
example was brought to Putney's attention where such a calculation slowed the code
down by a factor of 12.)

NUREG/CR-5535.V4 6-20
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2. The CCFL model in the EPRI correlation is derived from flooding data for geometries

/ typical of a PWR core / upper plenum interface and a BWR inlet orifice, and thus may not
t,e appropriate for flooding in a straight, uniform flow channel.

The flooding limit for vg [ Equation (6.1-37)] is interpolated with the vg rom the drift fluxf

correlations, as follows:

Denoting the value of vg obtained from the drift flux correlation as v[' and the value1.

obtained from Equation (6.1-37) as v,";", a value corresponding to flooded conditions,

v,f, is first determined from
'

v) = v,[ for IGls Gi

DF Ku F

v) = v,[ + G {* "(*d
,

(6.1-38)v[ = min (v [, v,"j") for IGl2 G2

2 2where G = 50 kg/m s and G = 100 kg/m 3,
2

2. The value of vg used for the interfacial friction calculation is then determined from

v,3 = v ' for a s aig

g = v,[ + ' "' (v,f - v[F
~

'
v

_

v,3 = v,f for a ,2 a2 (6.1-39)'

where ai = 0.3 and a2 = 0.5. For a > a, and IGl > G , a lower bound is placed on vg of 0.01 (1 - a ).g i g

The values of G and G used in Equation (6.1-38) were chosen to prevent the CCFL model fromi 2

being applied in conjunction with the low flow correlations shown in Table 6.1-1 and to provide a smooth
transition between nonflooding and flooding conditions. This approach was adopted because, provided
that the flow regime is bubbly-slug, these low flow correlations should be valid in countercurrent flow.
Also, when simulating stagnant liquid conditions, RELAP5 may predict a very small liquid downflow.
Consequently, if the CCFL model was applied for all countercurrent flow conditions, it could override the !

!void fraction correlations in an area where they are at their most accurate.
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gf s determined in subroutineiAfter these limits have been placed on v j, the interphase drag term fg

FIDISJ, as indicated in Equation (6.1-6). Two protections are also used. If v i = 0, then f is set to 100. Ifa gj

for some reason subroutine FIDISJ was used for a horizontal pipe, then f is set to 0.Ej

6.1.3.2 Slug Flow

6.1.3.2.1 Model-Slug flow for nonvertical geometry is modeled as series of Taylor bubbles
separated by liquid slugs containing small bubbles. A sketch of a slug flow pattern is shown in Figure 6.1-
1. The Taylor bubble has a diameter nearly equal to the pipe diameter and a length varying from one to one

hundred pipe diameters.

OOh_O_ g _
O O O

~~~0_ __~.___

0OO O
O O

O
O OO O Overall average

O void fraction - ag

O O
OO O

O o
O O

O OO OO
OOoo O O

_Q -- _ g . .O ___.___

O O
O

Figure 6.1 1 Slug flow pattem.

Let a , be the average void fraction in the liquid film and slug region. The void fraction of a singleg

Taylor bubble, ab, in the total mixture is then

Ub (U *U )/(I~Ugs) (6.1-40)
g gs

The Taylor bubble frontal area per unit volume is ab/L, where L is the cell length. Consequently, the

interfacial area per unit volume, a f, f r slug flow iss

gr = (ab/L) + (3.6 a ,/d )(1 - ab) (6.1-41)a g o

O
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To provide a smooth transition into and out of slug flow, ass [in Equation (6.1-40)] is considered as
ss t the bubbly-to-slug flow regime transition to nearly zero at the slug-a free parameter varying from a a

to-annular mist flow regime transition. The variation is represented by the exponential expression

ss XP[-8(a - aas)/(GSA * UBS)]. (6.1-42)a ,= a e gg

:
,

The drag coefficient for Taylor bubbles in nonvenical slug flow is given by Ishii and Chawla .14
6 as

Co = 10.9 (D'/D) (1 - a,)' (6.1-43) ;

where D' is the Taylor bubble diameter, and ab s given by combining Equations (6.1-40) and (6.1-42).i

From geometrical considerations, D'/D is equal to the square root of ad.

The drag coefficient for the small bubbles in nonvertical slug flow is given by Ishii and Chawla' 34
by Equation (6.1-23).

For vertical slug flow, the interphase drag and shear terms are calculated using the same drift flux
conditions used in vertical bubbly flow. .

6.7.3.2.2 Code implementation-The coefficients for slug regime interphase drag as coded in
O the PHANTJ, FIDIS2, and FIDISJ subroutines are tabulated in Appendix 6A. For nonvertical slug flows,

Appendix 6A shows the interphase area per unit volume, a , to have the same form and coefficient asgr

Equation (6.1-41). The first term for Co is of the form of Equation (6.1-43) for the Taylor bubbles and uses

aTb rather than ab. The second term for Cp is of the form of the bubbly Co in Equation (6.1-23).

For vertical slug flow, the coding matches the equations for f , C , frg, and f r.
*

gt o 1

Code results were compared to General Electric level swell experiments (see Volume 111 of this i

manual). The code was shown to calculate void profiles similar to the experiments. Quantitative adequacy ,

will depend on the application. |

6.1.3.3 AnnularMist

6.f.3.3.1 Model-Annular mist flow is characterized by a liquid film along the wall and a vapor t

core containing entrained liquid droplets. Let affbe the average liquid volume fraction of the liquid film }

along the wall. Then, from simple geometric considerations, the interfacial area per unit volume can be
shown to be

ann /D)(1 - a )l/2 + (3.6ag/d )(1 - a ) (6.1-44)gr = (4Ca rr o rr

- 'where C is a roughness parameter introduced to account for waves in the liquid wall film. Its form isann

|
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Cann = (30 ng)1/8 (6.1-45)

O
This gives a value near unity for txtr between 0.01 and 0.I, yet ensures that C,,,,, * O as a,,-+ 0.

The term afd s the average liquid volume fraction in the vapor core, for whichi

afd = (af- a )/(1 - (x ), (6.1-46)
rr u

that is discussed in Section 4.1.1.

The term d is the average diameter of the drops.o

A simple relation (see Section 6.3) based on the flow regime transition criterion and liquid Reynolds
number is used to correlate the average liquid film volume fraction. For vertical flow regimes, the
entraimnent relation is

ng = n Crexp[-7.5 x 10-5 (a v /u )6] (6.1-47)
r g g c

where u is the entrainment critical velocity given by
c

"c = 3.2 [og (pf - p )]I'd/p (6.1-48)
g g

For horizontal flow regimes, the entrainment relation is

ag = u Crexp[ -4.0 x 10-5 ( y yt;fy L)6] (6.1-49)
r g g

where v t, is the horizontal stratification critical velocity given by Equation (3.1-2). The term Cr isg

expressed as

0.25

C, = 1.0 - 10"(a,p,jv,| (6.1-50)
t

The interfacial friction factor, f, for the liquid film takes the place of Co in Equation (6.1-9), isi

described by a standard correlation in the laminar region, and is based on Wallis' correlation .16 in the
6

turbulent region. In the turbulent region, the Wallis correlation was modified to use the factor 0.02 rather

than 0.005. This is the value used in RELAP5/ MOD 1 136 and it was selected because of the MOD 1
6

assessment. It is based on the interfacial Reynolds number defined as
,

O'
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i
l

8 'Re,= (6.1-51) |
N

Es
! ,

!,

where,

; 1

i/2
= a D (D; is the equivalent wetted diameter)DJ ,

'

J

viscosity of the vapor phase.: p =g
!

| The values of f are ;i

64
-

f,= Re, for Rei5; 500 '
4

,

i !

|
1500 - Rei 64- Re, - 500

0.02 { l + 150 [1 - (1 - a ,) i/2] } for 500 < Rei < l500
.

. f' = Re, + 1000 r
i 1000

|

|

f, = 0.02(l + 150 [1 -(1 - ag)t/2]) for Rei 21500 . (6.1-52)

:

| The interfacial drag coefficient Cp for the drops is given by Ishii and Chawla'I-8 by Equations (6.1- !

23) and (6.1-24), where d is the droplet diameter, pc is the vapor density (p ), and Mm = Mg/(U )23 for
'

o g g;

droplets.

6.f.3.3.2 Code implementation-The friction factor and interphase area per unit volume for
annular mist flow, as coded in subroutine PHANTJ, are tabulated in Appendix 6A. Appendix 6A shows

, ,

j the interphase area per unit volume, agr to have the same form and coefficient as Equation (6.1-44). The ,

only difference is that the appendix uses d for the droplet diameter, whereas this section uses d for thed o
"

; droplet diameter. The expression for Cp shown in Appendix 6A has two terms. The first term for Co is of

the form of f; in Equation (6.1-52) for the liquid film. The second term for Co is of the form of the droplet ;
;

; Co in Equation (6.1-23). ;

i
d

For an annulus component in the annular mist regime, the code assumes that all the liquid is in the |,

film and that there are no drops. Thus, ng = af and afd = 0 are used for an annulus. This was based on !
.

work by Schneider'I 37 on RELAP5/ MOD 3 calculations for UPTF Test 6, who shows that this was !4

6necessary in order to get downcomer penetration following a cold leg break. In addition, the Bharathan .1
38 correlation used in RELAP5/ MOD 2 was replaced by a standard laminar correlation and the modified

Wallis'I-' correlation in the turbulent region for the interfacial drag when in the annular mist flow regime;

(for either an annulus or any other component). Schneider found this was also necessary in order to get
,

downcomer penetration in UPTF Test 6. This interphase drag approach for an annulus component was also '

used in RELAP5/MODl.S ,
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6.1.3.4 Inverted Annular Flow Regime. Immediately downstream of a quench front or CHF
position, there may be an inverted annular flow region if the combination ofliquid flow and subcooling is
high enough. The physical concept in the model is the presence of vapor bubbles in the liquid core (just as
there are liquid drops in the vapor region for annular mist flow) and an annular gas layer between the walls
and the core. Let a b be the volume of gas bubbles in the liquid core divided by the volume of the core.

s

This is given by

V,,,.,,,, V ,,,,,,,- V ,,,.,,,
y ,

,

core tot ~ g as. an n

Then, from simple geometric considerations, the interfacial area per unit volume can be shown to be

a f = (4C /D)(1 - a ,nn)U2 + (3.6a bg /d )(1 - a ,nn) (6.1-54)
s an g o g

where

V """ (6.1-55)a ,, , , , = f
tot

The relation used to obtain a . ann is shown in Appendix 6A as ag. C is obtained from Equationg an

(6.1-45), where a . ann is used in place of ag.s

The interfacial friction factor, f , for the liquid film takes the place of Co in Equation (6.1-9) and isi

described by a correlation obtained by Bharathan et al.,6.138 for which

f, = 4 [0.005 + A(S*)B] (6.1-56)

where

-0.56 + 9.07/D* (6.1-57)logio A =

1.63 + 4.74/D* (6.1-58)B =

- |
6 S

(pr - Ps) E' "2
(6.1-59)=

. c .

The term S* is the liquid wall film Deryagin number for which S is the film thickness, and D* is the
dimensionless diameter Bond number [ Equation (6.1-31)]. The film thickness S is defined in Appendix
6A.

O
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The drag coefficient for the bubbles is the Ishii-Chawla correlation given by Equation (6.1-23).
Appendix 6A tabulates the equation.

6.1.3.6 inverted Slug Flow. The inverted slug flow regime envisioned by DeJarlais and

Ishii .ta consists of bubble-impregnated liquid slugs flowing in a pipe core surrounded by a vapor6

blanket containing liquid droplets (see Figure 3.2-3). The coded interfacial friction coefficients recognize
the liquid droplets, vapr>r blanket, and liquid slugs but not the presence of bubbles in the slugs.
Contributions to the interfacial friction are recognized, then, as coming from two sources: (a) the liquid
droplet interfaces in the vapor annulus and (b) the liquid slug / annulus interface. It is assumed, apparently,
that the liquid slugs are so long that any contributions to interfacial friction at their ends are negligible.'

The interfacial areas for the annulus / droplet ponion and the slug / annulus portion are derived
analogously to those for nonvertical slug flow, Section 6.1.3.2. The void fraction of the liquid slug, ag, is

analogous to that for a Taylor bubble, aTb, and the average droplet void in the vapor blanket, adrp, is;

analogous to the average void, a , in the liquid annulus for slug flow. That is, the interfacial areas a e4

ss

computed for invened slug flow by simply reversing the liquid and vapor phases from slug flow. The
droplet void, adrp, in the vapor annulus is an expression that exponentially increases the ponion of otr due
to droplets as u increases until the transition void, nSA, is re.ched, at which point all of the liquid isg

appropriately assumed to be in droplet form. The value for the Weber number used is 6.0.

The drag coefficients for the annulus / droplet portion and the slug / annulus ponion are analogous to
| those for nonvertical slug flow, except that the liquid and vapor phases are reversed. Appendix 6A

j tabulates the equation.

6.1.3.6 Dispersed (Droplet, Mist) Flow Regimes. The dispersed (droplet, mist) flow regime is
discussed in Section 6.1.3.1, Bubbly Flow. For mist pre-CHF, We = 3.0, and for mist and mist post-CHF,

We = 12.0. Appendix 6A tabulates the equations.

6.1.3.7 Horizontally Stratified Flow Regime

6.1.3.7.1 Model-By simple geometric consideration, one can show that the interfacial area per
unit volume is

af=4Cu sin 0/(nD) (6.1-60)g

where Cu is a roughness parameter introduced to account for surface waves and is set to one for the
interphase surface area per unit volume. (See Figure 3.1-2 for the definition of angle 0.)

The interface Reynolds number is defined with the vapor properties and regarding liquid as the
continuous phase for which

Rei = D, p Iv - v// , (6.1-61)g g

where the equivalent wetted diameter, D,, for the interface is
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(6.1-62)D, = a nD/(0 + sin 0)

O
g

This can be derived from simple geometric considerations (see Section 4.1.1) using

na = 0 - sin 0cos0 (6.1-63)
g

The interfacial friction factor, f , replaces Cp in Equation (6.1-9) and is obtained by assuming frictioni

factor relationships for which

64/Re' o (6.1-64)
f = max (0.31M/Rei.

3

The term 64/Rei s for laminar flow and 0.3164/Ref" is the Blasius formula for turbulent How,i

which are friction factors based on the Darcy approach used in RELAP5. Reference 6.1-40 presents these
factors using the Fanning approach; one needs to multiply by four to get the Darcy approach factors used
in Equation (6.1-64).

6.1.3.7.2 Code implementation-The friction factor and interphase area per unit volume for
horizontally stratified Cow, as coded in subroutine PHANTJ, are tabulated in Appendix 6A. Appendix 6A
shows the interphase drag area per unit volume, a , to have the same form and coefficient as Equationgr

(6.1-60) with C = 1. The expression for Co in Appendix 6A is the same as Equation (6.1-64) for theu
friction factor f .i

6.1.3.8 Vertically Stratified Flow

6.1.3.8.1 Model--For the junction above a vertically stratified volume, the interphase drag is set to
a low number to help ensure that any drops donored up from the volume below will fall back down, thus
maintaining the level in the vertically stratified volume. This is accomplished by using the void fraction in
the volume above (mostly vapor) for the junction void fraction needed to determine the junction interphase

drag. Similarly, for the junction below a vertically stratified volume. the interphase drag is set low. This is
accomplished by using the void fraction in the volume below (mostly liquid) for the junction void fraction
needed to determine the junction interphase drag. The vertical stratification model is not intended to be a

mixture level model.

6.1.3.8.2 Code implementation--For the junction above the vertically stratified volume
(junction j in Figure 3.2-4), the interphase drag for the volume above (volume L) is used. This is

*

consistent with the junction-based interphase drag. This is obtained as follows: The void fraction a ,; used

in the junction j for the junction-based interphase drag is given by

a[.3 = W * ab + (l - w ) * a , t. (6.1-65)
3 j g

O
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and is similar to Equation (3.5-1), except that a ,g is replaced by a,, g . The term w) is given by Equationg
,

Q (3.5-2). This void fraction is given by

a,, g = strat + a,, o + (1 - strat) e a,, x (6.1-66)
*

*

where strat takes on values from 0 to 1. For a vertically stratified volume, strat = 1, a,,x = a,,t, and

a[,3 = a,,t, For a nonvertically stratified volume, strat = 0, a[,g = a,,g , and a[,; is given by Equation

(3.5-1). The smoothing parameter strat is given by

strat = stratl a strat2 (6.1-67)

where

1-e (6.1-68)"
stratl =

2 (1 - v /vn) (6.1-69)strat2 = m

[7 Both stratl and strat2 are limited to values between 0 and 1. The variables v and v are the mixturem n
velocity and Taylor bubble rise velocity, respectively. The variable stratl exponentially turns off the
stratification effect when the volume above (volume L) becomes empty of liquid. When af,t = 0.01, stratl

= 0.005.

A different method is used at junction j-1 below the vertically stratified volume. Equations (6.1-65),
(6.1-66),(6.1-67), and (6.1-69) are used, however, stratl is given by

strat1 = 20 (aievei - 0.05) (6.1-70)

where

a'-a" (6.1-71)8' 8'
ai,yei =

U .L ~ U .Ig g

The variable nievej is an implied non-dimensional mixture level position within volume K. The
coding is generalized to handle the case where the volumes and junctions are oriented downward. The
venical stratification model is not intended to be a mixture level model, and a more mechanistic level
tracking model is discussed in Volume 1.

OV
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The primary developmental assessment for the vertically stratified interphase drag model is the MIT

pressurizer test problern.6.14 Some of the smoothing functions are required to ensure fast running as well
as minimization of void fraction dips when the level aprears in the next volume.

6.1.3.9 Transition Flow Regimes. A number of transitions between flow regimes are
incorporated into RELAP5/ MOD 3 for interphase drag and shear. They are similar to the ones used for
interfacial heat and mass transfer (Section 4.1.2) and are included to prevent numerical instability when

abmptly switching from one flow regime to another. The full details of the transition logic used in the code

are found in Appendix 6A.

6.1.4 Time Smoothing

Section 4.1.3 discusses the time smoothing of the interphase heat transfer coefficients H and H Itif ig

indicates the rationale for using time smoothing as detailed in Reference 6.1-42 and Reference 6.1-43.
Using the notation established in Section 4.1.3, the following are used for the interphase drag and shear:

A logarithmic weighting process defined by

I.ighi = f".*ic i.t o (* {''''
%(

' (6.1-72)
( f" ic.intev

is used for the interphase drag coefficient fgf when the interphase drag coefficient is increasing. A linear

weighting process defined by

= 9 .eighi + ( l - 9)(.$curated (6.1-73)II.cishi

is used for the interphase drag coefficient fsf when the interphase drag coefficient is decreasing, the
distribution coefficient C and the interphase shear factor fx. l.inear time smoothing is used for theseo

because they can have values of 0. The term f is the function to be smoothed and q is the weighting factor.

For f r, C . and fx, the equation for a was developed by Chow and Bryce, is documented in Feinauer
g o

et al.,6 3# and assumes the form

-min t a m.m. p''. min (('.y,f
'

a = min 0.90, e (6.1-74)
\ >

where

O
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V+Vg o

T T =
0.7 min (|v, g|, |v .x|) ,0.7 min (hq, t|, |v,1|)

8
r

'Ax Axg t

V+Vg t
tg = ~ ' ' '* - v2 -max (g, gD[/19)' max (g, gD /19)g V+ V'g

.
Dg

, _
D

.

4
t

t

'8 (Pr.x - Pg.x)- v2
-

Dg - Dg
. On .

' * ~ '
D[ De=

.
GL .

max 0.0513, [ min (|v, J,|v,,|) + 10~']
'

-0.3y, =

max (|v,,J, |v .j l0-7)r

The meaning of the terms T , tr, and y, is the same as used for the interphase heat transferc

coefficients, and these are discussed in Section 4.1.3.

As discussed in Section 4.1.3, Ransom .142 and Ransom and Weaver Id3 indicated that a time step6 6

insensitive procedure is obtained if n is of the exponential form

y=e^* (6.1-75)-

where t is a time constant associated with the physical process. Equation (6.1-74) will produce an equation

like Equation (6.1-75) when the min / max logic results in a being exp(-At/t ) or exp(-At/h). Otherwise, it is |c

time-step size dependent and nodalization dependent. Modifications are being tested so that the time-step j

size dependency and nodalization dependency will be removed in the future. ;
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6.2 Wall Drag

6.2.1 Basis

The field difference equations for the sum momentum equation, Equation (2.2-6), and the difference
momentum equation, Equation (2.2-7), contain the terms

FWG|(v,)j"' Ax; and FWF[(v,),"' Ax; (6.2-1)

O
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These terms represent the pressure loss due to wall shear from cell center to cell center of the cell
volumes adjoining the particular junction that the momentum equation is considering. The wall drag or[Q} friction depends not only on the phase of the fluid but also on the flow regime characteristics.

The wall friction model is based on a two-phase multiplier approach in which the two-phase
multiplier is calculated from the heat transfu and fluid flow service (HTFS) modified Baroczy
correlation.6.21 The individual phasic wall friction components are calculated by apportioning the two- l

phase friction between the phases using a technique derived from the Lockhart-Martinelli .2 2 model. The )6

model is based on the assumption that the frictional pressure drop may be calculated using a quasi-steady

form of the momentum equation.6.2-3

6.2.1.1 RELAPS WaII Friction Coefficients. The RELAP5 phasic Darcy-Weisbach wall
friction coefficients are determined from the wall friction discussion in Volume I that apportion the overall

wall frictional pressure gradient between the phases, to give,

FWF(a,p,) = a !' { A'rPr(G v ) + C [l',pr(G v ) A' P (G V ) l " + A' P ( G V)}r rr rt s s

/ (a,, A,p,v + a , A,p,v,2)
2

r

for the liquid, and

p

FWG (a,p,) = c ,E LvJ S'@@ 2, y 7, 2) v2
22 ,

8 8 ,

y

/ (a,, A,p,v + a , A,p,v,*)
2

r

for the vapor, where the HTFS two-phase multiplier coefficient C is found in Volume I, Section 3.

Because the Reynolds number in the friction factor correlation and the mass flux G in the two-phase
friction multiplier were considered to be positive quantities by the correlation developers, the algorithm
used in the RELAP5 code to compute these quantities was implemented in such a way as to ensure that
they are always computed as positive quantities. This means that the velocity used in the computation of
the phasic rnass flux used in computing the phasic Reynolds numbers is the magnitude or absolute value of
the velocity computed by RELAP5,

Mr = uf9f iiV l (6.2-4)

for the liquid mass flux, and

M " "sPs gIV l (6.2-5)
s

,CN for the vapor mass flux.
+ t

V
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The absolute value of the mixture mass flux G used in the computation of the correlation coefficient

C for the HTFS two-phase multiplier is computed as

(6.2-6)G = lagpg r + u p v fy ggg

where the value of the mixture mass flux computed from Equation (6.2-6) is limited to be no greater than

kg/m -s, so that fj (G) 2 0. The term f (G) is defined in Volume I. The HTFS correlation .21
6

2
8711.1111 i

was developed based on experiments from steam-water, air-oil, and air-water flows in horizontal and
vertical pipes. The correlation is applicable over the following ranges: mixture mass flux (G) = 2.6 - 12000

0.0001 - 0.99, and Baroczy dimensionless property index2kg/m -s, static quality (X) =

[ A = (p,/pt) (Mr/4s)" ] = 1.9x10~'- 0.11.

6.2.1.2 RELAPS Friction Factor Model. The phasic friction factors used in the wall friction
model in RELAP5 are computed from the wall friction discussion in Volume I, where the Reynolds
numbers used in the computation are computed as described above. The only modification to the friction
factor model as implemented in the RELAP5 code is to limit the value of the phasic Reynolds number used

in the computation of the laminar friction factor to be greater than a value 50. This prevents a divide by a
small number or a potential divide by zero in low-speed flow.

The Zigrang-Sylvester* approximation (used in RELAP5, see Volume I) to the Colebrook-
White .2 5 correlation for turbulent flow, has a mean square error of 0.1% and a maximum deviation of6

0.5% when compared to the Colebrook-White correlation over the ranges 10" s h 5 0.05 and 250' s Re0

s 10 . Figure 6.2-1 shows the friction factor computed from the RELAP5 friction factor model for several7

values of the ratio of surface roughness to hydraulic diameter. Also shown as circular data points are
several values of the turbulent friction factor computed from the Colebrook-White correlation. The friction
factor model also has several user input constants that allow the user to adjust the frictions factors if there
are data for a panicular test section or geometry. The shape factor can be used to adjust the laminar friction
factor factor.

6.2.2 General Code implementation

The wall drag model is used to determine friction terms in the sum and difference momentum !

equations solved for liquid and vapor velocities, as discussed in Section 6.1.2, for the semi-implicit |
scheme. A short section of a listing from subroutine VEXPLT shows the sum and difference momentum
equations and the wall friction terms, FRICFJ and FRICGJ:

DELPZ = NCROSK(IH1)*DZ(K)*DELPZ+NCROSL(IHI)*DZ(L)*DELPZZ i

FRICFJ = FRICFK(IH1)+FRICFL(IHI)

FRICGJ = FRICGK(IH1)+FRICGL(IH1)

PSMF(IH1) = (FRICFJ+HLOSSF)* AVRF(IH1)

O
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f/ Figure 6.2-1 Comparison of Darcy-Weisbach friction factors for the Colebrook-White and the RELAP5
# '

\ friction factor correlations
I f

| PSMG(IH1) = (FRICGJ+HLOSSG)*AVRG(IH1)

1 PSLD(IHI) = PMPPH(IX)-CONVFS(IHl)-CONVOS(IHI)-DELPZ
i i

| c SUM MOMENTUM EQUATION
:

,

; SUMF(IHI)= AVRF(IHl)*DX(IHI)+(PSMF(IHl)-VPGNX+
1 L

.

SLGNX+PSUMF(IH1))*DT*

; ,

'

j SUMG(IHl)= AVRG(IHI)*DX(IHl)+(PSMG(IHl)-VPGNX+
'

r
'

VNGNX+PSUMG(IHI))*DT*
,

SUMOLD(IHl) = (AVRF(IHl)*VELFJO(I)+AVRG(IHl)*VELGJO(I))* !

DX(IH l)+(SCVTUR(IX)*(PO(K)-PO(L))+PS LD(IH l)+*
;

>

PS UM F(IH I )* VELFJ O(I)+PS UM G(IH I)* VELGJO(I))* DT*

c DIFFERENCE MOMENTUM EQUATION ,

!
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DIFR = SCVTIJR(IX)*(RHOG A(Illl)-RHOFA(IHl))* RHOFGA

SCRACH = (1.0+VIRMAS)*DX(IHI)

FRICGJ + FRICGJ'(l.0-FXJ(I)+

FXJ(I)* ALPG *(1.0-RHOG A(IH 1)/RHOFA(IH 1))*

FRICFJ + FRICFJ*(1.0-FXJ(I)+

FXJ(I)* ALPF* (1.0-RHOFA(IH 1 )/RHOG A(IH 1))*

DIFF(IHl) = SCRACH+(FRICFJ+FIFJ(IX)+VPGNX+HLOSSF+SLGNX)*DT

DIFG(Il11) = -SCRACH-(FRICGJ+FIGJ(IX)+VPGNX+HLOSSG+VNGNX)*DT

DIFOLD(IH1) = (VELFJO(I)-VELGJO(I))* SCRACH-(DIFR*(PO(L)-PO(K))

+CONVF(IH 1)-CONVG(IH 1 )-DPSTF(IX))* DT*

The sum momentum equation contains terms PSMF and PSMG which are dependent on FRICFJ and
FRICGJ, while the difference momentum equation uses the FRICFJ and FRICGJ themselves, which may
be modified by the interphase shear terms if in venical bubbly-slug flow. The term FXJ(I) is the interphase
interpolation factor. The point of showing the list and noting the terms is to trace the wall drag terms from
the solution back to the place where they are determined.

The development of the FRICFJ and FRICGJ terms from earlier points in subroutine VEXPLT is
shown in the listing as

e

c LIQUID FRACTION

FRICFK = DXK*FWALF(K)*RAVRF(IHl)

FRICFL = DXL*FWALF(L)*RAVRF(IHl)

c

c VAPOR FRICTION

FRICGK = DXK*FWALG(K)*RAVRG(IHl)

FRICGL = DXL*FWALG(L)*RAVRG(IH1)

C

c JUNCTION FRICTION
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FRICFJ = I~RICFK(IH1)+FRICFL(IH1)
(y
, .,

) FRICGJ = FRICGK(IH1)+FRICGL(IHI)

c

The K and L subscripts indicate upstream and downstream volumes relative to the junction of
interest.

The FWALF and FWALG terms contain the friction model information and are determined in
subroutine FWDRAG with some necessary variables being calculated in earlier subroutines. For instance,
flow regime effects are calculated in subroutine PHANTJ.

The wall drag model in subroutine FWDRAG makes two loops over all volume cells. The first
calculates the single-phase friction factors for wet wall and/or dry wall cases and interpolates if both cases
are present. The second loop tests to see if the fluid is two-phase and, if so, calculates the H.T.F.S two-
phase multiplier and, for either single- or two-phase, makes a final calculation of the FWALF and FWALG
terms. In subroutine VEXPLT, the FWALF and FWALG terms are combined with other terms to form
FRICFJ and FRICGJ, as shown previously. The FWF and FWG terms in Equations (6.2-2) and (6.2-3) are
related to the FRICFJ and FRICGJ terms by the relations FRICFJ = FWF+Dx and FRICGJ = FWG+Dx,
where Dx is half the length of the upstream volume plus half the length of the downstream volume.

6.2.3 References

6.2- 1. K. T. Chaxton, J. G. Collier, and J. A. Ward, H.TES. Correlation for Two-Phase Pressure Drop

Gl and Void Fraction in Tubes, AERE-R7162,1972.

6.2-2. R. W. Lockhart and R. C. Martinelli, " Proposed Correlation of Data for Isothermal Two-Phase.

Two Component Flow in Pipes," Chemical Engineering Progress, 45,1,1949, pp. 39-48.

6.2-3. D. Chisholm, "A Theoretical Basis for the Lockhart-Martinelli Correlation for Two-Phase
Flow," Journal ofHeat and Mass Transfer, 10,1967, pp.1767-1778.

6.2-4. D. J. Zigrang and N. D. Sylvester, "A Review of Explicit Friction Factor Equations," Trans.
ASME, J. Energy Resources Technology, 107,1985, pp. 280-283.

6.2-5. C. F. Colebrook, " Turbulent Flow in Pipes with Particular Reference to the Transition Region
Between Smooth and Rough Pipe Laws," Journal ofinstitution Civil Engineers. 11,1939, pp.

133-156.

6.3 Entrainment Correlation

In the annular-mist flow regime, the calculation of wall-to-coolant heat transfer requires the proper
apportioning of the liquid in the wall region as an annular film and in the vapor region as droplets. The

63-1.6S2code uses the Ishii and Mishima correlation for the entrainment fraction as a basis for calculating
the liquid volume fraction in the film region and the liquid volume fraction in the vapor region. The
correlation determines the fraction of liquid flux flowing as droplets by the following expression:

k'^Nm)
6-39 NUREG/CR-5535-V4
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E = tanh (7.25 x 10 7 We .25 Ret .25) (6.3-1)1

O
where

Weber number for entrainmentWe =

total liquid Reynolds number.Ret =

The Ishii-Mishima entrainment correlation has been compared to air-water data over the ranges
1 atm < P < 4 atm,0.95 cm < D < 3.2 cm,370 < Re < 6400, and j < 100 m/s, with satisfactory results. Ther g

correlation has also been developed to account for entrance effects and the development of entrainment.

The code, using the Ishii-Mishima correlation as a basis for determining entrainment, calculates the
fraction of the totalliquid volume residing in the annular film region (a ), byrr

"!" = max (0.0, F ) (6.3-2)
- n
G r

where

f max [0.0,(1 - G*)] exp (-C x 10-5 6)7F = e
ii

factor accounting for entrance effects and ranges from 0.0 to 1.0 (defined inf =

Appendix 4A, Annular Mist Flow)

(10-4)(Refo;5)G* =

a p 4v ID/pf j
Ret = r r

|

4.0 horizontalC, =

7.5 venical=

[ max (lv - v t,10-15)llv it horizontalA = g g er

verticala v /V= g s erit

8)E *^*"' (1 - cos0) horizontal0.5v it =

_ p,D sin ecr

t/4 t3.2 [o*g (pr- Pg)l /Ps / vertical=

O
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!
i

'

i

4 '
max (o,10 ).o* =

;

From this expression, the fraction of liquid volume that exists as droplets afs in the vapor phase can |.
' be calculated, since

t

a + Grg = at . (6.3-3)'

rr
*

4

$ Dividing by the total liquid volume fraction (af) and substituting Equation (6.3-2) yields
'

:
,

b = (1 -Fn) (6.3-4) !.

U
,f

|,

:

This relationship provides the entrainment volume fraction that is comparable to the Ishii-Mishima' ,

I

parameter calculated in Equation (6.3-1). ;
:
i
'

i To demonstrate that the entrainment correlation in the code calculates the same entrainment fraction i

that the Ishii-Mishima correlation would predict, a set of conditions was taken from a small-break. !
,

calculation for the Semiscale facility.63'3 The code indicates that the annular mist flow regime existed at i

the subject location. The conditions of the coolant are summarized as |i

328.64 kg/mpg =

765.86 kg/m |
3

pf =

i

0.90463 m/sv =
s

!

0.31068 m/s !vt =

!
!
'

D = 0.0127 m
t

0.9980 io =
g

i

2.0 x 10~3af =

!

9.689 x 10-5 kg/(m-s)pr =

0.02 N/m.o =

The Ishii-Mishima correlation calculates a liquid volume fraction existing as droplets in the vapor ]
region of E = 0.0004978. The RELAP5/ MOD 3 code calculates the fraction to be 0.0004633, which ;

1suggests that the code representation of the correlation is relatively accurate.
l
1
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APPENDIX 6A-COEFFICIENTS FOR INTERFACIAL DRAG / SHEAR AND :

WALL DRAG MODELS FOR RELAP5/ MOD 3

Bubbly Flow

Interfacial Friction
.

For nonvertical bubbly flow,

:

} C, = f p,a,,Co

C=1o
,

j f =0x

where<

i

fCo (3.0 + 0.3Re ") /Re (Cp is drag coefficient)= 3

/d , Gbub = max (a ,10-5)gr 3.6 abuba = t g

.

'

average bubble diameterd =
bs

(We a)/(pf vrg ), We = 5, We o = max (We o,10-30)=

>

is as for bubbly Dow SHL, Appendix 4Av =rg

We a (1 - a,,3)
Ret, =

pr(v ),32

g4

For vertical bubbly flow,

| .

profile slip distribution coefficient
'

C =o

:

''
~_

a,a| (p,- p,) g sin $'

|vjvg

max (ah,10-2)a =
g

max (l.0 - a ,10-2)af = g

6A-1 NUREG/CR-5535-V4
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1f =
x

O |,

where C and v j are obtained for a given geometry and flow conditions, as seen in Table 6.1 1.
I

o g

For the EPRI correlation,

C=
[K + (1 - K,) (a,)']o

where

if C cz < 1701 - exp (-C a )Ln = igig

1 otherwise=

if C < 1701 - exp (-C )Ld = ii

1 otherwise=

L =

4 P',,,
C =

3
P ( P,,i, - P)

critical pressureP =erit

t/4

B +(1 -B ) CPJK = i io
Pr

min (0.8, A )B = ii

1

A3 =
1 + exp { max [-170, min (170,-Re/60,000)] }

Re if Re > Ref or Re < 0Re = g g g

Ret otherwise=

p,j,D, (local liquid superficial Reynolds number)Ref =

Mr

O'
NUREG/CR-5535-V4 6A-2 |
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!

P' ' (local vapor superficial Reynolds number)Re *
g

Es ,

a v (liquid superficial velocity) ;jr = rr

!

a v (vapor superficial velocity)j = ggg

'

1 + 1.57
Prr =

1-B ;

i

The sign of jk s taken as positive if phase k flows upward and negative if it flows downward. Thisi ,

convention determines the sign of Re , Ret, and Re, .

g

/ 51/4
'

max [ (p,- p,),10-5) og
C C C C, [see Equation (6.1-26)]v,3 = 1.41 2 3 42

jPr s(

where

if C 211C2 = 5
,

'

1 ;if C < l= 5I - exp (-C )6

.

.

l- 1/2
-150 pI

C5 =

- Pr .
.

|

t C'
i C =6
i 1-C 3
.

! i

if C 21
'

i C 1= 74 ,

! l

!
' I if C < 1 ii = 7

| 1 - eXP (-C ) ;
;

>
'

'
,

f !C, =

D2 0.09144 m (normalizing diameter)=

,

}
.

!
,

6A-3 NUREG/CR-5535-V4
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C,
Cg =

1 - C,

( 1 - a,) "' if Re > 0C9 = g

min [0.7, (1 - a )o 65] if Re < 0.= g g

The parameter C depends on the directions of the vapor and liquid flows:3

Upflow(bothj andjrare positive)g

max [0.50,2 exp (-IReg60,000))C3 =

Downflow(bothj andjrare negative) or countercurrent flow (j iS Positive,jf s negative)i
g g

2jC =
3

B2 ~

Re'
- d

=

1 + 0.05
_ 350000 .

2 exp((ire #350,000)*4-1.75 ire ; 03Co r=i

-|Rej D , 2- p 0 25 g gg,

e"P + #
.50,000 D _ D

0.0381 m (normalizing diameter)D =i

For the Zuber-Findlay slug flow correlation,

C| for a s 0.8C = go

5(a - 0.8) + (1 - a ) C| for a > 0.8= g g g

v[ for a s 0.8vg = g

5(1 - a ) v[ for a > 0.8 j=
g g

1.2(1-e#') for r ,> 0C| =

NUREG/CR 5535-V4 6A-4
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1.2 for T ,s 0=

[ \
# -V

0.35
(p,- p,) gD- l':

.

v =
0 Pr ..

For the Kataoka-Ishii correlation,

{used for the case j' = j,/ [go (p,- p,) /p )1/4 3 j+2 = 1.768 },
2

g

2

*

C, for u s 0.8C = go

5(a - 0.8) + (1 - a )C', for a > 0.8= g s g

*

= v for a s 0.8vg j g

5(1 - a ) v'; for a > 0.8= g g

[C.,- (C ,- 1) (p,/p,) ''2] ( 1 - e''' ')C ', for F > 0=

C -(C -1)(p /pt)W for r s 0= g w

08 r '0.0019 (D*) * N-i362 f r D* s 30
*

v = y 2j

''*

NyI''' E (P' ~ P'} for D* > 300.030=

where

t/2D* D[g(pr- Pg)/cl=

'
Nr . 3,2 t/2

=p

{ Pro }
.8 (Pr - Ps) .

1 + 0.2 [pr(gD)1/2 (IG*l + 0.001)]i/2/C., =

G* a p v + afpfv .=,r''s pgg r

,

i

!6A-5 NUREG/CR-5535-V4
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i
I

For the Chum-Turbulent Bubbly Flow correlation,

(used for the case j| = j,[ga (p,- p,) /p,] ''' sj|, = 0.5 ),
2

*
C, for a, s 0.8C =

o

5(a - 0.8) + (1 - a ) C| for a > 0.8
g g g=

*

= v for a s 0.8vg g

*

5(1 - a ) v ) for a > 0.8= g g

[C.,- (C.,- 1) (p,/p,) '''](1 - e '' ') for Fw > 0
~

C', =

C.,- (C.,-1)(p /pf)l0 for Tw s 0= g

og (pr - p,)- '''
.

1.41=v,j ,

Pr -

where

1 + 0.2 [pfgD)l8 (IG*l + 0.001)]lU/C., =

G* a p v + apfvt.= ggg

For the CCFL,

C is uncharo

(1 - a,C,) C,Ku ,,,
(pr- p,) gc- 3 /4-

c 2

- E' -

vg ,,,=
2

a,C, + m (1 - cx,C )

where Ku is from Table 6.I-2 and m = 1.ent

For the transition regions between low and high upflow rates and low and high downflow rates, the
following method is used:

O
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: i

t

As indicated in the text near Table 6.12, the interfacial friction calculation is based on an
a '

$ interpolation of two drift Oux correlations. In these regions, appropriate values of C, and vg are first
denote the boundaries of thecalculated for both high and low flow conditions. Then, if GU , and GUhighio

,

! low and high upflow ranges, and GD , and GDhigh denote the conesponding boundaries for downflowio

: conditions, interpolated values are determined using the expressions
;-

XC ,jo, + (1 - X)C .high
'

C = o oo
!

; vg Xvg,io, + (1 - X)vd.high=

i
a

i . where
.

G Uni,, - &
G U ,n - GU,,, for upflow conditions

.3 X' =

ni

i
:

G D ,,,,- e'

nign - GD,,, for downflow conditionsi =
GD

;

| and an upward-directed channel has been assumed. The above interpolation scheme ensures that C and vgo
i

! vary continuously with G*, though their first derivatives with respect to G* are not continuous.
.

.

For the transition region between churn-turbulent bubbly flow and the Kataoka-Ishii correlation, the

j following is used:
i

,

; C is the same for both correlations. j
o

d

i
'.+ .+

ous+3 -3i(ytj , y&}sve)o-

y}=y)E 8 .+ .+

I' 3g2 ~3g1

where ;*

;

i
! 2 1/4

j+ j,/ Igo(Pr Ps)/Prl="

i

i j'i 0.5=

1 ,

k j,2
*

1.768=

. :

vf" vg or churn-turbulent bubbly flowfi =
i

'

'
a

f ;

vf vg or Kataoka-1shii correlation.=
.

i

!
!-

i,

6A-7 NUREG/CR-5535-V4
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Wall Drag

GwUff

Egw Ug

Slug Flow

Interfacial Friction

For nonvertical slug flow,

C = C ,n + C bubi i i

C=1o

f=0x

where

C ,Tb1/2 pf a f,TbC ,n D=i s

a t,Tb s the frontal area per unit volumeig

A a73 rbTb
a f,Tb 5 A,,,L " T=

g

i

celllengthL =

n is as for slug flow SHL, Appendix 4Aa

1/2C ,Tb = 5.45 (a )ld(1 - an)3D n

'

and

C , bub1/8 pf a f bubC . bub = Di s

where

(3.6 a ,/d )(I - Gn)a f, bub = g bg

1/8C , bub = (3.0 + 0.3Re[") /Re,D

9
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1

W e c (1 - n ,3) , We = 5.0, We o = max (We o,10-30)3

Q[] Mr(Vfg)g3
Re, =

gs, d , and vrg are as for slug flow SHL, Appendix 4A.abub. U b

For vertical slug flow, the sarne drift flux correlations that are used in bubbly flow are used.

Walt Drag |
l

]1-Gbubafw =

,

U * Ububgw

abub s as above.i
t

Annular Mist Flow

Interfacial Friction I

!
C = C ,,nn + C .drpi i f

C-1 !o-

\ i

f =0 '

x

i
where

1/8 p a t,,nn Co. annCj,,nn = gg

where

(4Cann/D)(1 - aff)a t. ann
=g

(30cr)l/8Cn = rran
.

n is as for annular mist flow SHL, Appendix 4Arr

1 64
D for Rei $ 500 |1/8 C , ann = gq

1 1500 - Re 64 Re,- 500
= ' ' + ~ ( ~ "" i f '#i

8 1000 Re 1000
3

500 < Rei < 1500

,

6A-9 NUREG/CR-5535-V4
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1 .02 { 1 + 150 [ 1 - (1 - a,,) '''] } for Rei 21500
*0 O=

P,|V - V |Dr i
Re, =

5

a['*D is the equivalent wetted diameterD, =

viscosity of the vapor phasepg =

and

C ,drp1/8 p a f.drpC.drp D=
i g g

where

3.6a,o (I - U )
a f.drp g

* Ug

afd, d are as for annular mist flow SHL, Appendix 4Ad

1/8 Co,erp = (3.0 + 0.3 Re ,',') /Re ,,o

We c (1 - a,o)'' We = 1.5, We o = max (We o,10-30)
Redtp = ,

2
o,

p, (0 ,)

O is as for annular mist flow SHL, Appendix 4A.
r

Wall Drag

af,25n. =
r

1 - af,"a, =
g

inverted Annular Flow

Interfacial Friction

C = C . bub + C .,n,i i i

C=1o

NUREG/CR-5535-V4 6A-10
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fx=0

where

1/8 pr sf. bub C , bubC . bub a= D

where ,

3.6a,,, ,

* "a f, bubg d b

,

i

abub, d GB are as for invened annular SHL, Appendix 4A |b

|

1/8 C , bub = (3.0 + 0.3Re[") /Re., |
D ,

,

Wec(1-a,,3) , We = 5.0, We o = max (We o,10-10) ;Reb =

r(0 :) v2

!as for invened annular flow SHL, Appendix 4Avrg

,.

and .

O !

1/8 pr gr,,no Co.,,3 j*

C;,,nn a=

:

where ,

'

,

(4/D)(1 - ag)M ja . ann =gr
!

f Co,,,, 0.0025 + 0.1375 (10)R07/D* (3,)1S + 4.74/D*=

D[g(pr- p )/o]a5,1/D* = min (30.0,1/D*) :D* = g

S[g(pr- pg)/o]as,3* = max (10-8 S*)S* =

:

where |
1

annular vapor film thickness6 =
i

1

5 (D - D'), D' = diameter of annulus=

r

b
i

s

f6A-11 NUREG/CR-5535-V4-
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E (1 - D'/D) = E [1 - (1 - a )"*] .e = 3
2 2

Wall Drag

a,, = 1 - aI*'

a,, = a[25, aB as for inverted Annular interfacial drag.

Inverted Slug Flow

Interfacial Friction

C = C . ann + C .drpi i i

C=1o

f =0x

where

1/2 p a f. ann Co. annC ,,nn =i g g

where

a ,,nn is the frontal area per unit volumegr
f

a t. ann y "A = ""=
g

celllengthL =

a is as for inverted slug flow SHL, Appendix 4As

1/2 Co ,nn= 5.45(ag)i/2 (1 - ag9

'

and

C ,drp1/8 ps gf,drpC.drp a= D

where

a t.drp (3.6 adrp/d )(I - U )g d B=

'

i
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adm d are as for inverted slug SHL, Appendix 4A, except We = 6.0d

1/8 C o,e ,= min [ (3.0 + 0.3Re|[[) /Re,,,,0.05625]

da
Red , P:V:{

= r

v f s as forinverted slug SHL, Appendix 4A.ig

Walt Drag
i

Ufw = Udm

as for inverted slug interfacial drag.a , = 1 - adm. Gdeg

Dispersed (Droplet, Mist) Flow

Interfacial Friction

C = 1/8 p ag gr Coi

C=1o

t

| f =0x
|

where

3.6 ad,/ddaf =g

4max (a ,10 )ud, = r

d is as for dispersed flow SHL, Appendix 4A except We = 6.0d
.

min [ (3.0 + 0.3Re|[[) /Re ,,,0.05626)C =
oo

d
Red, Pav

=
re

rg as for dispersed flow SHL, Appendix 4A.v

Wall Drag
!

.

6A-13 NUREG/CR-5535-V4
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|
ut, = af

arw " (I -s.

Horizontally Stratified Flow

Interfacial Friction

C = 1/8 ps gtCoi a

C=1o

f =0x

where

4 sin 0/(nD)af =
s

f (max (64/Re,,03164/Re[")fCo =

p (lv - vd + 0.01) D,/pgRei = g g

interphase hydraulic diameterD, =

nc',D/(0 + sin 0)=

Walt Drag

*

a,, = 1 - a,

a,, = a;

a[ = 0/n

Vertically Stratified Flow

Interfacial Friction

C = 1, nonvertical bubbly / slug flowo

= profile slip distribution coefficient, vertical bubbly / slug flow

O
NUREG/CR-5535-V4 6A-14

-_--_-__ _ _ _ _ __



r- - - - - ~ - - - - - - - - - - - -- ----------------- - - - - - - -- -

|
RELAPS/ MOD 3.2 ,

1

i

f = 0, nonvertical bubbly / slug flowx

I = 1, vertical bubbly / slug flow.

The void fraction a[,3 used in the junction j above and below the vertically stratified volume for the
I interphase drag is

a,,; = w) e a[, g + (1 - w ) e a,,t
*

j

where ,

I

wj s given by Equation (3.5-2)i

strat e a ,t + (1 - strat) e a Ka,, g = g s-

stratiestrat2strat =

2 (1 - v /vn)strat2 = n

m aare from Equation (3.2-30).V and v

For the junction above,
\

"strat = l -e

For the junction below,

strat1 = 20 (ai,y,i - 0.05)

U.L~U.Kg p

# a ,t- ag3g

| Wall Drag

ag, = ag

Ugw Ug

Transition Flow Regimes

The abbreviations for the flow regimes are defined in Figure 3.1-1 and Figure 3.2-1.

In this section, FWF corresponds to af, and FWG corresponds to asw'
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Horizontal Flow

Slug AnnularMist Transition

C ,,,,, = [ C ,,] "" [ C ,] '**"i i q

C ,,,, = [ C , J "" [ C ,,) "^ *"

fxSLG/ANM (IxSLG)FSLUG +(fxANM) FANM

FWFSLG/ANM = (FWFSLG)FSLUG + (FWFANM) FANM

FWGSLG/ANM = (FWGSLG)FSLUG + (FWGANM) FANM

where FSLUG and FANM are as for Transitions, Appendix 4A.

Transition to Horizontally Stratified Flow

C'"'-
FSTR AT

C =C
3 ino-as no C

- ino.

C - FSTRAT

C ,,,, = C C ,,no
o

fxREG-HS * (IxHS)FSTRAT + (fxREG)(1-FSTRAT)

FWFREG-HS = (FWFHS)FSTRAT + (FWFago)(1-FSTRAT)

FWGREG-HS = (FWGHS)FSTRAT + (FWGREG)(1-FSTRAT)

where FSTRAT is as for Transitions, Appendix 4A, and REG = BBY, SLG, SLG/ANM, ANM or MPR as

appropriate.

Vertical Flow

Slug Annular Mist Transition

The same formulas as for horizontal flow apply.

Inverted Annular-Inverted Slug Transition

C ,,,,,,, [ C ,,,] "^* [ C,,,,] "5"3 3

NUREG/CR-5535-V4 6A-16
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C ,,,,,, = 1o

fx!AN/ISL = 0

FWFIANnst = (FWFIAN)FIAN + (FWF sdFISLGi

FWGIANnSL = (FWGIAN)FIAN + (FWG sdFISLGI

f

where FIAN and FISLG are as for Transitions, Appendix 4A.

Transition Bolling Regimes >

C ,,,,,,, = C ,,, ( 1 - Z) + C,,,,, * Z3

where REG 1-REG 2 can represent BBY-IAN, SLG-(IAN/ISL), SLG-ISL, (SLG/ANM)-ISL or i

ANM-MST. (see Figure 3.21).

max { 0.0, min ( l.0,10.0 (min (1.0, T,,,3 e T,,,,) (0.4 - n33))]}Z =

transition from bubbly to slug flow (see Figure 3.2-1, Figure 3.2-2)cas =

T - T5 - 1.0T ,i =
gs g

0.06666667 P/ Pent < 0.25Twindo =

" ' *"'15 + 200 ( (P/P,,,,) - 0.'J25)

0.016666667 P/Perit > 0.25=

C*"**-z
C*uci-ac2 =C C ,,,,aci

fxREGl-REG 2 * (IxREGI)(I~2)

FWFREGI-REG 2 = (FWFREGI)(1 - Z) + (FWFREG2)Z
'

i

REGl. REG 2 = (FWG .EGI)(1 - Z) + (FWGREG2)Z.FWG P

High Mixing Map

Bubbly-Dispersed Transition

O
;

4
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C ,,,, = (C,,,) FBUB + (C ,,) FDISg i

1.0C =
on,-nu

fx m g=0.0

FWFcrb-cTM = (FWFm)FBUB + (FWFcrM)FDIS

FWGcn>-crM = (FWGm)FBUB + (FWGcrM)FDIS

where FBUB and FDIS are as for Transitions, Appendix 4A.

O
i

i

l

i

t

!
i

9;:

I
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7 FLOW PROCESS MODELS
O

7.1 Abrupt Expansions and Contractions

In the sum and difference field equations (see Section 2.2), the HLOSSF and HLOSSG terms
account for momentum losses due to abrupt expansions or contractions of flow areas. The abrupt area

change model used to determine these terms is based on the Bourda-Camot .11.7.1-2 formulation for a7

sudden enlargement and standard pipe flow relations, including the vena-contracta effect for a sudden
contraction or an orince or both. Quasi-steady continuity and momentum balances are employed at points
of abrupt area change. The numerical implementation of these balances is such that hydrodynamic losses
are independent of upstream and downstream nodalization. In effect, the quasi-steady balances are
employed as jump conditions that couple fluid components having abrupt changes in cross-sectional area.
This coupling process is achieved without change to the basic linear semi-implicit and nearly implicit
numerical time-advancement schemes.

7.1.1 Basis
;

The basic assumption used for the transient calculation of two-phase flow in flow passages with
points of abrupt area change is that the transient flow process can be approximated as a quasi-steady flow
process that is instantaneously satisfied by the upstream and downstream conditions (that is, transient
inertia, mass, and energy storage are neglected at abrupt area changes). However, the upstream and
downstream flows are treated as fully transient flows.

There are several bases for the above assumption. A primary consideration is that available lossp 7
I correlations are based on data taken during steady flow processes; however, transient investigations l'3

have verified the adequacy of the quasi steady assumption. The volume of fluid and associated mass,
energy, and inertia at points of abrupt area change is generally small compared with the volume of
upstream and downstream fluid components. The transient mass, energy, and inertia effects are
approximated by lumping them into upstream and downstream flow volumes. Finally the quasi-steady
approach is consistent with modeling other important phenomena in transient codes (heat transfer, pumps,
and valves).

7.1.1.1 Single-Phase Abrupt Area Change Model. The modeling techniques used for
dynamic pressure losses associated with abrupt area change in a single-phase flow are reviewed briefly
before discussing the extension of these methods to two-phase flows. In a steady, incompressible flow,
losses at an area change are modeled by the inclusion of an appropriate dynamic head loss term, h , in the'

t

one-dimensional modified Bemoulli equation

2 2 (7.1-1)(v /2 + P/p) = (v /2 + P/p)2 + ht

The panicular form of the dynamic head loss is obtained by employing the Bourda-Carnot .12
7

assumption for calculating losses associated with the expansion part of the flow process at points of abrupt
area change.

7.1.1.1.1 Expansion--Consider a steady and incompressible flow undergoing a sudden increase in

h cross-sectional area (expansion) as shown in Figure 7.1 1. Here the flow is assumed to be from left to right

v
7-1 NUREG/CR-5535-V4
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with the upstream conditions denoted by the subscript 1 and the downstream condition by 2. Here the
upstream and downstream conditions are assumed to be far enough removed from the point of area char,ge
that flow is one-dimensional, i.e., none of the two-dimensional effects of the abrupt area change exist.

These locations can range from several diameters upstream to as many as 30 diameters downstream.
However, for purposes of modeling the overall dynamic pressure loss, the entire process is assumed to
occur as a discontinuous jump in flow condition at the point of abrupt area change. In this context, the
stations I and 2 refer to locations immediately upstream and downstream of the abrupt area change.

n

Tt
I |

A A=A A2t T c

1,,

1

(A - A )2 i ,,

2

Figure 7.1 1 Abrupt expansion.

The dynamic head loss for the abrupt expansion shown in Figure 7.11 can 'be obtained using the
2 - A , is theBourda-Carnot .12 assumption, i.e., the pressure acting on the " washer shaped" area, A7 l

upstream pressure, P . When this assumption is employed in an overall momentum balance, the head lossi

is

1
A, 2

he :; Ia v; (7.1-2)
,

A,.

By defining c = A /A as the expansion area ratio, the loss is the dynamic pressure associated with2 l

the area change and is related t head loss by

1 ,,

AP, = phe = :;p (1 - c) vi (7.1-3)
.

7.1.1.1.2 Contraction-The Dow process at a point of abrupt reduction in flow area (contraction)
is idealized in much the same manner as for the expansion, except that an additional process must be
considered. The flow continues to contract beyond the point of abrupt area reduction and forms a vena

O
NUREG/CR-5535-V4 7-2
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contracta, see Figure 7.12. The point of vena contracta is designed by c. The far upstream and
O downstream conditions are designated by I and 2, respectively.

a
4

!

t

nr y n

A2Al AT x
a r_ v

c 2

u

1

Figure 7.12 Abrupt contraction.

Consider a sudden contraction in a steady incompressible flow. The loss in dynamic pressure from

O the upstream station to the vena contracta is' usually neglected (measurements indicated that the
2

contracting flow experiences a loss no larger than APr ~0.051/2p v , where v is the velocity at the venac

contracta). The dynamic pressure loss associated with the expansion from the area at the vena contracta to
the downstream area is modeled using the Bourda-Carnot assumption with the condition at vena contracta
as the upstream condition, that is

AP, = f p (1 - A,/A ) v , (7.1-4)
2 e

where from continuity considerations for incompressible flow !

AV
v, = . (7.1-5)2 2 -

A,

The contraction ratio, A /A ,is an empirical function of A /A . The function is A /A = 0.62 + 0.38c 2 2 i c 2

(A /Aj)3 (see Reference 7.1-2). Combining Equations (7.1-4) and (7.1-5) leads to2

I A 2r
2 2v (7.1-6)AP, = yp 1 - 2.

\
;

,

7-3 NUREG/CR-5535-V4 !
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as the dynamic pressure loss for a contraction.7.12

7.1.1.1.3 Abrupt Area Change With an Orifice--The most general case of an abrupt area
change is a contraction with an orifice at the point of contraction. Such a configuration is shown in Figure
7.1-3. In this case, an additional flow area, the orifice flow area, must be specified. Conditions at the
orifice throat station will be designated by a subscript T. Three area ratios are used throughout this
development. The first is the contraction area ratio at the vena contracta relative to the minimum physical
area, c = A /A . The second is the ratio of the minimum physical area to the upstream flow area, ET=A/Tc c T
A The third is the ratio of the downstream to upstream area, E = A /A .

i 2 i

a

A a

Vy
A A2A AT cl

*
;

I V
C 2

v
1 T

Figure 7.13 Orifice at abrupt area change.

The dynamic pressure loss for an abrupt area contraction combined with an orifice is analyzed in a
manner parallel to that for a simple contraction. The loss associated with the contracting fluid stream from
Station I to c (the point of vena-contracta) is neglected; measurements indicate that the contracting flow

experiences a loss no larger than AP,s 0.05(-pv,2 7.12 where v is the velocity at the vena contracta.c,

The dynamic pressure loss associated with the expansion from the vena contracta to the downstream
section is given by

AP,= p (1 - A,/A ) v, (7.1-7)
2

T = A /A . The function e has theThe contraction ratio, c = A /A , is an empirical function of E T i cc c T

'
form o = 0.62 + 038(cT) (see Reference 7.12). Using the continuity equations, v, = = vr/E cc

A , v, c
and v7= = -v,, Equation (7.1-7) can be written as^'

A E -7 7
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.

AP,=I(1Ec,c7) v
2

p (7.1-8).

2

,

Equation (7.1-8) is a generalization applicable to all the cases previously treated. For a pure )'

expansion, cT = 1. E = 1, and c > 1; for a contraction, cT = c < 1 and c < 1. Each of these is a special case j
c c

of Equation (7.1-8). The two-phase dynamic pressure loss model is based on an adaptation of the general j
single-phase head loss given by Equation (7.1-8). i

7.1.1.2 Two-Phase Abrupt Area Change Model. The two-phase flow through an abrupt area
change is modeled in a manner very similar to that for single-phase flow by defining phasic flow areas. The
two phases are coupled through the interphase drag, a common pressure gradient, and the requirement that

the phases coexist in the flow passage.

The one-dimensional phasic stream-tube momentum equations are given in Volume I. The flow at
points of abrupt area change is assumed to be quasi-steady and incompressible. In addition, the terms in the*

momentum equations due to body force, wall friction, and mass transfer are assumed to be small in the<

region affected by the area change. The interphase drag terms are retained, since the gradient in relative
velocity can be large at points of abmpt area changes.

!

,

The momentum equations can be integrated along a streamline approximately for a steady,
; incompressible, smoothly varying flow to obtain modified Bernoulli-type equations

* (7 I-9)p,v, + P + (vn-v,i)L + (vr2 - V 2) L2p,v, + P = i

and

*
Pav' + P (v,i - v )L + (v 2-Vr2)L , (7.1-10)p,v + P += ri i 2

,

J

where FI' = afa PfPsFI and F1 is obtained from Equation (6.1-3). The terms Lj and L are the lengths2s
from the upstream condition to the throat and from the throat to the downstream condition, respectively.
The interphase drag is divided into two parts associated with the upstream and downstream parts of the
flow affected by the area change.

7.1.1.3 General Model. Consider the application of Equations (7.1-9) and (7.1-10) to the flow of
a two-phase fluid through a passage having a generalized abrupt area change (the flow passage shown in

Figure 7.1-4.a Here, the area A is the throat or minimum area associated with an orifice located at the iT

point of the abrupt area change. Since each phase is governed by a modified Bernoulli-type equation, it is
I

reasonable to assume that losses associated with changes in the phasic flow area can be modeled by

separate dynamic pressure loss terms for both the liquid and gas phases. Hence, we assume that the liquid
sustains a loss as if it alone (except for interphase drag) were experiencing an area change from at A toi

~

r A , and the gas phase experiences a loss as if it alone were flowing through an area changea A to a 2 2nT

V
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i

A . The area changes for each phase are the phasic area changes (see FigureAfrom a lA to a T r to a 2 2i g gg

7.1-4). When the losses for these respective area changes [ based on the Bourda-Carnot model and given by

Equation (7.1-8)] are added to Equations (7.1-9) and (7.1-10), the following phasic momentum equations
are obtained:

s

Gas phase
^aiAjg

A2g2
A ' 'j .if aT ts

fagAT
Y. ..

af2A2

Liquid phase y

/ 28

caf1A,
Separated flow

'r interface
1 T

Figure 7.1-4 Schematic of flow of two-phase mixture at abrupt area change.

I aE 2

( p,v,2 + P
1

,, n
5 p,v' + P +3p,1- (v )^= r2G EE2i rr ,c T--

(7.9,y))

(v 2- Vs2)L( v,, - v,i) L ++ r 2i

and

a. In Figure 7.1-4, the flow is shown as a separated flow for clarity. The models developed are equally

applicable to separated and dispersed flow regimes, as evidenced by the calculations performed when the

abrupt area change model was incorporated into RELAP5.7 I"I The model was verified on single-phase

expansions, contractions, and orifices. Three two-phase problems were also run: (1) expansion case with the

interphase drag equal to zero, which simulates separated flow,(2) expansion case with the interphase drag

appropriate for disperwd flow, and (3) contraction case with the interphase drag appropriate for dispersed

flow.

O
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i

+fp,(1- (V2)
2

Pav+PP:V +P =

+ ( FI' (v,i - v ) L + FI' (v:2 - Vr2) L2- n i
O Ug i s2

These phasic momentum equations are used across an abmpt area change. In Equations (7.1-11) and

(7.1-12), cfc and c,c are the same tabular function of area ratio as in the single-phase case, except the area
ratios used are the phwie area ratios

(7.1-13)cg = (ag/a i) ETr

and

(7'l~l4)gT u I) E ./g TcT=(Ug

respectively. The area ratios, E = A /A and cT = A /A , are the same as for single-phase flow.2 i T i

The interphase drag effects in Equations (7.1-11) and (7.1-12) are important. These terms govern the
amount of slip induced by an abrupt area change; and, if they are omitted, the model will always predict a
slip at the area change appropriate to a completely separated flow situation and give erroneous results for a

j dispersed flow.

C e'
7.1.2 Code Implementation

A few remarks concerning the way Equations (7.1-11) and (7.1-12) are applied to expansions and
contractions, both with and without an orifice, are necessary. In a single-phase, steady-flow situation and
given the upstream conditions, vi and P , one can solve for v2 and P using the continuity equation (viAii 2

A ) and Equation (7.1-1). Equations (7.1-11) and (7.1-12), along with the two-phasic continuity= v2 2

equations, can be used in a similar manner, except now the downstream void fraction is an additional
unknown that must be determined.

.

7.1.2.1 Expansion. For the purpose of explanation, consider the case of an expansion (cq7 = a i, jr

ge = 1, FI'i = 0, L = 0), for which Equations (7.1-11) and (7.1-12) reduce to |tr T = u 1. E > l. ET = 1. Erc = E ig g
!

pr(1 - (v )*prv' + PPrv+P += n
(7.1-15)

+ ( FI'- (vr2 - V 2) L2Of 2

and
'

,a

V)I

)
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p,( 1 -
,22

(Vs2)p,v + PPv+P +=

+ (FI' (v 2- Yn) L2-

Ug 2

These two equations with the incompressible continuity equations

(7.1-17)
ativ A = u v Ana2r i

and

(7.1-18)
A * "g2 g2A2Va l glV lg

g2, and P , in terms of theare a system of four equations having four unknowns, ng (a 2 = 1 - Gn). Va. V 2g

gl, and P . (The interphase drag, FI', is a known function ofupstream conditions, afi (a l * I ~ "f t)' Vfi'V ig

the flow propenies.) It is important to note that the downstream value of the liquid fraction (a 2) is anr

additional unknown compared with the single-phase case and is determined (with the downstream
velocities and pressure) by simultaneous solution of Equations (7.1-15) through (7.1-18) without
additional assumptions. It is reassuring that by taking a proper linear combination of Equations (7.1-1I)

and (7.1-12), the usual overall momentum balance obtained using the Bourda-Carnot .1-2 assumption can
7

be obtained.7.14.7.1-5

If, as in the cited literature,7.1-4.7.15.7.16.7.1-7 only the overall mcmentum balance is used at an
expansion, there will be an insufficient number of equations to determine all the downstream flow
parameters, a , v , v 2, and P . The indeterminacy has been overcome in cited works by means of severaln ag 2

different assumptions concerning the downstream void fraction.a In the model developed here [ Equations
(7.1-15) and (7.1-16)], division of the overall loss into liquid and gas parts, respectively, results in
sufficient conditions to determine all downstream flow variables, including a . In addition, the presentn
model includes force terms due to interphase drag in Equations (7.1-15) and (7.1-16), which are necessary

to predict the proper amount of slip and void redistribution that occurs at points of area change.

7.1.2.2 Contraction. Consider the application of Equations (7.1-11) and (7.1-12) to a contraction.
To determine both the downstream conditions and throat conditions from the upstream values of a i(a i),r g

v i, v i, and P , an additional consideration must be made. To obtain the throat values, apply ther g i
momentum equations valid for the contracting section of flow (here, the L ponion of the interphase forcei

is associated with the contraction)

a. J. G. Collier I'd mentions three different assumptions that have been used: (a) a7 n = a ,(b) an is given by an

homogeneous model, and (c) an is given by the Hughmark void fraction correlation.

O
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i i

i
i

a;p hPr
'*

'

p,v'+P (7.1-19)= + (vn - v,,) Lv+P i

;
,

j _
. I

* *
(7.1-20)(v,i - v ) Lp,v + Pp,v, + P += n i

i :
-

(7 I-21) !) A = agvgATa 1 flrV 3

i,

.' ?

A = a T gT r . (7.1-22) ;V hj a iv i i gg g
} i

.

: These four equations are solved simultaneously for the values of ag(a T). Va. VgT, and P at the jg 7

j throat section (the minimum physical area). No additional or special assumptions are made concerning the !

j . throat conditions, since they follow as a direct consequence of the unique head loss models for each phase. !

After the throat values have been obtained, the conditions at the point of vena contracta are established, |'"

j. . assuming the void fraction is the same as at the throat. Thus, c and E are established using the tabular irc ge
'

j function in Appendix A of Reference 7.11 and the throat area ratios, cg and e T, defined by Equationss

! (7.1-13) and (7.1-14). The factors are c = 0.62 + 0.38(c )3a andege = 0.62 + 0.38(c )3. To determine thegrre

downstream values, Equations (7.1-11) and (7.1-12) can be applied directly from Stations 1 to 2 with the
,

throat values known, or the expansion loss equations can be used from the throat section to Station 2. Both ;
'

approaches produce identical downstream solutions. As in the case of an expansion, because the proper
'

j upstream and downstream interphase drag is included, this modeling approach establishes the phase slip

i and resulting void redistribution. An orifice at an abrupt area change is treated exactly as the contraction ,

j
- explained above (that is, with two separate calculations to establish first the throat and then the [

*

j downstream flow variable).
i.

4 .

: 7.1.2.3 Countercurrent Flow. The preceding development implicitly assumed a cocurrent flow, j

|
For countercurrent flow, Equations (7.1-11) and (7.1-12) are applied exactly as in coeurrent flow except the t

*

upstream sections for the respective phases are located on different sides of the abrupt area change. The
i difference appears in how the throat and downstream voids are determined. To determine the throat

! properties, equations similar to Equations (7.1-19) through (7.1-22) are used with the upstream values

! appropriate for each phase. These four equations are then solved for ag(a T). Va. VgT, and P . Tos T

j determine the downstream values for each phase, only the head loss terms are needed for the downstream ,

voids. (The downstream v , v and P do not appear.) For countercurrent flow, these voids are set such that i1 rg
the downstream void of each phase plus the upstream void of the opposite phase adds to one. (Both phases

j together must fill the flow channel.) With the throat and downstream voids now known, Equations (7.1-11) ;

and (7.1-12) can be used directly to determine the total loss for each phase at the abrupt area change.

: 7.1.3 References ,

,
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'
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>
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7.2 Choked Flow

In reactor blowdown transients, choked or critical flow will exist at the locale of the break.
Furthermore, under certain circumstances, choked flow can exist at a point internal to the system or at
multiple locations within the system. A one-dimensional choked flow model developed by Ransom and

Trapp .2-t.7.2-2 is employed in RELAP5/ MOD 3 to predict the existence of choked flow at a break or7

internal location and to establish the flow boundary condition if choking is predicted to occur. Since
reactor blowdown transients can encompass single-phase and multi-phase flows, the choked flow model is

designed to handle subcooled choked flow, two-phase choked flow (one-component and two-component),
and single-phase-vapor choked flow.

Choking is a condition where the mass discharge from a system or at an internal point in the system
becomes independent of conditions downstream. In other words, for a given set of upstream conditions,
the mass flow does not increase as the downstream pressure is decreased. Physically, choking occurs when

acoustic signals can no longer propagate upstream. Such a situation exists when the fluid discharge
velocity is equal to or exceeds the local propagation velocity. The following sections detail the basis for
the choking criteria used in RELAP5 and the implementation of the criteria described above for the various
thermodynamic states that can occur during a blowdown transient.

7.2.1 Basis for Choking

As described above, various thermodynamic states and flow conditions can prevail during a reactor
blowdown transient. The basis for the subcooled choking model and the two-phase cheking model used in

RELAP5 are described below.

7.2.1.1 Subcooled Choking Model. The subcooled choking model employed in RELAP5 is

similar in concept to the model proposed by Burnell .2 3 and has been designed to reflect the physics7

occurring during the break flow process. Both models assume a Bernoulli expansion to the point of vapor
inception at the choke plane. The RELAP5 subcooled choking model(see Volume I) is somewhat different

from the model proposed by Moody .24 in that the Moody model assumes that an isentropic process7

occurs up to the choke plane. In the early stage of a blowdown, the fluid approaching the break is a
subcooled liquid. Because the downstream pressure (containment) is much lower than the upstream
pressure, the fluid will undergo a phase change at the break. The phase change is accompanied by a large
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.

change in the fluid bulk modulus and hence sound speed. The sound speed change is most pronounced for

the liquid-to-liquid / vapor transition point, although there is also an abrupt change at the liquid / vapor-to-
pure-vapor transition. The large change in sound speed mandates that extreme care be used in analyzing |

!j the choked flow process when upstream conditions are subcooled.

The physics involved during subcooled choking can be better appreciated by considering flow'

through a converging-diverging nozzle connected to a stagnation volume containing subcooled high
pressure water, as shown in Figure 7.21. When the downstream pressure P is slightly less than thed,

| upstream pressure P , subcooled flow exists throughout the nozzle. The throat conditions for an idealizedup

situation can be analyzed using the Bernoulli equation i.e.,#

i

D

,

./p
! up

Pd i| Stagnation .

volume<

!
'

; v ,P,i

ik
;
t

,

j Figure 7.21 Converging-diverging nozzle.
.

4

'

~ 2 2 (P,, - P,)- l' 2
(7.2-1)

'

v= v,, +
P -

!

As the downstream pressure is decreased, a point is eventually reached where the pressure at the
throat is equal to the local saturation pressure, P at. Further reduction in the downstream pressure results ins

vaporization of fluid at the throat if hornogeneous equilibrium assumptions are made. As discussed above, !
4

a slight amount of vapor at the throat results in a significant reduction of the sound speed. Conservation of !

mass requires that the velocity of the two-phase mixture at the throat be equal to the velocity of the
subcooled fluid just upstream of the throat. At this point, the velocity in the subcooled region is less than
the subcooled fluid sound speed; but, in the two-phase region, the throat velocity can be larger than the

,

two-phase sound speed. Under this condition, the flow is choked, since downstream pressure changes
cannot be propagated upstream and the supersonic two-phase flow at the throat must increase in velocity
and the pressure drop as the flow expands in the divergent section. In effect, there is no point in the flow
stream where the Mach number is unity. This stems from the discontinuous sound speed change at the
phase transition, although the fluid properties are continuous through the transition. Figurc 7.2-2a shows ;

v<
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this condition schematically; flow rate can be established in ideal frictionless flow with Equation (7.2-1),
where P is the local saturation pressure.

g

(a) (b) (c)

kN N\
-+- -+

single-phase two-phase single-phase two-phase single- two-
phase phase

l'up(a: ;;-
_ _

f jI'op(b: - } P (b) -up

P (C) - P (C) -- ~

up
up

P ,i N
3

M<1 M>l M>l M<1 M=1 M>l M<l M=1 M> l

se > (*$p + 2p,,,c3 - r,,,pp[- [dp + 2(r,,,,3 -r,,j/pf ,, - [v|,+ 2(r,,m -r,,J/pf - a vase iv
i,

|

Figure 7.2 2 Subcooled choking process.

As the upstream pressure is decreased for the situation above, the throat pressure remains at Psat and
j is further decreased, a point is eventuallythe subcooled fluid velocity at the throat decreases. As Pup

reached where the throat velocity is equal to the homogeneous equilibrium sound speed agg and the Mach
|

number becomes unity on the two-phase side of the throat while the Mach number in the subcooled side is'

much less than unity. Schematically, this is shown in Figure 7.2 2b.

With further decreases in P , the location where the pressure reaches Psat moves upstream relative toup

the throat position. Upstream of the saturation point, the subcooled fluid velocity is less than the two-phase
sound speed. Between the saturation point and the throat, the two-phase velocity is less than the two-phase
sound speed; and, at the throat, the fluid velocity is equal to the two-phase sound speed, as shown in

is decreased funher, the saturation point moves fanher and fartherFigure 7,2-2c. Ultimately, as Pup
upstream until the flow is all two-phase.

The homogeneous process described above, although idealized, is an accurate representation when
vapor is first formed. Non-equilibrium effects, however, can result in vapor formation at a pressure
considerably less than the local saturation pressure. In other words, the existence of superheated liquid
results in the onset of vaporization at P (<P ), rather than at local saturation pressure. A model described

i sat

| by Alamgir and Lienhard M and Jones .2-6.7.2-7 can be used to calculate the throat pressure at which7 7

vaporization first occurs. This model is
j

1

i

|

|

| NUREG/CR-5535-V4 7-12
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|

V - V, 1 + 2.078x10-8(p'A, dx' v,'
I

O) AP = P**' - P' = 0.258
'

Q Jk T
i

8 -

(7.2-2) ;B c

-6.9984x10-2( A, 2
p,y

|

|

where

surface tensiono =

temperature ratio, T/TTg = c

fluid temperatureT =

critical temperatureT =
c

Boltzmann constantkg =

vapor specific volumeV, =

liquid specific volumeVr =

/~~N
h. quid deas.ity

.

) pr
(J

=

cell areaA =

throat areaA =t

throat velocity.v =
c

In this equation, T, V , Vr, pg, and A are upstream volume quantities. In the RELAP5s

implementation, Psai- P is taken to be the maximum of zero and the value from Equation (7.2-2), i.e.,i

P - P = max (0.0, AP) (7.2-3)sa t

For the situation shown in Figure 7.2-2a, the idealized choking criteria is

-v,, + 2 ( P"" - P,)-
i e2

2
(7.2-4)v, =

. p -

where P is calculated from Equation (7.2-3). For the situations in Figure 7.2-2b and Figure 7.2-2c, thei

/' ^ 'g choking criterion is

.)
7-13 NUREG/CR-5535-V4
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(7.2-5)v = aHEc

O
and the two-phase choking criteria to be described in the next section applies. In the implementation of the I

model, both Equations (7.2-4) and (7.2-5) are evaluated; interpolation of the two is used to determine the
choking velocity at the throat. This velocity is then imposed numerically at the throat. The implementation '

is described in Section 7.2.2.

7.2.1.2 Two-Phase One-Component Choking Model. The two-phase choking model

employed in RELAP5 is based on the model described by Trapp and Ransom .21.7.2-2 for
7

nonhomogeneous, nonequilibrium flow. Trapp and Ransom developed an analytic choking criteria using a
characteristic analysis of a two-fluid model that included relative phasic acceleration terms and derivative-
dependent mass transfer. During the original development and implementation of this model, both frozen
flow and thermal equilibrium assumptions were employed to test the analytic criteria. Comparisons to

existing data .2-t indicated that the thermal equilibrium assumption was the more appropriate and is thus7

assumed in the following development.

The two-fluid model employed in the development of the RELAP5 two-phase choking criteria
includes an overall mass conservation equation, two-phasic momentum equations, and the mixture energy

equation written in terms of entropy. The equation set is written without nondifferential terms, such as wall
drag and heat transfer, since these terms do not enter into the characteristic analysis. The differential
equations are

(0:P + a,p,) + ( a,p,v, + a,p,v,) = 0 (7.2-6)

0P + V: + a, + Ca,a,p + v, -
' '
- v, =0 (7.2-7)

dv i /dv av dv dp (7.2-8)a,p,(dv7+v,gJ+a,BP
r rr

g + Ca a,pg + v,g -- g -v,g } = 0
r

r

and

3d
E S + "'P'S') + d ("8P S "8 + "'p,S,v,) = 0 (7.2-9)

dt("8 8 8
-

8 8

where

vapor fractiono =
g

liquid fractionaf =

O
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E

vapor densitypg =

i

liquid densitypr =

i

vapor velocity: v =
g

liqu; velocityvt =

virtual mass coefficier.tC =
1

f density of mixturep =

î
'

vapor specific entropyS =
g

liquid specific entropy.i Sr =

1

This equation set includes interface force terms due to relative acceleration, since these terms have a:
; significant effect on wave propagation.7.2 2 Energy dissipation terms associated with interface mass

transfer and relative phase acceleration have been neglected in the mixture entropy equation. Given the
'

assumption of thermal equilibrium, ps' Pf' S , and Sr are functions of pressure (i.e., saturation values).8
,

| Using the chain rule and property derivatives for ps' Pf, S , and S 'g f <

1

d| =f (7.2-10)
df_ .*'

p' = ,d P ' p8 dP;

!

!

d S'' dS'..

S = dP (7.2-11)Ii S' = dP' 8.
.

t

; Equations (7.2-6) through (7.2-9) can be written in terms of a P' V , and v as four quasi-linear,s s r

first-order partial differential equations of the form

2

I

A (U)80- + B (U) 30 + C (U) = 0 (7.2-12)!

8t
-

8xd

:

where A and B are founh-order square coefficient matrices.

The characteristic velocities of the system of equations defined by Equation (7.2-12) are the roots .27

8.7.2-9 (1, i s 4) of the characteristic polynomial1

:

i (Al- B) = 0 . (7.2-13) i

\
h;
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The real pan of any root A, gives the velocity of signal propagation along the corresponding path in
the space / time plane. If the system of equations defined by Equation (7.2-12) is considered for a particular
region defined by 0 s x s L, the number of boundary conditions required at L equals the number of
characteristic lines entcnng the solution region. At x = L, as long as any of the A are less than zero, somei

information is needed et the boun.dary to get a solution. If all 1; are greater than or equal to zero, no

boundary conditions are ne& at L and the solution on 0 s x s L is not affected by conditions outside the
boundary at L. This situation defines the choking criteria, i.e., f

1

j'

A = 0 for j s 4j

(7.2-14)A,20 for all i *j

Equation (7.2-13) corresponding to the system defined by Equation (7.2-12) and the A and B
coefficient matrices is

pC ( A-v ) ( A-V ) + G P,( A-V ) + G Pt ( A- V )r s r s r

*

+ { lp,( A- v,) - Pr( A- V )l IG P:S,( A- v,) + a prs (A-V)l/r r r
(7.2-15)

*

(S,- S,) - (a,p,p| + a,p,p ) ( A - v,) (1- v,) }

[ (1- v,) ( A - v,) + (Cpa /Ps) ( A- v,) + (Cpa,/p,) ( A - v,) *] = 0r

Equation (7.2-15) is fourth order in A, and approximate factorization is possible. Details of the
approximate factorization methodology are presented in Reference 7.2-10. The results for the first two
roots are

.
-

{ a p, + pC/2 [ (pC/2) 2- a,a P:Prl " } V:r r

+ { a,pr+ pC/2i [(pC/2)# - a,a,p,p,] v2 } v,

l. 2 *
~

~ (7.2-16)
(a p,+ pC/2) + (a,p,+ pC/2)r

These two roots are obtained by neglecting the fourth-order factors relative to the second-order
factors in (A - v ) and (A - v ). (There are no first- or third-order factors.) Inspection of Equation (7.2-16)

s r

have values between v and v ; thus, the fourth-order factors (1 - v ) and (A - v ) are
shows that the A .2 s r g rl
small (i.e., neglecting these terms is justified). The values for A .2 may be real or complex depending on1

the sign of the quantity [(pC/2)2. (*g"f9sPfl-
I
!

The remaining two roots are obtained by dividing out the quadratic factor containing A ,2, neglecting1

the remainder, and subsequent factorization of the remaining quadratic terms. [This procedure can be

O
|
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'

shown to be analogous to ' neglecting the second- and higher-order terms in the relative velocity, (v - v ).] ,g r

- The remaining roots are

',1,4 = v + D (v ~ V )i a (7.2-17) ,

3 g f.

i
'

!

where

.

v = (a,p v + afpfvf)/Pgg

3 a = aHE |(CP + P(U Pi+ U Pg)}/(CP + PgPf))U (7.2-18)g f

and

"'P'~ 'P'} P("'P S' + S)
,(pC + u,p, + n,pg) + P'P'(

'P'~ 'P'} -a'u psp,(s _"3,)D=1 ' W@
22 p (p,p,+ Cp ) g

The quantity aHE is the homogeneous equilibrium speed of sound (see Appendix 7A for
development) and is defined as

d d d d
age = V /{X + V,d -2p, + (1 -X) +V K, -2, } (7.2-20)K fg

where

'~' (Clausius-Clapeyron equation) (7.2-21)=
dT T' ( V, - V,)

specific volumeV =

P' saturation pressure=

mass quality of steamX =

saturated vapor specific heatC =
pg

pf saturated liquid specific heatC =

isothermal compressibility for vaporK =
g

7 17 NUREG/CR-5535-V4
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isothermal compressibility for liquidKf =

9 ,|
1

IS P estic coefficient of thermal expansion for vaporip =
g

isopiestic coefficient of thermal expansion for liquid. |pr =

\

Since the two roots 1,2 are between the phase velocities v and v , the choking criterion is1 r g

established from the roots 1,4 and Equation (7.2-14). The choking criterion is3

(7.2-22)y + D(v - vt) = 1 ag

The choking criterion can be rewritten in terms of the mass mean and relative Mach numbers

-V)/a (7.2-23)My = v/a, M = (V fr g

as

M + DM, = 1. (7.2-24)
y

This relation is very similar to the choking criterion for single-phase flow wherein only the mass
average Mach number appears and choking also corresponds to a Mach number of unity.

Equation (7.2-24) forms the basis for the two-phase analytic choking criterion. In the actual
implementation, the criterion is considerably simplified and an approximation to Equation (7.2-24) is used.
From Equation (7.2-24), it is clear that the choking criterion is a function of the D and a parameters. Trapp

and Ransom .2ao have investigated the impact of the virtual mass coefficient on the sound speed7

calculated using only Equation (7.2-18). Results of this calculation are shown in Figure 7.2-3 (from
Volume I) where values of C selected were O (stratified flow),0.5 (dispersed flow), and = (homogeneous
flow). As shown in the figure, the value of C has a significant effect on the sound speed. The effects of slip
[through the D coefficient, Equation (7.2-19)] were also calculated. Equation (7.2-19) is plotted in Figure
7.2-4 as a function of a , with the virtual mass coefficient as a third parameter. The results in Figure 7.2-4

g

show that velocity nonequilibrium can have a substantial effect.

As stated in Reference 7.2-10, the vinual mass coefficient is known for only a fairly narrow range.
To preclude problems associated with the selection of C and the evaluation of the choking criteria,
simplifications to the criterion are effected. This approximate criterion is

Pr e + G P VG v r r (7.2-25)=anc .
a,pr + a p,r

Equation (7.2-25) can be obtained from Equation (7.2-22) as follows. In Equation (7.2-18), the
virtual mass coefficient C is taken to be infinity (the homogeneous equilibrium value). This results in an
indeterminate form; and if L'Hopital's rule is used (twice), it can be shown that

NUREG/CR-5535-V4 7.I8
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Figure 7.2-3 Equilibrium sound speed [from Equatico (7.2-18)] as a function of virtua! mass coefficient
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2'Cp + (a,p, + a,p,)~2 lim 2 2
a =a (7.2-26)a|c_.= HE 2

gg
C --> ~

. Cp + p,p, _

|

In Equation (7.2-19), if the third term is neglected and the vinual mass coefficient is taken as zero
(stratified flow), the D coefficient becomes

D = 1( u,*p,' ~+ "a',E + "'E' ~ "8
E E (7.2-27)8 8

2 p, p

Substitution of Equations (7.2-26), (7.2-27), and (7.2-18) into Equation (7.2-22) yields the
expression given in Equation (7.2-25). Although there appears to be little justification for the assumptions
regarding C in this derivation, the approximate criterion has been widely used and produces satisfactory

results when compared to data.7.2.t,7.2-tt.7.212 Additional comparisons to data will be discussed in Section
7.2.7. Note that in the limit as a approaches unity, the choking criteria becomesg

(7.2-28)v = aHEg

and the choking criterion applies for the vapor phase alone. Funhermore, the expression given in Equation

(7.2-25) retains some effects of velocity nonequilibrium. Bryce has noted,a however, that for a large
section of the span of possible values of void fraction and virtual mass coefficients, the dependence of the
mass flows implied by the two equations on the slip ratio is of opposite sign.

7.2.2 Implementation of Choking Criterion in RELAP5

In order to understand the implementation of the choking criterion described in the previous section,
it is informative to briefly discuss the overall logic flow for the hydrodynamic advancement in the
RELAP5 code. This discussion will help describe the origin of various parameters (frictional parameters,
state propenies, etc.) that are used in the application of the choked flow criterion. Then the details of the
numerical implementation of the choking criterion into the hydrodynamic scheme are described. Included,
where appropriate, is a discussion of the calculation of state properties, including the homogeneous sound
speed aHE ormulations utilized.f

7.2.2.1 Hydrodynamic Advancement. The hydrodynamic advancement in RELAP5 is
controlled by subroutine HYDRO. HYDRO is the driver that calls other subroutines to effect the
calculations necessary to compute wall drag. interface heat transfer and drag, flow regimes, and
intermediate time velocities at cell edges; to apply the choking criterion discussed in Section 7.2.1; to solve

for new time pressure, phasic energies, vapor void fraction, new time state propenies, and so fonh. Table
7.21 depicts this progression, the subroutines called by HYDRO, and a brief verbal description of what
each subroutine does. Volume I describes in detail the overall hydrodynamic numerical implementation.

a. Personal communication, W. M. Bryce to G. W. Johnsen, March 7,1988.

O
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The purpose here is only to indicate how JCHOKE, the subroutine that does the choking computations, fits
' into the scheme.

;

Table 7.21 Hydrodynamic advancement. !
'

I

|

Subroutine Name Purpose / Description j

HYDROA Time advancement for hydrodynamics.

J VOLVEL Calculates junction phasic velocities normalized to volume i

flow area for use in wall friction routine.

f
VALVE Computes valve characteristics.

I PHANTV, PHANTJ Computes interface drag, interface heat transfer, and some |
parameters for VEXPLT.

FWDRAG Calculation of wall drag.
.

] HLOSS Calculates head loss, throat, void fraction, and downstream ,

void fraction for abrupt area change model.

VEXPLT Computes explicit liquid and vapor velocities forjunctions. !
!

: JCHOKE Determines if ajunction is choked. If choked applies choking

criterion.
U

| JPROP (l) Recomputes junction properties if the junction velocity has
changed sign.

VFINL Calls PRESEQ to set up matrix elements and source vector for-

pressure equation by eliminating liquid and vapor specific;

! internal energy, vapor void fraction, and noncondensable

! quality. Calls SYSSOL (sparse matrix solver) to solve for

i new-time pressure difference. Computes new-time junction
velocities.

!

EQFINL Computes new-time pressures and does back substitution to'

| get new-time liquid and vapor specific intemal energies, vapor
,f

i void fraction, noncondensable quality, and boron density. Also

computes vapor generation rate and mixture density.'

:

STATE Controls evaluation of equation of state and calls STATEP to
determine thermodynamic properties and property derivatives

for all components. .

; JPROP (0) Computesjunction phasic specific internal energies, liuid and
vapor void fraction, and phasic densities.

; VLVELA Calculates average volume velocities.

a. HYDRO calls the subroutine below it in the order listed.

j>

i
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As shown in Table 7.2-1, the subroutine JCHOKE contains the coding for the implementation of the

choking criterion. This implementation numerically imposes the choking criterion on the junctions
determined to be in a choked state. JCHOKE is self-contained and does not call any other routines except

fluid property routines needed to establish thermodynamic conditions. Numerous parameters are passed
into JCHOKE through common statements and data blocks for components and junctions.

7.2.2.2 implementation of Choking Criterlon. While the details of the coding for JCHOKE
will be discussed in Section 7.2.4, it is instructive to illustrate the ultimate use of the choking criterion in

the scheme of Table 7.2-1. Upon entry to JCHOKE, the criterion given in Equation (7.2-25) is checked

using explicit velocities calculated in VEXPLT. If choking is predicted, Equation (7.2-25) is then written in
terms of new-time phasic velocities and solved in conjunction with a difference momentum equation
derived from the liquid and vapor momentum equations. The difference momentum equation is derived by

subtracting the liquid momentum equation (see Volume I) from the vapor momentum equation (see
Volume I), utilizing the defmitions of the interface velocity and drag (see Volume I) and keeping only the
time derivative portion of the relative acceleration terms. This subtraction results in elimination of pressure
from the differential equation to yield

2) 2'
'dv 18v 'Sv 1dv r

P, j + 3j' - Pry, + 34 = (Pg - Pr) B,- FWGp,v,
(7.2-29)

3
+ FWFp,v, + r, (v - a v, - a,v,) - Flp,p,(v,- v,) - Cp

(v,- v,)i r
g

where

body forceB =
x

wall drag on vaporFWG =

wall drag on liquidFWF =

vapor generation rate per unit volumer =
g

interface drag termF1 =

mixture density.p =

Equation (7.2-29) is then integrated from the upstream volume center to the junction to yield the
following finite-difference equation:

O
1
1
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^ ^
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(v) _ (~ ( ,

+ FI" - F" 3 ] At } v",] ' + { - ( p", g + VIM M )j ,
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- p|, g FRICFJ + y

(ATHROT C ) t JCAT ,2o ,
_ t
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,

Az*- (pr g + VIRM AS) Ax * v|,j -(p,, g - p|, g) g ,

2'l' JCAT" 2 (V .j)2 +(V.K)
n on

+ p,, x
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1

~

JCAT" 2'
~

-p,x{-- (V .j) 2 +(V.K) Atn

r t
,, ATHROT * C )2

_ _(-
o

The finite difference form of Equation (7.2-25) written in terms of new-time phasic velocities and
new-time sound speed is

(d",,p",3) v",] ' + ( d,",,p",3) v| * ' = (d|,j ",,j + d",jp" j)p ,,

'd - nATHROT*C
-

o
' ( ' ' 'IATHROT C J C AT" * ' (P +i - P"g)

non +x a' g
JCAT + SPa

. .

In these equations, the subscript K refers to the volume upstream of the junction determined to be i

choked, subscript j denotes the junction under consideration, the dot overscore implies a donored property, ;

n+1 denotes new time, and n denotes current value. The Ax denotes the upwind volume length and Az is

the volume-elevation change. The velocity terms with subscript K are volume averaged velocities
discussed in Volume I. VIRMAS is the vinual mass coefficient times the mixture average density at the
junction, and FRICFJ is a wall friction parameter defined for the liquid as

!

Ax$ t v j|
2 .

(7.2-32)
,

a|,3p,,;

2and is similarly defined for the vapor. In this equation, $ is a two-phase friction multiplier, the subscript w
indicates the phasic volume fraction at the wall, f is a Darcy friction factor, and D is the volume hydraulic
diameter. The variable Co is a user-specified discharge coefficient, and the parameters JCAT and ATHROT |

v) are density and area ratios that stem from continuity considerations at the choke plane and the manner ing
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which the choke plane area is defined in RELAP5. With reference to Figure 7.2-5 for the single-phase
case, continuity requires

Volume K Volume L

*K . $' L * K ---->- L'
' >

, .
'

:

j
throatN A; = min (Ag, A )L

y ;

Athroat

Continuity:

A,3,,,, = pj j ;vAkthroatV throat

pj A; px A JCATj

Pihros, A,3,,,, p ,3,,,, A ,3,,,, i* ATHROT*i"i' " ' ' '

Momentum simplified:

P,3,,,, = Pg - p,3,,,,v,n,,,, + f p g
' 2

v x

1 ~Pthroat 2 2'
Pg 2 g _ px ,

v ,,,, - vgp= in

1 ~ Pew,,.i JCAT )2
~

2 2

ATHROT1*1~"k,K-}PK _ px
"

1
- JCAT 2 2-

Pg 5pK . ( ATHROT) "i ~ "K.
=

Figure 7.2-5 Control volume and junction relationship for subroutine JCHOKE.

PthroatY Y * ~ }
throat throat jj j'

Recalling that p; is equal to pg and solving for v%1 yields
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pg A
3 (7.2-34)vv,,,,,,=

Pihr .iA,,,,,, 3

Bryce" points out that the continuity argument used to obtain Equation (7.2-34) ignores slip and any
modifications of the standard junction properties donoring when the upstream volume is horizontal and
stratified.

The density ratio is defined as JCAT, and the area ratio is ATHROT. Specifically, for the two-phase
Equations (7.2-30) and (7.2-31),

+
J C AT" = i d (7.2-35).

,

Pthroat

Note that the term in brackets on the right-hand side of Equation (7.2-31) represents the new-time
junction choking velocity approximated as a Taylor expansion in pressure. This approximation is made to
increase the degree of the implicitness and numerical stability and to cast the solution in a form consistent
for use in subroutine VFINL. With respect to Equation (7.2-30), note that it is written with momentum flux

terms in a form recommended by Bryce .213 to increase stability. Bryce suggested that the junction7

momentum flux terms should be kept as implicit as possible. Ultimately, one would desire that the flux
term be written completely in new time velocity. Since this is not possible in the present scheme, an
approximation is used. Consider the new time velocity squared written as

( v,"' ' - vf + vf) (v"* ' - v" + v") = ( ( vf * ' - v;") + v;") * (7.2-36)v"*'v;"*' = j j

Expanding the right-hand side gives

RHS = f [(v"' ' - v") * + 2v;" (v"' ' - v") + (v") #] (7.2-37)j j j j

Neglecting the first term in Equation (7.2-37), then

( v;") * . (7.2-38)v"' ' v" * ' - v; ( v" * ' - v") + (v;")' =- v"vf * ' - ( v") #
" +j j j j j

This approximation is used for the junction momentum flux after integration of Equation (7.2-29) to
produce the finite difference form shown in Equation (7.2-30).

Equations (7.2-30) and (7.2-31) form a 2 x 2 set of equations that can be put into the form

a. Personal communication, W. M. Bryce to G. W. Johnsen, March 7,1988.
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g-a g_a

v",]'=0",3+g i ( P"g* ' - P" ) (7.2-39)v"*' = 0",3+ g I (P"g* ' - P"g) and g .

;

The JCHOKE subroutine in effect computes the quantities

I

0",3, v" 3,0v".j/dP, and Sv",j/BP .r

In Equation (7.2-31), the choking velocity, the homogeneous equilibrium sound speed at the
junction, and the derivative of these values are needed. While the upwind volume thermodynamic
properties are provided to JCHOKE, values for the junction are calculated in JCHOKE. These parameters
are dependent on the thermodynamic state present and will be discussed next.

7.2.2.3 Calculation of Junction Properties. Since the calculation of pressure, void fraction,
energy, and density is made at volume centers and thermodynamic properties are needed at the cell edges

(junctions), an approximation is made for junction pressure and energy. Upon entry to JCHOKE,
Bemoulli's equation [ Equation (7.2-1)] incorporating momentum flux and frictional effects is used to do a
half-cell extrapolation to provide an estimate of junction pressure. With reference to Figure 7.2-5, the
Bemoulli balance from the center of volume K to the junction j is

^
P"s,,,, = P"g - (d[j "; + d",j *,j) g - d[jpr.j (V 1) - (V .K)p p r

2 ,( ATHROT * Co) 2 ,

-d", j p". ;2
_ ( ATHROT * C ) 2 ,

(V .)) - (V .K)
o

AP ,,,, - d,g" p,,j" FRICFJ e v,,j - d",j ,",jFRICGJ e v",)
"

p+ p

The junction energy is computed from an energy balance approximation.

P"g - P",,,,, e J C AT" Azg, o

#*.j [/ ins.j@[j + (1 -N ,j) @g,ilp

-(V.K)2'1

~

JCAT"
-X ,35 (ATHROT e C )2(V .i)2

(7.2-41)a.

i s s
,, o ,

-(1 - X .3) 5 ( ATHROT * C ) 2 (v,",j) 2

~

I
'

JCAT" 2.-(v,,g) .
i

, o ,

The junction static quality is defined using the junction donor properties and is given by

8 84 (7.2-42)
X,,3 = d .j@s j + dr @r.1

s a
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As discussed previously, to utilize Equation (7.2 31), the junction sound speed and the sound speed
derivative with pressure are needed. These quantities are calculated in JCHOKE. The method of

's calculating these parameters depends on whether subcooled choking occurred, the flow is two-phase, or is
in a transition between the two regions. For example, in the subcooled region, the local homogeneous
equilibrium sound speed based on saturation properties at the local temperature is calculated using
standard relationships as

- 1/2

$ 'K (7.2-43)=Va = D
s C , - T,, gV'dp '~

_ 'd

where V,C , (the isobaric thermal expansion), and K (the isothermal compressibility) are evaluated usingp

saturated liquid properties at T ,g, the upwind volume fluid temperature. The term dP/dT is evaluated usingf
the Clapeyron equation

f = ,, x(h, - h )
r (7.2-44)

dT T ( V, - V,)

where h (the vapor specific enthalpy) and hr(the liquid specific enthalpy), V , and V are saturation values
s

g r

at temperature T ,g. If the solution to Equation (7.2-4) produces a throat velocity (hereafter referred to asf
SONIC) larger than the value given by Equation (7.2-43) and the throat pressure is predicted to be less
than the local saturation pressure [i.e., if Equation (7.2-2) yields a value of AP = Pai - P > 0], the soundi

speed derivative is calculated by differentiating Equation (7.2-4), which gives
!

i

0( ) -'
(7.2-45)* p,, gv, -=

|
Note that if the throat pressure is predicted to be saturation pressure, the second term in Equation 1

.

(7.2-45) is zero and the derivative is given as the first term. Furthermore, if the homogeneous sound speed'

for subcooled liquid is larger than the velocity calculated from Equation (7.2-4), the choking velocity (v )c;

is set to aHE and aHE s used for v in Equation (7.2-45). !
'

i c

4
If throat conditions are determined to be two-phase or vapor (i.e., d,,3 > 1.0 x 10 ), the steam table

routines are accessed with the junction pressure and energy estimates from Equations (7.2-40) and (7.2-41)-

to provide junction thermodynamic properties. If pure vapor is present, the homogeneous equilibrium
,

sound speed is calculated as

- - 1/2
dP/dT

y=V (7.2-46)a
dP ].(**dT~ /.4

4

b

]
4

4
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where

dP C,, ( .2-47)-* .

dT T Vg

If the junction gas void fraction indicates that two-phase conditions are present at the junction,
Equations (7.2-20) and (7.2-21) are used to calculate the homogeneous sound speed and dP/dT. The
variables T and T in this case are the saturation temperature and V is the specific volume, as calculatedf s
from the equilibrium quality and saturated vapor and saturated liquid specific volumes. If the junction fluid
conditions are determined to be saturated liquid, an additional call tc the steam tables is made with
saturation temperature (based on junction pressure and specific internal energy) and equilibriuna quality set
to zero. Equations (7.2-20) and (7.2-21) are then used to compute the homogeneous equilibrium sound
speed.

If pure vapor conditions exist at the throat, the sound speed derivative is computed by assuming that
the vanor behaves as a perfect gas, i.e.,

O_a k 3(PV) ,k-1 1 (7.2-48)=

8P, 2a 8P 2 pgag g, g
,

where k is the specific heat ratio (C /Cy).p

If two-phase conditions are present, the derivative is equilibrium quality weighted and has the form

(1 - Xc x) + Xc. x k-1 (7.2-49)
a,p,, g age,gpg 2

If the contribution from the liquid is neglected in Equation (7.2-48)) and the change in the sound
speed is due to the compressibility of the vapor, the derivative reduces to the same form as for single-phase

vapor

" ~ (7.2-50)- =
SP, 2 age,xpg

Once the junction sound speed and derivative have been computed, these values are multiplied by the
ATHROT/JCAT ratio per Equation (7.2-34).

Any user input discharge coefficient is also factored into the ATHROT parameter, so that the final
sound speed expression becomes

i

Co.ATHROT (7.2-51)a, = a> JCAT
.
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The derivatives (Equation (7.2-45) or (7.2-48)] are likewise multiplied by the Co ATHROT/JCATe

h ratio.
V l

7.2.3 Constants Employed in the RELAP5 Choked Flow Model J

The only correlation used in the critical flow model other than the homogeneous sound speed
,

expressions developed in Appendix 7A is the so-called pressure undershoot correlation described in
Section 7.2.1.1. The correlation used in the choking model is that described by Jones,7.2 6.7.2-7 an

extension to the original model proposed by Alamgir and Lienhard.7.2 5

i. The pressure undershoot model is used to determine the inception of net vaporization in flashing

flows. According to Jones,7.2-7 the flashing inception can be expressed by two additive effects, one due to :

~ static decompression described by Alamgir and Lienhard .2-5 and one due to turbulent fluctuations in the7

flowing liquid. As given by Jones, the static depressurization is
r

1

AP,,,,,, = AP|,,, ( 1 + 13.25I'") "' (7.2-52)

t

where I' is a depressurization rate and
,

T"' *
v2g

AP|,,c = 0.258 (7.2-53)-
/ ,/k T,(1 - V,/V,)g

and the terms are described in Section 7.2.1.1. Note that I' in this equation has units of Matm/s. Jones
'

extended Equation (7.2-52) by including a turbulence term which, when written with the constant turbulent
fluctuation intensity of 0.069984 he recommended,is

AP,,3 = 0.069984 v,' . (7.2-54)

i

For steady flow in a nozzle, the total expansion rate I' can be written as
:

I' = p (7.2-55)

I

where the area is evaluated at the throat and the area derivative is also evaluated at the throat. When
Equation (7.2-54) is subtracted from Equation (7.2-52), the result is Equation (7.2-2), which is the ;

- Alamgir-Lienhard. Jones model. Although none of the original constants have been altered, conversion to i
'

proper units has been effected so that, as coded, the model is

I
(
s

|
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APri = AP oc/1 + AP,,,, . v,'' - K V (7.2-56)

Ori 2e

where

(o,) W,/ W,-- V,) = (2.U958x10D Ug 1.5448787x10")"
aPrioc = /k T, T (7.2-57)cn

x (og) %,/ W, -- V,)

- 1/dA ~ a8

~pr.xz@dA -
08l/ 2.0778x10': (7.2-58)A P,, = pf, g g 13.25 K, =

K, = p,,x 6.9984x10-2 (7.2-59)
.

K is a factor for converting Pa/s to Matm/s raised to the 0.8 poweri

7.2.4 Model as Coded

The choking criterion described in the previous sections is a complex process. To aid in the
understanding of the model and the implementation, a flow chart for subroutine JCHOKE is provided in
Figure 7.2 6. A brief verbal description of the logic flow in the subroutine will help relate the
implementation to the previous discussion, and identify areas where weighting and averaging are used and
where special cases exist.

Upon entry to JCHOKE in the hydrodynamic advancement, a loop over all junctions begins. A
logical variable (TRANSR) is set to false for later use in testing whether or not the current conditions
indicate transition between choked flow regimes. A user-set flag is then tested to determine if the user i

desires to apply the choking model at the junction in question. If the choking model is not to be applied,
the calculation proceeds to the next junction. Likewise, a flag is tested to see if the junction is connected to
an active accumulator and, if it is, the processing proceeds to the next junction. A flag is tested to
detetmine if the junction was choked on the last time step and if the vapor velocity is in the same direction
as the last time step. If so, a logical variable (CHOKE) is set to true. Next, the junction vapor and liquid
velocities are tested for countercurrent flow and to see if the junction is connected to a time-dependent
volume. If countercurrent flow exists or the junction "from volume" is a time-dependent volume,
processing for the junction is terminated, since choking is not permitted for those circumstances. If
coeurtent ficw exists and the from volume is not a user-specified time-dependent volume, the logic
proceeds to determine the upstream and downstream volumes based on the direction of the liquid velocity.
Based on the flow direction, geometric properties such as cell half-length and junction-to-volume area
ratios are set for the upwind (donor) volume, The denominator of Equation (7.2-25) is tren calculated.

Processing is terminated if the value of d,,3p,,3 + dr.jPs.) is less than 10'30. Otherwise, Equation (7.2-25)

is computed for the junction and set to the variable v , e.g,e

9
NUREG/CR-5535-V4 7-30

- _ . _. . - - _ _ . .



RELAP5/ MOD 3.2

,-

| \
t 1(_) Subroutine JCHOKE

Start loop over all
junctions

to 1990 NO Choking calculation

desired

YES

to 1990 YES
s junction connectem

'
to an accumulator '

NO
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last dt and vapor velocity > CHOKE = TRUE
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|NOm
L
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m ;c
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flow'

NO
,
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times the junction area / volume area

f

ps Figure 7.2-6 Subroutine JCHOKE flow logic.
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Figure 7.2-6 Subroutine JCHOKE flow logic. (Continued)
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,-
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,-~ N Figure 7.2-6 Subroutine JCHOKE flow logic. (Continued)
|
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Figure 7.2 6 Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6 Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2 6 Subroutine JCHOKE flow logic. (Continued) <|
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( # Figure 7.2-6 Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6 Subroutine JCHOKE flow logic / Continued)
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Figure 7.2-6 Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2 'a Subroutine JCHOKE flow logic. (Continued)
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(d:@tV);+(dr@st); pgVr| O y* ,
(v) (d,pg); + (d,p );| g

1

|
The discharge coefficient for the junction is computed from the user input values based on the donor

| gas void fraction. Two transition regions are inserted between the three throat states, the first between the

subcooled liquid and two-phase region (1.0 x 104 < d,,j < 0.10) and the second between the two-phase

and single-phase vapor region (0.90 < d,,j < 0.99). The junction physical area-to-volume flow area ratio

(ATHROT) is then multiplied by the discharge coefficient.

The junction average density [(d,p,);+ (drpf)3] and frictional, convective, and gravitational
terms are then calculated for use in estimating the junction pressure via Equation (7.2-40). If the
momentum flux term is zeroed out in the "from" volume, a multiplier is set to effectively zero out the
convective terms in the half cell extrapolation. If the junction was choked on the last time step, the newly
calculated junction pressure is used in an unchoking test that checks to see if the junction pressure is
greater than the upwind pressure or less than the downwind pressure. If the test is true, the logical variable
CHOKE is set to false. If the junction was not choked on the last time step, the unchoking test is bypassed.

|

The junction vapor void fraction (d,,j) is then tested to determine whether the subcooled choking|

or two-phase choking criterion is to be applied. If (d,,;) is greater than 10%, the flow is considered two-

phase and the logic proceeds directly to the two-phase model.

O Subcooled Criterlon. On entry to the subcooled choking criterion subroutine, an7.2.4.1' V) estimate of the throat velocity squared is made using the simplified momentum balance shown on Figure
(

7.2-5 and assuming the throat pressure is saturation pressure based on the liquid temperature in the upwind
volume. A throat velocity (SONIC)is then set to be the square root of the maximum of zero (to prevent
errors associated with taking the square root of a negative number) or the value calculated. If the

|

equilibrium quality in the upstream volume is greater than zero (but less than 0.025%), the calculated value
SONIC is also checked relative to the homogeneous equilibrium sound speed calculated for the upstream

|
volume and the max! mum of the two values is taken. The result is multiplied by ATHROT Cp and

compared relative to v , the value computed from Equation (7.2-60). If the value of v is less than 1/2 the
'

e c

calculated throat velocity times the discharge coefficient area ratio product, the junction is considered to be

| unchoked and processing is terminated. If v is larger, then a refined calculation, is conducted usingc

Equation (7.2-56) to calculate the throat pressure.

Equation (7.2-56) must be solved iteratively. To provide throat velocity estimates for use in the
iteration, a throat velocity (SONIC 1) is calculated by incorporating frictional effects into the Bernoulli
balance assuming the throat pressure is P,,t. A second estimate of throat velocity, SONIC 2, is computed by

taking the minimum of a value calculated assuming the throat pressure is zero and a value calculated
assuming the throat pressure is determined by Psat - APn where APg is from Equation (7.2-56). Wall
friction effects are incorporated in both estimates for SONIC 2. Equation (7.2-56) is solved iteratively in
conjunction with the Bemoulli equation by starting with an arithmetic average of SONIC 1 and SONIC 2
and updating either end point of the interval until the assumed throat velocity satisfies the pressure

,q balance.
t,
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If the junction gas void fraction is greater than 0.0017c, the flow conditions are in the defined
transition region. The value of the throat velocity computed from the iterative solution is stored in a
variable SONICS, the logical variable TRANSR is set to true, and the calculation proceeds to the two-

i

f phase criteria. If the junction gas void fraction is less than 0.0017c, the value SONIC 2 is reset to zero and
the homogeneous equilibrium sound speed at the junction is computed using Equations (7.2-43) and (7.2-'

44)) and saturated liquid properties. If the throat velocity computed from the Bernoulli equation coupled
with the pressure undershoot model is larger than the homogeneous equilibrium sound speed, the density
ratio JCAT is updated as

'b (7.2-61) |JC AT" ' = 0.9 JC AT" + 0.1
Px |

!

Equation (7.2-45) is used to compute the choking velocity derivative with pressure, and Equation f
(7.2-51) is applied to compute the final sonic velocity at the throat. |

I
iIf the homogeneous equilibrium sound speed is larger than the result of the iterative solution for the

throat velocity, the throat velocity is reset to the saturated liquid homogeneous value, JCAT"Iis

computed as above, and Equations (7.2-45) and (7.2-51) are used for the sound speed derivative and final
sonic velocity, respectively. For this case, the second term in brackets in Equation (7.2-45) is set to zero.

At this point, the flow is determined to be subcooled. A final check is made to assert that the flow is
choked. If the variable CHOKE is true or the value of v is greater than or equal to the current value ofc

SONIC where |

(7.2-62)SONIC = max (v , agg)i

subcooled choked flow is verified and the solution proceeds directly to the calculation of velocities.

7.2.4.2 Two-Phase Criterion. On entry to JCHOKE,if the junction vapor void fraction is greater

than 10% (two-phase) or if the junction vapor void fraction is greater than 0.0019e (transition region), the

two-phase choking criterion will be applied.

If the logic dictates that the two-phase criterion subroutine is entered without first passing through
the subcooled criterion, the value v is tested versus the homogeneous equilibrium sound speed based onc

the upstream volume conditions. If v is less than 1/2 of the homogeneous sound speed value, the junctionc

is considered to be unchoked and processing is terminated. If this test is not true or if the choked flow is in
the transition regime, the logic proceeds directly to calculate the junction specific internal energy using

Equation (7.2-41). Note that the junction pressure was calculated previously. The term Oj n Equationi

(7.2-41) is defined as

(7.2-63)X jO,3 + (1 - X ,j) Or,j

O
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l

so that the correct upstream state will be used in the case of stratified flow in the junction. If the junction j

[sQ} two-phase sound speed calculation is computed using a junction vapor void fraction of 107c. |

,

vapor void fraction is in she transition region, the junction static quality, Equation (7.2-42), for use in the
1

After the junction specific internal energy is calculated, a smoothing function RATIOS is defined. If
the flag CHOKE is set to true, RATIOS is given as

|1 + max (X .j (v",j/v"3- 1),0) ] ; (7.2-64)

otherwise, RATIOS is set to unity.

Once the junction energy is computed, the steam tables are entered with junction pressure and energy
to establish the fluid state. If pure vapor exists, Equations (7.2-46) and (7.2-47) are used to calculate the
homogeneous equilibrium sound speed and (dP/dT),, respectively. The density ratio JCAT is then defined

as

JC AT" ' = p .3V,,,,,, W4
g

is the vapor specific volume. If two-phase conditions are present, Equations (7.2-20) andwhere V%
(7.2-21) are used for the sound speed and (dP/dT)S, respectively. Likewise, if liquia conditions are

p indicated, Equations (7.2-20) and (7.2-21) are used. However, an additional call to the steam tables with

( temperature and quality as input is made to establish saturated liquid properties. In either case (liquid or
two-phau), the density ratio JCAT is calculated as

''

JC AT = {d,,3p,,3 + drypr,3) * V,3,,,, e R ATIOS (7.2-66)

where Vm is the specific volume returned from the steam table call. The function RATIOS converts the

static quality at the junction, as computed by the calls to the steam tables using the throat pressure and
internal energy, into a flow quality at the throat by taking the slip ratio into account when computing the
throat density ratio JCAT.

,

Because the value of the throat density ratio (JCAT) and sound speed are computed from
extrapolated throat propenies, and because the sound speed has a large discontinuity at the transition from
single-phase liquid to two-phase choking, a combination of interpolation and time-averaging (i.e.,
underrelaxation) is used to determine the final value of the choking criterion to be used during a time step
in order to eliminate code oscillations. If the junction vapor /oid fraction is in the transition region

between single-phase liquid and two-phase flow (1.0 x 10-5 s (d,,;) s 0.10), the ratio of the junction

sound speed and the throat density ratio is interpolated between the values for single-phase liquid and two- ;

phase flow
1

i

isc LHE= (1.0 - RX) +RX (7.7,g7)

[n} JCAT JCAT JCAT .tr33c 3

v
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where the subscripts SC and TP indicate values obtained from the single-phase liquid and two-phase
models, respectively; ~ represents an intermediate value, and RX is an interpolation factor given by

RX = 0 for (d,,3) < l.0 x 10-5

RX = cubic spline interpolation function for 1.0 x 10-5 s d,,j s 0.10

RX = 1 for (d,,3) > 0.10 (7.2-68)

If the junction void fraction is in the two-phase region, the throat density rr'io is underrelaxed with a
factor depending on the junction vapor void fraction while the sound speed is not. The relaxation factor is
chosen such that no reination is performed at the intersection of the transition region and the two-phase
region, while heavy underrelaxation (i.e.,90% old-time weighting) is used for most of the two-phase and
single-phase vapor regio. s.

The intermediate value of the choking criterion in the two-phase region is given by

_

(JCAT
*i O rHE [7,7,gg)=

JCAT

where

JCAT* + RY (JCATTP - JCAT") (7.2-70)JCAT =

and

RY = 0 for 6,,) < 0.10

RY = cubic spline interpolation function for 0.10 s d,,3 s 0.15

RY = 0.9 for d,,3 > 0.15 (7.2-7I)

Once the intermediate value of the choking criterion has been determined from the two critical flow
model, and the transition region between them, the final value for the time step is found by
underrela..ation of the intermediate value with the value used during the previous time step. The relaxation
factor varies from heavy underrelaxation in the transition region to very little underrelaxation in the full
two-phase and single-phase vapor regiors. The final choking criterion is given by

(~ ('' '*
JC T JC T JCAT

|
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where the underrelaxation factor is given by

RZ = 0 for 6,,3 < 0.10

RZ = cubic spline interpolation function for 0.10 s d,,j s 0.15

RZ = 0.9 for d,,j > 0.15 . (7.2-73)

The phasic velocity solution proceeds as outlined in Section 7.2.2.2. Using Equations (7.2-30) and
(7.2 31), the 2 x 2 system of equations shown as Equations (7.2-39) can be set up and solved in terms of
the old-time and new-time pressures.

If the choked flow calculation is in the transition regime (TRANSR = TRUE), the velocities

computed in JCHOKE [0",3 and 9",) in Equation (7.2-39)] are heavily old time weighted or underrelaxed.,

Once the phasic velocities have been determined from the solution of the 2 x 2 system, they are
underrelaxed with their values from the previous time step using the inverse of the factor used to obtain the
final choking criterion. The equations are

|
|

I Y",j = VE.3 + (l - RZ) (v",j - v",3) (7.2-74)
r

|

IQ v,,j = v",j + (l - RZ) (v" ;- v",j) (7.2-75)
, ,

,

.

! where - on the right hand side denotes intermediate values obtained from the solution of the 2 x 2 system
of momentum equations and - on the left hand side denotes underrelaxed values.

The procedure outlined above involves e complicated sequence of interpolations and underrelations.
The net effect of all of these computations is to always underrelax the throat density ratio, underrelax the

! junction sound speed in the transition region between single-phase liquid and two-phase choking, and
underrelax the phasic velocities in the two-phase region. The particular forms of the relaxation factors
were chosen to ensure a smooth change from underrelaxation of the junction sound speed to
underrelaxation of the phasic velecities.

7.2.5 Weighting, Magnitude Limits, and Averaging Techniques Used in the RELAPS
Choking Model

Details of the weighting limits and averaging procedures used in JCHOKE were given in Section'

7.2.4.

The constants in the relaxations were selected based on comparisons to data n which flow conditions

passed through the subcooled to two-phase transition. The heavily old time-weighted formulation of
Equations (7.2-69), (7.2-72), (7.2-74), and (7.2-75) is used to minimize velocity oscillations and time step
reductions caused by large changes in the critical velocity that result during the transition.

,
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The expression given in Equation (7.2-64) represents a static quality weighted slip factor. This
expression has no known physical basis and is included basically to help account for the inaccuracies in the
approximations used to establish junction properties [i.e., Equations (7.2-40) and (7.2-41)]. In particular,
this term represents an additional correction factor for the junction density required for high steam quality
conditions to approach homogeneous equilibrium conditions.

In many calculations performed in JCHOKE, great care is exercised to prevent divisions by zero or
to prevent attempts to take the square root of negative numbers; for example, divisions by numbers that
could possibly be zero (such as the product oypr). Likewise, square roots of the term VALUE are generally

done as SQRT (MAX (0.0, VALUE)).

The derivative of the sound speed in the transition region is interpolated between the single-phase
hquid value given by Equation (7.2-45) and the two-phase value given by Equation (7.2-50). In the two-
phase nel?. tion, steam is assumed to be a perfect gas with a specific heat ratio of 1.3.

7.2.6 Special Cases of Choking Application

The unique situations recognized by JCHOKE were addressed in Section 7.2.4 in the discussion of
the model as coded. These special cases are summarized here.

If the junction in question is connected to a user-specified time-dependent volume that is specified as
the fI9m volume (volume K in Figure 7.2-5), the choking calculation is bypassed. The Lo volume (volume
L in Figure 7.2-5) may be (and generally is) specified as a tim -dependent volume. Also, if the frem
volume is an active accumulator volume, the choking calculation is bypassed until the accumulator has

emptied and becomes a normal volume.

As discussed in Section 7.2.4, it is possible through input to turn off the momentum flux in the imm
volume. In this case, momentum flux based on volume average velocity is zerced out in the calculation of
the junction pressure. If the flow reverses during the course of a calculation and the upwind volume has the
momentum Oux turned off through input, the choking model recognizes this and zeroes the momentum
Oux based on volume averaged velocity accordingly.

The mixture specific internal energy, 0 , used in the energy extrapolation is defined using the donor3

fluid properties to account for vapor pullthrough and/or liquid entrainment through a small junction in a
pipe wall when stratified flow exists in the main pipe. In the absence of pullthrough or entrainment,
Equation (7.2-63) gives the upstream mixture specific intemal energy.

If the abrupt area change model is in effect, the area change with spatial distance for use in the Jones
pressure undershoot model [ Equation (7.2-58)] is calculated differently than it is for a smooth area change.
For a smooth area change,

A - A' (7.2-76)1dA g
=

A dx (Ax n) Aj g 3

where Ag is the flow area in volume K or 50A , whichever is less, Axg is the length of volume K, and A isj j
the physical area of the junction. If the abmpt area change model is in use, then
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1dA A'g - A;
--= ~ (7.2-77)0g A dxj DgAj

where A'g is the minimum of 50Aj and AgQ,/Qg and Q)is thejunction volumetric flow, Qg is the mixture

volumetric flow rate, and D'g is the length set to ten times the diameter of volume K. In the limit of

increasing volume to junction area, Equation (7.2-76) goes to 98/Axg, whereas Equation (7.2-77) goes to

4.9/Dg where Dg is the volume diameter.

In case choked flow has occurred at the previous time step, an unchoking test is used to determine
whether choked flow persists at the current time step. The following notation is used: Pg is the upstream

pressure, P is the throat pressure, and P is the downstream pressure. For choking, one has P < Pg.i t i

However, it may be that P > P or P < P , depending on the rozzle geometry and the hydrodynamici t i L
is calculated from the Bernoulli equation whichconditions downstream of the throat. A quantity APmin

includes the effects of the variation of flow area, wall friction, and form loss. In RELAP5, it is required
that P < Pg and either P > P or Pg - P > APmin, in order to maintain choked flow; otherwise, the flow isi i t t

considered to be unchoked.

A final special case is worthy of note. If the junction velocity solution computed in JCHOKE
'

indicates that countercurrent flow exists, the liquid and vapor velocities are both set to the sound speed.

7.2.7 Assessment of Choked Flow Model

d The RELAP5 critical flow model has been assessed using data from a standard model used to predict
subcooled critical flow and using data from a number of different thermal-hydraulic facilities. A portion of
this assessment is discussed below.

7.2.7.7 Comparison to Henty-Fauske Model. The small model shown in Figure 7.2-7 was |
used to drive the RELAP5 critical flow model to provide data for the purpose of comparison to critical flow |

7 Imodels in the literature. Data for the Henry-Fauske subcooled critical flow mode 12-14 were used for

comparison to the RELAPS results.

! l

.' 1

:

.

D
e

,
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The model consists of a driver time-dependent volume (101) with speciDed thermodynamic
conditions, a pipe componen' (103) containing four volumes, a time-dependent volume (105) representing
atmospheric conditions, and two junctions (components 102 and 104) connecting the driver volume to the
pipe and the pipe to the atmosphere, respectively. The choking model with discharge coefficients set to
unity was applied at junction 104 and turned off at all other junctions in the model. Wall friction was
turned off in all volumes and smooth area changes were used throughout. To compute subcooled choked
now values, the temperature in volume 101 was set to 557.7 K and the pressure was varied from
approximately 7 to 18 MPa. For each pressure, the model was run to a steady state to compute the
subcooled choked flow rate at junction 104. To compute saturated critical Dow rates, the pressure in
volume 101 was set to 8.1 MPa and the equilibrium quality was varied from 0 to 1. For each quality, the
model was run to steady state. Computations for the subcooled and saturated cases were run with the
equilibrium option and with the nonequilibrium option. In all cases, the mass flux at junction 1(M is plotted
against the conditions in the volume at the end of pipe 103.

Figure 7.2-8 compares the subcooled critical mass flux .alculated with RELAP5 compared to the
Henry-Fauske model. The homogeneous and nonhomogeneous options had no impact on the results, since
the flow is single-phase. With the exception of pressures near saturation, the RELAP5 results are
consistently higher than the Henry-Fauske model. This result is consistent with other applications .215

7

where a discharge coefficient of 0.9 has been applied to bring the RELAP5 results into better agreement
with other subcooled choked flow models.

7.2.7.2 Assessment of RELAP5 Critical Flow Model Using Facility Data. Numerous
literature citations are available documenting comparisons of RELAP5 critical flow calculations to

experimental data. Ransom and Trapp .21 used data from the Marviken Power Station Test 4.7.2-167

7 7 t2a
Developmental assessment .2-11 was done using Marviken Tests 24 217 and 22.7.2-12 Weaver

repeated the assessments of Rosdahl and Caraher .219 using RELAP5/ MOD 3. Rosdahl and Caraher
7

conducted an extensive assessment of the RELAP5/ MOD 2 choking model using Marviken Tests JIT-il
and CFT-21 data with various nodalizations. Mi 3 of the improvements to the RELAP5 choking model

which were implemented in RELAP5/ MOD 3 were motivated by the results of tne Rosdahl and Caraher
assessment study. Many other comparisons to integral test data from the LOFT and Semiscale test facilities

can be found in Reference 7.211 and Volume III of this code manual. The discussion below will
concentrate on a summary of the comparisons of the RELAP5 model results to Marviken results.

7.2.7.2.1 Marviken Facility Description-The Marviken facility in Sweden was used to conduct
large-wale critical flow and jet impingement tests in 1978-1982. The pressure vessel from a full-scale
BWR that was never commissioned was used to provide data for the critical discharge of subcooled liquid,

low-quality two-phase mixtures, and steam. Figure 7.2-9 (from Reference 7.219) shows the pressure
vessel and associated instmmentation. The vessel ID and height are 5.22 m and 24.55 m, respectively. The

total volume is approximately 420 m . For experiments producing saturated steam discharge, a standpipe3

(dotted line; was inserted in the vessel. In the subcooled liquid and two-phase mixture discharge
experiments, no standpipe was used, and Guid entered the discharge piping directly from the bottom of the
vessel. Nozzles of various length-to-diameter ratios (see Figure 7.210) could be attached to the bottom of
the vessel. A rupture disk assembly containing two rupture disks was attached to the downstream end of
the nozzle. Tests were initiated by overpressurizing the volume between the two disks, which then failed

and were discharged from the nozzle region.

O
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Figure 7.2 8 RELAP5 subcooled critical flow compared with Henry-Fauske tabulated values (Reference

7.2-14), liquid temperature 557.7 K.

7.2.7.2.2 Calculation of Marviken Test 4-Ransom and Trapp* simulated Marviken Test 4

using RELAP5. The purpose of Test 4 was to establish critical flow rates with subcooled and low-quality
|fluid at the nozzle inlet. For this experiment, a nozzle with a 0.5-m diameter and a 3.6 length-to-diameter

(L/D) ratio was installed in the facility. Figure 7.2-11 shows the RELAP5 nodalization and initial
temperature profile in the vessel. The water level was initially at 16.8 m above the bottom of the vessel,
and the steam dome above the water level was saturated at 4.94 MPa. During the test, the subcooling at the )

'
nozzle inlet decreased from 60 to 35 K in the first 0.5 s and then <*. creased gradually until saturated

conditions were established at 17 s. Two-phase flow persisted between 17 and 47 s.

Figure 7.212 compares the measured and predicted critical mass fluxes. Measured values were
determined from both pitot-static measurements in the discharge pipe and from measurement of the vessel
mass rate of change. The transition from subcooled flow to saturated flow at 17 s is clear on Figure 7.2-12
The good agreement between the prediction and measurements lead to the conclusion that the thermal
equilibrium assumption employed in the RELAP5 critical flow model development was appropriate for the

O conditions encountered in Test 4, since with the large IJD nozzle one would expect conditions
\ approaching equilibrium. It should be noted that the break area in the RELAPS model was reduced by 5%
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Figure 7.2-9 Marviken test vessel, showing differential pressure transducers A through J. ,
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to account for suspected separation effects.7.2 t In effect, then, a discharge coef6cient of 0.95 has been
applied.

70 . . . .
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Figure 7.2-12 Calculated and measured mass flux at nozzle inlet (Cell 526 in RELAP5 nodalization).

7.2.7.2.3 Calculation of Marviken Tests 22 and 24--Marviken Tests 22 and 24 were
l conducted in the same fashion as Test 4 described in the previous section. The major distinguishing

featuru of Tests 22 and 24 relative to Test 4 concern the nozzle IJD ratios. The nozzle IJD ratios for these
tests were 1.5 for Test 22 and 0.33 for Test 24. Data from these experiments are valuable for examining the

subcooled choking criteria and in particular nonequilibrium effects. The same model as shown in Figure
7.2-11 was used for the calculations of both tests. Figure 7.213 and Figure 7.2-14 show pressure and
mass flow comparisons obtained for Test 24 (l>D = 0.33). Results for Test 22 are similar.

Additional details for both tests can be found in Reference 7.2-12 and Reference 7.2-17. For both
tests, the vessel pressure was overpredicted for the first second, slightly underpredicted for the majority of
the subcooled region, and then slightly overpredicted for the saturated flow region. The initial pressure
overprediction has been attributed to the nucleation delay model used in RELAP5. Undoubtedly, this has
an effect on the subsequent pressure and critical flow predictions. Given the differences in pressure, it is
difficult to make judgments on the subcooled break flow model (the pressure undershoot model

V,

'
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Figure 7.213 Measurement and RELAP5 calculation of Marviken Test 24 pressure in the top of the

vessel.

implementation), although the comparison for the first 20 s is very good. It was noted for both calculations
that the transition to two-phase flow was too abrupt.

7.2.8 Model Application

Assessment of the RELAP5 critical flow model was discussed in the previous section. These
assessments, as well as the assessment study of Rosdahl and Caraher using RELAP5/ MOD 2, indicate that
short nozzles or discharge pipes (UD < 2) should not be explicitly modeled and that a discharge
coefficient of 0.85 should be used for subcooled flows. The assessment also showed that there was little
benefit in explicitly modeling nozzles discharging saturated steam, and the conclusion was that there is
little incentive to modeling discharge pipes of UD < 4 when saturated steam is being discharged.
Furthermore, a discharge coefficient of 0.82 was necessary to bring saturated steam flows into agreement
with Marviken data.

In general, the use of discharge coefficients is required to account for multi-dimensional effects due
to the break geometry being modeled. It is the code user's task, then, to determine the necessary discharge

$

coefficient values for the specific geometry.
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Figure 7.214 Measurement and RELAP5 calculation of Marviken Test 24 mass flow rate at the nozzle.

7.2.9 Scaling Considerations

'

The RELAP5 break Dow model was essentially developed from first principles. One-dimensional
approximations are utilized in both the subcooled flow model and the two-phase mixture flow model.
Empirical discharge coefficients are used to help account for multi-dimensional effects. One aspect of the
model that involves scale considerations is in the implementation of the pressure undershoot correlation, as
discussed in Section 7.2.1.1, and the approximation of the spatial derivatives for the static depressurization
term in the correlation described in Section 7.2.6.

1

As shown in Equations (7.2-76) and (7.2-77), the derivative terms depend on nodalization and have l

different limits depending on the area change option selected. The fact that the model predicts large-scale
critical flow data (given appropriate discharge coefficients) as discussed in Section 7.2.7 and small-scale
data, given approximately the same discharge coefficients, lends support to the scaling ability of the
subcooled critical flow model.

The two-phase critical flow model is analytically developed from a characteristic analysis of a four-
equation, one-dimensional, two-Huid model assuming thermal equilibrium. The model development is

b
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scale-independent, although simplifications have been made to get a solution for roots in the characteristic
analysis. The validity of these assumptions is not expected to be a function of scale. As discussed in the
previous sections, the two-phase critical flow model predicts available large-scale critical flow data given
the appropriate discharge coefficient. It should be noted that the discharge coefficient varies with scale due
to the boundary layer effect. The velocities are not expected to depend on scale factors.

7.2.10 Summary and Conclusions

The RELAP5 critical flow model represents a first-principle approach to the calculation of
subcooled, two-phase mixtures and vapor critical discharge. The model is based on a one-dimensional
flow assumption, and discharge coefficients are generally necessary to account for geometry-specific, two-
dimensional effects. For the subcooled flow regime, an empirical correlation is used to calculate pressure
undershoot (liquid superheat) at the choke point for the estimation of the choke plane pressure. Thermal
equilibrium assumptions were employed in the de eelopment of an analytic choking criterion for two-phase
flow.

The model has been assessed against a wide variety of data from experimental facilities and against
tabulated critical flow models, such as Henry-Fauske. Without application of discharge coefficients, the
RELAP5 model overpredicts Henry-Fauske tabulated data. Likewise, without the application of discharge
coefficients, the RELAP5 model overpredicts available large-scale critical discharge data from the
Marviken facility.

Although not discussed in this report, the RELAP5 critical flow model can accommodate a
noncondensable gas. Although noncondensable gas is not expected to be present for most PWR LBLOCA
analyses, if calculations are run with noncondensable present at the choke plane, critical flow results
should be carefully analyzed since this aspect of the model has not had extensive application. Funhermore,
if calculations are run that involve extensive deviation from the thermal equilibrium, the results should be
carefully analyzed with respect to the choking criterion, since the criterion was based on thermal
equilibrium assumptions.
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7.3 Countercurrent Flow Limitation Model

A completely deterministic phy.,ical model to specify the start of flow-limiting situations for all
geometrical conditions is impossible, given the state of the art of two-phase flow modeling. Without a

O countercurrent flow limitation (CCFL) or flow limitation model, coolant distribution cannot be adequately
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predicted for certain situations (e.g., LOCA flooding at the core tie plate, small-break flooding at the steam
generator inlet plenum, flooding at tube support plates in once-through steam generators). This can result
in an improper distribution of liquid and vapor in the RCS and, therefore, an unacceptable uncertainty
regarding the maintenance of core coolability during a LOCA.

Loomis and Streit and Fineman reported that RELAP5/ MOD 2 incorrectly predicted the core734 73-2

liquid inventory in Semiscale small-break LOCA test S-LH-1, and this subsequently resulted in the lack of
a core heat-up in the code calculation when compared to data. They attributed this to the inability of the
code to limit the delivery ofliquid from the upper plenum through the upper core tie plate. The Semiscale
core contains an upper tie plate, and the downward liquid flow penetrating through this upper tie plate

a
needs to be correct in order to obtaia the proper void profile. Kolesar, Stitt, and Chow reported that

73'373-4 resultedincorporation of a CCFL model into RELAP5/ MOD 2 similar to the one used in TRAC-B
73-5

in the proper heatup in a similar Semiscale test (S-UT-8). Kukita observed that flooding at the steam

generator inlet plenum in the ROSA-IV Program's Large Scale Test Facility (LSTF) controlled drainage of
the steam generators and hot leg in small-break LOCA tests.

There are several structures internal to RCSs where gravity drainage of liquid can be impeded by

upward flowing vapor. These include the upper core tie plate, downcomer annulus, steam generator tube
support plates, and the entrance to the tube sheet in the steam generator inlet plenum. A completely
mechanistic approach to determine the onset of flow limiting for all structural configurations is
impractical. Both the Wallis and Kutateladze forms of the general flooding limit equation have been found
to provide acceptable results when constants applicable to specific geometries are used in conjunction with

them. Wallis discusses the phenomenon of flooding, which can occur when liquid is falling in a734

vertical structure and gas is moving upward. For a specified liquid downflow rate, there is a certain gas
upward flow rate at which very large waves appear, on the interface, the flow becomes chaotic, gas
pressure drop increases, and liquid flows upward. Figure 7.3-1 is a reproduction of Wallis' Figure 11.11
and shows this phenomena. Wallis points out that the flooding point is not approached as the limit of a
continuous process (which occurs in drops or bubbles), but it is the result of a marked instability.

7.3.1 Code Modeling

73-7
A general countercurrent flow limitation (CCFL) model is used that allows the user to select the

Wallis form, the Kutateladze form, or a form in between the Wallis and Kutateladze forms. This general

form was proposed by Bankoff et al.73'8 and is used in the TRAC-PFI code.73-'It has the structure

Hj'' + mH|'' = c (7.3-1)

where H is the dimensionless gas flux, Hr is the dimensionless liquid flux, c is the gas intercept (value of
g

H['' when H = 0, i.e., complete flooding), and m is the " slope", that is the gas intercept divided by thef

liquid intercept (the value of H|<2 when H = 0). A typical plot of H[f2 versus H|/2 is shown in Figureg

a. D. C. Kolesar B. D. Stitt, and H. Chow, Exxon Nuclear Company Evaluation Model, EXEN PWR Small Break

Model. Proprietary Report XN-NF-82-49(P), Revision 1, June 1986.
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Figure 7.3-1 Pressure-drop characteristics near the boundary between countercurrent and cocurrent flow

(from Wallis,W p.337).

7.3 2 Quotes are used around the word " slope" because in a strict mathematical sense, the slope is
negative for Equation (7.3-1) and m = -slope. The constant m will be called the slope in this section of the

.

'
;

manual and in the input cards and output edit, but one should think of this as -slope. The dimensionless
,

fluxes have the forma
,

!

!
- p' (7.3-2)

- 1/2

H, = j8:

! _8W (Pr - Ps).

:

|
- p'

(7.3-3)
- 1/2

H = j,
8W (Pr-- Ps).

f
i .

i

where j is the gas superficial velocity (a v ), jr is the liquid superficial velocity (otr r), p is the gasv
g gg g

density, pr is the liquid density, a is the gas volume fraction, af s the liquid volume fraction, g is thei
g

gravitational acceleration, and w is given by the expression'

t

w'=Dj~8". (7.3-4)L

,
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Figure 7.3 2 Plot of Hf* versus Hf2 for a typical CCFL correlation.

In Equation (7.3-4), D) is the junction hydraulic diameter and L is the Laplace capillary constant,

given by

- 1/2- g (7.3-5)L=
.8 (Pr- Ps).

where o is the surface tension. In Equation (7.3-4), can be a number from 0 to 1. For = 0, the Wallis

form of the CCFL equation is obtained; and for = 1, the Kutateladze form of the CCFL equation is
73-8

obtained. For 0 < < 1, a form in between the Wallis and Kutateladze forms is obtained; and Bankoff

suggests that be correlated to data for the particular geometry of interest. He has included a possible
function for , although it is somewhat restrictive. The form of Equations (7.3-1) through (7.3-4) is general

enough to allow the Wallis or Kutateladze form to appear at either small or large diameters. Other

approaches (e.g., Tien, et. al.73*) appear to be more restrictive by defaulting to the Wallis form at small
diameters and the Kutateladze form at large diameters.

7.3.2 Code implementation

With regard to the solution method, if the CCFL model is requested by the user, the coding checks if
countercurrent flow exists and if the liquid downflow exceeds the limit imposed by Equation (7.3-1). If
this is true, the sum momentum equation and the flooding limit equation are applied. This approach was

suggested by Trapp,' who observed that the CCFL model is similar to the choking model in that both place
limits on the momentum equations. He observed that since the flooding phenomenon can be incorporated ;

by altering the interphase friction (as is done in TRAC-PF1), it can also be incorporated by replacing the
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code's difference momentum e.quation with the flooding limit equation. The difference equation contains

O the interphase friction, whereas the sum equation does not. (In the choking model, the sum momentum

(,,/ equation is replaced with the choking limit equation.) This method is advantageous in that the phasic ,

'

velocities still must satisfy the sum momentum equation, which contains gravity and pressure terms. The
numerical form of Equation (7.3-1) needed by the code is obtained by letting c = H /v and cf = Hr/v .3 g g r

solving fo'r mH u2, and squaring the equation, which results inf ,

+ c|,j ,,} ' . (7.3-6)m c .)V .[' = c - 2c (c|,;) (v,",} ')
* v"t t

Linearization of (v",}') gives

#' (v, } ' - v, j) (7.3-7)(v",} ') " = (v,,j) + (l/2) (v,,j) ", "," "

and su'ostitution into Equatien (7.3-6) gives

" " 2
m c"jv"[' + [c (c,,j) (v,* j) - c|,;] v,,} ' = c - c (c,",j) (v" ) (7.3-8)

g ,

In keeping with the philosophy of considering the CCFL model as a limit model similar to the
p ) choking model, the subroutine CCFL contains the CCFL model and is structurally similar to the choking
V model subroutine JCHOKE. This subroutine is called following the call to JCHOKE in subroutine

HYDRO (if the semi-implicit scheme is requested) and following the call to JCHOKE in subroutine
VIMPLT (if the nearly implicit scheme is requested). If the semi-implicit scheme is requested, the three ,

coefficients for the sum momentum equation (SUMF, SUMG, and SUMOLD) are stored in the scratch
variables FWFXAF, FWFXAG, and PFINRG in subroutine VEXPLT for use in subroutine CCFL. If the
nearly implicit scheme is requested, the three coefficients for th sum momentum equation are already I

4

stored in the variables COEFV(ISF), COEFV(ISF+1), and SOURCV(IS) in the first part of subroutine ,

VIMPLT, so no change is required.

i Regarding the subroutine CCFL, a flow chart describing the main features of this subroutine is
shown in Figure 7.3-3 and a glossary defining the FORTRAN names for important variables in this

.
subroutine is shown in Table 7.3-1. After the preliminary calculations, the terms needed for the Wallis-

| Kutateladze flooding correlation are determined. Following the same philosophy as the choking model, the
explicit liquid velocity from subroutine VEXPLT (or VIMPLT) is checked against the liquid velocity
allowed by the flooding correlation equation [ based on the explicit gas velocity from subroutine VEXPLT

'

(or VIMPLT)]. If the VEXPLT (or VIMPLT) liquid velocity is larger, the correlation is used to determine-

!

,

a. Personal communication, J. A. Trapp, January 1987.

!( mv)
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the actual final velocities using the sum momentum equation and the flooding limit equation. Depending
on which scheme (semi-implicit or nearly implicit) is requested, different terms are computed.

Table 7.3-1 Glossary of important FORTRAN variables in subroutine CCFL.

Variable Description

SIGMA Junction surface tension, obtained by length-averaging the adjacent volumes'

surface tension (used in CLPLAC)

CLPLAC Laplace capillary constant L = (c/[g(pr- p )])38g

BETACC(I) Form of the CCFL equation input by the user ( )

DIAMJ(I) Junction hydraulic diameter (D;) input by the user

W Expression used in nondimensional fluxes that determines the length used

(= D[E E)L

RDENOM Inverse of the denominator in the nondimensional fluxes
l(= 1/[gw(pr- ps)l )

CG Coefficient of the velocity in the nondimensional gas flux

(= H /v = a {p /[gw(pr- p )])38)g g g g g

CF Coefficient of the velocity in the nondimensional liquid flux

(= H/v = nf(p/[gw(pr- p )])lU)r g

CONSTC(I) Constant c input by the user for the flooding correlation equation (gas
intercept)

CONSTM(I) Constant m input by the user for the flooding correlation equation (slope)

VLFJMX Maximum liquid velocity allowed by the correlation equation using the explicit
gas velocity from subroutine VEXPLT

DIFF Coefficient of new time liquid velocity in linearized flooding correlation *

2 !
Equation (7.3-8)(= m ct)

DIFG Coefficient of new time gas velocity in linearized flooding correlation Equation

(7.3-8)[= c(e /V ) -Clss s

DIFOLD Right-hand side in linearized flooding correlation Equation (7.3-8)

[= C - c(c v )IU]2
gg

DET Inverse of determinant for the two-phasic velocity equations (later multiplied
by dt). Similar to that used in subroutines VEXPLT, VIMPLT, and JCHOKE

VELFJ(I) New explicit liquid velocity using flooding limit equation for the semi-implicit
scheme

VELGJ(I) New explicit gas velocity using flooding limit equation for the semi-implicit
scheme
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Table 7.3-1 Glossary of important FORTRAN variables in subroutine CCFL. (Continued) '

N-
Variable Description

VFDPK(IX), New liquid velocity pressure derivatives using flooding limit equation for the

VFDPL(IX) semi-implicit scheme

VGDPK(IX), New gas velocity pressure derivatives using flooding limit equation for the

VGDPL(IX) semi-implicit scheme

COEFV(IDG-1) Coefficient of new time liquid velocity in linearized flooding correlation for the,
nearly-implicit scheme (=DIFF)

COEFV(IDG) Coefficient of new time gas velocity in linearized flooding correlation for the
nearly-implicit scheme (=DIFG)

SOURCV(IS+1) Right-hand side in linearized flooding correlation equation for nearly-implicit

scheme (=DIFOLD)

DIFDPK(IX), Limit flooding correlation equation pressure coefficients for nearly-implicit

DIFDPL(IX) scheme
>

7.3.3 Assessment of Model

An assessment of the implementation of the CCFL model into RELAP5/ MOD 3 was carried out
using both the semi-implicit and nearly implicit schemes. In subrc itine CCFL, we set H = v , H = vt, mg g f

= 1, and c = 3.9316. Thus, Equation (7.3-1) has the form
,

vf 2, y = 3.9316 . (7.3-9)2 2

73-Il
The RELAP5 input deck used to model Dukler's air / water flooding test for the code's

developmental assessment was modified to simulate a gradual approach to the flooding limit, and the end
time used was 2.0 s. Figure 7.3-4 shows the nodalization for this experiment. The junction between,

Components 105 and 104 was flagged to use Equation (7.3-9) if CCFL conditions were met. Runs were4

! made with this junction oriented up and down, and the results were the same. Figure 7.3 5 shows the

| vapor and liquid velocities at this junction, with complete flooding (where the liquid velocity switches

! from downflow to upflow) occurring at approximately 1.26 s. Figure 7.3-6 shows a plot for the square root
of the liquid velocity cersus the square root of the vapor velocity. The plot shows that when the test4

problem cal:ulation reached the flooding curve given by Equation (7.3-9), it followed it as desired.'

:

73-IlThe results of modeling Dukler's actual air / water flooding test are presented in Volume III of

: this code manual. The code results are quite close to the data when the CCFL model is used.

|
73-10j Wallis,73-6 Bankoff,73 8 and Tien discuss the effects of viscosity, surface tension, and

subcooling on the correlations. At the present time, these effects have not been directly incorporated into
,
' the form of the CCFL correlation used in RELAP5. It is anticipated that these, particularly the subcooling

effects, will be addressed in future modifications to the code.
;

;

r

i
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Figure 7.3-3 Flow chart for subrot' tine CCFL.
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Figure 7.3-3 Flow chart for subroutine CCFL. (Continued)
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Figure 7.3-3 Flow chart for subroutine CCFL. (Continued)
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Figure 7.3-4 Nodalization for mcdified and original (unmodified) Dukler's air / water test problem.
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Figure 7.3 5 Liquid and vapor velocities for modified Dukler's air / water test problem.
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7.4 Horizontal Stratification Entrainment Model

7.4.1 Background

One of the assumptions used in RELAP5 to convert the panial differential equations describing the
evolution of two-phase flow into a set of ordinary differential equations that can be solved numerically is
that the fluid within a given control volume is homogeneously mixed. This assumption implies that the
fluid that is convened from one volume to the next has the same properties (void fraction, phasic
temperatures, phasic densities, etc.) as the average properties in the volume from which the fluid
originates. The numerical procedure based on this assumption is called donor or upwind differencing and
is a standard technique in the modeling of flows of all types. One consequence of the assumption is ;

numerical diffusion, which smears out the spatial gradient of the fluid properties within the flow passage
being modeled. Another undesired propeny of this assumption is that the flux of mass and energy between
volumes may be incorrectly computed if significant phase separation occurs in the donor volume. The
homogeneously mixed assumption ignores such phase separation and causes additional computational

'

errors.

Phase separation usually occurs due to gravitational forces (ignoring phase separation in specialized
equipment designed to produce it using centrifugal forces), which cause the liquid phase to pool at the
bottom of a vertical volume or on the bottom of a large horizontal pipe. This can occur if the flow rates ofs

the phases in the volume are low enough so that gravitational forces overcome the frictional force between
the phases that tends to keep the phases well mixed. The phase separation caused by gravitational forces is
called flow stratification in RELAP5, and there are stratification regions in both the vertical and horizontal

flow regime maps described in Section 3.
;

f One consequence of stratification in a large horizontal pipe is that the properties of the fluid
convected through a small flow path in the pipe wall (i.e., a small break), called an offtake, depend on the

,

location of the stratified liquid level in the large pipe relative to the location of the flow path in the pipe
wall. If the offtake is located in the bottom of the horizontal pipe, liquid will flow through the offtake until,

the liquid level approaches the bottom of the pipe, at which time some vapor will be pulled through the
liquid layer and the fluid quality in the offtake will increase. If the phase separation phenomenon is
ignored, vapor will be passed through the offtake regardless of the liquid level in the pipe, Likewise, if the
offtake is located at the top of the pipe, vapor will be convected through the offtake until the liquid level
rises high enough so that liquid can be entrained from the stratified surface. The flow quality in the offtake
will decrease as the liquid level rises. If the phase separation phenomenon is ignored, liquid will pass
through the offtake for all stratified liquid levels regardless of their height relative to the offtake. Lastly, if
the offtake is located in the side of the large horizontal pipe, the same phenomenon of gas pullthrough or
liquid entrainment will occur, depending on the elevation of the stratified liquid level in the pipe relative to

.

the location of the offtake in the wall of the pipe. These several situations are shown in Figure 7.4-1.
:

The RELAP5/ MOD 3 horizontal stratification entrainment (HSE) mode 1.*t,7.4 2 accounts for the7
,

i phase separation phenomena and computes the flux of mass and energy through an offtake attached to a

!
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Figure 7.4-1 Phase separation phenomena in various offtakes.

horizontal pipe when stratified conditions occur in the horizontal pipe. The importance of predicting the
fluid conditions through an offtake in a small-break LOCA has been discussed in detail by Zuber.74'3

7.4.2 Model Description

There have been several recent experimental studies of the phase separation phenomena that are

relevant for PWR small break LOCA analysis.7 4-4 7 4-8'7 4'*7 4'7 The range of pressure in these studies
was 0.2 to 6.2 MPa, and either air-water or steam-water fluids were utilized.

O
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'

The offtake pipe was located at the top, bottom, or side of the large horizontal pipe. Experiments

O were conducted by establishing a steady state in which known flow rates of liquid and vapor were

[Q introduced into the main pipe. The mass flow rate and the flow quality in the offtake pipe were measured
by either separating the phases or by using calorimetric methods. The liquid depth in the main pipe was
measured visually or with a gamma densitometer. In all the experimental studies, the critical depth for the'

onset of gas pullthrough or liquid entrainment was measured.,

i

7.4.2.1 inception Helght. The results of the experiments showed that in most cases the depth or
height (i.e., the distance between the stratified liquid level and the elevation of the offtake) for the onset of |;

liquid entrainment or gas pullthrough could be defined by an equation of the form

CWf
'

h, = (7.4-1)
(EPkAP) g'

,

where subscript k refers to the continuous phase in the offtake, which is the phase flowing through the
offtake before the onset of pullthrough or entrainment of the other phase. For an upward offtake, the gas
phase is the continuous phase. For a downward offtake, the liquid phase is the continuous phase. For a side
offtake, the gas phase is the continuous phase when the liquid level is below the offtake center and the
liquid phase is the continuous phase when the liquid level is above the offtake center. The variable W iSk

the mass flow rate of the continuous phase in the offtake. This correlation is based on the work of

Smoglie,7 4-4 who derived an equation of this form for the case of liquid entrainment into a side or top
offtake by considering the force exerted on the liquid by the accelerating gas flow. A similar equation was'

derived in Reference 7.4-8 and Reference 7.4 9 for the onset of gas pullthrough in the draining of a tank
\ through an orifice in the bottom of the tank by using surface instability arguments. The constant C for the

;
~ various arrangements of offtake and liquid level is discussed next.

7.4.2.1.1 Top Offtake-The onset of liquid entrainment through a top offtake was correlated by a
value of C in the range of 1.2 to 2.2 for the high-pressure steam-water data of Reference 7.4-5, with the

tendency of C to decrease as the diameter of the offtake increased. The air-water and steam-water data of '

Reference 7.4 6 were correlated by C equal to 1.60, while the air-water data of Reference 7.4-4 was
correlated by a value of 1.67. A value of 1.67 was chosen to characterize the experimental data for theJ

onset of liquid entrainment through a top offtake.

7.4.2.7.2 Bottom Offfake--The value of C for the onset of gas pullthrough in a bottom offtake
j

| was found to be strongly influenced by the liquid flow rate in the main pipe. Smoglie 4-4 found that a7

value of C = 2 was appropriate for stagnant or low-flow conditions in which a vortex was formed at the
offtake. A value of C = 1.17 was appropriate if there was significant liquid flow in the main pipe and the'

vortex was suppressed. Tlee results of several steam-water experiments 4-5 7 4-7 suggest values in the7
,

j range of 0.95 to 1.1. In *he air-water and steam-water experiments of Reference 7.4 6, C was found to i

depend on the liquid depth and the diameter of the offtake pipe; these data were correlated by values of C |
fin the range of 1.25 to 1.9. A value of 1.5 was chosen to characterize ehe experimental data for the onset of

,

vapor pullthrough. ,

I
,

7.4.2.1.3 Side Offtake--For the side offtake geometry, there is good consistency among the j

results of the various experimental studies. Reference 7.4-4 suggests a value of C = 0.75 for the onset of
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gas pullthrough and a value of C = 0.69 for the onset of liquid entrainment through a side offtake. The air-
water and steam-water data in Reference 7.4-6 suggest the value of 0.69 for the onset of liquid
entrainment, while the steam-water data in Reference 7.4-5 suggest a value of 0.62 for the onset of both

gas pullthrough and liquid entrainment. The INEL data in Reference 7.4 7 suggests C = 0.82 for gas
pullthrough and C = 0.62 for liquid entrainment. In all of these experiments, the liquid flow rate in the
main pipe had only a weak effect on the onset of pullthrough or entrainment. A value of 0.75 was chosen
to characterize the data for the onset of gas pullthrough in a side offtake, and a value of 0.69 was chosen to

characterize the data for ti'e onset of liquid entrainment through a side offrake.

Based on the experimental studies,it may be concluded that the use of Equation (7.4-1) should give a
reasonable representation of the test data if the following values are adopted for the correlation constant C:

C = 1.67 for top offtake liquid entrainment:

C = 1.50 for bottom offtake gas pullthrough;

C = 0.75 for side offtake gas pullthrough; and

C = 0.69 for side offtake liquid entrainment.

7.4.2.2 Offtake Flow Quality. Once the inception criterion for the given geometry of offtake
location and liquid level has been exceeded, pullthrough or entramment will begin. Correlations for the
rate of minor-phase pullthrough or entrainment have been developed that describe the flow quality in the
offtake as a function of the nondimensional distance between the offtake and the stratified liquid level. The
reference neight or depth is the inception height or depth. Separate correlations have been developed for
the several geometric arrangements and are discussea below.

7.4.2.2.7 Top Offtake-The flow quality through a top offtake is given by "
7

(7.4-2)X=R*

where

(7.4-3)h/hR = b

and h is the distance from the stratified liquid level to the junction.

7.4.2.2.2 Bottom Offfake-The flow quality through a bottom offtake is given by M
7

2
(7,4,4)

X = X .5R [l - 0.5R () + R)X (l.R);0.5o o

Owhere
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1.15
.( X, = (7.4-5) ;

i 1 + (P/Ps) '

%

; and the other variables have been defined previously.

| 7.4.2.2.3 Side Offfake--The correlation for the flow quality through a side offtake has the

I form

X = X +CR [1 - 0.5R (1 + R)X (1.R))0.5 (7,4 6)l
o o

a

where

i C 1.09 for gas pullthrough=

1.00 for liquid entrainment=

4

and X is given by Equation (7.4-5).o

These correlations are plotted in Figure 7.4-2, Figure 7.4-3, and Figure 7.4-4 for steam-water flow
at pressures of 0.70 and 7.0 MPa. Note that the saturated steam and water at a pressure of 0.7 Mpa has a
density ratio approximately equal to that of air-water at 20 C and a pressure of 0.35 MPa. The

|O-
experimental data of Reference 7.4-4, Reference 7.4-5, Reference 7.4-6, and Reference 7.4-7 are also
shown on the figures. For each experimental point, the appropriate value of the inception height has been
computed using Equation (7.4-1). It can be seen that the correlations give a reasonable overall
representation of the test data. However, some detailed trends are apparent that are not captured by the
correlations.

i- 7.4.3 Model As Coded

The correlations for the critical offtake height and the offtake discharge quality described in the
'

previous section were developed from data taken in well-controlled experimental situations. The
correlations were developed for coeurrent flow in the offtake and horizontally stratified flow in the main
pipe. RELAP5/ MOD 3 is a general-purpose code, and the conditions under which the offtake model may
be applied may not have been covered in the experiments from which the correlations were developed. For
example, the flow in the main pipe may not be low enough for horizontally stratified flow according to the
now regime map or the flow in the offtake may be countercurrent flow. In addition, there are other

,

physical restrictions on the applicability of the correlations, such as applying the pullthrough correlations
when the flow in the main pipe is entirely liquid with no vapor and, conversely, trying to apply the liquid
entrainment correlation when the flow in the main pipe is entirely vapor. Finally, there are numerical
implementation questions such as the effect of the model on the stability of the numerical solution,

procedure used in RELAP5. The resolution of these questions and others has affected the implementation
of the HSE model.

The HSE model is implemented in subroutine HZFLOW, which computes the phasic void fractions-

Q to be used for the computation of the mass and energy convected through a junction if the user has
activated the model at that junction. The following sections first describe general considerations for the
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Figure 7.4-2 Discharge flow quality versus liquid depth for an upward offtake branch.

implementation of the HSE model in RELAP5 and then discuss several limitations and restrictions placed
on the model.

7.4.3.1 General Considerations. All of the modifications that are made to the model originate

from attempts to generalize the correlations as described above to cover all geometries and flow
conditions, to make the model computationally robust (i.e., to prevent code failures due to dividing by
zero), and to make the model more computationally efficient by implementing the model in such a way
that larger time steps can be taken without oscillations in the code results. The limits that are placed on

,

intermediate results to make the model computationally robust and prevent code failures are obvious and
will not be discussed further. The modifications that attempt to expand the range of applicability of the

model to all geometries and flow conditions are discussed in Section 7.4.3.2, and modifications used to
enhance the numerical efficiency of the model are discussed in Section 7.4.3.3. No attempt has been made
to follow the actual subroutine logic in the discussions that follow, although modifications that expand the

applicability of the model are made before modifications concerning numerical stability.

7.4.3.2 Model Applicability. The correlation for the critical height at the onset of minor-phase
pullthrough or entrainment, as well as the correlations for the flow quality in the offtake, was developed
from data generated under well-controlled conditions in specific geometries. The correlations developed
are applicable for (a) cocurrent outflow in the offtake, (b) horizontally stratified flow in the main pipe, and
(c) offtakes whose diameter is small relative to the diameter of the main pipe. Some or all of these
conditions may be violated for a junction to which the HSE model is to be applied in the RELAP5 code.
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7.4,3.2.1 Countercurrent Flow in the Offtake--In RELAP5, the phasic area fractions (i.e.,
void fraction for the gas phase and liquid fraction for the liquid phase) used to compute the phasic fluxes of I

mass and energy through a junction are the phasic area fractions in the upstream volume, where upstream
is based on the phasic velocity direction. If the flow in the junction is cocurrent, the phasic area fractions
will sum to a value of one, since they are computed from the conditions in the same upstream volume. If

the flow at the junction is counter-current, the phasic area fractions in the junction will not necessarily sum j

to a value of one, since they are computed from conditions in different volumes. If the phasic area fractions i

in the junction were rescaled so they sum to a value of one, it can be shown that this will lead to a |

numerical instability. The same logic is used if the model has been activated by the user at a junction. If the l

flow in the junction is cocurrent, the HSE model is used to compute the phasic area fraction of the minor
(other) phase if the upstream volume is horizontal; the other area fraction is computed so that they sum to
a value of one. If the flow in the offtake junction is counter-current, the HSE model is used to compute the

area fraction of a phase if the upstream volume for that phase is horizontal and the area fractions will not
necessarily sum to a value of one. However, there are four combinations of phasic velocity direction that

will cause problems and must be handled differently. These situations are:

1. A gas outflow from above a liquid level that could cause liquid entrainment except that the

liquid flow is into instead of out of the offtake;

2. A liquid outflow through an offtake from below a liquid level that could cause gas
pullthrough except that the gas flow is into instead of out of the offtake;

3. A gas outflow from below a liquid level that would be pulled through the liquid except
that the liquid flow is into instead of out of the offtake; and

4. A liquid outflow from above a liquid level which would be entrained by the gas flow
except that the gas flow is into instead of out of the offtake

where outflow means flow out of the large horizontal pipe and inflow means flow into the large horizontal

iP Pe-

Figure 7,4-5 shows these situations for a side junction. Cases 1 and 2 are situations in which the
major phase velocity direction would indicate that the minor phase would be entrained (case 1) or pulled
through (case 2) except that the upstream volume for the minor phase is not a large horizontal pipe, as
required by the model. In these situations, the reversed flow of the minor phase is ignored, since the flow
rate of the minor phase does not appear in the critical depth correlation. The junction quality correlation is
used to compute the area fraction of the major phase, and the area fraction of the minor phase is computed
from conditions in its upstream volume.

Cases 3 and 4 are situations in which the minor phase velocity indicates that pullthrough (case 3) or
entrainment (case 4) are possible except that the major phase velocity indicates that the upstream volume
for the major phase is not the large horizontal volume, as required by the HSE model. In these situations, a
fix-up is required that will not introduce large discontinuities in the phasic area fractions during velocity
reversals or when the level crosses a side offtake. For the situation in which the major phase velocity is
reversed, the minor phase area fraction is computed using a major phase velocity of zero. This prevents
discontinuities at phase reversals. Since the offtake quality correlation is independent of phase velocity as
the level reaches the center of a side offtake, no problems are encountered for this situation.
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Figure 7.4-5 Four cases of countercurrent flow in a side offtake.

|

| 7.4.3.2.2 Offtakes of Non-Negligible Area-The model correlations were developed from data(p) sets in which the offtake diameter was small relative to the diameter of the main pipe. However, in
|
C'' RELAP5. the user may specify a geometry in which the offtake diameter is not small with respect to the

'

diameter in the horizontal pipe. The phasic area fractions are modified to take the offtake diameter into
account in order to make the model more robust by smoothing the phasic area fractions at the junctions as

the liquid level approaches the elevation of the offtake. The smoothing procedure for side offtakes is
different than the procedure for top and bottom offtakes. The two procedures will be discussed separately.

Top or Bottom Offtake of Non-Negligible Area

The purpose of the modifications of the phasic area fractions in top or bottom junctions is to smooth
the area fractions so that they will not have a large discontinuity as the main horizontal pipe fills up or
empties completely. The smoothing is based on the physical picture. Looking into the main pipe through
the offtake, if the liquid level is near the offtake and the edge of the interface between the liquid and vapor ;

space is in the field of view, smoothing is applied (see Figure 7.4-6). The phasic area fraction is |
| intemolated to the donor value based on the fraction of the field of view not occupied by liquid for a i

bottom offtake and according to that occupied by liquid for a top offtake. For a bottom offtake, the relevant
equations are

a, = 1 - a', for a g 2 0.5 or sinQ > 1 jg

|

n, = 1 - 2 [sinQcosQ + Q] otherwise (7.4-7)

v/>
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Figure 7.4-6 Smoothing to avoid discontinuities in top or bottom offtake of non-negligible area.

where

*
sin $ =

min [ Dg, d'g]

Dg (Aj/Agfd'g =

void fraction from pullthrough correlationn', =

value in the main pipeK =

i
I

where the diameter of the offtake is computed from the diameter of the main pipe and the square root of the
ratio of the flow areas in the main pipe and offtake.

Side Offtake on Non-Negligible Area

RELAP5/ MOD 3 contains coding for treating the case where the liquid level in the main pipe is
between the elevations of the top and bottom of the side branch entrance. The procedure used ensures that

the phasic area fractions in the offtake junction tends to the phasic area fractions in the main pipe as the
flow area in the offtake junction approaches the area of the main pipe. Consider the case where the liquid

*

levelin the main pipe is above the center of the side offtake. Let a be the vapor area fraction at which the
*

liquid level would be at the elevation of the top of the side offtake and let a, be the vapor area fraction i
1

1
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computed from the pullthrough correlations. The subscript K is the value in the main pipe. Then, the

O interpolated vapor area fraction would be given by

}
*

a,= 1-a', for u 2 a,g

.~f . i r .$ -

a', + 1-[a a,g for a ,< a ,g U.Ma
- I-a, = 1 -

(UgK) L gKs .

where

,

* *

min [a,,0.49] . (7.4-9)i a, =

There is an additional modification that limits the minimum value of the vapor area fraction at which

the liquid level reaches the elevation of the top of the offtake. This modification ensures that the width of.2

the interpolation window is sufficiently wide that the code takes several advancements to traverse the
i.:terpolation zone. If this were not done, the code could traverse the interpolation zone in one
advancement and no smoothing would be used.

'

7.4.3.2.3 High Flow or Extreme Volds in Main Pipe-The HSE model correlations were*

developed from data in which the flow rates in the main pipe were low enough that horizontally stratified

'O flow was obtained. In the implementation of the HSE model in RELAP5/ MOD 3, it is assumed that partial

"V separation of the phase due to flow through an offtake can occur in flow regimes other than horizontally
stratified flow, i.e., slug, plug, and the annular flow regimes. The HSE model is applied to all flow regimes

2in the main pipe as long as the mass flux is less than 3,000 kg/m s. This mass flux defines the dispersed
2

flow regime. An interpolation zone is defined between mass fluxes of 2,500 and 3,000 kg/m .s n which
the junction phasic area fractions are linearly interpolated between the values computed from the HSE
model and the donor values. The mass flux used in the interpolation is defined as

G = max |a,gp,gy,g + a Prx rxl. |WJ -. (7.4-10)Vrx AJ -

This choice should suppress the HSE model if there is high flow anywhere in the upstream volume.

The HSE model must also recognize that there is a sufficient amount of the minor phase in its
upstream volume before trying to pull it through or entrain it. Two interpolation regions are defined, and
the junction phasic area fraction is linearly interpolated to the donor value as the area fraction goes to zero.
The vapor interpolation region is defined as

O s a g s 10'5 (7.4 11)g

%'
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in which the vapor pullthrough is suppressed as the main pipe completely fills with liquid. The liquid ,

)
interpolation region is defined as

0 < cyg s max [2 x 10 , max (2 x 10 ,2 x 10 p g/pfK)] (7.4-12)4 d 4
g

where the interpolation function suppresses the liquid entrainment as the main pipe completely fills with
vapor. The interpolation function based on the mass flux is multiplied by the interpolation function based

.

on the minor phase content of the main pipe to define an overall interpolation function, which is used to
interpolate the offtake junction phasic area fractions between the value obtained from the HSE model and
the donor value. This combined interpolation smooths out the phasic area fraction used in the time
advancement of the conservation equations as the HSE model is activated and deactivated.

7.4.3.2.4 Large Critical Heights-It is conceivable that the critical height computed from the
model correlations could be larger than the diameter of the main pipe, in the case of a top or bottom
offtake, or larger than the radius of the main pipe, in the case of a side offtake. In this case, the offtake
quality correlations would predict gas pullthrough when the main pipe was full of liquid or liquid
entrainment when the main pipe was full of vapor. Such extreme values of the critical height take the
correlations out of the range of their applicability. In the implementation of the HSE model in RELAP5/
MOD 3, the range of the critical height is limited to lie within the span of the main pipe. This implies that
there will be less pullthrough or entrainment when the critical height is limited because the height ratio R
will be smaller than it would have been if the critical height had not been limited.

7.4.3.3 Numerics of implementation. The straightfonvard implementation of the correlations
and extensions described above using beginning of time advancement values for all the required properties
could lead to code instability, since the offtake phasic area fractions implied by the quality correlations are

; implicit functions. The junction flow quality is a function of the height ratio R, which is a function of the
phasic flow rate, v,hich is a function of the phasic area fraction. Several improvements on an explicit
evaluation of the model have been implemented to improve the numerical stability of the model so that

larger time steps can be taken without oscillations appearing in the solution.

7.4.3.3.7 Time levelof Properties-The beginning of time advancement values of almost all of

the property variables are used. The exceptions are the phasic area fractions, which are used to evaluate the
major phase flow rate Wg in Equation (7.4-1). The junction values used for the previous time step are used
rather than the current donor values, since they would most likely have been computed from the HSE

modelin the previous time step and the same values would be used if the time step should have to be
repeated. The second exception occurs if the flow rate computed using the phasic area fraction from the '

previous time step predicts that there would be no pullthrough or entrainment for this time step. Then, the
computation is repeated using a flow rate calculated assuming no pullthrough or entrainment in the

| previous time step. This helps to avoid large perturbations as pullthrough or entrainment starts or stops.

7.4.3.3.2 Conditioning the Correlations-The offtake quality conelations contain terms of the

form
|

[l - 0.5R (1 + R)X (l R))0.5o

O
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which changes rapidly in the region of R = 1. To avoid numerical instabilities due to this behavior, the
correlations are conditioned by replacing this term by a linear variation between its value at R = 0.9 and R 1

= 1.0.

The nondimensional height R involves a division by the critical height. To avoid division by zero as |
'

the major phase flow rate goes to zero, the critical height is given a minimum value of 1.0 x 10-6 m. The
value of the major phase flow rate is back-calculated from the minimum critical height to ensure that the
relation between critical height and major phase flow rate implied by Equation (7,4-1) is maintained. |

To avoid other singularities, the slip ratio used to conven the flow quality into a phasic area fraction
is limited, as is the phase density difference. The slip ratio used to conven the offtake flow quality into
phasic area fraction is given by

b (7.4-13)S = max { l.0, min max ,10- } ., '

pd VO-

This expression restricts the range of the slip ratio and uses absolute velocities to give phasic area
fractions in the range of zero to one, even when the flow in the offtake junction is counter-current. The |

square root of the density ratio gives a slip ratio consistent with the Henry-Fauske critical flow model and
is a reasonable upper limit to the slip ratio. In most cases, the slip ratio used in the computation will be the

|.
actual slip ratio.

A 7.4.3.3.3 Numerics-The explicit formulation described above is an invitation for instability.
Consider the case of liquid entrainment for unchoked, coeurrent flow in the offtake junction. The vapor
area fraction is evaluated from the correlation for the offtake quality as a function of the nondimensional ,

liquid level. The scaling factor for the nondimensional liquid depth is the critical liquid depth. The critical
liquid depth is a function of the vapor flow rate in the offtake. The critical depth may have been modified I

if it was less than the minimum critical depth and the offtake gas flow rate recomputed to be consistent
with the critical depth. The appropriate offtake flow quality correlation gives a flow quality that was
converted to a vapor area fraction using the offtake slip ratio. This vapor area fraction may, in tum, have
been modified for the finite area of the offtake and for high flow or extreme voids in the upstream
horizontal pipe. This final offtake vapor area fraction is unlikely to be the same as that used to compute the '

vapor mass flow rate in the offtake junction used to compute the critical depth. This is the source of the
- instability. To overcome the explicit nature of the computation of the offtake phasic area fractions, a
predictor-corrector technique is used. The correlations are evaluated explicitly, as described above, to give ,

a predicted value of the phasic area fractions. Then, a first-order Taylor expansion of the model ;
correlations is used to adjust the values of the phasic area fractions to make them consistent with the phasic ,

'

flow rates in the offtake. The procedure is somewhat different for choked flow than unchoked flow, and

the two procedures will be discussed separately.

;

Numerics for Unchoked Flow I

,

Consider the case of liquid entrainment for coeurrent, unchoked flow in the offtake. The model
correlations are evaluated explicitly as described above, using the beginning of time step values for the

I
propenies to give a predicted value of the vapor area fraction in the offtake, et[, where the superscript p

k
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indicates a value predicted from the HSE correlations. The vapor area fraction in the offtake is expanded in
terms of the vapor flow rate (W ) in the offtake, and the vapor flow rate in the offtake is expanded ir 'erms

E

of the vapor area fraction in the offtake to give the following set of equations:

Ba'81 (7.4-14).

g = a[j + g,:[W,- W|]a

where

BW [ a - a" ] (7.4-15)8.

W, W, + g= g g
ra

and where the derivatives of the flow rate in terms of the area fraction and the derivative of the area
fraction in terms of the flow rate are evaluated using the beginning of time step conditions. The
extrapolated offtake flow rate can be eliminated from these two equations to give an extrapolated value of
the vapor area fraction in terms of the beginning of time step conditions and derivative of the vapor area
fraction in terms of the vapor flow rate and the slip ratio. The various interpolation factors, such as the
interpolation between the model value of vapor area fraction and the donor value of the offtake vapor area
fraction due to the finite area of the offtake, are held constant.

"i+ W,-W,-a|jg
8' (7.4-16)

aU= 8W,8a|j
~ Ba,38W,

where the derivative of the vapor flow rate in the offtake in terms of the offtake vapor area fraction is given

by

BW (7.4 17)8 = A v, p,gjugy
u

and the derivative of the offtake vapor fraction with respect to the offtake vapor flow rate is negative. If the
derivative of the vapor area fraction with respect to the vapor flow rate is not negative, the extrapolation
procedure is not used; and the predicted value of the offtake vapor area fraction is used for the time step.

The partial derivative of the offtake vapor area fraction with respect to the vapor flow rate is set to
zero under the following conditions:

The large critical depth modification is activated.*

The flow is in countercurrent flow (cases 3 or 4). O
*
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The predicted value of the vapor area fraction is one and the vapor area fraction used*

[) during the last time step is one. (If the vapor area fraction used during the last time step is

(/ one and a nonzero derivative is computed, the extrapolation is used.)

The predicted value of the offtake vapor area fraction is zero.+

Exactly the same procedure is used for the case of gas pullthrough except that the roles of liquid and
vapor are reversed. In this case, the extrapolation equation for the liquid fractic a is given by

GUj + gw[(W,- W[- a,,BW
da r

gg
(7.4-18)n'= 'r

_ BW,Ba[j
da BW,g

where W is the liquid flow rate in the offtake and where the derivative of the offtake liquid area fraction isf
set to zero under the following circumstances:

The 'arge critical depth modification is activated. I-

The flow in the offtake is countercurrent flow (cases 3 or 4).+

Both the predicted value of the liquid area fraction in the offtake and the value of the*

t liquid area fraction in the offtake used during the previous time step are one. (if the value
of the liquid fraction used during the previous time step is less than one and the derivative
of the liquid area fraction with respect to the liquid flow rate is nonzero, the extrapolation
procedure is used to reduce- perturbations as entrainment starts or stops.)

Both the predicted value of the liquid fraction in the offtake and the value of the liquid*

area fraction in the offtake used during the previous time step are zero. (If the liquid
fraction in the offtake used during the previous time step is greater than zero and a
nonzero derivative is computed, the extrapolation procedure is used to reduce
perturbations as liquid first appears in the offtake.)

Choked Flow in the Offtake

If the flow in the offtake is choked, a different extrapolation procedure is used because of the way in
which the individual phase velocities are computed at the choked junction. The choking model computes
the critical mass flux as the product of the mixture density at the critical plane and the critical velocity at
the critical plane. The critical velocity is defined in terms of the phase velocities, the phase densities, and
the phase area fractions. The extrapolation procedure for the choked flow situation assumes that the critical
mass flux remains constant as extrapolation is performed, rather than assuming that the individual phase
velocities remain constant as the extrapolation is performed. The assumption of constant mass flow
accounts for the effect of the phasic area fractions on the phasic velocities. This effect is small for
unchoked flow and is neglected but can become large for critical flow and must be taken into account. The
net effect on the extrapolation procedure is a change in the way the derivative of offtake flow rate with

i [N respect to offtake area fraction is computed. The procedure is slightly different for the cases of liquid
entrainment and gas pullthrough, so each will be discussed separately.
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Liquid Entrainment in Choked Offtake

As stated above, the effect of the change in the choked flow vapor velocity due to changes in the

vapor area fraction in the offtake cannot be neglected. Over a wide range of vapor area fractions, an !

increase in the junction vapor area fraction results in an increase in the offtake vapor velocity. This would
lead to increased entrainment in the next time step, reducing the vapor area fraction. This negative )

feedback process can cause oscillations. The approximation used to account for the change in the choked
vapor velocity is to assume that the critical mixture mass flux remains constant during the extrapolation
procedure, as well as assuming that the phase densities and slip ratio remain constant as is assumed for the
case of unchoked flow. The critical mass flux is computed from the offtake vapor fraction used during the
previous time step and the current values of the phase velocities, which have been set by the critical flow
model for this time step as

SM
G =vp,c c

where

o o n o
a pg g + a p v0 (7.4-20)v
g gg

a,,p|, + n|,p",,
'

(7.4-2 I)a' p", + a", p", .[, O
=p,

The vapor velocity is then written as

na n n

nP +"0P )g (7422)y" _ c(G
V 0 d

u"g,P"j + a[,p"g,S

and the vapor mass flow rate expressed in terms of the vapor velocity is expressed as
i
|

(7.4-23)W, = A,v, p",u",

These equations can be combined to give an expression for the vapor flow rate as a function of the
vapor area fraction. This expression can then be used to compute the derivative of the vapor flow rate with
respect to the vapor area fraction in the offtake. ~Ihe derivative is then used in the extrapolation equation to
compute an adjusted vapor area fraction in the offtake for use during the current time step [ Equation (7.4-

16)].

Gas Pullthrough in Choked Flow

The situation is different for gas pullthrough. The negative feedback process described for liquid
|

entrainment becomes a positive feedback process. An increase in the offtake liquid area fraction results,
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for a wide range ofliquid area fractions, in a decrease in offtake choked flow liquid velocity. The next time
step would then have less gas pullthrough (ignoring the countering effect of the increased liquid area

V fraction on the liquid mass flow rate); hence, there would be an increase in offtake liquid area fraction.
This may or may not give rise to instability. Using a procedure like that described above for liquid
entrainment is likely to exacerbate any potential positive feedback instability because it could result in a
reduced or negative denominator in the extrapolation expression for vapor area fraction due to a small or
negative derivative of the offtake liquid mass flow rate with respect to offtake liquid area fraction.

Another problem is associated with the transition in the choked flow model between the subcooled
and two-phase choking models. This problem can be illustrated by considering a horizontal volume
containing stratified gas and liquid with the liquid being subcooled. Consider a side offtake below the
liquid level with the choked outflow liquid causing gas pullthrough. As the liquid level falls, the
equilibrium quality of the flow from the side offtake can change from subcooled to two-phase (the actual
quality being two-phase throughout). As this happens, the choked flow rate drops. This causes a drop in
pullthrough, resulting in a drop in offtake equilibrium quality to a subcooled value. The next time step will
use the subcooled choking model, giving an increase in the offtake flow. This cycle can continue, causing
oscillations with a period linked to the time step. In order to reduce such oscillations, a kind of damping is
introduced by replacing the derivative of the liquid flow rate with respect to the liquid area fraction by an
artificially large negative value.

Let X" be the static quality based on the liquid area fraction used during the last time step and XP be

the static quality based on the predicted liquid area fraction. The damping is applied if X" or XP < 2.5 x

10-3

In the case of damping, the liquid flow rate is assumed to depend on the static quality as

W[ = C(5x10i X) ( /A-20P

:

dwhere the constant C is chosen such that at a static quality X , the liquid flow rate using the current liquid
4

d
velocity matches that given by the flow rate as a function of static quality. The static quality X is the

minimum of 2.5x10-3 and the static quality used during the previous time step. The derivative of the liquid
flow rate with respect to the liquid area fraction is obtained from the assumed flow rate dependence on
static quality. This derivative is then used in the previously described extrapolation equation for choked
flow.

The procedure for gas pullthrough in cocurrent choked flow was developed for use with the.

RELAP5/ MOD 2 choked flow model, which used the equilibrium quality at the offtake junction to
determine whether to use the subcooled or two-phase choking model at the offtake. The choking model in
RELAP5/ MOD 3 has been modified to use the vapor area fraction in the offtake to make the determination
as to which critical flow model to use in a given. time step. The effect of the inconsistency between the
choked flow model and the HSE model with respect to the transition between single-phase liquid flow and
two. phase flow at the initiation of gas pullthrough is not known at this time and should be investigated as
pan of the independent assessment of RELAP5/ MOD 3.

.

t(
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7.4.4 Assessment ;

The performance of the new HSE model was assessed using a simple test case to confirm that the
implementation of the HSE correlations was performed correctly and that the correlations gave an
adequate representation of the HSE data base. The test case consisted of a horizontal pipe of 206-mm inner
diameter into which steam and water were introduced by time-dependent junctions. A 20.0-mm-diameter
offtake branch discharging into a time-dependent volume at a fixed pressure of 0.1 MPa was connected to
the main pipe at the mid-length position. To help promote a stable condition, the phasic flow rates in the
time-dependent junctions were set equal to the phasic flow rates in the offtake branch using the RELAP5
control logic.

The computations were performed by setting the pressure and vapor fraction in the main pipe and
allowing a steady state to develop. The pressure and the vapor area fraction in the main pipe changed very
little from their initial values in their approach to a steady state. Computations were done for a side,
bottom, and top offtake branch. In all cases, the offtake volume was assumed to be horizontal.

Calculated steady-state conditions obtained with RELAP5SiOD2 cycle 36.04 are plotted in Figure
7.4-7 through Figure 7.4 9 as broken lines. The curves are drawn through a large number of individual
steady-state operating points. For each operating point, the liquid depth in the main pipe was computed
from the vapor area fraction using the appropriate geometric relations. The critical height for the onset of
entrainment or pullthrough was computed from Equation (7.4-1). It is seen that the RELAP5/ MOD 2 HSE
model underpredicts the experimental data (discharge flow quality); the new model, shown as a solid line,
does a much better job of describing the experimental data. The results for the new model were generated
using RELAP5SiOD2 with a set of code updates that implemented the new model. The computed curves
also overlay the hand-computed curves shown in Figure 7.4 2 through Figure 7.4-4, showing that the
various modifications and extensions made to the model as part of its implementation have not degraded

the model's predictive ability. The RELAP5810D2 and modified RELAP5SiOD2 assessment results are

from Ardron and Bryce.74-1 The assessment was repeated with RELAP58tOD3,7A-2 and the results are

similar to the modified RELAP5810D2 results.

To demonstrate the performance of the revised HSE model in a small-break LOCA in a PWR,

calculations were performed of test LP-SB-02 in the LOFT experimental facility.74-10 Test LP-SB-02
simulated a break in the hot leg of area equal to 1% of the hot leg flow area. The break line consisted of a
29.4-mm-diameter side offtake connected to the 286-mm-diameter hot leg. The test exhibited a long period

of stratified two-phase flow in the hot leg, during which pullthrough/entrainment effects were evident. A
detailed description of the RELAP5MiOD2 analysis is given in Reference 7.4-10. Figure 7.410 and
Figure 7.4-11 show the hot leg and break line densities calculated using the standard and modified
versions of RELAP5810D2 Cycle 36.04. The standard code predicted a transition to stratified flow in the
hot leg at 2,250 s, after which time the HSE model was used to calculate break line density. It is seen that
the break line density continues to be overpredicted after 2,250 s, apparently due to the tendency of the
standard HSE model to underpredict flow quality in a side offtake (see Figure 7.4-8). The standard model
also fails to describe effects of flow stratification evident before 2,250 s.

The modified code version gives a better agreement after 850 s, when the hot leg mass velocity falls
2below the threshold value of 3,000 kg/m s, allowing the new HSE model to be invoked. The calculation

of break line density after 850 s gives an improved prediction of the mass inventory, leading to a more
accurate calculation of the liquid level in the hot leg after 2,000 s (see Figure 7.410). In the period before
850 s, normal donoring is used, and the break line density is seen to be overpredicted. The reason for
preferential discharge of vapor under these highly mixed flow corditions is unknown. A possible
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Figure 7.4-7 A comparison of discharge flow quality versus liquid depth for the upward offtake branch as
calculated using the old and new HSE models.

(Q) mechanism is that the curved streamlines in the nozzle entrance produce inertial separation in the manner
of a centrifugal separator. In general, the modified HSE model gives a much better simulation of the phase
separation phenomena in this experiment.

7.4.5 Scalability and Applicability

The correlations used in the improved HSE model were developed from data obtained under
conditions representative of small leaks in large horizontal pipes at low pressure and stratified flow
conditions. The experiments cover a range of diameters of the main horizontal pipe, of operating pressure,
and of offtake diameter and orientation. There were no scale effects observed in the data due to the ratio of
the diameters of the offtake and the main pipe. (The smallest diameter ratio was for the INEL data, which
were obtained at a diameter ratio of approximately 8.5.) Since the horizontal pipes in a PWR system are
several times larger than the experimental test sections, there should be no restriction as to the applicability
of the HSE model to reactor system analysis for the large-diameter pipes in real reactor systems. The only
major restriction for the HSE model is the orientation of the offtake. Since individual correlations are
needed for top, bottom, and side ofetakes, the model must be restricted to these orientations.

7.4.6 Summary and Conclusions

A new model describing the phase separation phenomena for flow through a small flow passage in
the wall of a large horizontal pipe has been developed and implemented in RELAP5/ MOD 3. The model
was developed from data obtained under prototypical conditions and describes the conditions under which

(3 the minor phase will be entrained or pulled through the continuous phase and the flow quality in the

(] offtake after the initiation of entrainment or pullthrough. Correlations were developed for offtakes situated
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Figurc 7.4-10 Measured and calculated hot leg densities using the old and new HSE models.

in the top, bottom, and side of the horizontal pipe. The model was modified and extended for
implementation into the RELAP5/ MOD 3 code, and the extensions and modifications were shown not to
affect its predictive capability. The model as implemented was tested against the data used in its derivation
as well as in the simulation of a small-break loss-of-coolant LOFT experiment. The results of the
assessments performed show that the new model provides a good representation of the data from which it
was developed and leads to a better prediction LOFT experimental results.

7.4.7 References

|7.4-1. K. Ardron and W. Bryce, Assessment of Horizontal Entrainment Afodel in RELAPS/Af0D2,
AEEW-R 2345, AprJ 7988.
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APPENDIX 7A-DEVELOPMENT OF TWO PHASE SOUND SPEED,
t EXPRESSIONS|%)

The generalized homogenous sound speed formulation presented here was developed by
V. H. Ransom and is internally documented."

The propagation velocity for a small disturbance in a homogenous medium (thermal equilibrium) is

1' 2 2a = (BP/Sp), = V (DV/8P), . (7A-1)

For a two-phase homogeneous mixture, the specific volume is

V = XV + (1 - X)Vg, (7A-2)
g

where X is the quality.

The partial derivative of specific volume with respect to pressure is

(8V/8P), = X(DV /SP) + (1 - X) (BV/8P), + E(V - Vr) (3X/8P), (7A-3)g g

where E = 0 for a frozen composition system, and e = 1 for equilibrium mass exchange between phases.

v
The derivatives of specific volume can be expressed in terms of the isothermal compressibility, r,

and the isobaric coefficient of thermal expansion, p, to obtain

(aV /dP)3 = V [ g(BT/BP)3 - K ] (7A-4)
g g 8

(BV/SP)s = VrI0r(BT/dP)s - K ] (7A-5)f

where

(8V/dT)p/V (7A-6)=

-(8V/BP)rV. (7A-7)x =

a. EG&G Idaho, Inc., Interoffice Correspondence, " Sound Speed Behavior at Phase Boundaries," RANS-4-77,

May 19,1977.,

U
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The quality derivative in Equation (7A-3) is expanded in terms of the individual phase properties by f
starting with the definition of system entropy.

(7A-8)
S = XS + (I - X)3fg

Differentiating Equation (7A-8) with respect to pressure at constant total entropy yields

+ (S,- S,)(( (7A-9) j'
=0=X + (1 - X) .

If S and S are taken to be functions of P and T, then
g t

5(08P T(0
(7A-10)+=

BT e BP s8P s8P s

e8 ss T s

From Maxwell's second relation,

(7A-12)
=

g g

which, from Equation (7A-6), is - V and, from the definition of specific heat at constant pressure,

C, = T(g (7A-13)

,

Using Equations (7A-12) and (7 A-13), Equations (7 A-10) and (7 A-11) become

(7A-14)(BS /8P)s = - Vg g + (C fT)(8T/8P)sg pg
,

I

(7A-15)(BS,/8P)s = - V 0f + (C /F)(BT/8P)s .f p

Substituting Equations (7A-14) and (7A-15) into Equation (7A-9) gives a relation for (BX/SP)s in

terms of(BT/8P)3,

O
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^
8 8 ~ ' ' .(S, S,) s ss

The behavior of the temperature with pressure must be evaluated before the sound speed can be ;

established. For the two-phase system in equilibrium, the temperature is only a function of pressure, and ,

the Clausius-Clayperon relation can be used to obtain the derivative of temperature. i

(BT/SP)s= dT/dP = (V - Vr) / (S - S ) (7^-I7)g g f
e

or, since S - S = (h - hr)/T,g t g
l

,

h, - h, ( A-18)(DPBT s T (V, - V,)

If a system having frozen composition is considered, the behavior of temperature with pressure is
'

obtained from Equation (7A-16) with (3X/8P)s = 0, i.e.,

!

(BT/BP)s= (T[XV ps + (1 - X) Vr r]) / [XC r + (1 - X) C r] (7A-19)
g pg p

i

We next define P[ to be (BP/3T)s. Thus, P[ is given by Equation (7A-18) for E = 1 (homogeneous

equilibrium flow) and by the inverse of Equation (7A-19)
,
'
,

'

XC,, + (1 - X) C,, ( A-20) ;
,

' " T (X ,V, + (1 - X) p,V,)

for e = 0 (frozen flow), Equations (7A-1), (7A-3), (7A-4), (7A-5), (7A-16), (7A-18), and (7A-20) can be
combined to yield a generalized expression for the homogeneous sound speed

.

!

(XV, + (1 - X) V,) *T (P[) #
, (7A-21) i

i
2a= '

X [EC,,-TV,P[((1 + c) ,- x,P[)] + (1 -X) [cC r-TV,P[((1 + c) g- x,P,)]p

For c = 1, the homogeneous equilibrium speed of sound is obtained and, for E = 0, the homogeneous

frozen speed of sound is obtained. The pure component sound speed (with. ut phase change) is obtained
: from the expression for the frozen sound speed expression with X = 0 or 1 for liquid and vapor,

respectively. For example, the pure vapor sound speed is obtained from Equation (7A-21) with X = 1 and ci

= 0,
;

>

l

I
7A-3 NUREG/CR-5535-V4

.

,.e.- -- . . - - _ - - - - - - - - - . . _ _ _ . . - - - - - - . - - - - - - - - - - -



}

RELAP5/ MOD 3.2
4

g2V
*

agg, y = . dP dP

5 s~ 8 Ns8 8

where (dP/dT)s is from Equation (7A-20) with X = 1

T,,d s

With the exception of the vapor state, Equations (7 A-18) and (7A-21) with c = 1 are used in RELAP5

to compute the homogeneous sound speed. Table 7A-1 summarizes the homogeneous sound speed
formulas used in the two-phase choking model.

Tab!e 7A 1 Homogeneous sound speed formulas used in RELAP5.

Pure Vapor (homogeneous frozen sound speed, c = 0, X = 1)

dP ' U2r
-

.g C,,
= V' y (x (dT s$ _ p8

,
a" ' dT s T,V,p,

8 8 dT s ss

Liquid (homogeneous equilibrium sound speed, c = 1, X = 0)

dP T, dP h, - h,
* ' 8 ~ 'S

C,, - T,V, 2p,-K r ,

Two-Phase (homogeneous equilibrium sound speed, c = 1)

[XV,+ (1 -X)V,]( s( Aaug = B

A = X C ,- TV, 2p,- r,p

B = (1 - X)(C,,-TV, 2p,- Kr

'dP h,- hr
i ,

(dT s T (V, - V,)

O
NUREG/CR-5535.V4 7A-4
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8 SPECIAL COMPONENT MODELS

8.1 Pump Component~
t

The PUMP model in RELAP5 is a special component model composed for simulating centrifugal
pumps in both single- and two-phase conditions. The model and the required input are described in detail
in Volumes I and II and is not repeated in this section. However, some general comments about the
underlying assumptions and applicability of the model are presented.

The pump model is implemented in the one-dimensional fluid field equations by using a
dimensionless-homologous pump model to compute the pump head as a function of fluid now rate and
pump speed. The head developed by the pump is apportioned equally between the suction and discharge
junctions that connect the pump volume to the system. The pump model is interfaced with the two-fluid
hydrodynamic model by assuming the head developed by the pump is similar to a body force. Thus, the
head term appears in the mixture momentum equation, but, like the gravity body force, it does not appear
in the difference-of-momentum equation.

In RELAP5, one of two numerical schemes can be used to perform calculations. One is referred to as
the semi-implicit scheme; the other is referred to as the nearly implicit scheme. The pump model is
implemented in each scheme in a somewhat different way. In the semi-implicit scheme, the pump head
term is coupled implicitly only for the junction for which the new time velocity is calculated. In the nearly
implicit scheme, the pump head term is coupled implicitly for both junction velocities.

To account for two-phase effects on pump performance, an option is provided to model two-phase
O degradation effects. To use the model, the user must provide a separate set of two-phase homologous

curves in the form of difference curves. These curves were developed from the 1-1/2 loop model
Semiscale and Westinghouse Canada Limited (WCL) experiments. Assumptions inherent in the pump
model for two-phase flow include the following:

1. The hea i multiplier, Mn(a ), determined empirically for the normal operating region ofg

the pump, is also valid as an interpolating factor in all other operating regions.

2. The relationship of the two-phase to the single-phase behavior of the Semiscale pump is
applicable to large reactor pumps. This assumes that the pump model of two-phase flow is
independent of pump specific speed.

8.1.1 Pump Head and Torque Calculations

The average mixture density in the pump control volume is used to convert the total pump head H to
the pressure rise through the pump AP by the definition AP = pmH. The pump AP thus determined is

applied to the momentum equation by adding 1/2 AP to the momentum mixture equation for the pump
suction junction and 1/2 AP to the momentum mixture equation at the pump outlet junction. To compute

the pump hydraulic torque Thy, the single and two-phase torque components must be computed. The
single-phase torque, ta, depends on the fluid density and is calculated from

|
;

i
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(8.1-1)
'

T , = Qi ati
Pn

is thewhere j is the dimensionless hydraulic torque from the single-phase homologous torque curves, pm

average pump mixture density, and pg is the rated pump density. The density ratio is needed to correct for

the density difference between the pumped fluid and the rated condition. Similarly, the fully degraded
torque,T24, is obtained from

(8.1-2)
2e = 02 n --"Tt

Pn

where p2 s the dimensionless hydraulic torque from the fully degraded homologous torque curves.i

Total pump torque is used for two purposes in the pump model. First,it is used to calculate the pump
speed if the electric motor drive or the pump coastdown with trip options are used. Second, the product of
pump torque and speed is the pump energy dissipation included in the one-dimensional fluid field energy
equation. Total pump torque is the sum of the pump hydraulic, frictional, and pump motor drive torques.

If the electric motor drive model is not used, the total pump torque is calculated by considering the

hydraulic torque from the single- and two-phase homologous curves and the pump frictional torque:

(8.1-3)I= thy + Tfr

where

hydraulic torquet =
hy

frictional torque.ifr =

The frictional torque is in the form of a cubic equation, and its value also depends on the sign of the
pump speed. The user must also input the coefficients for the frictional cubic polynomial.

If the electric motor drive model is used, the motor torque i is included in the total torque asm

(8.14)I= Thy + Tfr - tm

where the sign convention for t is such that at steady flow operating conditions total torque is zero.m

Using the total torque, then, the pump speed can be calculated from the deceleration equation as

GT=I (8.1-5)
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where I is the rotational moment of inertia of the pump-motor assembly.

j Note that the electric motor pump drive model assumes an induction motor. Other drive models can

: be used, however, depending on the options selected by the user. For example, pump speed tables can be
used that are governed by user-defined control variables, or the SHAFT component can be used to couple

', the PUMP component to a TURBINE component or to a GENERATOR component (i.e.,the
GENERATOR component can be used to simulate a motor). Excellent examples are presented for these
cases in Volume II of this code manual.

8.1.2 Pump Conclusions

The accuracy of the model highly depends on the specific pump performance data supplied by the
user. The RELAP5 pump head derradation model is an empirical model based largely on Semiscale
data .1-1 and has little theoretical or mechanistic basis. Also, the Semiscale pump on which the model iss

based is not hydrodynamically similar to full-size reactor pumps. Therefore, data for the specific pump
being simulated should be supplied.

4

Although the pump head degradation model has not been fully validated for calculating the two-
phase performance of large nuclear reactor coolant pumps, it has performed well on a variety of integral
tests. For most transients of interest, low void at the pump inlet does not persist for long periods of time.
As a result, the accuracy of the pump degradation model has little effect on the overall transient since the

,

head developed by centrifugal pumps degrades quickly and significantly at moderate to high voids.
.

'

.

For very small break accidents where the void may be at low values for long periods of time, the

; j
' effect of the pump model may be more important. In order to analyze these postulated accidents with

- confidence, accurate pump performance data under two-phase conditions may be important.

In summary, the accuracy of the model highly depends on the specific pump performance data
supplied by the user. Ideally, data for the specific pump being simulated should be supplied. However,
these data are not always available. Two-phase pump performance data are especially difficult to obtain.
As a consequence, performance data frorn other pumps must often be used. Volume Il provides the theory

,

and criteria for evaluating the applicability of pump data to a pump other than on which the data were
obtained. The built-in curves should be reviewed for applicability and used with caution.

8.1.3 Reference

8.1-1. D. 3. Olson, Single- and Two-Phase Performance Characteristics of the MOD-1 Semiscale Pump
;

Under Steady-State and Transient Conditions, Aerojet Nuclear Company, ANCR 1165, October

1974.

i

8.2 Separator / Dryer Component

The mechanistic separator / dryer option of the branch component in RELA 5/ MOD 3 is intended for
modeling of the separator and dryer hardware in a Boiling Water Reactor system. These models were
developed by The General Electric Company as part of the USNRC - General Electric - EPRI BWR Refill-
Reflood Program. The theory underlying the models is presented in Volume I of this manual. This section
documents the interface between the mechanistic separator and the dryer models and the RELAP5/ MOD 3

d(7
:
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hydrodynamic algorithm. The interface for each of the models comprises two sections, the input interface
and the output interface. Each of these two interfaces are explained in the following sections.

>

8.2.1 Separator Modelinput Interface

The input interface for the separator model comprises two sections. The first section describes the
time varying fluid state at the inlet of the separator; the second section provides time invariant geometric
and model parameter data. The geometric and model parametric data are specified in the user input data
deck, though default data are provided for these data items. The fluid state at the inlet of the separator is
specified as the total fluid mass flow rate, the fluid quality, the phasic densities and viscosities, and the
liquid level outside the separator barrel. Since the inlet to the separator is attached to a junction, the total
mass flow rate, phasic densities and phasic viscosities are those in the inlet junction. The fluid quality at
the inlet to the separator is computed from the inlet junction phasic densities, the inlet junction phasic
velocities, and the phasic void fractions in the separator volume. The void fraction in the separator volume
is used instead of the junction void fraction in the computation of the inlet quality, so that the separator
model will respond to the amount of fluid in the separator volume. The separator model computes the
thickness of the liquid film on the inside of the separator barrel in order to compute the fluid carryover and
carryunder qualities. The model equations represent a quasi-static description of the separating process
which can respond instantaneously to changes in inlet flow rate and quality. The RELAP5&iOD3
hydrodynamic model includes fluid storage in each of the fluid volumes. The separator volume void
fraction is used in the definition of the fluid inlet quality, so that the model will respond to the amount of
liquid available in the volume with which to determine the liquid film used in the separating process. This
ensures that if the amount of liquid stored in the separator volume increases such that the film thickness
exceeds the critical film thickness, the separator performance degrades, and the liquid carryover increases.

Conversely,if the void fraction in the separator volume increases, the film thickness decreases, and more
vapor is carried out of the separator discharge passages.

The last input parameter needed by the separator model is the liquid level surrounding the separator
12 n the discharge passage momentum equation. A liquid level modelibarrel. This liquid level is variable H

was not available when the separator model was originally developed, so the discharge momentum
equation was changed to use the hydrostatic head from the separator outlet to the first-stage liquid
discharge passage outlet as the input parameter. This is actually no change to the model because the term
in which the liquid level was used represents the hydrostatic head at the exit of the separator discharge
passage. The modified model uses the head directly rather that computing it from the liquid level and the
fluid properties outside the separator. The head is computed as the difference in the pressures in the two
volumes attached to the separator discharge junctions. The pressure in each volume is adjusted by the
hydrostatic head in the volume between the volume center and the elevation of the separator connection.

8.2.2 Separator Model Output interface

The separator model is incorporated in a subroutine that computes phasic flow rates in the vapor
outlet and liquid outlet passages given the fluid propenies at the inlet to the separator. The liquid and vapor
outlets are represented in the RELAP5810D3 separator model as junctions, and the separator model flow
rates must be converted into RELAP5 junction variables. The separator junction flow qualities are
computed from the separator model phasic flow rates and are then converted into junction void fractions
using the RELAP5 junction phase velocities and densities. The use of junction void fraction to represent
phase separation is the basis of the liquid level, and the same technique is used in the separator model
interface.

O
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8.2.3 Dryer Model input Interface
D

The dryer model input interface comprises the same two sections as the separator model interface,
though the dryer model is much simpler than the separator model. The dryer model performance
parameters are contained in the user input data for the dryer component though default data are provided.
The input fluid propenies are the inlet vapor velocity and the dryer inlet moisture. The inlet vapor velocity
is obtained from the vapor velocity in the dryer inlet junction. The dryer inlet moisture is computed as the
liquid static quality in the dryer volume. This definition of the inlet propeny is used so that the dryer model
will respond to the amount of moisture stored in the dryer, rather than to the amount of moisture in the inlet
junction. .

8.2.4 Dryer Model Output interface

The dryer model computes the " dryer capacity" using the dryer model parameters, the vapor velocity
at the inlet to the dryer, and the dryer inlet moisture. The computed dryer capacity is used to compute the
void fraction in the dryer vapor outlet junction. The junction void fraction is interpolated between a value
of one for a dryer capacity of one (i.e., perfect drying) and the regular donor value at a dryer capacity of
zero (no drying at all). This void fraction is limited so that no more than 90% of the available vapor will be
removed during the time step. This limitation is used to prevent the overextraction of vapor during the time
step. The void fraction in the liquid discharge junction is set to zero subject to the limitation that the liquid
dischargejunction remove no more than 90% of the available liquid during the time step. This is to prevent
the overextraction of liquid out of the liquid discharge junction. In the physical dryer, the separated liquid
flows back under the force of gravity to the downcomer from trays located under the dryer chevrons. The
discharge pipes extend below the liquid level in the downcomer so that a liquid level is created in the

O discharge pipe, which prevents vapor from being discharged from the interior of the dryer to the

( downcomer through the liquid discharge pipes at normal operating conditions and downcomer liquid
levels. Establishing the correct liquid flow rate at steady-state conditions can be accomplished by adjusting
the liquid discharge junction fonn loss coefficient by trial and error.

,
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9 HEAT STRUCTURE PROCESS MODELSO
\ /U The heat structures in RELAPS permit the calculation of heat across the solid boundaries of the

hydrodynamic volumes. Heat transfer can be modeled from and/or through structures, including fuel pins
or plates (with nuclear or electrical heating), steam generator tubes, and pipe and vessel walls. One-
dimensional heat conduction in rectangular, cylindrical, and spherical geometry can be represented by the
heat structures in RELAP5. Surface multipliers are used to convert the unit surface of the one-dimensional
calculation to the actual surface of the heat structure. Thermal conductivities and volumetric heat

. capacities as functions of temperature can be input in tables, or built-in values can be used.

Finite differences are used to advance the heat conduction solutions. Each mesh interval may contain

a different mesh spacing, a different material, or both. The spatial dependence of the internal heat source, if'

any, may vary over each mesh interval. The time-dependence of the heat source can be obtained from the
reactor kinetics, a table, or a control system. Energy from a metal-water reaction is added to the source
term of inner and outer fuel cladding mesh intervals when this reaction occurs during a transient. Boundary
conditions can be simulated by using tables of surface temperature versus time, heat transfer rate versus
time, heat transfer coefficient versus time, or heat tra asfer coefficient versus surface temperature.
Symmetrical or insulated boundary conditions can also be simulated. For heat structure surfaces connected
to hydrodynamic volumes, a heat transfer package containing correlations for convective, nucleate boiling,
transition boiling, and film heat transfer from the wall-to-water and reverse transfer from water-to-wall is
provided. These correlations are discussed in Section 4.2.

9.1 Heat Conduction for Components

[ One-dimensional heat conduction in rectangular, cylindrical, and spherical geometry can be used to

,Q represent the heat structures in any of the components in RELAP5. It is assumed in one-dimensional heat
: conduction that the temperature distribution in the axial or radial direction is the same throughout the

structure being modeled and that the linear heat flow is negligible. The equations governing one-
dimensional heat conduction are

'

B BT
pC,BT k +S for rectangular geometry (9.1-1)g=g

1-8 DT -
pC,BT7 =y rk +S for cylindrical geometry (9.1-2)

i

l
and

1

- 8 / g8TN-gr p+S for spherical geometry (9.1-3)pC,BT7=

where T is the temperature, t is the time, x is the length, r is the radius, S is the internal heat source, pC isp

the volumetric heat capacity, and k is the thermal conductivity.

O
V

|
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In order to model a heat structure in RELAP5, a mesh is set up beginning at the left boundary of the
structure being modeled and continuing to the right boundary. The mesh point spacing (Figure 9.1-1) is
taken as positive as x or r increases from left to right. Mesh points must be placed on the external
boundaries of the structure unless a symmetrical or adiabatic boundary condition is to be used. Mesh
pomts may also be placed at any desired intervals within the structure and should be placed at the
interfaces between the different materials. The spacing of the mesh points may vary from material to
material and may vary within the material as the user desires. If the stmeture being modeled is
symmetrical, such as a core heater rod, the left boundary must be the center of the rod and the right
boundary the outside surface of the rod. This symmetry is simulated by an adiabatic boundary across
which no heat may flow (this can also be used to simulate a perfectly insulated boundary). The thermal
conductivities (k) and volumetric heat capacities (pC ) of the materials between the mesh points arep

required to complete the description of the heat structure in RELAP5. These material properties can be
input in tabular form as functions of temperature or the user may choose to use the built-in values.

F mPosition 4_. BoundaryC4-Boundary < mterfaces

e Mesh points......... .......... ..........

12 3 4 etc. Mesh point
# numbenng

Figure 9.1 1 Mesh point layout.

Heat may flow across the external heat structure boundaries to either the environment or to the
reactor coolant. For heat structure surfaces connected to hydrodynamic volumes containing reactor
coolant. a heat transfer package is provided containing correlations for convective, nucleate boiling,
transition boiling, and film heat transfer from wall-to-water and reverse heat transfer from water-to-wall.
These correlations are discussed in Section 4.2 and will not be discussed here. Any number of heat
structures may be connected to each hydrodynamic volume. These heat stmetures may vary in geometry
type, mesh spacing, internal heat source distribution, etc. This flexibility allows the user to accurately
model any type of structure. For heat structure surfaces connected to volumes simulating the environment,
tables can be used to simulate the desired boundary conditions. Tables of surface temperature versus time,
heat transfer rate versus time, heat transfer coefficient versus time, or heat transfer coefficient versus
surface temperature can be used to simulate the boundary conditions. Usually, heat losses are modeled
using the heat transfer coefficient versus surft.e :emperature boundary condition and combining the
radiative and natural convection heat transfer coe19cients in the table.

A contact-resistance interface condition cannct be speciDed directly, since the temperature, instead
of being continuous at the interface, is given by q k AT, where q is the heat transfer rate across thec

interface, h is the contact thermal conductivity, and LT is the temperature change across the interface.
e

This condition can be specified by de0ning a small mesh interval with thermal properties of k = k and pCpc

= 0. The size of the mesh interval is arbitrary except that in the cylindrical and spherical geometries the
surface and volume depend on the radius. The mesh interval is usually chosen very small with respect to
the dimensions of the problem.

O
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1

Internal heat sources can be placed into any heat structure in RELAP5, whether it represents a fuel

/ } rod or a pipe wall. The spatial dependence of the heat source can be simulated using weighting factors that

( ,f partition the heat source to various portions of the heat structure. The time dependence of the heat source
can be obtained from the reactor kinetics solution, a table, or a control system.

In RELAP5, various subroutines are used in solving the one-dimensional heat conduction equations.
HTCOND returns left and right bouncary conditions for a heat structure. HTCSOL finds temperature
solution by back substitution. HTRCl computes heat transfer coefficients from conelations. HTISST
solves the one-dimensional steady-state heat problem. HTITDP advances one heat structure one time step
by advancing the transient one-dimensional heat conduction equation. HTADV controls the advancement
of heat stmetures and computes heat added to the hydrodynamic volumes. Subroutines HTISST and
HTITDP are the same except that HTISST is used when the heat structure steady-state option is specified
by the user. HTISST differs from HTITDP in that the time dependence in the difference equations is
removed.

The heat conduction equation is not a correlation and can be solved by various numerical techniques.

RELAP5 uses the Crank-Nicolson*31 method for solving this equation. The actual coding will not be
shown or discussed here. The discussion in Volume I of this code manual represents what is actually in the
code, except for the separation of the steady-state and transient solutions into the two subroutines HTISST
and HTITDP. For the derivation of the finite, difference equations from the one-dimensional heat
conduction equations, see the RELAP5 Code Manual. Several heat conduction test problems were run to
illustrate how well RELAP5 calculates heat conduction. All of the cases have closed-form solutions as
given in Reference 9.1-2.

O Case 1. Steady-state heat conduction in a composite wall, O < x < 1, with surface

Q temperatures held constant at T and T . A 0.24-in. wall was modeled consistingo i

of Inconel 718, constantan, stainless steel, and Inconel 600, and with surface

temperatures of T = 80 F and T = 70 F. This is the basic and simplest case foro i

heat conduction in rectangular geometry. Figure 9.1-2 compares the RELAP5
solution and the textbook solution.

Case 2. Steady-state heat conduction in a composite hollow cylinder,- R; <r < R , witho

surface temperatures held constant at T and T . A hollow cylinder was modeledi o

with an inside radius of 0.024 in. and an outside radius of 0.24 in., consisting of
Inconel 718, constantan, stainless steel, and Inconel 600, and with surface
temperatures of T = 80 F and T = 70 F. This is the basic and simplest case fori o

i

heat conduction in cylindrical geometry. Figure 9.1-2 compares the RELAP5 i

solution and the textbook solution. |

i

Case 3. Transient heat conduction in a uniform wall -1 < x <!, with an initial l

temperature distribution of AT cos(nx/21) + T and surface temperatures heldo

constant at T . A 0.48-in. wall was modeled consisting of stainless steel with ao

surface temperature of T = 70 F and with AT = 10 F. The resulting time-o

dependent temperature distribution is given by

f3
;
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--- RELAPS

78 - o Wall -

A Hollow rod

C
-76 --

B
=

E
8.

f74 -
-

72 -
-

70 ' ' ' ' ' ' ' J
0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24

Length or radius (in)

Figure 9.12 Cases 1 and 2, temperature versus length or radius.

T = AT * cos e e " * + T, (9.1-4)~

where x is k/pC . Figure 9.1-3 compares the RELAP5 solution to the closed-p
form solution for various times. This problem is run on every new version of

RELAP5 to test the conduction model before the new version is released.

Case 4. Transient heat conduction in a uniform rod, O < r < R , with an initial parabolico

2temperature distribution of T - ar and surface temperatures held constant at T .i o

A 0.48-in. outside diameter rod was modeled consisting of stainless steel with a
2

surface temperature of T = 70*F, and with T = 80 F and a = 25000 F/ft . Thiso i

gives similar results to Case 3, but for cylindrical geometry. The resulting time-
dependent temperature distribution is given by

O
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( 80i- . . . . . . .

t=0 Closed form

- RELAP5
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t=1
i

dC
-- 76 t=2

!
<

E
g, t=3s

f 74 t=4s
~

t=5s

72 - -

70 i ' ' ' ' ' ' J
0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24

Length (in)

Figure 9.1-3 Case 3, temperature versus length.

~

T = R.- e [ (e-ra,i .
J,(ra,)27 . (a , (T - T,- kR')~

i
a, e J* (R a,) (9.1-5)*

,,i o

e J (R a,) + 2kR, e J (R a,) } } + T,i o 2 o

where x is k/pC and a are the positive roots of J (aR ) = 0. Figure 9.1-4p n o o

compares the RELAP5 solution to the closed form solution for various times.
i

Case 5. Transient heat conduction in a uniform wall, -1 < x < 1, with a uniform initial

temperature distribution at T and surface temperatures maintained at AT sin (tot) ;

+ T for t > 0. A 0.48-in. wall was modeled consisting of stainless steel with ai

uniform initial temperature of T = 75 F and with AT = 5 F and to = n/2 s-I. Thei

resulting time-dependent temperature distribution is given by

(-I} ("+'}( *}
T = AT. A e sin (cot + $) + T + 4xx ei

, , ,
_161 'to , K e (2n + 1)d- (9.1-6)

2 2 4

e e " '2" * " '"' e cos - ( 2 n + 1 ) x x-'
~

,

_ 21 .
:
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_
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_
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Figure 9.1-4 Case 4, temperature versas . tius,

where x is k/pC andp

cosh {vx (1 + i) } cosh (2vx) + cos (2vx)- i/2

A =

cosh {vi(1 + i) } . cosh (2vl) + cos (2VI)

- { coshvx (1 + i) } - *((o}l'2
###

_ { coshvl(1 + i) }
' (2ic/

Figure 9.15 compares the RELAP5 solution to the closed form solution for various times.

Case 6. Transient heat conduction in a uniform rod, O < r < Ro, with a uniform initial

temperature distribution at T and surface temperatures maintained at AT sin (cot)i
+ T for t > 0. A 0.48-in. outside diameter rod was modeled consisting of

i

stainless steel with a uniform initial temperature of T = 75 F and with AT = 5 F

and to = n/2 s'3. The resulting time-dependent temperature distribution is given

by

O
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: Figure 9.15 Case 5, temperature versus length.

t

~ I, { r . (ico/K) } "' ~ imT = AT Real ee
il, { R, e (ico/K) } "*-

(9.1-7)1

~

2KeAT ~ -wab a, e (o e 3,(ra,)
-

e[ + T'.+ e *
2 2R, (g + (g ) * J (R a,),, , , _ o

; where K is k/rC and a are the positive roots of Jo(aR ) = 0. Figure 9.1-6p n o ,

compares the RELAP5 solution to the closed-form solution for various times.
This is the same as Case 5 but for cylindrical geometry.

1

Case 7. Transient heat conduction in a uniform rod, O < r < R , with a uniform initialo

temperature distribution of T and with uniform heat production at the rate ofj i

Qo * per unit time per unit volume for t > 0. A 0.48-in. outside diameter rode

was modeled consisting of stainless steel with a uniform initial temperature of
3

T = 70 F and with Qo = 709.5 Bru/s-ft and 1 = In(2) = 0.693147 s~l. Thei

resulting time-dependent temperature distribution is given by

' v
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Figure 9.1-6 Case 6, temperature versus radius.

xQ, e e_n ~ J,(r * ( A/x)'' )
~

2Q,x e' *J (ra,)~

* [ a, * (Ka|- A) * J (R a,).
+ T' (9.1-8)* -1T = kg

_J (R * ( A/x):<2) _

Rko i_ i oo

where x is k/pC and n are the positive roots of J (aR ) = 0. Figure 9.17p o o o

compares the RELAP5 solution to the closed form solution for various times.

! The exponential decay modeled in this case is similar to the decay experienced

in a core heater rod.

All seven cases were run with different time step sizes of 0.01,0.1,0.5,1.0, and 2.0 s to test the
stability of the RELAP5 solution. The Crank-Nicolson method is designed to be stable for all conditions,
and the RELAP5 solution was stable for all the time steps tested. However, calculational inaccuracies did
occur as the time step size was increased. These inaccuracies did not result because of instabilities in the
solution technique of the heat conduction equation in RELAP5, but resulted from making the time step
larger than the time constant for the particular problem and changing the boundary conditions. The time

.

constant for any particular problem is difficult to define, and only in Cases 3 and 4 did the boundary
I conditions remain constant as the time step size was increased. (For steady-state Cases 1 and 2, the choice

of time step size made no difference.) No significant inaccuracies were seen in these two cases until the
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Figure 9.17 Case 7, temperature versus radius.

time step was increased to 1.0 s, and then only in Case 4 with the cylindrical geometry (Figure 9.18). In
these two cases, the temperature variation was fairly benign, but inaccuracies were calculated. The time
step size is the choice of the user, and the user should be aware that the larger the time step chosen the
greater the possibility that inaccuracies will be calculated. Unless the transient being calculated is at a
quasi-steady state, using a time step of 1.0 s is bordering on recklessness and is not recommended. A larger
time step size may also change the bour.dary conditions, because the boundary conditions are assumed to
vary linearly between time step values. The boundary conditions input to RELAP5 can change only as fast
as the time step. If the boundary conditions vary faster than one time step, the change is not input to
RELAP5. The boundary conditions between the time steps are not actually changed by RELAP5; they are
never put in. If, for example, a sine wave with a period of 4 s (as in Cases 5 and 6) is used as a boundary
condition and a time step of I s is used, the resultirig boundary condition would be a saw tooth curve; if a
time step of 2 s is used, the resulting boundary condition would be a straight line. This obviously leads to
inaccuracies that are not associated with the RELAP5 solution technique.

In all seven cases, when the time step size was 0.01 s the RELAP5-calculated temperature
distribution agreed very well with the temperature distribution calculated from the closed-form solution.
The closed-form solutions involve summations to infinity and had to be approximated. In addition, for
cylindrical geometry, the cload-form solutions involve Bessel functions; and approximations were used in
calculating these functions. As a result, the closed-form solutions are not exact. No significant differences

n between RELAP5 and the closed-form solutions were found for the small time steps, so the conduction

(v) model in RELAP5 is judged to work very well.
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Figure 9.18 Temperature versus radius, varying time steps.
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9.2 Reflood Heat Conduction

A two-dimensional heat conduction scheme is used in the reflood model for cylindrical and
rectangular heat structures. This scheme is an extension of the one-dimensional heat conduction scheme
and is found in subroutine HT2TDP. Included with the two-dimensional heat conduction scheme is a fine
mesh-rezoning scheme. The fine mesh rezoning scheme is implemented to efficiently use the two-
dimensional conduction solution for reflood calculations. The scheme is similar to the one used in
COBRA-TP3 and is intended to resolve the large axial variation of wall temperatures and heat fluxes
during core reflood. The number of axial nodes in the heat structures is varied in such a way that the fine
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1

nodes exist only in the nucleate boiling and transition boiling regions. Volume I of this code manual
discusses in detail two-dimensional heat conduction solution and the fine mesh-rezoning scheme.

,

v
J Reflood becomes important during a LOCA after the core has been voided and water begins to refill

the core as a result of the ECCS. As the core liquid level rises, water contacts the hot core rods and steam
,

is formed. Eventually, the rods cool down sufficiently so that they can no longer form steam. The core
;

rods, however, do not cool down uniformly, and there exists a transition region above which the core rods
;

have not been rewet and below which they have. It is this transition region that the reflood model and fine
mesh rezoning scheme were designed to calculate. In this transition region, there is a large axial variation'

in wall temperatures and heat fluxes that require a finer noding than is necessary for the normal;
temperature and heat flux calculations. At the initiation of the reflood model, each heat structure is

.
subdivided into two axial intervals (Figure 9.2-1). A two-dimensional array of mesh points is thus formed.

| Thereafter, the number of axial intervals may be doubled, halved, or remain unchanged at each time step as
the transition region moves up the core.

.

_ _ _ _ ,

|
'

i | l-D conductiono . ,

e

i
_ .. _ _ _i;

V
i
i
1

I f | Start of reflood" * "

,\ |
| r__ _,
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; . ____, , ____, ,

i i
II .II , 11 .,1 |

j j I

3 o . m , o . m ,
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'

4
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I

j, , _ _ _ _ _ ,

i; .i; |
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'n! U |

i_!_.g. _ _ _ _' |

|

Figure 9.2-1 An example of fine mesh-rezoning process.

The number of axial mesh intervals in a heat structure depends on the heat transfer regimes in the
heat structures. At each time step, all heat structures in a heat-structure geometry are searched to find the

p positions of Tcup, the wall temperature where CHF occurs, of Tg, the quench or rewetting temperature,
and of T g, the wall temperature at the incipience of boiling. As the transition region moves up through the( i
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CHF. I , and T s occur. For heat structures where the transition region hascore, so do the points where T Q i

not yet been reached (void fraction greater than 0.999), the number of axial mesh points remains
subdivided into two. For heat structures where the transition region has past (void fraction equals 0.0), the l

!

number of axial mesh points is halved, but not less than two. For heat structures at the beginning and at the
end of the transition region (where T and T si occur), the number of axial mesh points is doubled, but notg
to more than half the maximum specified by the user. For the heat structures between those containing To

and T s (which includes the heat structure containing T ), the number of axial mesh points is doubled upi g
to the maximum specified by the user. This rezoning of the axial mesh points is shown in Figure 9.2-1. As
a result of this rezoning, the largest number of mesh points is always around the transition region as it
moves up through the core.

The reflood heat transfer correlations used in the nucleate boiling and transition boiling regions are

specialized for the low-pressure and low-Dow cases typical of renood situations. As a result, the reflood
2

model should only be used for pressures less than 1 MPa and mass fluxes less than 200 kg/s m In
general, the time when the renood model is activated need not coincide with the time the liquid enters the
core. In fact, the most appropriate time to activate the reflood model is when the pressure is less than
1 MPa and the core is nearly empty.

The reflood model in RELAP5 has shown good agreement with nonuniform heated rod bundle data
with respect to time to maximum temperature, maximum temperature, and quench temperature, but

predicted a lenger time to quenchy.2-2A2-3 This predicted time to quench could be larger than the actual
time by a factor of 11 to 1.5, depending upon the position within the core. Generally, the greatest
discrepancy in the time to quench has been o' served above the point of maximum power at slow refloodo

rates. The reason for this is suspected to be os erprediction of the liquid entrainment above the quench front
so that the liquid inventory in the core is progressively underpredicted. For LBLOCAs, the time to quench
may not be as important as the maximum temperature. Comparison to test data has shown that the reflood
model in RELAP5 yields a good simulation for a high flow rate, but only a fair simulation for a low flow
rate. The problem with the low Gow rate simulation is probably due to water-packing.

9.2.1 References

9.2-1. J. M. Kelly," Quench Front Modeling and Reflood Heat Transfer in COBRA-TF," ASAfE Winter
Annual Afeeting, New lbrk, New York, 1979, 79-WA/IIT-63.

9.2-2. V.11. Ransom et al., RELAP5/Af0D2 Code Afanual, Volume 3: Developmental Assessment
Pmblems. EGG-TFM-7952, December,1987.

9.2-3. II. Chow and V. H. Ransom, "A Simple Interphase Drag Model for Numerical Two-Fluid
Modeling of Two-Phase Flow Systems," ANS Topical Afeeting on Nuclear Reactor Thermal
Hydraulics, New Orleans, LA, June 1984.

9.3 Gap Conductance Model

The gap conductance between the fuel and the cladding depends strongly on the gap width and has a
significant influence on the fuel temperatures. The actual gap width of a LWR fuel rod can be substantially
different from the as-fabricated fuel-cladding gap width even during normal reactor operation and
especially during a postulated LOCA transient. The change in the fuel-cladding gap is due to differential
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.

thermal expansion of the fuel and cladding, elastic and plastic deformation of the fuel and the cladding,
and other effects.

U
The RELAP5 gap conductance model accounts for the first-order effects of material deformations

under normal reactor operating conditions and most postulated LOCA conditions. The model is based on a

simplified material deformation condensed from FRAP-T6'3-1 and is contained in subroutine GAPCON.

The material properties are taken from MATPRO-11 (Revision 1).93-2The model considers, among other
things, the thermal expansion of the fuel and the cladding, and the elastic deformation of cladding under
the differential pressure between the gas internal to the gap and the Guid outside the cladding.

The dynamic gap conductance model in subroutine GAPCON dennes an effective gap conductivity
and employs the following assumptions. First, the fuel-to-cladding radiation heat transfer, which only
contributes signincantly to the gap conductivity under the conditions of cladding ballooning, is neglected.
This is appropriate, since cladding ballooning is not included in this simple model. Second, the minimum
gap size is limited such that the maximum effective gap conductivity is about the same order as that of
metals. Third, the direct contact of the fuel pellet and the cladding is not explicitly considered. Again, a
detailed discussion of the numerical techniques employed in this model is given in Volume I of this code
manual and will not be repeated here.

Steady-state average centerline temperature data from the Power Burst Facility (PBF) Test LOC-

l i c'3-3 were used to evaluate the dynamic gap conductance model. The test system consists of four nearly
identical fuel rods with their own individual flow shroud. Only a single rod along with its How channel
was modeled. The model consists of nine volumes and nine heat structures in the length of the active fuel

stack. The top volume has a length of 0.1159 mm, and the rest each have a length of 0.1 m. Some other
[o input specifications are listed in Table 9.31. Table 9.3-2 lists the axial power profile. An earlier cycle of
k RELAP5 was used in these calculations, but the gap conductance model has remained unchanged.

Table 9.3-1 Fuel rod geometry characteristics and conditions for PBF Test LOC-1IC.

Pellet diameter 9.30 mm

Cladding outside diameter 10.72 mm

Cladding inside diameter 9.50 mm

Diametrical gap 0.20 mm

Helium prepressurization 2.41 MPa (Rod 611-3)

2Flow channel area 2.257 x 10-4 m

Hydraulic diameter 2.68 x 10 2 m

Flow rate 0.643 kg/s

Lower plenum pressure 15.3 MPa

Lower plenum temperature 596.0 K

A
b

9-13 NUREG/CR-5535-V4
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Tchle 9.3-2 Axial power profile of PBF Test LOC-1IC.

Distance From Bottom of Fuel Stack Normalized Axial Power * ,

(m) :
i

0.0 0.163

0.0254 0.326

0.0762 0.620

0.1270 0.862

0.1778 1.047

0.2286 1.184

0.2794 1.285

0.3302 1.355

0.3810 1.296

0.4318 1.400

0.4826 1.368

0.5334 1.304

0.5842 1.221

0.6350 1.128

0.6858 1.028

0.7366 0.910

0.7874 0.754

0.8382 0.548

0.8890 0.290
_

0.2560.9159

a. Local power / average power.

Figure 9.3-1 shows the comparison of the data and the calculated results. The data are centerline
temperatures averaged over four fuel rods. Two RELAP5-calculated results are given, one with and one
without the gap deformation model. The calculated values using the gap conductance model are about 0 to
100 K higher than the data. However, the calculation without using the gap conductance model yields
temperatures much higher than the data. In particular, the differences are about 500 to 700 K in the high-
power region. The reduction of centerline temperatures with the gap conductance model is primarily due to
thermal expansion of UO , which reduced the gap size and increased the gap conductance. The dynamic2

gap conductance model in IELAP5 can significantly improve the simulation of nuclear reactor transients
where the gap size has a significant effect on the transient.

NUREG/CR-5535-V4 9-14
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L Figure 9.3-1 Comparison of measured and calculated steady-state fuel centerlinc temperature for PBF Test

LOC-11C.
s

| 9.3.1 References

!
! 9.3-1. L. J. Siefken, C. M. Allison, M. P. Bohn, and S. O. Peck, FRAP-76: A Computer Codefor the

! Transient Analysis of Oxide Fuel Rods, EGG-CDAD-5410, April 1981.
1

: 9.3-2. D. L. Hagrman, G. A. Reymann, and R. E. Mason, MATPRO-Version 11 (Revision 1), NUREG/
I CR-0479, TREE-1280, Rev.1, Febmary 1980.

9.3-3. 1. R. Larson et al., PBF-LOCA Test Series Test LOC-11 Test Results Report, NUREG/CR-0618,

TREE-1329, April 1979.

9.4 Reactor Kinetics

The primary energy source for a nuclear reactor is the reactor core. RELAP5 allows the user to
model the power generated in the reactor core as specified from a table or as determined by point-reactor
kinetics with reactivity feedback. This power is modeled as an internal heat source in user-defined heat

'
;

structures and can be, partitioned by inputting weighting factors to distribute the energy to the various,

1
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portions of the core as the user desires. The point-reactor or space-independent kinetics approximation is
adequate for cases in which the spatial power distribution remains nearly constant. |

The point-reactor kinetics model in RELAP5 computes both the immediate fission power and the
power from decay of fission fragments. The immediate power is released at the time of fission and
includes fission fragment kinetic energy and neutron moderation. Decay power is generated as the fission
products undergo radioactive decay. The user can select the decay power model based on either an ANS

Standard' 4~3 proposed in 1973 or on the 1979 ANS Standard for Decay Heat Power in Light Water

Reactors.9.4-2The 1973 proposed standard uses one isotope (235U) for the fission source and 11 groups for

fission product decay. The 1979 standard lists data for three isotopes (235U,238U,239Pu) and uses 23 groups
235

for each isotope. A user option also allows only the 1979 standard data for U to be used. The data for
both standards are built into RELAP5 as default data, but the user may enter different data. In addition,

RELAP5 contains an actinide decay model that may be switched on by the user. Two isotopes,239U and
238 239

Np, are used in the RELAP5 model. 239U is produced by neutron capture in U and forms Np by239

beta decay. 239Np then forms Pu by beta decay. The actinide model gives the result quoted in the 1979239

standard.

The point-reactor kinetics equations are

N

dQ(t) _ [p(t) - plc(t) + A,C,(t) + S (9.4-1 )
dt A

i.i

dC,(t) pf'
= -Q (t) - 1,C, (t) i = 1, 2,... N (9.4-2)

dt A

y(t) = E p (t) (9.4-3)

Pg(t) = Qr y(t) (9.4-4)

where

timet =

neutron fluxQ =

number of delayed neutron precursors of group iC =

effective delayed neutron fraction=

fraction of delayed neutrons of group if; =

prompt neutron generation timeA =
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reactivity, only the time dependence has been indicated (however, the reactivityp =

is dependent on other variables) )
i

s
1

decay constant of group i <

A.;
' =

l

S = source

fission rate in #/s; y =
4

fission cross sectionT.r =

immediate fission power in MeV/sPr =

immediate fission energy per fission in MeV.Qr =

After some modifications and variable substitutions, these equations are solved in subroutine RKIN

by the modified Runge-Kutta method of Cohen""3 used in the AIREK II Reactor Kinetics Code?44
These equations are not correlations, so RELAP5 was run to test the point-reactor kinetics model without
reactivity feedback against textbook data. The textbook solutions were net programmed into the computer
to determine the textbook results, as this would just compare the different solution techniques. The
technique in RELAP5 is more complex than any that could be quickly programmed for comparison.

,

Instead, points were scaled from curves in textbooks that showed the results from various reactivity
perturbations.

Figure 9.41 shows a comparison for various positive step insertions of reactivity from initial
235 239 d

equilibrium in U and Pu systems with neutron lifetimes of 10 s. Figure 9.4-2 shows a comparison
235for various linear time variations of reactivity from initial equilibrium in U systems with neutron

lifetimes of 10-5 3, pigure 9.4-3 shows a comparison for various quadratic time variations of reactivity
235 4

j from initial equilibrium in U systems with neutron lifetimes of 10 s. Figure 9.4-4 shows a comparison
235for various negative step changes of reactivity from initial equilibrium in U systems with neutron

lifetimes of 10 s. The data for Figure 9.41, Figure 9.4-2, and Figure 9.4-3 were obtained from4

Reference 9.4-5. Kinetics calculations using the RTS (Reactor Transient Solution) computer code were
i performed to produce the curves shown in Reference 9.4-5. The data for Figure 9.4-4 were obtained from

Reference 9.4-6. Unlike the other figures, only the fission power was normalized in Figure 9.4 4 and not
the total power. Also, a slightly larger delayed neutron fraction (b) was used in determining Figure 9.4-4.

235This slightly larger delayed neutron fraction is typical of U reactors with reflectors.

The RELAP5 solutions agreed well with the textbook solutions. Differences between the RELAP5
and textbook solutions can be attributed partly to the scaling of a curve from a textbook that may have
been distorted as a result of printing or to show a specific trait. The curve from which the data for Figure
9.4-4 were obtained was one-fourth the size of the curves from which the data for the other figures were
obtained. As a result, the data points obtained for Figure 9.4-4 are not as accurate as those obtained for the
other figures. The difference at the larger power levels seen in Figure 9.4-1 cannot, however, be a result of
inaccurate scaling as the difference is too consistent. However, experience with calculations of reactivity-
induced accident transients indicates that the power would unlikely go higher than 1000 times the initial t.

'
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f Figure 9.41 A comparison for various positive step insertions of reactivity fram initial equilibrium in

Pu systems with neutron lifetimes of 10'4235U and 239! s.

l power if reactivity feedback was included in the power determination. In this range, the RELAP5 and
textbook solutions show much better agreement.

Reactivity feedback can be input into RELAP5 in one of two models: a separable model and a
tabular model. In addition, the tabular model has two options. The separable model is so defined that it
assumes that each effect is independent of the other effects. This model also assumes nonlinear feedback
effects from moderator density and fuel temperature changes and linear feedback from moderator
temperature changes. The separable model does not provide for boron reactivity feedback, though user-
defined boron feedback can be implemented with a control system. The separable model can, however, be
used if boron changes are small and the reactor is near critical about only one state point. For those reactor
transients where the assumption of no interactions among the different feedback mechanisms cannot be
justified, the tabular model can be used. All .Nedback mechanisms can be nonlinear, and interactions
among the mechanisms are included in the tabular model. However, the expanded modeling capability
greatly increases the input data requirements.

The separable model is defined by

O
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Figure 9.4 2 A comparison for various linear time variations of reactivity from initial equilibrium in U

systems with neutron lifetimes of 10-5 s.

#. a. =,

r (t) = r,- r, + [r,i(t) + [V + [ [W o R (pi(t)) + a e Twi(t)]p wia pi

* ' ' (9.4-5)
n p

+[[W e Rp (Tp;(t)) + api e T (t)] .ri ri

i

The quantity to is an input quantity and represents the reactivity corresponding to assumed steady-

state reactor power at time equal zero. The quantity rg is a bias reactivity calculated during input
processing such that the reactivity at time equal zero is r . The purpose of the bias reactivity is to ensureo

that the initial reactivity is equal to the input reactivity after including the feedback effects. Without this
quantity, the user would have to manually adjust a scram curve or control variable to obtain the input value
of initial reactivity or have a step input of reactivity as the transient starts.

The quantities r,i are obtained from input tables defining n, reactivity curves as functions of time.*

The quantities Vei are n control variables that can be user-defined as reactivity contributions. R is a tablee p
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Figure 9.4-3 A comparison for various quadratic time variations of reactivity from initial equilibrium in

U systems with neutron lifetimes of 10''s.235

defining reactivity as a function of the density of water, p,(t), in the hydrodynamic volume i; Wp; is the

density weighting factor for volume i; Twi s the temperature of volume i; a i s the temperaturei wi
coefficient (not including density changes) for volume i; and np is the number of hydrodynamic volumes
in the reactor core. The value Rp is a table definmg reactivity as a function of the average fuel temperature

Tri n a heat structure; Wri and api are the fuel temperature weighting factor and the fuel temperaturei

coefficient, respectively. np is the number of heat structures in the reactor core.

The tabular model defines reactivity as

a. a,

r (t) = r,- rg + [r,i + p,i + R [ (p (t), Tr (t), B (t))] (9.4-6)

i i

a,

p (t) = W ,p,(t) (9.4-7)
p

O
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Figure 9.4-4 A comparison for various negative step changes of reactivity from initial equilibrium in U

d
systems with neutron lifetimes of 10 s

n,

T (t) = [W Twi(t) (9 4~8)
pi

i

a,

D (t) = [W,,B (t) (9.4-9)
i

i
j

., !

Tr(t) = [W T (t) (9.4-10)
ri ri

i

where B is boron density. The average quantities are obtained with the use of one weighting factor for each
hydrodynamic volume and each heat structure contributing to reactivity feedback. The reactivity function
R is defined by a table input by the user. The four-dimensional table lookup and interpolation option
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l

computes reactivity as a function of moderator density (p), moderator temperature (Tw), volume average

fuel temperature (Tp), and boron density (B). The three-dimensional option does not include boron density.

The reactivity function R is evaluated by a direct extension of the one-dimensional table lookup and
linear interpolatin . ;,,: heme to multiple dimensions. One-dimensional table lookup and interpolation of the
function V = F(X) uses an ordered set of Nx independent variable values X , with the corresponding valuesi

of the dependent variable V , to determine the value of V corresponding to the search argument X. Thei

independent variable is searched such that X and X . bracket X. An equation for a straight line is fitted toi i

the points X , V , and X 3, V; i, and the straight line equation is evaluated for the given X.i i i

For one dimension, the value of V is bracketed between X; and X .i. For two dimensions, the valuei

of V is within the quadrilateral defined by the points X , Y and X .i, Y and X , Y .i and X .i, Y).i. Fori j i j i j i

three dimensions, the value of V lies within the box defined by the points X , Y , Zg and X .i, Yj, Z andi j i k

X;, Y .3, Zg and X .i, Y; i Zg and Xj, Y , Zg. and Xj.i, Y), Zg.i and X , Y) i, Zg. and X .i, Y) 3, Z +1-j i j i i k

This process continues for more dimensions. Using the appropriate weighting factors for each dimension,
the value of V can be determined by linear interpolation in each dimension, one at a time.

Using Nx, Ny, Nz, and Nw as the number of values in the four sets of independent variables, the

number of data points for a three-dimensional table is Nx Ny Nz and is Nx Ny NzNw for a four-
dimensional table. Using only four values for each independent ~ variable, a four-dimensional table requires

256 data points.

9.4.1 References

9.4-1. American Nuclear Society Proposed Standard ANS 5.1, Decay Energy Release Rates Following

Shutdown of Uranium-Fueled Thermal Reactors. October 1971, revised October 1973.

9.4-2. American National Standardfor Decay Heat Power in Light Water Reactors, ANSIIANS-5.1,

1979.

9.4-3. E. M. Cohen,"Some Topics in Reactor Kinctics," A/ CONF 15,1958,p.629.

9.4-4. A. Schwartz, Generalized Reactor Kinetics Code AIREN H, NAA-SR-Memo-4980,1960.

9.4-5. G. R. Keepin, Physics of Nuclea, Reactors New York: Addison-Wesley Publishing Company
Inc.,1965, pp. 287-293.

9.4-6. M. A. Schultz, Control of Nuclear Reactors and Power Plants, second edition, New York:
McGraw-Hill Book Company Inc.,1961, p. 91.
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10 CLOSURE RELATIONS REQUIRED BY EXTRA MASS
1 CONSERVATION FIELDS

J
The effects of the noncondensables on the heat transfer and mass transfer processes are discussed

elsewhere in the manual in conjunction with the steam-water processes and are not repeated in this section.

The only solute in the liquid field that is explicitly treated in the code is boron. The assumption is
made that the boron concentration is sufficiently dilute that the following assumptions are valid:

Liquid propenies are not altered by the presence of the solute+

Solute is transported only in the liquid phase and at the velocity of the liquid phase*

Energy transported by the solute is negligible+

Inertia of the solute is negligible+

With these assumptions, only an additional equation for the conservation of the solute is required.

O
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11 STEADY STATE'

,
4

i 11.1 Basis for the Model- ,

The model for steady-state analyses using RELAP5/ MOD 3 was originally implemented in RELAP5/

MODI .5.II I-I which was a version of RELAP5/ MODI .12 extended to provide reflood heat transfer. |tt

The steady-state model was subsequently modified for use in RELAP5/ MOD 2 I 3 and, except for11
;

debugging, has remained essentially unchanged since RELAP5/ MOD 2 was released. j

! !

I The basic modeling technique used by the steady-state model is that the user must set up the input ;

; database to perform a null transient, so that the problem being simulated will undergo a transient
!

progressing from input initial conditions to the steady-state conditions defined by the user. To achieve this,'

]
the algorithm does not solve a set of steady-state formulations of the field equations. Instead, the algorithm |

j uses the full transient algorithm and simply provides an automated method of monitoring the calculated ;

i results to detect when an average steady-state is achieved and maintained for a reasonable time interval.

j Upon achievement of steady state, the algorithm automatically stops the calculational process, provides a
final" restart / plot" file, and provides the printed and plotted output requested by the user. The user can then:

! examine the results and,if desired, the problem can be either restarted as a continuation of the steady state

problem or restarted as a transient problem.

! In perfonning the transient calculations, the steady-state algorithm uses only one special model in the

; solution of the thermal-hydraulic field equation. The special model used ignores the heat structure heat

I capacity data input by the user and replaces its value with a small value computed to be just large enough

j( to maintain stability for the calculations. This technique reduces the thermal inertia of the bounding heat

| structures, allowing them to respond quickly and closely follow the hydraulic transient as it approaches [
'

steady state.

i
i The basis of the algorithm to detect steady state is an original technique using least ;quares curve

j fitting and smoothing methods to measure the time rates of change in state of the calculational cells and the

j average linear rate of change of the modeled system. The scheme also considers calculational precision in

{
determining the steady-state convergence criteria, The purpose of the following discussion is to summarize

i the basic methodology described in the code manual, summarize differences between the manual and the

j code formulations, and summarize deficiencies noted by the users of the technique,

i

11.1.1 Referencesj

11.1-1. V.11. Ransom et al., RELAP5/A10D1.5: Afodels, Developmental Assessment, and User
Information, EGG-NSMD-6035, October 1982.

I l1.1-2. V. H. Ransom et al., RELAP5/Af0D1 Code Afanual, Volume 1: System Afodels and Numerical
1
' Afethods, NUREG/CR-1826, EGG-2070, March 1982.

11.1-3. V.13. Ransom et al., RELAPS/ MOD 2 Code Manual, Volume 1: Code Structure, System Afodels,

and Solution Methods, NUREG/CR-4312, EGG-2396, August 1985.

o
,
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11.2 Summary of the Steady-State Model

11.2.1 Model Description

In Volume I of this code manual, the steady-state model is described and is divided into five
subsections discussing the fundamental concepts, the steady-state convergence criteria, the steady-state
test time interval control, the heat structure heat conductance scheme, and the interrelationship of steady-

state and transient restart / plot records.

The discussion concerning fundamental concepts states that it is only necessary to monitor three

terms whose " variation in time include the variations of all the other terms." These three terms are the
thermodynamic density, internal energy, and pressure, and these three terms can be combined into a single
term, enthalpy. The enthalpy of each volume cell is then formulated. Furthermore, it is expressed that an
absolute steady state occurs when the time rate of change in enthalpy approaches zero for all of the volume
cells in the model, and that this is monitored by fitting the time rate of change in enthalpy to an exponential

smoothing function giving a least squares approximation of the root mean square (RMS) of the time rate of
change in enthalpy for the modeled system. A means of monitoring the system average enthalpy is also
discussed, for which a straight line is fitted by least-squares to the average system enthalpy results over a
time interval. Time average steady state then occurs when the linear average rate of change is zero within a

convergence criterion related to the calculational precision.

The formulatione presented are statistical equations expressing the difference between the state
calculated by the transient numerical algorithm and the state calculated by the thermodynamic equation of
state algorithm. This difference in state properties is then shown to be the difference in two-phase mixture
densities computed by the two algorithms. This difference has been called the " mass error" in the code
manual. A second source of density uncertainty is also discussed. It is the uncertainty of the
thermodynamic equation of state itself. Since a steam table computed from the ASME formulation for

steam water propenies .2-1 is used as the thermodynamic equation of state, and since these tables haveti

five-significant figure accuracy, the approximate uncertainty in thermodynamic is 5 in the density sixth
significant figure. The resultant net uncertainty in the system mean enthalpy is then expressed as the
statistical variance, summing the squares of the calculational precision and the steam table standard
precision. The uncertainty in the rate of change in state is then written as the net uncertainty divided by the
calculational time step.

Volume I also discusses the steady-state test time interval control and separates the scheme into two
basic tasks, which are

1. To monitor the behavior of the time smoothed RMS rate of change in system enthalpy

2. To monitor the behavior of the linear average rate of change in the system enthalpy.

It also discusses the terms printed in the steady-state printed edit.

In performing a steady-state calculation, the full transient algorithm is solved at each time step; and,
after each successful solution, the steady-state monitoring algorithm is entered. Tests for the preceding two

tasks are performed as outlined in the following discussion.

In the test time interval control scheme, the first calculations performed are those evaluating the
,

| system mean enthalpy, the system mean rate of change in enthalpy, and the system mean square rate of
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change in enthalpy at each time step for ten successive successful time steps. At the end of this Erst time
interval, the equation for time-smoothed root mean square rate of change in enthalpy is determined using

[Q} the method ofleast squares. Its first two derivatives are evaluated at the current time step; and,if the rate of
change is increasing, the progression to steady state is divergent. If the rate of change is decreasing or zero,
the progression to steady state is convergent. If the divergent condition is determined, the next time at
which the test will be performed is estimated by either maintaining, halving, or doubling the current test
time interval based on a projected estimate of the current time-smoothed convergence function. This test
procedure is then succe:sively repeated until a convergent condition is calculated. The discussion explains
the formulation of this process. If a convergent condition is determined, then testing for linear time average
steady state is begun.

After the RMS rate of change test indicates a convergent condition, the linear average rate of change
tests are begun. These tests are conducted by curve fitting three overlapping straight line equations to the
system mean enthalpy results accumulated over two successive test time intervals. For example, if the two
successive test time intervals are over the range in time from t to t to t , then three straight lines can bei 2 3

fitted to the results, such that line A is a line fitted from t to 1, Line B is a line fitted from 1 to t , and Linei 2 2 3

C is a line fitted from t to 1. The implication of the manual is that if the slopes of these three straight linesi 3

both agree and approach zero within the calculational uncertainty, then the system is approaching a time
average steady state. Of course,if the slopes of the three lines disagree and are not approaching zero, then
the solution is diverging from steady state.

If the solution is diverging, then the accumulated line results are discarded, and the testing scheme is
reset to continue the RMS rate of change scheme until it again indicates convergence, at which time the
linear time average scheme is reinitiated.

I
V It has been noted that the full transient algorithm is solved at each time step for the system being

modeled, and that only thermal-hydraulic parameters are monitored to detect steady state, with no mention
of how the state of heat structures is monitored as they achieve steady state. In the steady state algorithm,
the heat structure response is forced to closely follow the thermal-hydraulic response by ignoring the heat
structure heat capacity data input by the user and replacing it with a small value just large enough to ensure
calculational stability. This technique artificially reduces the thermal inertia of the heat structures,
allowing them to rapidly store or reject heat, and thereby closely follow the thermal-hydraulic state as it
approaches steady state. The formula used to calculate the minimal heat capacity term is the explicit
stdility criterion for numerical heat conduction analyses.

Finally, to allow a high degree of utility in using the steady-state technique, the ability is provided to
restart problems as continuations of steady-state problems or as transients using the steady-state restart /
plot records as initial conditions. Capability is also included to restart steady-state problems using transient
restart / plot records as initial conditions. Of course, the fundamental capability of running a new problem as
a steady state is also included.

11.2.2 Code implementation

Comparing the steady-state scheme discussed in the manual to the scheme as coded in the subroutine
SSTCHK shows that all of the formulations have been implemented as described except two. The first
exception is that the standard uncertainty is coded as

n

f = i(6x 6^) p[ * ' (1]21)E ,i

v
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which gives a better approximation to 5 in the sixth significant figure for density of saturated liquid. The
second exception is that if upon testing the three straight lines to determine if time average steady state has
been achieved,it is determined that steady state has not been achieved, the first test line (i.e., Line A) is not
simply reset to the second test line (i.e., Line B). Instead, the straight line results for both Lines A and B
are discarded, and Line A is replaced by a least-squares fit to the transient algorithm results over the Line B
test time interval. The remainder of the time average steady-state testing scheme remains as discussed in

the manual.

11.2.3 Reported Deficiencies

Very few users have reported deficiencies to the RELAP5 code development persc~.el. However,
the deficiencies that have been reported have all been for models simulating full-size pwer plants or
integral test facilities simulating power plants. The deficiencies fall into three categories:

The modeled system undergoes a significant transient from user input initial conditions1.

and begins to steady out, but the code terminates the calculation too early, with the
statement printed that the system has achieved steady state.

2. The modeled system undergoes a significant transient from user input initial conditions to

a good steady state, but the algorithm allows calculations to proceed at steady state for too

long a time.

3. The modeled system achieved a good steady state in a reasonable simulation time, but, for
the secondary side, if the steam generator heat transfer conditions are matched, the
secondary pressure does not agree with the data. If the secondary pressure is matched,
then the steam generator heat transfer conditions do not agree with the data.

The first deficiency definitely shows a weakness in the time average steady-state testing scheme. The
deficiency occurs, however, when the user inputs very crude or approximate initial conditions. The
transient problem simulated is then quite extreme, resulting in a high calculational uncertainty. This
uncertainty is monitored by the code time step control routine as mass error; and, as a result, the time step
taken is usually reduced to the minimum value input by the user. Once the minimum time step is reached,
the code is then forced to run at that time step and forced to accept the high error. Since this mass error is
used by the steady-state algorithm to define the time average steady-state convergence criteria, the
resultant convergence criterion is large. Hence, since the criterion for time average steady state is that the
slope of the time average straight line be zero plus or minus the convergence criterion, the large
convergence criterion allows the algorithm to prematurely estimate achievement of time average steady
state. The user can generally work around this problem by simply restating the run as a continuation of the
steady-state problem.

The second deficiency is usually a direct function of the steady-state scheme and not really a
deficiency. Roughly, the first 25% of the total time simulated is the transient approach to steady state. The
test time interval for the first achievement of steady state will be of the same approximate duration as this
transient time interval. This is, if it takes approximately 100 seconds simulated time to undergo the
transient approach to steady state, then the first test time interval showing the achievement of time average
steady state will also be approximately 100 seconds. The algorithm then repeats the testing scheme for two
additional intervals of the same duration, and if this average steady state is successively maintained for all
three time intervals, then the algorithm terminates the calculation with the statement that steady state has
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been achieved. The time needed to achieve steady-state can usually be shortened by improving the'

modeled control variables that drive the system to steady state. )
,

<

! The third deficiency noted is also not a deficiency in the steady-state algorithm. It is a heat transfer
>

modeling problem typical of PWR steam generator models. Users should refer to previous sections in this i
'

document describing these models for more detailed recommendations (see Volume I).e

Note that the user can deft ne a plant controller such as a steam generator feedwater control operating |

! between high and low set points that will force the modeled system to a steady oscillating state or an :
'

| oscillating state with slowly decreasing amplitude. For these circumstances, the steady state algorithm will

I determine that a time average steady state has been achieved, and within the steady-state edit the mean

j RMS amplitude of these oscillations is printed as the term FLUCTUATION. If the user desires to remove
; these oscillations, a revised controller must be used that will drive the system to a precise set point.

*

!

j 11.2.4 Conclusions
[ r

i The steady-state algorithm provides an adequate automated method of performing a null transient
solution for steady-state conditions. However, tb experienced RELAP5 user will undoubtedly have better4

,

j success than the inexperienced user. RELAP5 personnel have included a new modeling capability for self-

i initialization of PWR plant system models.11.2 2 Two examples are included that demonstrate how a good

steady state can be achieved.

i It is also concluded that the steady-state algorithm can be improved by delaying the initiation of
j testing for steady state until the initial calculational mass error has begun to decrease. This would prevent |

I

j premature estimates of the achievement of steady state.

11.2.5 References
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